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Preface 
The work described in this thesis has been carried out in collaboration with a 
number of people. When working in a group at a white board, or over a cup 
of coffee, it is impossible to say exactly who contributed what. The parts I 
particularly identify with are summarized as follows . 
• In Chapter 2, my role has been combining the ideas of different people, 
along with my own contributions, into one coherent algorithm. In particular 
recognising the similarity between the "spread function" and "interpolation 
function", that are now combined. This algorithm evolved over a series 
of meetings, and was subject to many reconstructions. I produced the 
computer simulation results, and experimented with different interpolating 
functions . 
• For the work in Chapter 3, I produced computer simulations that have been 
useful in demonstrating the unique convergence, as well as revealing the ex-
ponential rates of convergence, both of which were subsequently established 
theoretically. I have contributed to the uniqueness proofs, and the proofs 
of exponential convergence rates. Generally my role has been to transform 
the ideas of my supervisor into working algorithms, with useful properties . 
• In Chapter 4, I developed the exponential convergence rates , the computer 
simulations and the final proof for the diagonal algorithms, as well as in-
teracting in the discussions about the other results . 
• The time varying work in Chapter 5 was initially suggested in a three way 
discussion between John Moore, Uwe Helmke and myself. Riccati type 
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solutions were developed by Joe Imae. The original proofs were awkward , 
and I reworked the results gi ving global convergence and a bound on the 
error. A third proof version was the result of a meeting between Uwe Helmke 
and myself. For interest, the intermediate proof is included in Chapter 5 
of this thesis, and the newest proof method is used for similar results in 
Chapter 6 . 
• The results In Chapter 6 giving time-varying gradient like equations on 
the transformation matrix , and matrix factors , were motivated by myself, 
as generalizations of the equivalent time-invariant results in Chapter 4. I 
thank John Moore for pointing out errors in the original proof. 
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Abstract 
In this Thesis methods of exploiting new computer technology in the area of 
system identification are investigated. In particular computing methods that can 
take advantage of parallel processing are explored. 
The results in this thesis can be implemented to allow the learning of a non-
linear function, or the solution of a balancing task, with the answer becoming 
more accurate as time evolves. Both of these tasks are presented in a way that 
can be readily extended to a time varying setting. The dynamic nature of the 
algorithms are also useful in the area of system uncertainty. 
The first part of this th~sis extends known Kalman filter algorithms to the 
multidimensional case. Representation theorems show that a function can be 
represented as the sum of other known functions. The aim is then to learn 
an unknown nonlinear function , possibly in a noisy environment, as the sum of 
other known functions. Kalman filters are used to estimate the coefficients of the 
function summation. Such a bank of Kalman filters is readily adapted to parallel 
processing, but this is not done here. 
The Second part of this thesis explores the possibility of using differential 
equations to solve certain balancing tasks associated with systems theory. Of 
particular interest are the tasks of balanced realization (a generalization of that 
defined by B.C. Moore [21]) and balanced factorization (a generalization of sin-
gular value decomposition). Solution differential equations are given that evolve 
on the transformation matrix, its square, or the system matrices themselves. 
These differential equation techniques are useful in giving insight for tasks that 
previously had no known solution. The extension of these techniques to the 
VI 
time-varying setting is also explored. In the case that the system matrices are 
time-varying, differential equat ions are given that converge exponentially to, then 
track with arbitrary accuracy, the time-varying balanced system. 
Vll 
Table of Notation 
The following is a summary of some of the notational conventions to hold through-
out this thesis. There are a few instances of repetition, due to a desire to use 
notation standard to each field of research. Thus, the notation appearing in the 
"Functional Learning" section below is specific to Chapter 2, and the notation 
appearing in the "Differential Equation" section below holds throughout the re-
mainder. 
Mathematical 
IR the set of real numbers 
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the tangent space at a point x in a smooth manifold M 
the tangent bundle of a smooth manifold M 
the cotangent bundle of a smooth manifold M 
the norm of A, (if there are several norms used, this is specified) 
inner product 
Lie bracket, AB - BA 
Functional Learning 
almost surely 
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mean square integral error measure 
mean square discrete error 
upper bound of persistence of excitation 
lower bound of persistence of excitation 
function to be learnt 
estimate of f 
estimate of f( x) given coefficient estimates ·Q 
a point in space 
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interpolating function 
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Differential Equations 
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Ra 
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the limiting solution of X 
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the observability gramian 
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Chapter 1 
Introduction 
eural etworks are currently seen to hold promise for implementing artificial 
intelligence systems. Their evolution, together with technological advances are 
changing the type of computing methods we use. Parallel processing suggests we 
should organize large problems into a set of small tasks that can be performed in 
parallel. eural networks have opened the possibility of reintroducing the analog 
computational approach. Computer memory and the computational power of our 
desk-top computers is increasing, thus allowing us to study new computational 
methods. These factors all suggest a need to look at how we can do our compu-
tations to take advantage of these new parallel technologies as they emerge. This 
thesis investigates methods of using this computer technology in learning about 
a plant, balancing the controllability and observability properties of a plant, and 
the related tasks of matrix factorization such as the singular value decomposition. 
An area of particular research interest in this thesis is that of dynamical sys-
tem identification, that is finding a set of iteritive mathematical equations that 
describe a physical system. This is an important preliminary or concurrent oper-
ation to engineering any estimation, prediction, or control strategy for controlling 
the system. Clearly the accuracy of any system identification will determine the 
performance of any estimator or controller based on this identification. In the 
engineering context, on-line identification is important so that as each new mea-
surement arrives, there will be an update of estimates of the system model, and 
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consequently of the controller , with minimal delay. Much of the identification 
literature is in the area of linear systems theory. However the question of non-
linear system identification is important since clearly many physical systems are 
nonlinear. 
A possible approach to nonlinear system identification is via functional learn-
ing, that is finding a functional representation for the underlying nonlinearities of 
a system. A number of the results in neural networks can be applied for functional 
learning of nonlinearities in a dynamical system. Such algorithms converge very 
slowly, and certainly the convergence theory is incomplete. As an alternative ap-
proach, it seems reasonable to try to extend known identification algorithms, with 
well understood convergence properties, to the functional learning setting, rather 
than develop convergence results in the neural network setting where the theoret-
ical issues appear too formidable at this stage. As a starting point in our research 
it is proposed that familiar least squares techniques be used to learn functional 
representations of parameters of an ARMAX system, with convergence results 
given in terms of persistence of excitation conditions over the function space, as 
well as in time. A key feature of the approach is that it, in common with the 
neural network approach, is amenable to parallel computer processing. 
An identification algorithm will often result in a system model with a high 
complexity. For engineering applications the model must have a low enough com-
plexity to readily allow rapid calculation and low hardware complexity, increasing 
reliability. Model order reduction is a process whereby we can reduce the com-
plexity of the model with minimum reduction of modelling accuracy. A standard 
approach to this task for linear systems is via a technique called balanced real-
izations, which organizes the state space representation of a system so that each 
internal variable (state) is equally controllable from the input and observable from 
the output. Traditionally this task is achieved by performing algebraic matrix 
manipulations. The methods explored in this thesis concern finding the balanced 
realization as the limiting solution of a system of differential equations which can 
be updated, in principle, via an analog computer (or parallel) approach. Balanc-
ing time-varying realizations then becomes a relatively straightforward exercise, 
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opening the way to dealing with realizations functionally dependent on the sys-
tem state. Balanced realization itself can be viewed as a learning problem: Given 
a starting realization, how do we modify our system representation in order to 
minimize the difference between the observability and controllability gramians. 
The learning nature is more obvious when the differential equations can be inter-
preted as a gradient descent or flow in which case there is an obvious minimization 
objective. 
onlinear systems can be locally approximated by a linear system. In this 
way a nonlinear system can be viewed as a time-varying system . Systems that are 
still being learnt can also be viewed as time-varying systems. In these cases, as 
well as genuine linear , time-varying systems, it is desirable to find a time-varying 
balanced realization. The differential equation approach allows such a realization 
to be found to arbitrary accuracy. 
A differential equation approach can also give new insight into the solution 
of other balancing type tasks. As these techniques become available tasks like 
minimum sensitivity of a closed loop can exploit these insights. 
Chapter 2 addresses certain functional learning tasks in signal processing using 
familiar algorithms and analytical tools of least squares for autoregressive moving 
average exogenous input (ARMAX) models. The models can be viewed as con-
ventional ARMAX models but with parameters dependent on variables such as 
inputs or states, termed function input variables. The functional dependence of 
the parameters on these variables is represented in terms of basis function expan-
sions, or more generally interpolation function representations. The interpolation 
functions in a least squares identification of coefficients also turn out to be, in 
essence, spread functions that spread learning throughout the space of function 
input variables . Thus for a set of training sequences, or trajectories in function 
input space, system parameters and thereby system functionals can be updated. 
The idea is that these will have relevance for similar sequences or neighbouring 
trajectories. The concept of persistence of excitation to achieve complete function 
learning, or equivalently, signal model learning is studied using least squares con-
vergence results. Application of the proposed algorithms and theory within the 
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signal processing context is addressed by means of simple illustrative examples. 
In Chapter 3, the link between differential equations and linear algebra is 
explored. These ideas are developed in subsequent chapters, but background 
material is given here. Three balancing tasks , namely balanced factorization , 
balanced realization , and a new type called norm minimization , are shown to 
be equivalent to finding limiting solutions of certain gradient flow differential 
equations. By viewing such algebraic tasks in the context of calculus , t hey are 
amenable to analog computational solutions , or parallel processing machines , 
perhaps even neural networks. The convergence rates of the differential equations 
are exponential , and consequentially convergence is rapid and numerical stability 
properties are attractive. 
In Chapter 4 the task of finding balanced realizations in systems theory using 
differential equations is investigated in further detail. Several alternative sets of 
equations , giving both diagonal and generalized balancing, are given , evolving on 
both transformation matrices and the system matrices themselves. The flows that 
evolve on the actual system matrices remove the need for considering coordinate 
transformation matrices. Convergence properties are examined in this chapter. 
Chapter 5 explores the ability of the Riccati equation to solve the balanced re-
alization task. This approach is then extended for solving time-varying balanced 
realization problems. Instead of calculating the exact solutions for balancing at 
each time instant, we estimate with arbitrary accuracy the balancing solutions 
by means of the Riccati differential equations associated with the balancing prob-
lems. Under uniform boundedness conditions on the controllability gramians and 
their inverses, the solutions of the Riccati equations exist and converge exponen-
tiallyas their initial time goes to -00 to give what we term l1--ba/ancing solutions. 
The parameter 11- has the interpretation of the gain of a differential equation. It 
determines the accuracy of the balancing transformation tracking and the expo-
nential rate of convergence. Their exponentially convergent behaviour ensures 
numerical robustness. 
Chapter 6 extends the time-varying of Chapter 5 to the balanced matrix fac-
torization tasks. The differential equations presented here specialize to gradient 
4 
flows proposed in earlier chapters to solve time-invariant balancing tasks. Differ-
ential equations are proposed that evolve on the relevant transformation matrix, 
its square, or the matrix factors. The solution to time-invariant problems is 
achieved exponentially, and that of the time-varying problem is achieved with a 
"tracking" error which can be made arbitrarily small. 
Chapter 7 discusses the significance of this work and gives directions for fur-
ther research. 
5 
Chapter 2 
Functional Learning 
2.1 Introduction 
The current neural network literature has highlighted the task of functional learn-
ing for application within the fields of control systems, and signal processing. The 
idea is that some input-output function f(· ) is learned by means of a training se-
quence of function inputs Xk and outputs Yk for k = 1, 2, ... , r as j(-). The 
function estimate j(-) can then be used to achieve outputs Y from inputs x as 
Y = j(x ). 
Of course, neural networks are usually restricted to the set of parametriza-
tions for j(-) in terms of suitably parametrized sigmoid functions and weights in a 
multi-layer network. The parameters and weights are learnt by various methods 
including backward propagation and extended Kalman filters [30]. The repre-
sentations are such that the functions are not linear in the parameters/weights 
so that standard least squares, or weighted least squares , parameter estimations 
techniques do not apply. 
For a number of reasons it would be of interest to pursue the role of least 
squares techniques for functional learning where the functions are linear in the 
parameters (weights). Least squares methods can be truly recursive in that esti-
mates can be updated as each new measurement arrives. Also, they are readily im-
plemented and their convergence properties are relatively well understood within 
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the adaptive control and signal processmg context where they are ubiquitous. 
It has been a natural development for such adaptive methods to evolve towards 
learning systems where the underlying task is functional learning rather than pa-
rameter estimation. Thus in the trivial functional learning environment, when 
the function is linear and constant, it is appealing for the learning algorithms 
to specialize to the well-understood least squares based parameter estimation 
schemes. 
A key property of least squares algorithms is that their convergence depends 
on certain excitation conditions of the regression vectors , which in turn depend 
on external excitations. This property, in the adaptive estimation context, should 
carryover to the functional learning context. In earlier studies [20], [15], [22], the 
concept of functional persistence of excitation is developed for continuous-time 
deterministic systems in an infinite dimensional setting, working with integral 
operators. The kernel functions allow information to spread in the function in-
put space. Application studies for the control of robots are performed using 
discrete-time and gradient or least squares ideas. From this work, the question 
that naturally emerges is: What are fundamental results concerning functional 
learning and persistence of excitation in a least squares stochastic identification 
context? 
In this chapter we interpret a class of functional learning tasks as least squares 
parameter estimation tasks, or a system of lower order least squares parameter 
estimation tasks performed in parallel. One of the main ideas used in the chapter 
is that in learning a function f(·) at a point, from input-output measurements 
Xk, Yk, the closer Xk is to " the greater the influence of the pair Xk, Yk should 
be in learning fh). Thus for Xk in the neighbourhood of " the associated 
weightings are high relative to weightings for Xk outside the neighbourhood of ,. 
The weightings then control what can be termed the spread of learning. 
The algorithm we propose, in its most general form, seeks function esti-
mates, or rather function parametrization estimates, at a set of points r [ = 
hI,,2, ... "n] in the function input variable space r x. As each new measure-
ment pair Xk, Yk arrives, estimates on r[ are updated, with the learning being 
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strongest in the neighbourhood of Xk and diminished, or even zero, outside this 
neighbourhood. With estimates at r [, an interpolation function can be used to 
give estimates on r x . In fact, in our algorithm, the interpolation function is also 
used to control the spreading out of learning. Because of this dual role for the 
interpolation function, we must select bisigmoidal functions K;(x) which decay 
to zero outside the neighbourhood of Ii. Thus polynomial, spline, and Fourier 
basis or interpolation functions are not an appropriate practical choice although 
some of our formulations allow such function representations. 
The second principle idea dealt with in the chapter concerns the convergence 
of least squares algorithms in the functional learning context. Known conver-
gence theory for the least squares algorithm can be applied. Thus in any calcu-
lation, convergence behaviour can be estimated on line in terms of persistence of 
excitation measures on variables used in the calculations, under appropriate as-
sumptions. It is, of course, desirable to translate such excitation conditions onto 
external variables. We claim that the (functional) persistence of excitation con-
ditions for consistent estimation of the function, under function reconstructibility 
conditions, are a natural generalization of the available theory for the parameter 
estimation context, making connections to related work [22]. 
So as to generalize least squares based adaptive schemes in signal processing 
and control, we work with signal models which are natural generalizations of 
familiar input-output models in these fields. 
The aim is to learn the functional representation of the coefficients of the 
discrete-time "ARMAX" equation, specialized to the white noise case, namely 
(2.1.1) 
where Wk is zero mean white Gaussian noise, Uk E r u the set of allowable inputs, 
and Xk E r x, the set of allowable function input variables. The vectors Xk, Yk, 
Uk are measurable at time k. Here A(Xk) = 1 + al(xk)q-l + ... + an(xk)q-n 
and B(Xk) = 1 + b1(Xk)q-l + ... + bm(Xk)q-m, where q-l is the unit delay op-
erator. Given a set of noisy measurements {Xk' Yk, Uk} we propose two different 
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types of least squares algori thms to estimate (possibly matrix or vector) function 
representations f (x) of the coefficients ai (-), bl). 
Of course, (2.1.1) is a special case of the more general form 
(2. 1.2) 
When specialized to (2.1.1), we have 8'(-) = [al(-) ' " an(-) bl (-) ... bm(-)] and 
<I>~ = [Yk-l ... Yk-nUk-l ... Uk-m]. Our objective is to estimate the (vector or 
matrix) function 8(·) from knowledge of the sequences Xk, Yk, <I>k . 
One example where functional learning in dynamical systems can arise is in 
gain scheduling for an aircraft controller, where the function input variables Xk 
are the speed and altitude of the aircraft and f( Xk) is the gain schedule. Another 
possible application area is in robotics, [22], where Xk could be the position, and 
orientation, of the robot hand in space. In these two cases the parameters of the 
linear system are functionally dependent on the position. The optimal control is 
then also a function of position. The aim is then to learn the control function , 
given calculations at discrete points. 
In Section 2.2, some theorems are reviewed concerning functional representa-
tion, and least squares convergence. In Section 2.3, the standard type of least 
squares method is applied to functional learning, and in Section 2.4 the idea of 
interpolating functions is exploited for this context. Section 2.5 has some simula-
tion results and observations on practical implementation. In Section 2.6, areas 
that require further investigation are discussed and concluding remarks made. 
2.2 Preliminary Definitions and Theorems 
This section on functional representat ion and least squares convergence can be 
used as reference material for some of the later results of this chapter. 
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2.2.1 Function Representation 
For some of the results to follow we focus on representing a function as a sum of 
simply parametrized functions, termed here representation functions. Examples 
of such representation functions are sigmoids, and bisigmoids. The definition of 
these functions are now recalled. 
Definition 2.2.1 A scalar sigmoid function of a scalar variable t is one of the 
form 
{
I t-too 
a(t) = 
o t -t -00 
This general definition does not require continuity, however the sigmoids we are 
interested in are piecewise continuous. An example of such a scalar sigmoid 
function is a(t) = (1 + e-tt1. 
Definition 2.2.2 A scalar bisigmoid is the difference of two offset sigmoid func-
tions with the property 
Ub(t) ~ u(t) ~ u(t ~ 1) ~ { ~ 
t-t-OO 
We are interested in integrable bisigmoids generated by a monotonic sigmoid. 
The function ab(t) = (1 + e-t)-l - (1 + e- t+1 tl is clearly an example of such a 
scalar bisigmoid. 
Another function that is of interest is the familiar Gaussian function with 
covariance ~i, assuming I~il f 0, is g(t) = (J27rI~il)-1 exp( _t/~ilt/2 ) . 
A theorem about functional representations on a compact interval is now re-
viewed. This theorem gives conditions for approximating an arbitrary integrable 
function , to an arbitrary accuracy, using a given error measure. These conditions 
justify the use of continuous sigmoids and integrable bisigmoids as representation 
functions . 
We use the notation that JR is the set of real numbers and N is the set of 
natural numbers. Consider 
G: JR -t JR. 
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Let us define 
r q 
I)G) = {g: g(x) = ~ (3jG(yjx + Zj); x, Yj E lRn , q E N, Zj, {3j E lR} 
)=1 
Theorem 2.2.1 Denote the unit cube in lRn by In. If G(-) E £1 ) the space of 
absolutely integrable scalar functions ) and h G(t) dt =I- 0) then Er(G) is dense in 
£1 (In) 
Proof The proof of this can be found in [7]. • 
Similar theorems are given in [7],[33] that give conditions for dense function 
representations over the space of continuous functions . An immediate conse-
quence of this theorem is that sums of absolutely integrable bisigmoid functions 
are dense, in the L1 sense, and can approximate absolutely integrable functions 
over finite domains. 
2.2.2 Least Squares Convergence 
The theory of least squares gives a method of finding the constant coefficient B 
of the equation 
(2.2.1) 
where Yk is an m vector, CPk is an r X m matrix, B is an r vector, and Wk is an 
m vector of white Gaussian noise, independent of CPk and B. Here the task is to 
select B as to minimize a weighted square of the error. That is , to minimize with 
respect to ( the function 
Vk(O = ~ t(Yi - cp;O'Wi(Yi - cp~() , 
i=O 
(2.2.2) 
where Wk = Wk > 0 are the weighting matrices. The optimal ( at time k, denoted 
fh, is given from the recursion 
(2.2.3) 
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where Pk is an invertible m x m matrix, and with appropriate initial conditions. 
Theorem 2.2.2 Consider the weighted least squares algorithm (2.2.3), (2.2.4) 
applied to the signal model (2.2.1). Th en, as k --t 00, Pk --t Poo , {h --t ()oo 
a.s. Consider also that () is a random variable with a normal probability density 
function N[()o, Po], and that the noise Wk is independent with a probability density 
funct ion N[O, W k- 1] . Then the conditional distribut ion of ()k , given Yl .. . Yk , has 
m ean {h given by (2.2.3) and covariance Pk given by (2.2·4)· Moreover, if Poo = ° 
a.s. , then limk~oo {h = () a.s . 
Proof The proof of this can be found in [32]. • 
Remarks: 
1. Actually, if the regression vector <I>k is not influenced by the estimates {h, 
then the initial condition restriction in the theorem can be relaxed, as indeed 
can the interpretation of Wk- 1 as a noise covariance. See [32]. 
2. Convergence rates for {h are according to the convergence rates for Pk . 
Precise results on this can be found in [5] for the case when () is not required 
to be a random variable. Thus with Wk a martingale increment process with 
bounded second moments, 
a.s. (2.2.5) 
where Amin denotes the minimum eigenvalue. Of course, if for all j , and 
some N, 
a.s . (2.2.6) 
3. In the noise free case it can be shown that the convergence of {h to () is at 
least exponential when <I>k satisfies (2.2.6). 
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2 .3 Least Squares via Basis Functions 
(one dimensional problem) 
2.3 .1 The Signal Model 
Here we examine a standard problem in (deterministic) approximation theory, 
in order to gain insights for the (stochastic) learning problem which is the focus 
of this chapter. In particular , we work with basis function expansions and em-
ploy least squares parameter estimation for estimating the coefficients in a basis 
function expansion. 
Consider for simplicity the square integrable functions 
f: f x --t JR,x 1-+ Y = f(x) 
K;: f x --t JR,x 1-+ K;(x) , 
(2.3.1a) 
(2.3.1b) 
where fx C JR. Let us investigate finite representations estimating f (x) of the 
form 
n 
j(x; Q) = L K;(x)q; = K~(x)Q, (2.3.2) 
;=1 
where 
Here Kl) are known square integrable basis functions and Q is a parameter 
vector estimate. 
We observe data points (Xk, Yk) generated as: 
where Wk is a sequence of white Gaussian noise independent of position Xk· 
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2.3 .2 Measures of Error and Minimization Task 
Consider now in what sense the function representation is required to approximate 
the function. It is desirable to work with a global measure of the error f(x) -
j(x; Q), for all x E r x under (2 .3.1a), (2.3.2) . An example of such a measure is 
1 
d2(Q) = [frr IIJ(x) - j(x;Q) 11 2dxr, (2.3.3) 
which is the mean square error measure. With f(xk) available only at a discrete 
set of points Xk E r x, it makes sense to consider a restricted measure of the mean 
sq uare error as 
(2.3.4 ) 
In approximating functions (2. 3.1a) by function representations (2 .3.2) , the min-
imization task we focus on is as follows 
(2.3.5) 
or the closely related index 
(2.3 .6) 
Remarks 
l. It is really the error measure d2(Q) that is of interest , because this gives a 
measure of the error at both the points that have been visited and those for 
which a function estimate is given. In any application, only measurements 
at a finite set of points are available, so d~r)(Q) is the only realistic error 
measure to work with. In the situation that f(x) is smooth and the points 
Xk are chosen in a uniformly dense way, standard calculus theory tells us 
that the d~r) error measure approaches the d2 error measure. 
2. Another example of an error measure which is appropriate in some situa-
tions is 
doo(Q) = max Ilf(x) - j(x; Q)II· 
rr 
14 
There is in fact a whole family of possible error measures of the form 
which may have merit for particular applications. In the sequel however we 
are concerned only with the d2 error measure. 
3. The error measure only considers the functional representation on the region 
r x. It will be dependent on the application as to whether values should be 
truncated outside this region or not. 
2.3.3 Allowable Basis Functions and Reconstructibility 
If one function f(x) is to be represented as a sum of other functions , it is necessary 
that the possible function summations, j(x, Q), be sufficiently rich to allow a 
reasonable approximation. Representation theorems like 2.2.2 are important in 
giving conditions as to which functions can be used in such representations. There 
are obvious disadvantages if there exist Ql #- Q2 such that j(x, Qd = j(x , Q2) for 
all x E r x . It is also necessary that. the measurements that are used to choose the 
function representation are sufficiently rich to characterize the behaviour of the 
function being approximated. There is a need in some of the theory to follow , for 
restrictions on the function representations as well as on the class of function that 
is estimated. Of particular interest are allowable basis function representations 
and the class of reconstructible functions. 
Definition 2.3.1 The set of square integrable basis functions KB(X) is termed 
allowable if and only if 
00 > f KB(X)K~(x) dx > 0 Jr:c (2.3.7) 
Definition 2.3.2 The function f( x) is said to be reconstructible if it is in the 
model set of functions j(x; Q) of (2.3 .2). That is 
f(x) = K~(x)Q for some vector Q. (2 .3.8) 
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Theorem 2.3.1 The minimization task {2.3.5} under {2.3.1a}, {2.3.2} has a 
unique critical point if and only if the elements of K B (x) are allowable. This 
optimal Q, denoted Q* , is given by 
(2.3.9) 
Moreover, when f (x) is reconstructible with respect to the class of functions 
j(x; Q) of {2.3.2}, then f(x) is uniquely parametrized as in {2.3.8} with Q = Q* 
given in {2.3.9} . 
Proof Consider the minimization of d2 under (2.3.1a) (2.3.2) as in (2 .3.8). Upon 
differentiation , it is evident that any critical point must satisfy 
- 2 r KB(X)[J(X) - K~(x)Ql dx = O. Jf" (2.3.10) 
The critical point is unique if and only if (2 .3.7) holds and is given by (2 .3.9). 
Under (2.3.8), Q = Q*. • 
Remarks: 
l. If KB(x) is not allowable, then there will be an infinite number of critical 
points of the minimization. 
2. As n increases , the class of reconstructible f( x) becomes larger. In order to 
represent an arbitrary function with arbitrarily small error, it is necessary 
that n approach infinity. 
3. For f(·) known to be frequency band limited in a spatial sense, suitable 
choices of K; are 
{ 
sin(~x) 
K;(x) = . 
COS('~lX) 
t even; 
i odd. 
For f(·) known to be a polynomial of degree less than or equal to some 
fixed value, an appropriate choice would be 
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Definition 2.3.3 The set of points +k is sufficiently rich on KB C) if for all k , 
j(Xk' Q1) = j(Xk' Q2), implies that Q1 = Q2. 
This is an obvious discretization of the condition that Q is uniquely deter-
mined. A necessary and sufficient condition to guarantee that Xk is sufficiently 
rich is that 
00 
L: KB(Xk)K~(Xk) > o. 
k=j 
A stronger condition is that there exists an N such that for all j > 0 
1 j+N 
8I > N L: KB(Xk)K~ (Xk) > 111 > 0, 
k=j 
(2.3.11) 
(2.3.12) 
for some 8,11 > O. This condition is termed persistence of excitation, and means 
that in every set of N measurements there is sufficient information to choose a 
unique Q, thus giving fast learning. Observe that KB(X) being allowable is a 
sufficient condition for the existence of such persistently exciting sequences. 
2.3.4 Recursive Least Squares Algorithm 
In order to minimize d~r) of (2.3.4) for r = 1,2, ... , given a sequence {Xk' yd , 
standard least squares derivations leads to a recursive estimate of Q, denoted Ok, 
as 
(2.3.13) 
(2.3.14) 
with suitable initial conditions 00, Po = P~ > O. 
Theorem 2.3 .2 Consider that KB is allowable, as defined in {2.3.7}, and f(· ) 
is reconstructible with regard to j(.;.) of {2.3.2}. Then provided the Pk as defined 
in {2.3.14} approach zero as k ~ 00, the parameter estimates Ok of {2.3. 13} 
converge as 
lim Ok = 0* a.s. 
k-oo 
(2.3.15) 
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If the persistence of excitation condition {2.3.12} is satisfied, then 
a.s. 
and 
a.s. 
Proof The standard least squares theory of Theorem 2.2.2 applies. 
Remarks: 
(2.3.16) 
(2.3.17) 
• 
1. The condition (2.3.12) can be seen to correspond to the continuous time 
persistence of excitation condition (3.3) in [22]. 
2. What happens if f(x) is not reconstructible but KB is allowable? There is a 
reconstructible J*(x) that is closest in mean square to f(x) . The difference 
between f(x) and J*(x) is orthogonal to KB(X) and hence the learning of 
J*(x) from Yk is covered by Theorem 2.3.2. 
3. In the non-persistence' of excitation case, where 
Poo = (f KB(Xk)K~(Xk)) -1 = 0, 
k=O 
the algorithm still converges with a rate given "loosely" by the rate of 
convergence of Pk to O. 
4. Of course, by monitoring Pk it would become clear if Pk f+ O. To achieve 
convergence more excitation of Xk is required. In any practical applications, 
persistence of excitation could be a difficult property to ensure a priori. (See 
Remark 2 following Theorem 2.2.2) 
5. In applying the basis function approach, as above, to the signal model 
(2.1.2), there are two possible approaches. The first is, in the case when 
<I>k = <I>(Xk), to estimate the product <I>'(·)e(·) as the unknown function, 
ignoring the fact that <I>k is known. This would be particularly unattractive 
if eo is a simple function and <I>k is not. The second approach is to 
18 
introduce ~k into the analysis replacing KB(X) by KB(X ) ® ~k, where ® 
denotes the Kronecker product. Then, of course, 
will not generally be diagonal. Consequently, there is no particular advan-
tage to work with orthogonal KB O. This second approach is developed 
further in the next section . 
2.4 Interpolation Functions in Least Squares 
2.4.1 Signal Model 
Consider now a method for identifying signal models (2.1.2) using interpolation 
function representations for 8 (x). Thus 8 (x) is approximated as 
n 
0 (x; (n = L Ki(X )qi (2.4.1 ) 
i =1 
with QI = [q~ ... q~], where each qi is an m-vector, making Q an mn-vector; 
and Ki (x) is a scalar function of x. Here f I = {, I, 12, ... , In } is a preselected 
set of points in f x, and we work with Ki (X) as a scalar interpolating function 
between the points in fI and those in f x . Of course, one could specialize Ki(X) 
to be orthogonal basis functions, so that (2.4.1) is a basis function expansion, 
and build on the methods of the previous section. Here we prefer to think of qi 
as close to 0(-y;), so that (2.4.1) allows an interpolation for x rt. fl. Given K j ( ·), 
and estimates of qj, then 0(x ; Q) can be evaluated at any x using (2.4.1). 
2.4.2 Reconstructibility 
Under reconstructibility of 8(x ) as a function 0(x; Q) of the form given in (2.4.1) , 
then for some parameter vector Q, denoted Q-, 0( x; Q) satisfies 0( x; Q-) = 
0( x). Thus in the case that K j ( x) are integrable bisigmoids suitably shifted 
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by affine maps , Theorem 2.2 .1 tells us that as n becomes infinite, the class of 
functions (2.4.1) are dense in the space of continuous functions. 
reconstructibility, (2. 1.2) can be written as 
n 
Yk = <Pk 'LK;(x)qi + Wk = <P~ (Xk)Q· + Wk, 
;=1 
where [with scalar K;(·)] 
Here <P r(') is known, and Q* is to be estimated. 
2.4.3 Allowable Interpolation Functions 
ow under 
(2.4.2) 
(2.4.3) 
Using the methodology of Section 2.3.3 , we find conditions that allow umque 
identification of Q. This requires conditions on both the basis function K; and 
the data sequence, as in Section 2.3.3. 
The class of allowable KrU is equivalent to the class of allowable KB U, 
The condition for unique identifiability using discrete measurements requires 
now that 
00 
'L <Pr (Xk) <P~(Xk) > 0, 
k=O 
which is dependent on both the state domain Xk trajectory in r x and the time 
domain regression vector <P k. It is not immediately clear how to interpret this 
excitation condition when excitation in both the time domain and the state do-
main are involved. One way to indicate the difference between <Pk and Xk is to 
use time scale separation. 
Definition 2.4.1 Suppose there is given a continuous function Kr( x) with a 
Lipschitz constant c, such that 0 ~ K;(x) ~ 1, k. Kr(x)K~(x) dx > aI, and a 
sequence <Pk. Then the transformation T(Xk) is said to be slowly varying with 
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respect to <l>k ' and KI , if there exists € < ba/3-1c-1, N, a , /3 such that for all k 
1 I+N-1 
/3 1 > N L: <l>k<l>~ > a I > 0 
k=1 
and hold. (2.4.4) 
Theorem 2.4.1 Assume that bI > kr: KI (X) KJ( x) dx > aI > OJ and <l> k satisfies 
{2·4 ·4}· Assume also that {xd o is given by Xk = T (Xk-1 ) where T is a mapping 
from f x to f x such that Xk satisfies (2.3. 12}J and is slowly varying with respect 
to <l> k, K I· Th en <l> IU satisfies 
1 1+5-1 
/31> S L: <l>I (Xk) <l>~ (Xk) > 81 > 0 
k=1 
(2.4.5) 
for some finite S, /3, 8 and all l. 
Proof By the definition of <l> I and simple manipulations, we have, 
where the remainder can be overbounded by IRI ~ 2€c/3. Because the Xk are 
persistently exciting there exists a finite S such that I:f=o K1(Xi)KJ(Xi) > Ttl > O. 
Thus 
Hence 
1 5-1 1 
- L: <l>I(Xk)<l>~(Xk) ~ aI (l) aI - 4€c/31 (l) I> STtaI (l) I. 
S k=O 
Hence there exists a fini te S such that for all j 
j+5 
L: <l>I(Xk)<l>~(Xk) > 81. 
k=j 
The proof for the upper bound is similar. 
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• 
Remarks: 
1. Again, the condition (2.4.5) can be seen to parallel the continuous time 
persistence of excitation condition (3.3) in [22]. 
2. One method of ensuring that this condition is satisfied is to fix Xk for N 
iterations while <I>k spans the space. Then the Q need only be updated 
every Nth iteration. 
3. It is possible to relax the condition that T be slowly varying. This may 
be seen by rearranging the ordering of finite groups of samples so that the 
reordered samples are slowly varying. That this is allowable follows from 
the uniform convergence of the sample means. 
4. As n, the number of interpolating functions, tends to infinity the size of 
the vector K[U will tend to infinity, but it is always rank 1. oting that 
S ~ n then S must tend to infinity in order to satisfy condition (2.4.5). 
Thus persistence of excitation is unrealistic. 
2.4.4 Least Squares Algorithm 
The standard least squares recursions associated with (2.4.2) are 
(2.4.6) 
(2.4.7) 
At any time k, the signal model parameter e (Xk) can be estimated using (2.4 .1 ). 
Theorem 2.4.2 Consider that K[U is allowable, eo is reconstructible as a 
function 8(x; Q) of the form given in (2.4.1). Consider also that in (2·4 · 7), Pk 
approaches zero as k -+ 00. Then in (2.4. 6) 
lim Qk = Q a.s. 
k-oo 
(2.4.8) 
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Furthermore, if (2.4.5) holds then 
and 
Proof This follows the proof of Theorem 2.3.2. 
Remarks 
a.s. 
a.s. 
(2.4.9) 
(2.4.10) 
• 
1. If (2.4.5) does not hold, this algorithm can be implemented with a check on 
Pk to watch for convergence. If Pk is not going to zero, Xk must be further 
excited. It may be that there is little learning of the function 0 ( x) in the 
vicinity of a subset of r[. Then it makes sense to select Xk trajectories in 
the vicinity of that subset. 
2. If the Ki(X) are chosen to be bisigmoids, generated by monotonic sigmoids, 
centred on,i then we c.an show that p;;.l = 2:k=l <P[(Xk) <Pr(Xk) is diagonally 
dominant via a straightforward argument. (Each <Pk has one element that 
is greater than the others, and decreases symmetrically away from this 
element, hence <P1 (Xk) <Pr (Xk) is diagonally dominant.) Using this approach 
qi is a first approximation of 0('i). Also a new measurement pair (Xk,Yk) 
primarily updates the qi for which Xk is near ,i, and has a diminishing effect 
as IXk - ,il increases. 
3. Following on from Remark 2, with an appropriately truncated K 1 , we have 
that p;;.l is diagonal , and qi = 0(,;) for all ,i. Certain,i selection and 
appropriate truncation could lead to p;;.l being (say) tridiagonal. Diagonal, 
tridiagonal, or such truncation of Pm would then lead to computational 
savings at the expense of introducing limits to spreading the learning and 
the interpolation. 
4. Remark 2 suggests that for bisigmoid representations even in the absence 
of any K[ truncation, by using only the diagonal part of Pk , or tridiago-
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nal part (say), the computational effort will be reduced with some loss in 
spread of learning, but not in interpolation spread. The accuracy of such 
an approach is dependent on the "width" of the function K J • We do not 
present here any theory for this case when the KJ are not truncated, but 
Pk is diagonalized. Simulation results in Section 2.5 support the proposed 
method for computational effort reduction. 
5. In neural networks, nonlinear functions are represented as sums of sigmoid 
functions , suitably biased, which are dense in function space. One might 
think that it is reasonable for KJ to be chosen to be offset sigmoids. Re-
marks 2 and 3 above do not apply with this choice of interpolation function , 
nor is there physical meaning to the parameter qi. We do not explore such 
selections further. 
6. It can be seen that when there is only one ri and Ki(X) = 1, that is, 
Q = ql ,0(x) = Q, then the algorithm collapses to the standard least 
squares parameter estimation algorithm. 
7. With the choice of KiC) as 
(2.4.11 ) 
then only one of the <I> J are nonzero and the basis function algebra is recov-
ered. (The basis function is a rectangular pulse of height 1). In this case 
Pk is block diagonal and the computational effort is minimal as only one of 
the qi are updated at each iteration. Such a truncated interpolation func-
tion as (2.4.11) effectively decides which ri neighbourhood a measurement 
is in, and then upgrades the associated qi estimate with a step size which 
is independent of the "distance" from Xk to ri within the neighbourhood 
of ri . 
8. When there is only partial excitation of the region r x there can still be some 
useful results. If the region r' c r x is persistently excited while the whole of 
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Figure 2.5.1: Parameter estimation for a reconstructible system using (2.4.6) 
the region f x is not excited then there is no unique estimate of the function 
over the region f x but there is a unique function value representation on f'. 
2.5 Numerical Simulation 
Consider the reconstructible system (2.1.2), where 
Ki(x) = e-64(X-')'i)2, fx = [0,1]' and /i = i-;l. Figure 2.5.1 shows the time evo-
lution of the parameter estimates Q when the least squares recursion (2.4.6) is 
used. It can be observed that as the theory predicted, the parameter estimates 
converge to the true value. We suggested earlier that calculations could be sim-
plified in the case of K; being bisigmoid by considering only the diagonal elements 
of P. Figure 2.5.2 shows the evolution of the parameter Q when the suboptimal 
version of (2.4.6), taking only the diagonal part of Pk, is used. This example 
demonstrates the marginally slower response expected using the diagonalized al-
gorithm (performance can be expected to be sacrificed since the calculations are 
simplified) compared to the full algorithm. 
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Figure 2.5.2: Parameter estimation for a reconstructible system using (2.4.6) 
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Figure 2.5.3: Parameter estimation III the case when the parameter is not 
reconstructible 
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Figure 2.5.4: Parameter function evolution 
We now consider an example where the function to be learnt is not recon-
structible. Figure 2.5.3 shows a typical result of estimating the parameter func-
tion 8(x) = 1.5 + 2x2 - x of an ARMAX model when the parameter function is 
not reconstructible. In this case q,k is taken to be a uniformly distributed ran-
dom number between 0 and 1. The noise term is neglected. There are 4 equally 
spaced Gaussian interpolating functions, located on the boundary and interior of 
fx = [O,lJ at /i = i;1, each one of the form Ki(X) = e-20(x-"I.)2. The recursion 
proceeded for 100 iterations. Notice that the final estimates are reasonably accu-
rate, that is, we converge to the best least squares estimate. Figure 2.5.4 shows 
the time evolution of the parameter estimate for this set of data. otice the 
bursts in learning according to the excitation. It can be seen that the algorithm 
learns well despite the lack of reconstructibility. 
Computer simulations have shown the importance (when functions are not 
reconstructible) of choosing appropriate interpolation functions. Too wide an 
interpolation leads to a blurring of detail, while too narrow an interpolation 
leads to "egg-carton" estimates. Figures 2.5.6 to 2.5.8 demonstrate this when 
estimating 8(x) = xx' as the sum of sixteen bisigmoid, and can be compared 
to Figure 2.5.5 which shows the actual value of 8(x). In these simulations we 
have selected Ki( x) = e-a16(X-"I.)2 where a is set to 1, 3, 0.05 respectively. An 
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Figure 2.5.5: The parameter function to be estimated on the region rio 
estimate of the d2 error is 10.31 , 0.4278, 26.44 respectively. For simplicity, the 
noise sequence in these simulations has been set to zero. Thus , although non-
reconstructible functions can be considered, the nature of the interpolating needs 
to be considered in order to ,obtain a reasonable approximation. 
If finer structure is required , it is suggested that extra Ii can be introduced 
while reducing the spread of K I . A sensible initial value for the associated qi 
would be the previous predicted value of 0bi)' This can be seen in Figure 2.5.9, 
where an estimate of x2 - (x - 2tl is made using 4 and 8 Ii. The inverse variance 
of the interpolating Gaussian was chosen to be 3 times the square of the number 
of Ii. This increase in number of interpolating functions corresponds to increasing 
the size of the class of reconstructible functions and thus decreasing the necessary 
error. 
The positioning of the interpolating functions influences the precision of the 
function estimation in the case where the function is not reconstructible. If the 
Ii are uniformly distributed in the domain and the Kl are fixed bisigmoids then 
edge effects are observed, as shown in Figure 2.5.10, which estimates the same 
surface as Figure 2.5.6, but with I I now uniformly distributed over the interior 
of the region. This can be prevented by placing Ii on the edge of the domain 
as was done in in the previous figures, thus preventing the edge bisigmoids from 
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Figure 2.5.6: Parameter function estimation in the case when the Klare chosen 
to give an even coverage of the region r x 
y 
Figure 2.5.7: Parameterfunction estimation in the case when the KI are chosen 
too narrow to cover the region r x 
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Figure 2.5.8: Parameter function estimation in the case when the Klare chosen 
too broad to resolve information in the region r x 
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Figure 2.5.9: Comparison of parameter function estimation using 4 and 8 /i 
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Figure 2.5.10: Parameter function estimation when there are no /i located on 
the boundary of r x 
covering a larger region than the interior bisigmoids. 
2.6 Conclusion 
We have shown how a least squares algorithm or a system of such can be applied 
in functional learning. Crucial to the success of the algorithms is the selection of 
interpolation functions, not only to interpolate between parameter estimates at 
a set of points in the function space, but also to spread learning from the data to 
achieve estimates at the set of points in question. Convergence properties of this 
algorithm for stochastic models are established using standard least squares re-
sults. The results here have been developed for ARMAX models with coefficients 
being functions of some input variables. Simulation studies have shown various 
trade-offs in the selection of the interpolation function expansions. There are still 
open questions concerning optimization of the choice of interpolation functions , 
and guaranteeing identifiability in any practical application. 
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Chapter 3 
Linear Algebra and Differential 
Equations 
3.1 The Link - History and Motivation 
Part of the motivation for this work comes from a recent paper by Brockett [4] 
itself motivated because of the resurgence of interest neural networks are causing 
in analog computing. Brockett 's paper explores how certain algebraic problems 
that have traditionally been solved using digital computers (linear programming, 
sorting lists , and diagonalizing matrices) could be solved via ordinary differential 
equations (ODE's) using analog computers, or perhaps special purpose digital 
computers using parallel processing techniques which simulate analog computers. 
In [6] it is shown that the method of solution of certain algebraic tasks are, 
in fact, finite samplings of a differential equation. This raises the question as to 
whether a differential equation that converges more rapidly may lead to a faster 
recursive solution. The task of discretizing a differential equation is not explored 
in this thesis, but does motivate an interest in ODE's with different convergence 
rates. 
The specific algebraic tasks of interest in this chapter are those of finding 
classes of balanced realizations of finite-dimensional linear systems. The simplest 
task, that of balanced factorization, is a generalization of the closely related clas-
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sic problem of singular value decomposition (SVD). The next task considered is a 
generalization of B.C. Moore's balanced realization [22]. Finally, we are interested 
in a new class of balanced realizations (euclidean norm balancing) formulated by 
Helmke [10]. Further generalizations of algorithms to perform balanced realiza-
tion and balanced matrix factorization are developed in the following chapters. 
For the SVD and balanced realization tasks , there are efficient algebraic meth-
ods of solution and although the ODE methods appear to have certain attractions 
associated with exponential behaviour, superiority of the ODE techniques pre-
sented here is not claimed, based on the author's current knowledge. However, 
in the third norm minimization task, there are, as yet, no algebraic methods for 
constructing the associated balanced realization class, and so clearly the ODE 
approach is worth exploring in some detail. 
3.2 Gradient Flows 
For each of the algebraic tasks, as in [4], we associate an ODE x = J(x) with 
the property that for any x(O), it evolves to a state x(oo) which characterizes the 
desired solution. The differential equations considered in this thesis are all derived 
from gradient flows. Gradient flows associate a "case', or Lyapunov Junction, with 
each point and then define a differential equation that aims to reduce the "cost". 
A differential equation defined in this manner is more simple to study in terms 
of existence and convergence properties. 
The properties to be described depend on gradient flows and Lyapunov func-
tions. Any system that can be represented as 
F(t) = - 'V iP 
where P(t) is a time-varying matrix and iP(P) is a scalar, is called a gradient 
flow. The scalar iP(P) can be thought of as a cost associated with the point P. 
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Observe that using inner product and norm notation, 
<i> = (\7<I>, F(t)) = -II \7 <I>1 12 :::; 0 
and so with <I> 2': 0, then <I> is monotonically decreasing and bounded from below. 
Moreover , when <I> is sufficiently smooth and <I> -l(K) is compact for any compact 
K C lR+ (that is, <I> is proper) it converges to the set {P 1\7 <I> (P) = O}. Asymp-
totic stability in some region S is achieved when <i> is less than zero everywhere 
except at an isolated point , and <I> (P) tends to 00 on the boundary of the region 
of S. In this case <I> is a Lyapunov function. 
Further information about gradient flows can be found in [14] . 
3.2.1 Riemannian Metrics and Gradient Flows 
Here the theory of gradient flows is developed more precisely. 
Let M be a smooth manifold and let T M and T* M denote its tangent and 
cotangent bundle , respectively. A Riemannian metric on M is a family of non-
degenerate inner products (, )x, defined on each tangent space TxM , such that 
(,)x depends smoothly on x E M. Any (non-degenerate) inner product on lRn 
also defines a Riemannian metric on lR n (but not conversely) and thus induces a 
Riemannian metric on every submanifold M of lRn. 
Let <I> : M -t lR be a smooth function defined on the manifold M and let 
D<I> : M -t T* M denote the differential, i.e. a section of the cotangent bundle 
T" M. To define the gradient vector field of <I> we fix a Riemannian metric (, ) on 
M . The gradient \7<I> of <I> is then characterized by the following properties: 
(a) D<I>(x)~ = (\7<I>(x) , ~) for all ~ E TxM ("Compatibility" Condition) 
(b) \7<I>( x) E TxM for all x E M ("Tangency" Condition). 
The following result is well known. 
Proposition 3.2.1 There exists a uniquely determined vector field \7<I> on M 
such that (a) and (b) hold. 
We call the vector field \7 <I> , above, the gradient vector field of <I> . ote 
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that the gradient vector field depends on the choice of the Riemannian metriC' , 
changing the metric will also change the gradient. 
It follows immediately from the definition of \7<P that the equilibria of the 
differential equation 
x(t) = - \7 <I> (x(t)) (3.2.1) 
are precisely the critical points of <P. Moreover, the linearization of the gradi~nt 
flow (3.2.1) around each equilibrium point is given by the Hessian of <I> , denoted 
Hess <P , and thus has only real eigenvalues. 
For any solution of (3.2.1) 
d 
dt <I> (x( t)) = (\7<I>(x(t)), x(t)) = - II \7 <I> (x( t) )W 
< 0 
and therefore <p (x(t)) is monotonically decreasing. The following result is stan-
dard and is often used in this thesis. 
Proposition 3.2.2 Let <I> : M -4 IR be a smooth function on a Riemannian 
manifold with compact sub-level sets, i.e. for all c E IR the sub-level set 
{x E M I <p( x) S; c} 
is a compact subset of M . Then every solution x(t) E M of the gradient flow 
(3.2.1) on M exists for all t 2:: O. Furthermore, x(t) converges to a connected 
component of the set of critical points of <P as t -4 +00. 
Note that the condition of the proposition is automatically satisfied if M is com-
pact. Moreover, in suitable local coordinates of M, the linearization of the gra-
dient flow (3.2.1) around each equilibrium point is given by Hess <P and thus, by 
symmetry of Hess <I> , has only real eigenvalues. 
Let M be a smooth manifold and let <I> : M -4 IR be a smooth function. Let 
C(<p) C M denote the set of all critical points of <P. We say <P is a Morse-Bott 
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function provided the following three conditions are satisfied. 
1. ~: M -+ IR has compact sub-level sets. 
2. C( ~) = Uj=l N j with N j disjoint, closed and connected submanifolds of M 
such that ~ is constant on Nj,j = 1"", k. 
3. ker(Hess ~)x = TxNj Vx E Nj,j = 1,"" k. 
Actually, the original definition of a Morse-Bott function also includes a global 
topological condition on the negative eigenspace bundle defined by the Hessian, 
but this condition is not relevant to us. 
Recall that the w-limit set Lw(x) of a point x E M for a vector field X on M 
is the set of points of the form limn _ oo <Pt n (x), where (<pt) is the flow of X and 
tn -+ +00. Similarly, the a-limit set LQ(x) is defined by letting tn -+ -00 instead 
of +00. 
Proposition 3.2.3 
(a) Suppose ~ : M -+ IR has isolated critical points. Then Lw(x),x E M, 
consists of a single critical point. Therefore every solution of the gradient 
flow (3.2. 1) converges for t -+ +00 to a critical point of ~. 
(b) Let <I> : M -+ IR be a Mors e-Bott function on a Riemannian manifold M. 
Then the w-limit set Lw(x), x E M, for the gradient flow (3.2.1) is a single 
critical point of <I> . Every solution of the gradient flow (3.2.1) converges as 
t -t +00 to an equilibrium point. 
3.3 Linear Algebra Tasks to be Considered 
Three different balancing tasks are considered in this thesis, namely balanced 
matrix factorization, balanced realization of a system, and norm minimization. 
These tasks are related in that they all have some balancing constraint , but are 
interpreted in different applications and can specialize in different ways. 
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The first task considered is that of balanced matrix factorization. Gi ven an 
l x m matrix H of rank n, find a factorization H = XY where X is I x n, Y is 
n x m, both of full rank, and X' X = yyl. This problem is closely related to 
that of SVD. The SVD p-Ioblem requires H to be factored as H = U/x/S/ xm Vmxm 
where UU' = 1, VV' = 1 and S is diagonal. To see more clearly the link between 
balanced factorization and SVD consider diagonally balanced factorization where 
X'X = yY' = D = diag(d1 , ... , dn ) . 
In the full rank case, S = D, U = X D- l / 2 , and V = D- 1 / 2 y, and in the rank 
deficient case, U and V are adjointed by an arbitrary orthogonal matrix. A first 
approach to this task is presented in Section 3.3.5 and a version with time-varying 
H is considered in Chapter 6. 
The second task of interest is that of balanced realization. Linear systems 
theory is concerned with systems of the form 
x = Ax = Bu y = Cx 
in continuous time, or 
10 discrete time. Here (A, B , C) are the system matrices associated with the 
transfer function G(s) = C(s1 - Atl B. There are many realizations of a given 
transfer function, corresponding to a change of the internal system variable x. 
By transforming the internal variable x by an arbitrary invertible transforma-
tion T, that is replacing x by Tx, it can be observed that the system matrices 
are transformed by 
(A, B , C) f--+ (T-1 AT, T-l B, CT). 
The set of all such transformed systems are equivalent in that they have the same 
transfer matrix. 
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For any asymptotically stable system (A, B , G) the controllability and ob-
servability gramians We and Wo are, respectively, defined in discrete time and 
continuous time by the symmetric matrices 
We = I:f:o AkBB'A'''', Wo = I:f:o A'kG'GAk 
and We = fooo eAt BB'etA' dt, Wo = fooo etA' G'GeAt dt. 
(3.3.1a) 
(3.3.1b) 
For unstable systems the controllability and observability grarnians are likewise 
defined by fini te sums or integrals rather than by the above infinite sums or 
integrals . In the following we will assume asymptotic stability of A, although all 
results hold mutatis mutandis in the unstable case, using finite gramians. In order 
to emphasize the dependence of the gramians on (A, B , G), we also write We ( A, B ) 
and Wo(A, G) for the controllability and observability gramians of (A, B , G). 
A realization is termed minimal if (A, B) is controllable and (G, B) is observ-
able. The McMillan degree of a transfer function G( s) is the degree of a minimal 
realization of G( s) . 
In 1981" B.C. Moore [22] introduced the concept of balanced realization , when 
This diagonally balanced realization, is a special case of the class of generalized 
balanced realizations, or balanced realization, when 
In this respect, the nomenclature in this thesis is non-standard. A differential 
equation approach to standard diagonally balanced realization is considered in 
Chapter 4. See [28] and [9] for recent treatments giving numerically efficient 
algorithms for achieving a diagonally balanced realization. 
The third form of form of balancing minimizes the euclidean norm of the 
realization rather than the hermitian norm. Such a realization has no known 
algebraic solution method, and demonstrating the adaptability of the differential 
38 
equation approach. This task is similar to the L2 minimum norm sensitivity con-
sidered in [2], the development of which used some of these differential equation 
ideas. 
Definition 3 .3.1 The euclidean norm of a realization is defined by 
II(A, B , G)112 = tr[AAI + B BI + GIG] 
Definition 3 .3.2 A realization is said to be norm minimal, or norm balanced, 
when 
AAI - AlA + BBI - GIG = 0, or AAI + B BI = AlA + GIG. 
That is, when the mapping F : S ~ II(SAS-I, SB , GS-1 )11 2 is singular at S = I. 
3.4 Summary of Useful Matrix Properties 
Before proceeding, we need to review several matrix properties that will be of use 
in this thesis. 
Lemma 3.4.1 For any real square matrices A, B , with real eigenvalues and full 
rank eigenspaces, then 
Amax(A + B) ::; Amax(A) + Amax( B) 
Arllin(A + B) ~ Amin(A) + }.min(B) 
(3.4 .1a) 
(3.4.1b) 
Moreover, if in addition A is symmetric and B is similar to a positive definite 
matrix, then 
}.max(AB ) ::; }.max(A)}.max(B) , 
}.max(AB ) ::; }.max(A».m.in(B) , 
}.min( AB ) ~ }.min (A )}.min( B ) , 
}.m.in(AB ) ~ }.min(A)}.max( B) , 
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if }.max(A) > 0, 
if }.max(A) < 0, 
if }.min(A) > 0, 
if }.m.in(A) < O. 
(3.4.2a) 
(3.4.2b) 
(3.4.2c) 
(3.4.2d) 
If A( t) is symmetric and differentiable for all t , then 
(3.4 .3) 
for all i . If B is similar to a symmetric positive definite matrix, then 
exp[-B] :::; exp[-Arrun(B)I]. (3 .4.4) 
Proof We have 
Amax(A+B ) = max(x'Ax+x'Bx) :::; max(x'Ax)+max(x Bx') = AmaAA)+Amax (B ) 
x'x=l x 'x=l x ' x =l 
and hence (3.4.1a) holds. Part (3.4.1b) follows similarly. 
Clearly, recalling that Ai(XY) = Ai(Y X ) for square full rank matrices, we 
have 
for any nonsingular T , and vector x such that x'x = 1. Since B is similar to a 
positive definite matrix, B = T DD'T-1 for some nonsingular D, T . Thus 
x' D'(T-1 AT)Dx :::; x' Amax(T-1 AT)D' Dx = x' Amax(A)D' Dx 
for all i and (3.4.2a) follows . Likewise, the dual result holds for minimum eigen-
values . 
Let A have eigenvalues Ai(A) with eigenvectors Xi, so that AXj = Ai( A)Xi, and 
x:A = Aj(A)x:. Then 
x~Axj = Aj(A) , X~Xj = 1, 
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III 
and hence X~Xi + XiXi = 0, so that 
dXiAxi 
dt 
"A 'A' 'A' = xi Xi + Xi Xi + Xi Xi 
< Amax(A) + Ai(A)x~Xi + Ai(A)x~Xi 
Amax(Ji). 
The lower bound follows similarly. 
Consider B = USU', where S is a diagonal matrix, and UU' = I , then 
giving (3.4.4). • 
Lemma 3.4.2 With the Frobenius norm nlAl1 = tr[AA1), then for A similar to 
a positive definite matrix 
and for B also similar to a positive definite matrix 
Proof Observe that 
IIABII = Vtr[ABB'A'] = V'Li Ai(ABB'A') 
::; V'Li AmaAA' A)>.;(BB') = Amax(A) II BII , 
and similarly for the lower bound. Also 
tr[AB] = 2:= A;(AB) ~ Amin(A) tr[B], 
, 
and similarly for the lower bound. • 
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Lemma 3.4.3 For an m x n matrix X and an n x r matrix P then 
d~ tr[XP] = X' . 
Furthermore, if P is square and invertible} then 
Proof 
O~ij tr[X P] = tr [O~ij X p] = tr[X eiej] = ejX ei 
Therefore B ~I) tr[XP] = ejXei for each i,j so, d~ tr[X P] = X'. 
Supposing P is invertible, then P p-1 = J , so : ;) p-1 + p~~:l = 0, and thus 
BP-1 = _p-1 BP p-1 giving 
BPi) BPI) ' 
o [ -1] OPij tr XP 
• 
Lemma 3.4.4 Suppose:i: = f (x) is an ODE such that x(t) --+ x for all x in a 
neighbourhood of x} and \l f ( x) has only eigenvalues with real part less than -a} 
a > O. Then there exists a neighbourhood Na of x such that 
I x(to + t) - x I :::; Be- t a I x(to) - x I 
for all x(to) E Na , t > O. 
Proof The proof of this can be found in Chapter 9 of [14]. • 
Let p > 0 be the maximal a occurring in Lemma 3.4.4. Then p is called the 
rate of convergence of x(t) to X. 
We next review some known results concerning Kronecker products and the 
vec operation. Recall that the Kronecker product of two matrices A and B is 
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-
defined by 
Observe that (A 0 B )' = A' 0 B'. 
If A and B are square matrices, and A has eigenvalues aj and B has eigenvalues 
bk then A 0 B has eigenvalues ajbk . 
Moreover , wi th vec( A) defined by 
then 
vec(M N) = [1 0 MJ vec(N) 
[N' 0 IJ vec(M). 
3.5 Balanced Matrix Factorization 
(3.4.5) 
Now let us consider the matrix factorization problem from a dynamical system 
viewpoint. 
Theorem 3.5.1 Given an I X m matrix H of rank n , consider the problem of 
minimizing IIXl1 2 + IIYI1 2 subject to H = XY, where X is I x n , Y is n x m , and 
IIXII 2 == tr[XX'], with solution denoted X, Y. The solution of this minimization 
problem is given in terms of the unique limiting solution P = P( (0) > 0 of 
F(t) = P-l(t)YY'P-l(t) - X'X, t > to, P(to) = P'(to) > 0 (3.5.1) 
for arbitrary fixed X, Y satisfying H = XY where X is I x nand Y is n x m. In 
particular, X = XT, Y = T-1 Y for arbitrary T satisfying P = TT'. 
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Proof If XY = H , then XTT-1y = H for arbitrary nonsingular T. Moreover, 
the set {(XT, T-1y) I det(T) =f O} is the entire class of such factorizations (since 
X has a left inverse, and Y has a right inverse). The task is then for fixed X Y , , , 
to minimize IIXTI1 2 + II T-1 YI1 2 for arbitrary nonsingular T. That is, 
min tr[X'XTT' + YY' (TT'tl] 
IT\;to 
or equivalently, with P = TT' > 0 
min <I>(P) ; <I> (P) == tr[X'XP + yy'p-1]. p>o (3.5.2) 
ow we can apply some simple manipulations, using the standard results from 
Section 3.3.4 to give V'<I> = X' X - p-1 YY' P-l. The associated gradient flow 
equation is F(t) = - V' <I> , that is (3.5.1), and thus <i> (P) = -II V' <I> 112 ::; O. 
ow if Amax[P] - 00, then since X is full rank Amax[X'XP] - 00, or equiv-
alently, tr[X' X P] - 00 and hence <I> - 00, contradicting the fact that <I> is 
monotonically decreasing. Similarly if max Amax[ P-l] _ 00, since Y is full rank , 
tr[YY' P-l] _ 00, contradicting the fact that <I> is monotonically decreasing. Thus 
if P(to) > 0 then P(t) is defined for all t > to and 00 > P(t) > 0 since P(t) is 
continuous. Also, since <I>(P) = tr[X P X' + Y' p-1 Y] and X, Yare full rank, then 
on the set of positive definite symmetric matrices P, <I>(P) > 0 and is a smooth 
function of P. Now consider the stationarity points of the gradient flow (3.5.1), 
under P(to) > 0 and consequently 00 > P(t) > O. First note that, 
V'<I> = 0 {=} X'X = p-1 (t)YY'P-1 (t) 
{=} ((YY')~P-l(t)(yy')~)2 = (YY')~X'X(YY')~ 
{=} P(t) = ( YY')~[(yy')tx'X(YY')~rt(yy')t . 
Thus there is a unique positive definite matrix P such that V'<I>(P)=O. We con-
clude that <I>(P) is a Lyapunov function associated with (3.5.1) under P(to) > O. 
Consequently by Lyapunov 's theorem P is asymptotically stable. • 
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Corollary 3.5.1 If H is an I x m matrix of rank n then there exists a factor-
ization, unique up to orthogonal transformation, H = XY where X is I x n , Y 
is n x m, both of full rank, and X' X = YY' . Furthermore this factorization 
minimizes IIXII + IIYII · 
Proof ow consider the significance of the minimum of the gradient flow (3.5.1 ), 
V<P = 0 {::=:::} X' X = p-l YY' p-l 
{::=:::} X' X = (TT'tl YY' (TT'tl 
{::=:::} (XT)'XT = T-1Y (T-1y)' 
{::=:::} X' X = YY'. 
This in turn means that , without using singular value decomposition, a class 
of (X, Y) unique up to an orthogonal transformation , such that H = XY and 
X' X = YY' , as claimed. • 
Remark: 
1. Before this method can be used to solve matrix factorization problems a 
suitable starting value of X and Y must be found. In the case of H having 
full rank it is possible to simply assign one of X and Y to be H and the 
other to be the identity. When H is rank deficient letting Y be the linearly 
independent rows of H and constructing X in such a way that XY = H , 
that is, by elementary row operations , gives a suitable starting factorization. 
2. Once the minimization has been performed the class of T such that TT' = P 
generates the class of solutions X = XT, Y = T-1 Y. There are n! possible 
matrices T that lead to the property that X' X = YY' is diagonal, thus 
allowing a SVD to be found. These diagonal factorizations are explored 
later in this thesis. 
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3.6 Balanced Realization 
Let us now consider the problem of finding a realization that is balanced given a 
transfer function G(s). 
Theorem 3.6.1 Given a transfer function G(s) of McMillan degree n , then there 
exists a realization of G, (.Ii, 13 , C) unique up to an orthogonal transformation, 
that is balanced. Moreover, this realization corresponds to the minimization of 
the trace of the sum of the controllability and observability gramians. 
Proof The first part is a consequence of realization theory, but is treated more 
as a corollary in this chapter. It is known that if (A, B , C) is a realization of G( s), 
then so is (T AT-I, T B , CT-1) for any nonsingular T. Moreover, T parameterizes 
the class of all such realizations , so consider the task, 
This can be written, with P = T'T> 0, as 
At this point observe that 8(P) = ~(P) with the substitution 
X'X = We yy' = Wo 
(and a different definition of P). The full rank conditions that apply to X and 
Y hold, because Wo and We are full rank. Thus , for the gradient flow equation 
p = - V 8(P) , there is a unique equilibrium point P > 0 such that V8(P) = 0, 
which is also the limiting solution for arbitrary P(to) > O. Furthermore 
V8(P) = 0 {=} We + P-1WoP-l = 0 
{=} TWeT' = (T'tl WoT-1 for all T such that T'T = P 
{=} (T AT-I, T B , CT-1) is balanced for all T such that T'T = P. 
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So the class of realizations (unique up to orthonormal transformation) to achieve 
G( s) balanced has been found. • 
Remark: 
1. The equality Wo =- We of balancing is seen to be equivalent to X'X = YY' , 
the equality associated with balanced factorization of the previous section, 
there is thus a tenuous connection between SVD and balancing. 
2. Another way to observe the connection between balancing realizations and 
factorizations is to consider balanced factorization when H is the Han-
kel matrix (or truncated Hankel matrix). If we define H = OR, where 
R = [B AB ... ];, and a = [G' A'G' .. . ]', then 0'0 = RR' if and only if 
(A, B, G) is balanced (or the finite sum gramians are balanced). 
Theorem 3.6.2 Given a stable transfer function G(s) ) then the class of bal-
anced realizations corresponds to the minimization of the sum of the squares of the 
norms of the observability and controllability gramians. Furthermore) if (A, B, G) 
is any minimal realization of G( s) and Wo, W e are the associated gramians, and 
we define A = T AT-I, B = T B, C = GT-1 , then the solution of this m inimiza-
tion problem is given by the limiting solution P = P( (0) > 0 of 
(3.6.1) 
where P = T'T, for arbitrary initial condition P(to) > O. 
Proof Again the task is to minimize over the class of minimal realizations of 
G( s); that is the set {(TAT-I, T B, GT-1) I det(T) =1= O} . In the transformed 
coordinates the gramians are: 
So minimizing over the class of realizations 
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= min tr[W T'TW T'T + W T-1(T-1)'W T-1(T-1)/J ITlto e e 0 0 
which can be written, with P = T'T> 0, as 
(3.6.2) 
This norm is quadratic in the gramians rather than linear as in Theorem 3.6.l. 
It can then be shown that 
By defining P - \l III the gradient flow (3.6.1) results. It follows that ~ = 
-II \l 1lI112 :::; o. ow, if Amax[PJ -+ 00 , then Amax[WePWePJ -+ 00, since We 
has full rank, or equivalently, tr[WePWePJ -+ 00 and hence III -+ 00 giving a 
contradiction. Similarly if Amax[P-1J -+ 00, then tr[Wop-1Wop-1J -+ 00, giving a 
contradiction, since Wo has full rank. Thus, if P(to) > 0 then P(t) is defined for 
all t > to, and 00 > P(t) > 0., since P(t) is continuous. If P > 0 then IlI(P) > 0, 
and is smooth and proper. ow, 
Multiplying both sides by p~ , then (P~Wep~)2 = (P-~WoP-~)2 which means 
that Wo = PWeP. Consequently, 
Therefore there is a unique P > 0 such that \l1ll (P) = 0, and asymptotic stability 
follows via Lyapunov theory. By writing P as P = T'T, we obtain the class of 
balanced realizations (TAT-1,TB,CT-1), which is unique up to an orthogonal 
transformation. • 
Remark: The gradient flows presented in Theorems 3.6.2 and 3.6.1 have the same 
stable equilibrium point, but different convergence behaviour at other points. The 
48 
nature of this convergence is explored in more detail in Section 3.3.8. 
3.7 Norm Minimization 
Consider now a form of balancing which minimizes the euclidean norm of the 
realization , rather than the hermitian norm. See [1 0] for a detailed study of such 
norm minimization problems. 
Theorem 3.7.1 Every strictly proper transfer function G(s) has a minimal re-
alization (A,B,C) with AA' + BB' = A'A + C'C. Furthermore, the Lyapunov 
function of the norm minimization problem is given by 
~ (P) = tr[Ap-IA'P + BB'P + C'Cp-l ], (3.7.1) 
where P = T'T > 0 and T is the coordinate transformation matrix from (A, B , C) 
to (A, 13, C). The gradient flow P = - \l ~(P) is defined by 
p(t) = -AP-I(i)A' - BB' + P-I(t)[A'P(t)A + C'C]P-I(t), (3 .7.2) 
and this gradient flow converges uniquely to the norm minimizing transformation 
from any P(O) > O. 
Proof Again , minimization is over the class of all realizations of G(s) , that is , 
over the set {(TAT-I, T B , CT-I) I det(T) of O} . Consider then 
min tr[TAT-I(TAT-I), + T B(T B)' + (CT-I),CT-1] , 
ITI#o 
which can be rewritten in terms of P = T'T, under (3.7.1), as minp>o ~(P). By 
defining P to be - \l~, equation (3.7.2) is obtained and we can conclude that ~ 
is monotonically decreasing. 
Now, if max~[P]-t 00 or max~[p-I]-t 00, then by minimality of (A, B, C) 
and by Lemma 3.3 in [10] ~ -t 00. Thus if P(O) > 0 then P(t) is defined for all 
t, and 00 > P(t) > 0, since P(t) is continuous. Furthermore, ~ is proper and 
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therefore P(t) converges to an equilibrium point of (3.7.2). The proof that there 
is a unique P > 0 such that:=: is minimized is based on the Kempf ess Theorem 
[10], and is beyond the scope of this chapter. We conclude that:=: is a Lyapunov 
function. 
• 
It is desirable to have an explicit expression for P, as was obtained in the 
previous examples , but none is available. Theorem 3.7.1 clearly extends the con-
cept of norm minimization, and is treated here more as a mathematical curiosity 
rather than having an engineering motivation. It is not yet clear what the engi-
neering significance is. For a detailed analysis refer to [1 0J. Minimum sensitivity 
is a related systems theory task, and for particular plant configurations these 
existence, uniqueness and calculation methods are proving to be useful tools [2J. 
3.8 Convergence Properties 
First let us look at some numerical simulations of the evolution of P(t). It can 
be seen from Figs 3.8. 1a and 3.8.2a that the convergence is quite rapid. Error 
behaviour is presented in Figs 3.8.1b and 3.8.2b The asymptotic linearity of the 
logarithmic plot suggests that the elements of P converge to their equilibrium 
value at an exponential rate. Here we seek theoretical confirmation of exponential 
convergence. 
Now let us look at each specific ODE in turn in order to evaluate the Jacobian 
matrices. 
Lemma 3.4.4 can be applied to the matrix 0 D E P = - \l <1>( P) if an expression 
for oo2o~ IF, where Xi , Xj are the ith, ph element of vec(P) respectively, can be 
x , x) 
found. The linearization of P = - \l <1>(P) about P is given by 
d - [P<1> I 
- vec( P - P) = - F vec(P - P) 
dt ox/ixj (3.8.1) 
Since <1> is C2 , ~ IF is symmetric, and if it is positive definite then the 
OX i OXJ 
linearized equation (3.8.1) is exponentially convergent , with a degree of stability 
given by the smallest eigenvalue of this matrix. Moreover, by Lemma 3.4.4, the 
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Figure 3.8.1: The evolution of the diagonal elements of pet) when j> = - \.1 W 
as in the problem of Moore balanced realization with 
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and C = (2 3 1 4 0) 
ODE P = - \1 <f/(P), known to converge to P, is also exponentially convergent 
with the same degree of stability in the vicinity of P as the linearized equation 
(3.8.1). A similar argument is true for e, 'lI, and :=: . 
Theorem 3.8.1 (Balanced Factorization) The linearization of P = - \1 <f/ , 
as defined in {3.5.2}, about P is given by: 
:t vec(P - P) = [_P-l ® X'X - X'X ® p-l ]vec(P - P) (3 .8.2) 
Moreover, convergence of P to P is exponential with a bound on the rate of 
convergence given by: 
(3.8.3) 
Proof A straightforward computation shows that the linearization of the 
right hand side of (3.5.1) at P is given by the linear operator 
( ~ _ p-i (p-l yY' p-l _ p-l yY' p-l (p-l . 
Since p-l yY' p -l = X' X it follows that: 
i.vec(P - P) = [_P-l ® X'X - X'X ® p-l]vec(P - P), 
dt 
that is (3 .8.2) is the linearization of P about P. The Jacobian of interest is 
JSVD = [P-l ® X'X + X'X ® P-l]. Also 
So by Lemma 3.4.4 convergence of P to P is exponential once P is within a certain 
(unknown) radius of P. Also via Lemma 3.4.4, a bound on the rate of exponential 
convergence can be found in terms of a bound on .A min [ p-l ® X' X + X' X ® P-l] . 
Let 5 be an orthogonal transformation that diagonalizes P, so that we have 
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S'PS = diag(di ). Let X* = XS, and Y· = S'Y. 
therefore 
The result follows. 
y*y*' = S'PSX*'X·S'PS 
. jjX*eili 
milll jjY*' eijj 
> [Amin(X' X)Jt 
[Amax(YY')Jt 
• 
Theorem 3.8.2 (Quadratic Balanced Realization.) The linearization oj 
p = - \j1lJ about P, as defined in (3.6.1), is given by: 
(3.8.4) 
Furthermore the convergence oj P to P is exponential with a lower bound on the 
rate oj convergence given by 
(3.8.5) 
where Amin(X) denotes the smallest eigenvalue oj X. 
Proof Consider now the quadratic ODE associated with balanced realizations. 
The linearization of the RHS of (3.6.1) at the equilibrium point P is given by the 
linear operator: 
( ~ _2[P-l(p-1 Wop-1 WoP-l + p-l Wop-l(p-l Wop-l 
+P-l WoP-l Wop-l (p-l + Wc(WcJ 
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That is, using PWcP = Wo 
It therefore follows that 
That is , (3.8.4) is the linearization of P about P. Then Lemma 3.4.1 shows that 
the minimum eigenvalue of 
is greater than or equal to 
4Amin(WC) 2 + 4Arrun (P-l )Amin(WcPWc) 2: 4Amin(Wc)2(1 + Amin(P-l )Arllin(P)) 
> 4Amin(Wc)2 > O. 
The result follows. 
By a similar argument, the linearization of the gradient flow of:=: at P is 
d -
- vec(P - P) 
dt 
[AP-l ® p-l A' - p-l ® [AP-l A' + BB'] 
- [AP-l A' + B B'] ® p-l + p-l A' ® AP-l J vec( P - P). 
• 
It is not immediately obvious whether or not the coefficient matrix has only 
negative eigenvalues. It would perhaps help if there where an explicit formula for 
P-l. However, in the case the where A = cI it does (the problem can also be 
shown to be equivalent to that of balanced factorization) and thus exponential 
convergence follows. Exponential convergence in the matrix case is established 
in [10J. 
These convergence results are exploited and strengthened in Chapters 5 and 
6 when time varying systems are considered. 
55 
3.9 Conclusion 
Balanced realizations , and other balancing type problems, can be solved using 
singular value decomposition methods or by solving a gradient flow problem. The 
latter method may be useful when solving a problem using an analog computer. 
The rate of convergence of the solution to the ODE governing these minimization 
problems is exponential. 
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Chapter 4 
Gradient Flow to find Balanced 
Realizations 
4.1 Introduction 
In this chapter, a systematic attempt is made to construct and analyse dynamical 
systems which are capable of achieving balanced realization. Based on the cost 
function approach developed in Chapter 3, we propose several different gradient 
flows which solve the problem of finding a balanced realization, given an initial 
system realization. Each of these ~quations has an exponential rate of conver-
gence - here we compare their respective rates. It is envisaged that for particular 
applications there will be one gradient flow that will give a better convergence 
rate than other algorithms. Firstly, we review the linear and quadratic gradient 
flows of Chapter 3 that evolve on P = T'T> 0, where T is the state space trans-
formation matrix that gives the balanced realization. The next solution method 
we consider is that of differential equations that evolve on the actual transfor-
mation matrix T. This solution method is of interest because it circumvents the 
need to find T, given P = T'T. 
Finally, we propose alternative ODE's that solve the balanced realization 
problem. These differential equations, termed isodynamicaI flows, evolve on the 
actual system matrices (A , B, C) , rather than having the intermediate step of 
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transformation matrices. They have the obvious advantage of immediacy as well 
as giving a clearer indication as to how the system is evolving. To the best 
knowledge of the author this is the first ti me a direct method to compute bal-
anced realizations, without computing any balancing transformations, has been 
given. The proposed isodynamical flows can be viewed as a generalization of 
the isospectral flows studied in matrix theory, as in Chapter 3, [4],[10] and their 
references . 
In Section 4.4.2, gradient flows that give the transformation matrices for bal-
anced reali zations are studied, and in Section 4.4.3, related ODE's are developed 
for a direct evolution of the system matrices. In Section 4.4.4, flows achieving 
the singular value decomposition of a matrix are studied, and in Section 4.4.5 
conclusions are drawn. 
4.2 Gradient Flows for Balancing 
Transformations 
In this section we consider the problem of computing balancing coordinate trans-
formations via differential equations. While a part of this problem has been 
already considered in Chapter 2 we emphasize some new points here. 
In the sequel we fix (A, B, C) E IR nxn X IRnxm x IRpxn an initial asymptotically 
stable controllable and observable realization of a given transfer function G( s) = 
C(sI - Atl B E lR(s)Pxm. Thus, by Kalman's realization theorem, all other 
minimal realizations of G(s) are of the form (TAT-I, T B , CT- 1 ), for a uniquely 
determined invertible coordinate transformation T. 
Any change of coordinates in the state space IRn by an invertible T E GL(n, IR) 
changes the realization according to (A, B, C) ~ (TAT-I, T B, CT- 1 ), and thus 
transforms the gramians via 
(4.2.1) 
We call a state space representation (A, B , C) of the transfer function bal-
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anced if We = Woo This is more general than the usual definition of balanced 
realizations, Moore [21], which requires that We = Wo is diagonal. In this case we 
refer to (A, B, C) as a diagonal balanced realization, which is thus one particular 
realization of our class of balanced realizations. 
4.2.1 Balancing Flows of Positive Definite Matrices 
Let P (n) denote the set of positive definite real symmetric n x n matrices P = 
P' > O. As in Chapter 3 we consider the cost function 
( 4.2 .2) 
giving the gradient flow 
(4.2.3) 
with convergence rate 
(4.2.4) 
In the sequel we refer to (4.2 .3) as the Linear Index Gradient Flow. 
Instead of minimizing 0 (P), we might as well consider the minimization prob-
lem for the quadratic index function 
( 4.2 .5) 
over P(n) giving the gradient flow 
(4 .2.6) 
with convergence rate 
(4.2.7) 
We refer to (4.2.6) as Quadratic Index Gradient Flow. 
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The results in Chapter 3 show that both algorithms converge exponentially 
fast to Poo . Both algorithms are rather slow if the smallest singular value of We 
is near to zero, i.e. if the system is nearly uncontrollable. In contrast to this 
behaviour , (4.2.4) shows that the convergence of the Linear Index Flow becomes 
relativeLy fast if Amax(Wo), that is the 2-norm \\Wo\\2 of the observability gramian, 
is small. Similarly, the bound (4.2.7) for the rate of convergence of the Quadratic 
Index Flow is independent of Wo and therefore we expect a certain amount of 
robustness of our algorithms in the case that the observability properties of the 
system are poor. 
In general, the Quadratic Index Flow seems to behave better than the Linear 
Index Flow, at least if the smallest singular value of the associated Hankel oper-
ator of (A, B, C) is greater than t, i.e. if Am.in(WoWe) > ~. This is supported by 
the following simulations. 
Simulations: 
The following simulations show the exponential convergence of the diagonal ele-
ments of P towards the solution matrix Poo and illustrate what might effect the 
convergence rate. In Figures 4.2.1a-c, we have 
7 4 4 3 5 2 0 3 
4 4 2 2 2 7 -1 -1 
Wo = W3 = and We = W4 = 
4 2 4 1 0 -1 5 2 
3 2 1 5 3 -1 2 6 
so that Aroin(WoWe) ~ 1.7142 > ~. Figure 4.2.1a concerns the Linear Index Flow 
while Figure 4.2.1b shows the evolution of the Quadratic Index Flow, both using 
P(O) = PI where 
1 0 0 0 2 1 0 0 
0 1 0 0 1 2 1 0 
P(O) = PI = P(O) = P2 = 
0 0 1 0 0 1 2 1 
0 0 0 1 0 0 1 2 
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Figure 4.2.1: Comparison of Linear and Quadratic Flow on P(t) 
Figure 4.2.1c shows the evolution of both algorithms with a starting value of 
P(O) = P2. These three simulations demonstrate that the quadratic algorithm 
converges more rapidly than the linear algorithm when Amin(Wo We) > ~. This 
rapid convergence rate is achieved at the expense of twice the number of matrix 
multiplications in calculating the gradient. 
In Figure 4.2.1d 
7 4 4 3 5 4 0 3 
4 4 2 2 4 7 -1 -1 
Wo = W l = and We = W2 = 
4 2 4 1 0 -1 5 2 
3 2 1 3 3 -1 2 6 
so that Amin(Wo We) ~ 0.207 < ! Figure 4.2.1d compares the Linear Index 4 . 
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Flow behaviour with that of the Quadratic Index Flow for P(O) = Pl. This 
simulation demonstrates that the linear algorithm does not necessarily converge 
more rapidly than the quadratic algorithm when Amin(Wo We) < ~, because the 
bounds on convergence r.ates are conservative. 
4.2.2 Gradient Flows for Balancing Thansformations 
In the previous section we studied gradient flows which converged to Poo = T~Too, 
where Poo is the unique symmetric positive definite balancing transformation for 
a given asymptotically stable system (A, B, C). In this case Too is obtained as the 
unique symmetric positive definite square root of P 00 ' In this section we address 
the general problem of determining all balancing transformations T E G L( n, IR) 
for a given asymptotically stable system (A, B , C), using a suitable gradient 
flow on the set GL(n, IR) of all invertible n x n-matrices. This allows us to 
compute balancing transformations without squaring down an operator; cf. [19J. 
For T E GL(n, IR) we again consider the cost function <J>: GL(n, IR) -t IR 
defined by 
(4.2.8) 
and the associated gradient flow t = - \l 0 (T) on GL(n, R). Of course, in order 
to define the gradient of a function we have to specify a Riemannian metric, with 
respect to which the gradient is defined; see Section 3.2.1. Here, as in the previous 
section, we endow GL(n, IR) with its standard Riemannian metric 
(A, B) = tr(A'B) (4.2.9) 
Theorem 4.2.1 Let (A, B, C) be an the asymptotically stable, controllable and 
observable realization with controllability and observability gramians We and WO J 
respecti vely. 
a) The gradient flow t = - \l <J>(T) of <J>: GL(n, R+) -t R is 
(4.2.10) 
62 
and for any initial condition To E GL(n, JR.) the solution T(t) of (4.2.10)} 
T(O) = To} exists in GL(n, JR.) for all t 2:: O. 
b) For any initial condition To E GL(n , JR.)} the solution T(t) of (4.2.10) con-
verges to a balancing transformation Too E G L( n, JR.) and all balancing 
transformations can be obtained in this way} for suitable initial conditions 
To E GL(n, JR.). 
c) Let Too be a balancing transformation and let In(T 00) denote the set of all 
To E GL(n , JR.)} such that the solution T(t) of (4.2.10) with T(O) = To 
converges to Too as t -t 00. Then In(T 00) is an immersed invariant sub-
manifold ofGL(n,JR.) of dimension n(nt) and every solution T(t) E In(Too) 
converges exponentially fast in In(T 00) to Too . 
Proof Since GL(n, JR.) is an open subset of JR.nxn, the tangent space of GL(n, JR.) 
at T can be identified with the JR.-vector space of all real n X n matrices ~ E JR.nxn. 
The Frechet derivative of <I>: G L( n, JR.) -t JR.+, at T is the linear operator on the 
tangent space of G L( n, JR.) ~i T , defined by 
for all ~ E JR.nxn. Thus the gradient of <I> with respect to the Riemannian metric 
(4.2.9) is 
To prove that the gradient flow (4.2.10) is complete, (i.e. that the solutions T(t) 
exist for all t 2:: 0) it suffices to show that <I> is proper. By the proof of Theo-
rem 3.5.1, P 1-+ tr(WcP + WoP-I) is a proper function on P (n) . Since the map 
GL(n, R) -t P(n), T 1-+ T'T is obviously proper, <I> is the composition of proper 
maps and therefore also proper. This shows a). To prove b) we note that, by a) 
and a well known property of gradient flows, any solution T(t) converges to an 
equilibrium point Too of (4.2.10). Then 
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and hence Too is balancing. This shows b). 
To prove c), we use the following lemma, where 
denotes the set of equilibria points of (4.2 .10). 
Lemma 4.2.1 The tangent space of E at Too E E is 
(4.2.11) 
(4.2.12) 
Proof Denote the unique symmetric positive-definite solution of PWcP = Wo by 
Poo . Then E = {TIT'T = Poo l and therefore TT"" E is the kernel of the derivative 
of T ~ T'T - Poo at Too . Thus S E TT"" E if and only if S'T 00 + T~S = o. • 
Let 
and 
)'(T) = T'T 
Thus <I>(T) = e()'(T )). It has been established in Chapter 3, for the linear 
index gradient flow for balanced realization, that 
(i) Del p"" = 0 
(ii) D2elpoo > O. 
Let X denote the matrix representing D), IToo(S) 
operator. Using the chain rule, we obtain 
T~S + S'T 00, a linear 
(4.2.13) 
for all Too E E. By (ii) and (4.2.13), D2<I>IToo 2: 0 and D2<I>IToo degenerates 
exactly on the kernel of X, i.e. on the tangent space TToo E. 
It follows, see e.g. Irwin [17], that In(T (0) is the stable manifold of (4.2.10) 
at Too and thus is an immersed invariant submanifold of GL(n,IR) of dimension 
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dimGL(n, IR) - dimE = n2 - n(~- l) = n(n2+1). Since convergence is always 
exponential on stable manifolds, th is completes the proof of (c) . 
• 
Consider again the following quadratic version of the objective function. For 
T E GL(n,IR), let \II: GL(n,lR) --t IR be defined by 
(4.2. 14) 
The gradient flow t = - \l \II (T ) on GL(n, IR) is easily computed to be 
( 4.2.15) 
The same arguments as in the proof of Theorem 4.2.1 show that for all ini t ial 
conditions To E GL(n, IR ) the solution T (t ) E GL(n, IR) of (4 .2.15) exists for all 
t ~ 0 and converges to a balancing transformation for (A, B , C). Thus (4.2. 15), or 
suitable discretized versions, could be used to compute balancing transformations 
for a given asymptotically stable minimal realization (A, B , C). We illustrate' the 
behaviour of the gradient flows (4.2 .10) and (4.2.15) by means of the following 
simulation experiments. 
In Figure 4.2.2 the diagonal entries of T(t ) are plotted. Figure 4.2.2a uses 
Wo = WI, We = W2 and a starting value of To = PI , in (4.2.10) . Figure 4.2.2b 
has the same value for the gramians but a starting value of 
1 3 4 2 
4 3 2 5 
To = 
3 2 4 1 
2 4 3 4 
It can be observed that these give different final solutions, both of which are 
gene~alized balancing transformations. Figures 4.2.2c-d use Wo = W3 , We = 
W4 and a starting value of To = Pl' Figure 4.2.2c uses (4.2.10) while Figure 
4.2.2d uses (4.2.15). It can be observed that these give different final balancing 
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Figure 4.2.2: Comparison of the Linear and Quadratic Index Flows on 
GL(n, lR ) 
transformation, but in this case, (4.2.15) converges more rapidly than (4.2.10). 
4.2.3 Diagonal Balancing Transformations 
Here the related issue of computing diagonally balancing transformations T for a 
given asymptotically stable minimal realization is addressed, i.e. find T satisfying 
Any such diagonally balancing transformation T is of the form T = 1r • Too, 
1 
where Too = pJo is the uniquely determined symmetric positive definite balancing 
transformation whose existence is guaranteed by Theorem 3.6.1, and 1r is an 
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orthogonal matrix which diagonalizes TooWcT~ = (T~tlwoT.;;;l. 
Consider a fixed diagonal positive definite matrix N = diag(Al ,"', An) with 
distinct eigenvalues Al > '" > An > O. Using N, a weighted cost function for 
achieving a diagonally halanced realization is defined by 
( 4.2.16) 
The following lemma characterizes the diagonally balancing transformations 
as the critical points of the weighted cost function <I> N on GL(n, IR). 
Lemma 4.2.2 Let N = diag(Al" .. , An) with Al > . . . > An > 0 and let We, Wo 
denote the controllability and observability gramians of an asymptotically stable 
minimal realization (A, B , C). Then 
a) T E GL(n,IR) is a critical point of<I>N: GL(n,IR) ---+ IR , given by <I> N(T) = 
tr(NTWcT' + N(T't l WoT- 1), if and only if T is a diagonally balancing 
transformation, i. e. 
b) <I>N : GL(n , IR) ---+ IR has compact sub-level sets. In particular, a global 
minimum Tmin E GL(n, IR) of <I> N: GL(n , IR) ---+ IR exists. 
Proof The Frechet derivative of <I>N: GL(n, JR) ---+ JR at T is the linear map 
defined by 
2tr(N~WcT' - N(T'rIWoT-l~T-l) 
2 tr[(NTWc - (T'tlwoT-1 N(T't 1)'e], (4 .2.17) 
and therefore the gradient of <I> N(T) with respect to the Riemannian metric (4.2 .9) 
on GL(n, JR) is 
\l <I>N(T) = 2(NTWc - (T')-IWoT- 1N(T')-1). 
67 
(4.2.18) 
....... 
It follows that T E GL(n , IR) is a critical point of iPN if and only if \liPN(T) = 0, 
i.e. if and only if 
By symmetry of TWeT' and (T' t l WoT- 1 we obtain from (4.2.19) that 
(4.2. 19) 
(4 .2.20a) 
(4.2 .20b) 
Any symmetric matrix which commutes with N 2 must be diagonal, since N 2 
has 'distinct eigenvalues. Thus (4.2.19) is equivalent to TWeT' = (T'tIWoT-1 
being diagonal. This proves a). For b), note that iPN(T) :::; a implies 
for the Frobenius norm II XW = tr(XX' ). Hence II T II :::; CI and liT-I II :::; C2 
where CI , C2 are positive constants which depend only on N, We, Wo and a. Thus 
{T E GLen , IR) I iPN(T) :::; a} is a closed subset of the compact set 
and therefore is also compact. This shows that iPN: GL(n , IR ) -t IR+ has 
compact sub-level sets. But any continuous function f: GL(n, IR ) -t IR+ with 
compact sub-level sets has a minimizing T E GL(n, JR). • 
From Lemma 4.2.2 and by (4.2.17), similar arguments as for Theorem 4.2.1 
a) , b) show the following. 
Theorem 4.2.2 Let We, Wo be the controllability and observability gramians of 
the asymptotically stable, controllable and observable realization (A, B , C) and let 
N = diag(AI"'" An) with Al > ... > An > O. Then 
a) The weighted cost function iPN : GL(n , JR) -t IR+ has gradient flow 
( 4.2.21) 
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For all initial conditions T(O) E GL(n, IR) the solution T(t) E GL(n, IR) of 
(4.2.21) exists for all t ~ O. 
b) For any initial condition T(O) E GL(n , IR) the solution T(t) of (4 .2.21) 
converges to a diagonally balancing transformat ion Too of (A, B, C). 
c) Suppose that the singular values of the Hankel operator of (A , B , C) are 
distinct. Then the stable equilibrium points of (4.2.21) are characterized 
by (T~tl WoT;;;l = Too WcT~ = D where D is diagonal and the diagonal 
entries are in reverse ordering to those of N. Moreover, the gradient flow 
(4.2.21) converges exponentially fast to the equilibria with a convergence 
rate given by ArrUn (TooT~) mini#j[(di - dj)( Aj - Ai)]. All other equilibria are 
unstable. 
Proof To prove c) consider the linearization of (4.2.21) at an equilibrium point 
Too, that is 
. = -N I-1D(I' )-1_D I-1N(I' )-1_ (I' )-1 'DN(I' )-1-DN(I' )-1 '(I' )-1 TJ TJ 00 00 TJ 00 00 00 TJ 00 00 TJ 00 
(TooT~ = -N(D - D(N - ('DN - DN(' 
and thus, using Kronecker products and the vec notation, 
(TooT~ ® 1) vec(() = -[D ® N + N ® D] vec(() - [D ® I + I ® D ] vec(('). 
Consider first the special case when T ooT~ = I, and ( is denoted (* 
vec((*) = -[D ® N + N ® D] vec((*) - [DN ® I + I ® DN] vec((*'). (4.2.22) 
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...... 
Then for i < j, 
and for all i, 
By assumption, Ai > 0, and di > 0 for all i. Thus (4.2.22) is exponentially stable 
if and only if (d i - dj)(Aj - Aj) > 0 for all i,j,i < j, or equivalently, the diagonal 
entries of D are distinct and in reverse ordering to those of N. In this case (4.2.22) 
is equivalent to 
vec((*) = -Fvec((*) ( 4.2.23) 
with a symmetric positive definite matrix F = F' > O. Consequently there is 
exponential convergence with a rate given by Arllin(F) as follows , 
Amin(F) = min (min;<j [Amin ([ djAj + Ajdj djAj + djAj 1) 1 ,min;[4djA~]) 
djAj + djAj djAj + Ajdj 
min(minj<j[djAj + Ajdj - djAj - djAj], min;[4djAj]) 
min(minj<j [(dj - dj)(Aj - Aj)],min;[4djAj]) 
Relaxing the assumption TooT:x, = I is possible, since TooT:x, is positive definite 
so that (T ooT:x, 0 1) is positive definite. Thus exponential stability of (4.2 .23) 
assures exponential stability of 
[(TooT:x,) 0 I] vec(() = -Fvec(C). 
The rate of exponential convergence is given by Arllin[((TooT:x,)-l 0 I)F]. ow 
using Lemma 3.4.1 a lower bound on the convergence rate is given by 
Amin[((TooT:x,)-l 0 1)F] ~ Amin[(TooT:x,t1 0 I] Arllin(F) 
= Amin[(TooT:x,t1] min(minj<j[(dj - dj)(Aj - Ai)], min; [4dj Aj]) 
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Figure 4.2.3: Evolution of the diagonalizing transformation T 
as claimed. • 
Simulation In Figure 4.2 .3 the diagonal elements of T (t) are plotted. The flow 
(4 .2.21) is allowed to evolve with Wo = WI , We = W2 , N = diag (5, 4, 3, 2) , and 
otice that although convergence has not been completed, the gramians are di-
agonally dominant with increasing elements. 
4.3 Differentfal Equations on the System 
Matrices 
In this section we construct certain ordinary differential equations 
A f(A,B ,C) 
B g(A,B,C) 
(; h(A, B,C) 
evolving on the space of all realizations (A,B,C) of a given transfer function G(s), 
with the property that their solutions (A(t), B(t) , C(t)) all converge for t --+ 00 
to balanced realizations (ii, B, C) of G(s). 
Let G( s) E IR( s )PX m denote an asymptotically stable strictly proper real ratio-
nal transfer function of McMillan degree n. This G(s) has its poles either in the 
open left half plane or in the open unit disc, depending on whether we are con-
sidering a continuous or discrete-time system. Denote by (A, B , C) E IRnx (n+m+p) 
an asymptotically stable, controllable and observable realization of G(s), i.e. 
G(s) = C(s1 - Atl B . 
Let 
RG = {(A, B , C) E Ilex(n+m+p) I G(s) = C(sl - Atl B} (4.3.1) 
denote the set of all minimal state space realizations of the transfer function G( s). 
By Kalman's realization theorem, 
RG = {(TAT-I, T B, CT-I) E IRnx (n+m+p) IT E GL(n, IR)} (4.3 .2) 
for any fixed initial realization (A, B , C) ERG. Thus RG is an orbit of the 
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GL(n,IR.)-similarity action (A, B ,C) f-+ (TAT-1,TB ,CT-1) on IR.nx (n+m+p). 
Again consider the function 
<I>: Ro --+ IR. 
defined by 
<I> (A , B , C) = tr(Wc(A, B ) + Wo( A, C)), (4 .3.3) 
i.e. by the sum of the eigenvalues of the controllability and observability gramians 
of (A, B, C). The following proposition summarizes some important properties 
of Ro and <I> : Ro --+ IR.. 
Proposition 4.3.1 
a) Ro is a smooth, closed submanifold of IR.nx(n+m+p). The tangent space of 
Ro at (A, B ,C) E Ro is 
T(A,B,G)Ro = {(XA - AX,XB, -CX) I X E IR.nxn}. (4 .3.4) 
b) The function <I>: Ro --+ IR. defined by (4.3.3) is smooth and has compact 
sub-level sets. 
Proof Since Ro is an orbit of the GL(n, IR.)-similarity action 
(T, (A , B, C)) f-+ (T AT-1, T B, CT- 1), 
and thus, by a general result about Lie group actions, a smooth submanifold of 
the Euclidean space IR.nx(n+m+p). By Lemma 3.3 of [10], Ro is a closed subset of 
IR.n(n+m+p) if (A, B, C) is controllable and observable. 
To prove (b) and (4.3.4) we consider the diffeomorphism 
(7 : GL(n, IR.) --+ Ro 
T f-+ (TAT-t,TB ,CT-1) (4.3.5) 
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(this requires that (A, B , C) is minimal). The derivative of a at the identi ty 
matrix is the linear map X I-t (XA - AX,XB, - CX), which maps ~nxn onto 
T(A ,B,C(Rc This proves (4. 3.4). Furthermore, with P = T'T, 
<r> (a(T )) tr(TWc(A, B )T' + (T'tl Wo(A, C)T-1) 
tr(WcP + WoP-I). 
Applying Theorem 3.5.1 , we deduce that the function P I-t tr(WcP + WoP-I ) on 
Rc has compact sub-level sets . • 
We now address the issue of finding gradient flows for the objective function 
<r> : Rc -+ ~ relative to some Riemannian metric on Rc. While t here are 
several possible choices for a Riemannian metric on the realization space R c , the 
following one leads to a particularly simple expression for the gradient. 
In the sequel the Lie Bracket notation is used 
[A,B] = AB - BA (4.3.6) 
for n x n matrices A, B . 
Suppose ([Xl, AJ, XlB, - CXl )' ([X2' AJ, X2B, - CX2) E T(A,B,C)Rc are tan-
gent vectors. Define 
(4.3.7) 
To prove that (4.3.7) defines an inner product on T(A, B ,C) R c , the following lemma 
is required. 
Lemma 4.3.1 Suppose (A, B, C) is a realization that is either controllable or 
observable. Then ([X, AJ, X B , -CX) = (0, 0, 0) implies X = o. 
Proof If XB = 0 and AX = XA then X(B ,A, B ,·· · , An-lB) 
controllability implies X = O. Similarly for observability. 
O. Thus 
• 
It is now easily seen, using Lemma 4.3 .1 , that (4.3 .7) defines a non-degenerate 
symmetric bilinear form on each tangent space T(A ,B,c)Rc and in fact a Rieman-
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nian metric on Rc. We refer to this as the normal Riemannian metric on Rc . 
To determine the gradient flow of <P: Rc --T IR with respect to the normal 
Riemannian metric the following lemma is required. 
Lemma 4.3.2 Suppose N E IRnxn is a real symmetric n X n matrix and let 
<PN : Rc --T IR be defined by <P N(A, B , C) = tr(NWc(A, B ) + Wo(A, C)) for all 
(A, B , C) ERe. Then the Frechet derivative of <PN at (A, B , C) E Rc is the 
linear map D<PN(A, B, C) : T(A,B ,C)Rc --T IR defined by 
D<PN(A, B, C)([X, A], X B, -CX) = 2 tr[(Wc(A, B)N - NWo(A, C))X] (4.3.8) 
for X E IRnxn. 
Proof Let (j : G L( n, IR) --T Rc be the diffeomorphism defined by (j(T) = 
(TAT-l,TB,CT-1 ). The derivative of (j at the identity matrix In is the linear 
map X 1-+ ([X, A], X B , -CX) on IRnxn. The composed map <P N 0 (j is given by 
so by the chain rule, it follows that 
D<PN(In)([X, A], -XB, CX) D(<PN 0 (j)(In)X 
2 tr(N XWc(A, B ) - NWo(A, C)X) 
2 tr[(Wc(A , B )N - NWo( A, C))X] 
for all X E IRnxn. The result follows. • 
Theorem 4.3.1 Suppose <P : Rc --T IR is the objective function defined by 
<p(A, B, C) = ~ tr(Wc(A , B) + Wo(A, C)). 
a) The gradient flow (A = - \]A <P(A,B,C) ,B - \]B <p(A,B,C),C = 
- \]c <p(A, B, C)) of <P for the normal Riemannian metric on Rc is 
A = [A, Wo(A, C) - Wc(A, B)] (4.3.9) 
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B = (Wo(A, C) - Wc(A, B )) B 
6 = C(Wc(A, B ) - Wo(A, C)) 
For every initial condition (A(O), B(O ), C(O)) E Ra j the solution 
(A(t), B(t) , C(t)) E Ra of (4.3.9) exists for all t ~ 0 and converges for 
t -t +00 to a balanced realization (A, B, C) of G( s): 
b} Convergence to the class of balanced realizations is exponentially fast. 
c} The transfer funct ion of any solution (A(t), B(t) , C(t)) of (4 ·3. 9) is inde-
pendent of t. 
Proof By definition of a gradient, 
V<I>(A,B,C) = (VA<I>(A,B,C), VB<I>(A,B,C), Vc<I>(A,B, C)) 
is characterized by the properties (see Section 3.2.1): 
V <I>(A, B, C) E T(A ,B,c)Ra (4.3.10a) 
and 
D<I>(A, B, C)([X, A], XB ,-CX) = (V<I>(A, B, C) , ([X, AJ, XB,-CX)) (4.3.10b) 
for all X E ]Rnxn. By Proposition 4.3.1 and Lemma 4.3.1, 
V <I>(A, B, C) = ([A, A], AB, -C A) ( 4.3.11) 
for a uniquely determined A E ]Rnxn. Applying Lemma 4.3.2 for N = tIn observe 
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that (4.3.10) is equivalent to 
tr[(Wc( A,B) - Wo( A,C))X] = ([A,A],AB , - CA), ([A,X],XB,-CX)) 
=tr(A'X) 
for all X E IRnxn. Thus 
and V<I>(A, B , C) = ([A, A], AB, - CA) . This proves (4. 3.9). Since (4.3.9) is 
minus the gradient flow of <I> , <I> (A(t), B(t), C(t)) decreases on any solution of 
(4.3.9). By Proposition 4.3 .1b, 
{ (A,B ,C) E Rc I <I> (A, B ,C) ::; <I> (A(O), B(O),C(O))} 
is a compact subset of Rc which is invariant under the flow of (4.3.9) . Therefore 
(A(t), B(t ), C(t)) stays in that compact subset and thus exists for all t ::: o. 
Furthermore, by Proposition 3.2.2, (A(t ), B(t ), C(t)) converges to an equilibrium 
point of (4.3.9). But the equilibria of (4 .3.9) are characterized by Wc( A, B ) = 
Wo(A, C), i.e. by the balanced realizations. This proves a). 
To prove b), consider the diffeomorphism a : G L( n, JR) ---+ R c defined by 
a(T) = (TAT-I,TB,CT-1) for any (A,B,C) ERe. At each critical point 
(A, B, C) of <I> : RG ---+ JR , a induces an invertible congruence transformation 
between the Hessian of <I> : Rc ---+ JR at (A, B , C) and the Hessian of <I> 0 a at I n. 
By (4.2.13) and the proof of Theorem 4.2.1 c), the Hessian of <I>oa at In is positive 
semidefinite and degenerates exactly on the tangent space (at In ) of the set of 
balancing transformations. Therefore the Hessian of <I> at a balanced realization 
(A, B, C) is positive semidefinite and degenerates exactly on the tangent space 
of the set of balanced realizations at (A, B, C). ( ote that by Lemma 4.2.1 the 
set of balanced realizations of G(s) can be shown to be a smooth submanifold of 
RG.) This proves b). 
Finally, in order to prove c), it is enough to show that the Marko v parameters 
77 
C(t)A(t)iB(t) are independent of t. But this holds for any "isodynamical" flow 
of the form 
A -[A,A] 
B -AB 
C +CA, 
where A is some (continuous) function of (A, B , C): 
:t [C(t)B(t)] 
:t [C( t)A( t)B( t)] 
CB + CB = CAB - CAB == 0 
CAB + CAB + CAB 
CAAB + CAAB - CAAB - CAA B == 0 
and similarly ftC( t)A(t )iB(t) == 0 for all i ~ o. • 
Theorem 4.3.1 gives, for the first time, to the best knowledge of the author, a 
direct method to compute ba:l·anced realizations, without computing any balancing 
transformations . This is one of the really new insights which can be obtained by 
these ODE methods. 
Remark As is shown in the above proof, any flow on symmetric matrices 
A = - [A , A(A,B ,C)] 
i3 = -A(A, B ,C)B 
C = +CA(A,B,C) 
where A(A, B, C) E IRnx n is a matrix valued function of (A, B , C), leaves the 
transfer function 
G(t,s) = C(t)(sIn - A(t)rlB(t) = C(O)(sIn - A(O)r1B(O) 
of the system invariant. These flows are therefore termed isodynamical and a more 
systematic analysis of such flows is given in [11]. Obviously, these flows leave the 
78 
O~r---------~---------------' 
.If---------------------------I 
·I~ 
·2 
·u 
.J 
.J~ 
0 
2.6 
2.2 
-
1.1 /" 
1.6 / 
1.4 / 
1.2 : 
10 
..... ............... - - .. 
26 
2.4 
2.2 \ 
2 \ 
18 0~~-.=.-.= .. -=---=.--.=.-.=--.= ... =.-.= ... ~-.-~ ...~ ...-... ~ .... ~- . . --.----------------------.. -~ .. 
1.6 
1.4 
1.2 
Figure 4.3.1: Evolution of the system matrices (A, B ,C) 
eigenvalues of A( t) invariant and in fact generalize the class of isospectral flows 
on matrices; see e.g. Chapter 3, [4],[10] and the references therein. 
Simulations Figure 4.3a-c shows the evolution the system matrices (A, B, C) 
using this algorithm. In this example the starting matrices are chosen to be 
-3 0 o 
A= o -2 0 
o o -1 
2 
B = 3 
1 
2 
C'= 1 
3 
(4.3.12) 
and after ten "time intervals" the gramians are equal to three significant figures . 
A similar "isodynamical flow approach" works also for obtaining diagonal 
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balanced realizations. Here we consider the weighted cost function 
<P N : R G --t IR, 
(4 .3 .1 3) 
for a real diagonal matrix N. 
Theorem 4.3.2 Let <P N : R G --t IR be the objective function defined by (4.3. 13) 
for N = ~ diag(.Al'···, .An)) where .AI > .. . > .An > O. 
a) The gradient flow 
of <P N with respect to the normal Riemannian metric on R G is 
A [A , NWo(A, C) - Wc( A, B )NJ (4.3.14) 
B (NWo(A, C) - Wc( A, B )N) B 
(; C(Wc(A, B )N - NWo(A, C)) 
For every initial condition (A(O), B(O) , C(O)) ERG) the resulting solution 
(A(t), B(t) , C(t)) E RG of (4.3. 14) exists for all t ~ 0 and converges as 
t --t +00 to a diagonal balanced realization (A, B, C) of G( s). That is) 
Wc(.A, B) = Wo(iI, C) = diagonal. 
b) Suppose that the singular values of the Hankel of (A, B , C) are distinct. 
Then (4.3.14) has exactly 2n locally asymptotically stable equilibrium points 
ii, B, CL characterized by Wc( A, B) = Wo( A, C) =diagonal) with the diag-
onal elements in the reverse order to that of N. All other equilibria are 
unstable. 
c) The transfer function of every solution (A(t),B(t),C(t)) of (4.3.14) is in-
dependent of t. 
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Figure 4.3.2: Evolution of the cliagonalizing system matrices (A , B, C) 
Proof The proof runs similarly to that of Theorem 4.3.1 , applying Lemma 4.3.2 
with N = ~ diag(Al,··· , An). The only points to be checked is that the equilibria 
of (4.3.14) are just the diagonal balanced realizations , and their stability. But the 
equilibria of (4.3.14) are the critical points of ~N : Ro ~ JR and hence correspond 
to those of ~N 0 (J: GL(n , JR) ~ JR. The result now follows from Lemma 4.2.2, 
and Theorem 4.2.2. • 
Simulations Figure 4.3 .2 shows the evolution of the matrices A, B, C for (4.3 .14), 
with starting condition given in (4.3.12), and N = diag(3, 2,1). After 30 "time 
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intervals", the solution gives 
2.7720 
o 
o 
o o 
0.1367 0.0214 
0.0214 0.0048 
2.7750 
o 
o 
o o 
0.1367 0.0212 
0.0212 0.0067 
as opposed to the true balanced solution Wo = We = diag(0.0021 , 0.1401, 2.7744). 
The convergence in this case can be expected to be slow because the smallest 
Hankel singular value is near zero. 
4.4 Application to SVD 
The common linear algebra problem of singular value decomposition can be solved 
using differential equations. Gradient flow solutions for SVD have been studied 
in [24],[10]. Here SVD is shown to be a special case of the balanced realization 
task. 
Theorem 4. 4.1 Given an m x r matrix H of rank n, an n x n full rank diagonal 
matrix N with positive elements, and two full rank matrices X(O) E IRmxn and 
Y(O)inIRnxr such that H = X( O)Y(O). Then 
x = -(YY'N - NX'X)X Y = Y(YY'N - NX'X) (4.4.1) 
• 
achieves H = XY f or all t and converges to Xx>, Yoo with X~Xoo = Yoo Y~ = D 
diagonal. Moreover, there are 2n stable equilibria that have the diagonal elements 
of D in reverse order to those of N . All other equilibrium points are unstable. 
Furthermore this factorization yields H = U SV where U = X ooD- 1/ 2 , S = 
D , V = D - 1/ 2 yoo , U'U = I , VV' = I . 
Proof In T heorem 4.3.2 set A = 0, and B , C to be full rank matrices. Then 
We = B'B, Wo = CC' and 
i3 = -(CC'N - N B'B )B , 6 = C(CC'N - N B'B). ( 4.4.2) 
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This system has equilibria such that B' B = CC' = diag, and stable equilibria 
such that B' B is in reverse order to N. 
Observe that (4.4.2) preserves transfer function and thus BC is constant. 
Hence (4.4.1) converges to a diagonal balanced matrix factorization H = Xoo Yoo . 
By choosing U = Xoo D-1/2 , S = D , V = D- 1/ 2 yoo we have 
and VV' = D- 1 / 2Yoo Y/x, D- 1/2 = I. The full singular value decomposition can be 
obtained by extending U and V to make them orthogonal. • 
4.5 Conclusions 
There are a number of distinct ODE's that evolve to give the solution to the 
task of finding a balanced realization of a system, or to the task of finding the 
singular value decomposition of a matrix. Each differential equation has distinct 
transient behaviour but all have exponential convergence rates of the factors. The 
dynamical systems for balancing that are investigated above evolve on either on 
the space of state coordinate transformation matrices T, the space of squares of 
such matrices, P = T'T; or on manifolds of the actual system matrices (A, B , C) . 
Similar equations for balanced factorizations are also studied and are a special 
case of the balanced realization equations. Different convergence properties make 
some algorithms more attractive in certain problem settings. These solution 
methods may be useful when using an analog, or parallel, computer. 
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Chapter 5 
Time Varying Balanced 
Realization 
5.1 Introduction 
Many papers related to balanced realizations, originally introduced by B.C. Moore 
[22], have been published in the field of control engineering. One of the main 
applications of this theory is for model order reduction [22],[27],[23],[9] . B.C. 
Moore [22] showed asymptotic stability of the associated reduced-order models. 
Glover [9] established certain error bounds between original plants and reduced-
order models in terms of Hankel singular values. 
It is well-known that when plants are near-uncontrollable/unobservable, the 
calculation required for balancing is ill-conditioned. Recently, there have been 
developments in computational techniques to overcome such ill-conditionings and 
complexity [34],[19],[28]. 
Chapters 3 and 4 explore finding the solution of time-invariant balanced real-
izations as the limiting solution of various differential equations. These solution 
methods were shown to have exponential convergence properties. 
There are not many results related to time-varying balanced realizations. Fun-
damental existence results for such balanced realizations are presented in [29],[36], 
with construction being achieved by standard time-invariant balancing at each 
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time instant , or in simple cases by inspection. 
In this chapter, a new approach for solving balancing problems is proposed, 
based on Riccati equation solution. No particular advantage is claimed in the 
time-invariant case, but rather the approach is proposed as being very natural for 
achieving arbitrari ly accurate balancing in the time-varying case. That is , instead 
of obtaining exact balancing solutions in the time-varying case, we approximate 
the balancing solutions by means of the solution of Riccati differential equations, 
which we associate with the balanced realization problem. A new concept , that 
of IL-balancing, is introduced where IL can be viewed either as a time derivative 
gain or a time scaling. For the time-invariant case, IL-balancing is equivalent 
to standard balancing for arbitrary IL > O. For the time-varying case, with IL 
constant, there is achieved standard balancing for all t within an arbitrary degree 
of accuracy, at least in the limit as to -+ -00. Thus IL is a natural tracking 
parameter. When IL grows monotonically and tends to infinity (as when IL grows 
as say log t), then there is asymptotic balancing in the standard sense. 
In Section 5.2, system descriptions and assumptions are given, and in Sec-
tion 5.3, certain relationships between Riccati solutions and balancing solutions 
are established. Computer results are presented for illustration purposes in Sec-
tion 5.4, and conclusions drawn in Section 5.5. 
5.2 System description and assumption 
Consider the linear finite-dimensional state space system in continuous time 
d 
dt x(t) 
y( t) 
A(t)x(t) + B(t)u(t) , x(to) = Xo 
C(t)x(t) 
(5.2.1a) 
(5.2.1 b) 
where x(t) is the n-vector-state, u(t) is an r-vector input, and y(t) is an m-vector 
output. Here u(t) is assumed to be piecewise continuous, and A(t), B (t) and C(t) 
are matrices of bounded continuously differentiable functions with appropriate 
dimension. Moreover, we assume that the system is uniformly completely con-
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trollable and observable. 
A realization (A, B , C) is said to be uniformly completely controllable if there 
is a 8 > 0 such that for some a c , /3c 
(5.2.2) 
where 
Wc(t - 8, t) ~ 1t <J.> (t, A)B(A)B'(>')<J.>'(t , A) dA , 
t-o 
(5.2.3) 
and <J.> (t, A) is the transition matrix associated with the homogeneous part of 
(5.2.1a). 
A realization (A, B , C) is said to be uniformly completely observable if there 
is a 8 > 0 such that for some a o , /30 
00 > /30 ( 8)1 ~ Wo( t, t + 8) ~ a o( 8)1 > 0 for all t, (5.2.4) 
where 
1t+6 Wo(t, t + 8) ~ t <J.>' (A, t)C'(A)C(A)<J.>(A, t) dA. (5.2.5) 
For a bounded system it follows that 
II <J.>(t , r)11 < 1](lt - rl) (5.2.6) 
for some locally bounded function 1] : IR -+ IR that is bounded on bounded 
intervals. This result can be seen using the Gronwall-Bellman inequality [3] . 
By means of non-singular change of basis, x(t) = T(t)x(t), where T(t) is non-
singular and continuously differentiable, we can obtain a transformed (equivalent) 
representation (A, B, 6) as follows. 
A(t) = T(t)A(t)T(ttl + T(t)T-1(t) 
B(t) = T(t)B(t) 6(t) = C(t)T-l(t) (5.2.7) 
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r 
~-............. 
Consequently, the controllability and observability gramians Ge, Go of the trans-
formed system have the following forms [29]'[36J. 
Ge(t - 8, t) 
Go(t, t + 8) 
T(t)We(t - 8, t)T'(t) 
(T'(t))-lWo(t, t + 8)T- 1(t) 
5.3 Time Varying Case 
(5.2.8) 
(5.2.9) 
A system (Ii, 13 , 6) is said to be (generalized) balanced [24J when the controlla-
bility /observability gramians are balanced, i.e. 
(5 .3.1) 
for some 8 > O. In [36J a system (..4, iJ , 6) is defined to be (diagonally) balanced 
if, for some 8 > 0, 
(5 .3.2) 
The generalized balancing gives a class of balanced realizations , satisfying (5.3. 1) , 
unique to within orthogonal coordinate basis transformations T(t) satisfying 
T'(t)T(t) = I . One such realization is the diagonally balanced realization satisfy-
ing (5.3.2) . We do not explore the selection of the diagonally balanced realization 
given a general balanced realization. 
Remark The result in Theorem 5.3.2 can be strengthened, slightly, using the 
proof method in Chapter 6. The result has been presented in this way to demon-
strate the development of the theory. 
Observe that if uniform complete observabili ty / controllabili ty holds for 8 then 
it also holds for all 8 > 8, although we should note that the balancing conditions 
are 8 dependent. The theory developed here is not dependent on the 8 selection. 
With an initial choice of coordinate basis, giving rise to gramians We(t), Wo(t) 
(here we omit 8 for simplicity) , the generalized balancing objective is to find a 
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coordinate basis transformation T(t) such that if we define P(t ) = T'(t)T(t), then 
P ( t ) We ( t ) P ( t) = Wo ( t ) . (5.3.3) 
Thus under the uniform complete observability and controllability conditions 
(5.3.4) 
Also P(t) = limto __ oo PJ.L(r : t,to) where PJ.L(r : t,to) is given from the Riccati 
differential equation 
d dr PJ.L(r : t, to) = -J.lPJ.L(r : t, to)We(t)P,.(r : t, to) + J.lWo(t) , PJ.L (to : t, to) > 0, 
(5.3.5) 
where J.l > 0 is a constant gain, and we write PJ.L(t : t , to ) as PJ.L (t, to). Under the 
uniform observability condition (5.2.4), P,. ( r : t , to) exists for all t , r ~ to, as does 
the limit, which is P(t) . 
Although finding P( t) at any t or at a finite number of t is straightforward, to 
have P(t) for all t in some time interval does not appear possible in general. We 
thus propose the concept of J.l-balancing where (5.3.1) holds only approximately, 
with J.l indicating the degree of approximation to balancing. 
Consider the Riccati differential equation parametrized by J.l > 0 
F,.(t , to) = -J.l[PAt, to)Ge(t)PJ.L(t, to) - Wo(t)], P,.(to , to) > 0, t E [to, 00). 
(5.3.6) 
This equation is a specialization of the well studied time-varying Kalman filter 
covariance Riccati equation; see, for example [1]. It is similar to the differential 
equation presented in Chapter 3 and 4, having the same equilibria, however it 
is not necessarily a gradient flow. Its solution PJ.L (t, to) exists fOL all t ~ to if 
[O,J.l~W}(t)l is completely detectable for all t ~ to, or equivalently, if 
We( t) is nonsingular for all t ~ to· (5.3.7) 
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Moreover, the following limi t exists 
(5.3. ) 
and satisfies 
(5 .3.9) 
. I! . I! . 
Furthermore, wIth [0, p2W/ (t)] umformly detectable and [0, p2Wo2 (t)] uruformly 
stabilizable, or equivalently with bounded realizations (AU, B(·), CU), under 
the uniformly completely observability and controllability conditions (5.2 .2) and 
(5.2.4), then 
(5.3.10) 
(the associated Kalman filter equation) is exponentially asymptotically stable. 
Also (5.3.9) holds with PI'(t) replacing FI'(t) , at least when PI' (to) > O. 
Definition 5.3.1 Given a realization (A, B , C) with gramians Wc(t), Wo( t) , then 
the transformation TI'(t) is said to be p-balancing if FI'(t) = T~(t)TI'(t ) satisfies 
(5.3.8) for all t E (-00,00). 
The following technical lemma is required in the sequel. 
Lemma 5.3.1 Consider system (5 .2.1a) with bounded AU, B(-) , C(·) under the 
uniform complete control/ability and observability conditions {5. 2. 2),(5. 2.4), and 
let P(t) be the solution of (5.3.3) . Then, for some Ii > OJ 
(5 .3.11) 
(5.3.12) 
(5.3 .13) 
(5.3.14) 
89 
where AminO/ AmaxO denotes the minimum/maximum eigenvalue. 
Proof 
The definition (5 .3.3) yields (5. 3.4). ow under (5.2.2) and (5.2.4), 
I I 
W/(t)Go(t)W/(t) ~ aoWe(t ) ~ aoaeI , 
so that 
P > G;~(t)(aeao)~We- ~(t) = (aeao)~We- l 
> (aeao)~ !3;1 1=: / 11 > 0, for all t ~ o. 
. . _!. I -!. I I Llkewlse P ~ Ge 2 (t)(!3e!3o) 'i We 2(t) = (!3e!3o)'i We- l ~ (!3e!3o)'ia-;l J for all t ~ o. 
Applying (5.3.4), and noting that P, We are positive defini te, then 
Amin(PWe) A . (Wl/2 pWl/2) IDJn c c 
A . (W l/2W Wl/2) ~ 
trun e Oe 
I 
> (ao aeF =: / 2 for all t ~ 0 
and 
Amax(PWe) A (Wl/2 pWl/2) max e e 
A (W l/2W Wl/2)~ max e 0 e 
I for all t ~ 0 < (!3o!3e)'i =: /3 
• 
The first Theorem we establish is convergence for a particular time instant , 
or the time invariant case. 
Theorem 5.3.1 Consider PI'(r : t , to) as defined in (5.3.5) and a bounded uni-
formly completely observable/controllable system satisfying (5.2. 2)J (5.2.4)J with 
balancing transformation P(t) given by (5.3.3). Then J for any constant J.L > OJ 
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b.P~(T: t,tO) = P~(T: t ,tO) - P(t) is bounded, by 
(5.3.15) 
where /2 = (ao (8)ac(8))~ with ao(8),ac(8) given in (5.2.2},{5.2.4). Moreover the 
limiting solution satisfies limto--+-oo P~( T : t, to) = P(t). This limit is independent 
ofT and J.L. 
Proof Define b.P~(T : t, to) = P~ (T : t , to) - P(t), where P~ (T : t , to ) is the 
solution of (5.3.5) and P(t) is the solution of (5 .3.3). Since P(t ) is a solution of 
the algebraic Riccati equation, P(T : t) = limto--+-oo P~(T : t, to) = P(t). Applying 
standard Riccati theory, under the controllability and observability conditions 
assumed here, then by results in Appendix E4 of [1]. 
b.P~(T : t, to) = e-~P(t)Wc (t)(.,.-to)[_~e-~Wc (t)P(t)(.,.-to)P(ttle-~P(t)Wc (t)(.,.-ta) 
+b.PI'(to : t, totl + ~P(ttll-le-~Wc (t)P(t)(.,.-ta) 
< e-I'P(t)Wc(t)(.,.-ta) b.P~( to : t , to)e-~Wc (t)P(t)(.,.-ta). 
Thu for all T, t > to 
II P~(T: t,to) - P(t)ll:::; II b.P~(to: t,to)lllle-~Wc (t)P(t)(t-ta)1I2 
.2.. z.. ~ 
< IIb.P~(to: t, to)lle-2WY2(t-ta) 
2. 
by (3.4.4),(5.3.12). • 
The following theorem gives a bound on the difference between J.L-balancing 
and exact balancing, as well as the more practical transient Riccati equation 
solution. 
Theorem 5.3.2 Consider PI'(t, to) as defined in (5.3.6) and a bounded uniformly 
completely observable/controllable system as in {5.2.1a}. Consider also P (t) de-
fined in {5.3.3}. Then b.P~(t, to) = P~(t, to) - P(t) is bounded, by 
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where /2 = (ao(8)ac(8))~ and ao(8), ac(8) are as given in {5. 2.2},{5.2.4}· More-
over, with ~Pl' (t ) = PI' (t) - P(t) , then 
II~PI'(t)11 ~ ~ for t E (-00,00) 
J- 211-/2 
(5.3.17) 
Furthermore, 
lim ~PI'(t ) = 0 uniformly in t. 1'- 00 (5 .3 .18) 
Proof Define ~PI' (t, to) = PI'(t , to) - P(t) where PI' (t, to) is the solution 
of (5.3.6) and P(t) is the solution of (5.3.3). Consider now the fictitious situ-
ation where the gramians are piecewise constant with discontinuities at ti, and 
ti - ti-l = 'T}. ( ote that such a situation is inconsistent with the definitions of 
the gramians.) Over each interval ti to tiH the gramians are associated with some 
constant realization. Denoting the piecewise constant case with a tilde, choose 
the approximation Wc(ti) = Wc(ti), Wo(ti) = Wo(ti) . By (5.3.1) , the maximum 
change in the balancing transformation over any discontinuity is /4'T}· Then 
. II~PI'(tl ' to) II = 'IIFI'(t1, to) - F(t1 )11 ~ IIFI'(t1, to) - F(to)1I + IIF(to) - F (tdll 
~ e- 21''Y211I1 ~PI'(to, to) II + /4'T}, by (5.3 .15) 
II~PI'(t2 ' to)1I = IIFI'(t2) - P(t2)11 ~e-21''Y211I1~PI'(tl' to)1I + /4'T} 
~e-41''Y211I1~PI'(to , to) II + e-21''Y211/4 'T} + /4 'T} 
II~PI'(ti' to)11 = IIPI'(ti) - F(ti)1I ~ e- 21''Y211I1 ~PI'(ti_l' to)11 + /4'T} 
~e-2il''Y211II~PI'(to, to)11 
+ L;~; e-2il''Y211/4'T} + /4 'T} 
~ e-21''Y2 (ti-tO) II ~PI' (to, to) II 
+ L~l e-2il''Y211/4'T} + /4'T} 
~e-21''Y2(ti-to)II~PI'(to, to) II 
+ J;' e-2il''Y211/4'T} dj + /4'T} 
=e-21''Y2(ti-to)II~PI'(to,to)11 + 2Z~ +/4'T}. 
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Considering the more general case where t E [ti, titl) then 
II~PJ.I(t, to)11 = IIFJ.I(t, to) - F(ti)ll:::; e-2WY2(t-t·)IIFJ.I(ti, to) - P(ti)11 
< e-2J.1'Y2(t -to)II ~PJ.I(to, to)11 + 2:~2 + 14'f/· 
(5.3.19) 
Hence, for piecewise constant gramians with jumps at ti, then for t E [ti, ti+l) 
Standard continuity arguments , based on the fact that P(t) and PJ.I(t) are continu-
ous in the gramians, give that in the limit as the time interval [ti ti+d approaches 
zero FJ.I(t , to) ---+ PJ.I(t , to), and P(ti) ---+ P(t) . Thus 
for all t E (to, 00). 
Taking the limit as to ---+ -00 gives (5.3.17). Then taking the limit as fl ---+ 00 
gives (5.3.18) . • 
Observe that as fl ---+ 00, the rate at which the error bound is approached in-
creases and the error bound decreases. For large values of fl, the bound presented 
in Theorem 5.3.1 is small and fl-balancing is arbitrarily close to true balancing. 
Consider now the finite initial time case when fl is time varying, monotonically 
increasing with limt_co fl(t) = 00, such as when fl(t) = log(t + 1). 
Theorem 5.3.3 Consider a bounded, uniformly completely controllable/observ-
able system as in (5.2.1). Also consider a time dependent fl , denoted fl( t) , with 
fl(t) 2: 1 monotonically increasing and tending to infinity. Then the solution 
PJ.I(t) of (5.3.4) has the property that 
Proof In the proof of Theorem 5.3.2, replace the constant fl by the piecewise 
constant flt; approximation of fl( t). Then as t, ti ---+ 00 so flti will tend to 00 and 
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• 
In the time invariant case, the limiting solution FI"(t) = P can be found 
as the solution of an algebraic Riccati equation using the differential equation, 
Lyapunov equation solution, or a recursive Riccati equation. This suggests a 
recursive method for finding the solution in the time varying case (given the Ric-
cati equation can reveal a solution). However we do not investigate this approach 
here. 
5.4 Simulations 
Consider a bounded, uniformly completely controllable and observable system as 
in (5.2.1a) with gramians given by 
[ 
sin(t) + 4 
We = 0.1 sin(5t) + 2 
0.1 sin(5t) + 2] 
5 + 0.1 sin(10t) 
Wo= [ 
2 cos2 (t) + 1 0.2 + 0.1 sin(t) ] 
0.2 + 0.1 sin(t) 1 - 0.1 sin(t) . 
(5.4.1) 
(5.4.2) 
It can be seen in Figure 5.4.1 that when the differential equation (5 .3.4) is allowed 
to evolve from a starting P value that is far from the balancing transformation, 
the system moves towards the balancing transformation and then tracks this 
transformation. It is readily seen that the estimated balanced realization lags the 
true balancing transformation, and this lag is decreased if the time scale of the 
integration f..L is increased, as in Figure 5.4.2. For practicality f..L was chosen to be 
constant, giving the tracking result rather than asymptotic convergence. 
Consider now the system with gramians 
_ [ sin(t) + 2.01 - sin(t) ] 
We -
- sin(t) 2.01 + sin(t) 
(5.4.3) 
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Figure 5.4.1: The evolution of the elements of P(t) with gramians given in 
(5.4.1), (5.4.2) and jJ, = 1 
0 .4 
0.2 
o 
-"- .. 
.. ' 
,,-' '' - --- ------
------
----- ---- ---
6 
-0.20L---------~10--------~2~0--------~30~--------4~0---------5~0--------~60 
Figure 5.4.2: The evolution of the elements of P(t) with gramians given in 
(5.4.1), (5.4.2) and jJ, = 10 
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Figure 5.4.3: The evolution of the elements of P(t) with gramians given in 
(5.4.3), (5.4.4) and jJ, = 10 
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6 
_ [ 5 + sin(t) 1 + 0.5 cos(t) 1 Wo - . 
1 + 0.5 cos(t) 7 + sin2 (t) 
(5.4.4) 
This system approaches an uncontrollable system at t = 3;. In Figure 5.4.3 it can 
be observed that as the elements of the true balancing transformation increase, 
our approximation also increases, with an associated lag, and then continues to 
track once the singularity has passed. 
Remarks 
1. In order to calculate the exact solutions for balanced realization problems, 
we have solved the time invariant problem at discrete points and interpo-
lated between them. 
2. It would be interesting to investigate the connection between the behaviour 
of controllability/observability gramians and the values of 5. However, it is 
beyond the scope of this Thesis . 
5.5 Conclusion ' 
With emphasis on the time varying case, a new approach for solving balanced 
realization problems is presented. That is , instead of obtaining exact solutions for 
balancing, we find what are termed J.l-balancing transformations. A J.l-balancing 
transformation tracks the true balancing transformation at a rate dependent on 
the inverse of J.l . In the limit as J.l -t 00, J.l-balancing approaches traditional 
balancing. The J.l-balancing transformation is expressed as the solution of an or-
dinary differential equation (in fact a Riccati equation). The algorithms converge 
exponentially, indicating numerical robustness. 
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Chapter 6 
Time Varying Balanced 
Factorization 
6.1 Introduction 
Singular value decompositions and balanced realizations are widely used special 
cases of the more. general balancing factorization task: given a matrix Hmx/ , pos-
sibly in factored form Hmx/ = Xmx nYnx/ , find X , Y such that Hmx/ = XmxnYnx/ 
under the balancing constra'nt X'X = YY' , and with X, Y full rank. There is a 
class of solutions to this balancing task , unique up to orthogonal transformations. 
The solution X = UD~, Y = D~V' , where U, V are appropriate orthogonal ma-
trices and D is diagonal, then gives a singular value decomposition H = U DV'. 
A differential equation solution to this task is given in Chapter 3. For the spe-
cial case when H = XY is a Hankel matrix of a linear system, with X'X the 
observability Gramian, and YY' the controllability Gramian, then a balanced 
realization is achieved under an appropriate coordinate basis selection. When in 
this coordinate basis H = XY and the Gramians are equal, X'X = yyl. A 
diagonal balanced realization is then a further special case when the Gramians 
are equal and diagonal. It has been shown that the more familiar diagonal bal-
anced realization may not be best for certain minimum sensitivity applications, 
but rather some other type of balanced realization. This suggests to us that the 
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study of balancing matrix factorization tasks as above could also be of a wider 
interest, although the only specific application we are aware of at this stage, is in 
connection with finding balanced realizations from Hankel matrices. 
The matrix factorization task is generalized here to the si t uation where H (t) is 
a time-varying (constant rank) matrix with factors X(t), Y(t) such that H(t) = 
X(t)Y(t). Balancing factors X(t) , Y(t) are sought which are full rank for all 
t and such that H (t) = X(t)Y(t) and X'(t)X(t) = Y(t)Y'(t). A differential 
equation approach is proposed which specializes to that of Chapter 3 for the 
time-invariant case. One approach could be to interpolate between solutions for 
the time-invariant case at discrete time instances. Here under smoothness as-
sumptions on the time variations in H (-), we seek a differential equation which 
tracks the balancing solution as time evolves. We build on the technical approach 
of [16] exploiting the exponential convergence properties of the differential equa-
tions to deal with the case of the decomposition of time-varying matrices along 
trajectories. Actually, the argument of H (.) can be a parameter other than time 
t in some parameter space, and the trajectories are then parameter space trajec-
tories. Our aim is to demonstrate a tracking capacity by showing that along such 
parameter space trajectories, it is possible to track the relevant factorizations 
arbitrarily closely. 
First let us review relevant background results . The problem of finding the 
singular value decomposition of a (rectangular) matrix is conventionally solved 
using recursive algebraic matrix manipulations. It has been shown [8],[6],[35] that 
such matrix manipulations can be viewed as samplings of a differential equation 
(self-equivalent flow) where the limiting solution of the flow gives the desired 
singular value decomposition. References [12] [31] give alternative self-equivalent 
flows which are gradient flows on unitary matrices. This work can be viewed 
as a generalization of the gradient flows on orthogonal matrices for diagonal-
izing a square symmetric matrix of [4]. Also in Chapter 3, balancing matrix 
factorizations are studied along with other balancing methods via exponentially 
convergent gradient flows on positive definite matrices. Building on this work, 
related gradient flows on coordinate transformation-matrices to achieve balanced 
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realizations have been developed in Chapter 4, along with gradient flow equations 
on the system matrices themselves. 
To set the stage in more detail, let us recall that in hapters 3 and 4, gradient 
flows on the set of symmetric positive definite matrices are studied, namely 
F(t) = P-l (t)yyl p-l (t) - X'X, P(to) > 0 
for some full rank factorization H 
exists, sat isfies 
XY. The limi ting solution P 
p-lyy'p-l = X'X , 
(6.l.1) 
P(oo), 
(6.l.2) 
and has the form P TT', where T is a transformation matrix such that 
X = XT, Y = T-1y and H has the full rank factorization H = XY with 
X'X = yyl. As a gradient flow, (6.l.1) has the form F(t) = - \l <I> where 
P(t) is a time varying matrix for some positive scalar function <I> (P ) on the set 
of all positive definite matrices P > O. The equation (6 .l.1) has an exponential 
convergence rate. 
In Section 6.2, the the results of Chapters 3 and 4 are .extended to the case 
where H( t) is a time-varying quantity. In tills time-varying case the limiting solu-
tion is time-varying and tracks the balancing P(·) with an accuracy which can be 
described a priori . Section 6.3 is focussed on the evaluation of the transformation 
matrix TO, rather than PO parallelling balancing results from [13]. Section 6.4 
gives flows on the factorization matrices X(t) and Y(t), initialized by full rank 
X(to), Y(to) and which converge to X(t), Y(t). Flows for the matrices X(t) and 
Y(t) allow the evolution of the factorization to be calculated directly. Section 6.5 
gives some concluding remarks and discussion. 
6.2 Time-Varying Differential Equations on P 
The time-varying results in this section require bounds on the time variations as 
well as absolute bounds on the size of H(·) . We assume that H(t) is constant 
rank (not necessarily full rank) for all t, and bounded such that for all t with 
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A;(H(t)H'(t)) =J 0, we have 
o < 01 :::; Ai(H(t) H' (t)) < 02 (6.2.1) 
where A;U denote the eigenvalues. Furthermore we assume that H(t) is suitably 
smooth, in that for all t the derivative of H(t) H' (t) exists and 
(6 .2.2) 
Lemma 6.2 .1 Given a time-varying I X m matrix H(t) of constant rank n, there 
exists a factorization H(t) = X(t)Y(t) ) unique up to a time-varying orthogonal 
transformation) where X(t), Y(t) are both of full rank and X'(t)X(t) = Y(t)Y'(t). 
Proof At each time instant t, H(t) has a singular value decomposition H(t) = 
U(t)D(t)V'(t), where D(t) is rank nand U(t), V(t) are unitary matrices. Denote 
the first n rows and columns of D(t) by Dl(t), the first n columns of U(t) by 
U1 (t), the first n rows of V (t) by VI (t). Then one balanced factorization is 
X(t) = U1(t)D1 (t), Y(t) = D1 (t)VI (t). 
To show uniqueness, note that if there are two such factorizations as H = 
XY = xy with X'X = YY', X'X = YY' , then for some nonsingular T, X = 
XT, Y = T- 1 Y. It then follows that 
x' x = yy' = TYY'T' = T X' XT' = TT' X' XTT'. 
Since X is full rank, then there is a unique positive definite factorization (X'X)t, 
thus pre- and post-multiplication by this factor gives (X'X)tx'X(X'X)t = 
((X'X)tTT'(X'X)t)2, so that X'X = (X'X)tTT'(X'X)t and thus TT' = I 
and hence T is a unitary matrix. • 
Remark If H(t) is periodic of period T, it is not necessary that X(t), Y(t) have 
period T. 
Bounds on the factors XU, y(.) are now investigated. 
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Lemma 6.2.2 Suppose that H(t) is constant rank, with a factorization H(t) = 
X (t) Y (t) for all t > to such that for some positive scalars ai,!3i and all t > to 
all < X' (t)X(t) < !311 , a21 < Y(t )Y'(t) < !321 (6.2.3a) 
- a31 < :t[X'(t )X(t)] < !331 , -a41 < :t[Y(t) Y'(t )] < !341 (6.2.3b) 
Then H(t) satisfies (6.2.1),(6.2.2) with 81 = ala2, 82 = !31!32, 83 = a3!32 + 
a4!31, 84 = !33!32 + !34!31' 
Proof Given (6.2.3a), then for all t > to HH' = XYY'X'. Then for Ai(HH') =I ° 
it follows that Ai(X' XYY') = Ai( H H') and thus ° < ala2 < Ai(H H') < !31!32. 
Given (6.2.3b) then, -1i(H H') = -1i(XYY' X') and thus 
and A;[:t(HH')] ~ max(O,Amax[YY' !(X'X) + :t(YY')X'xl). 
It follows that -(a3!32 + a4r31) < )..;(-1i(HH')) < !33!32 + !34!31' • 
Lemma 6.2.3 Given that H(t) is constant rank satisfying (6.2.1),(6.2.2) for all 
t, then there exists a factorization H(t) = X(t)Y(t) such that (6.2.3) holds for 
some positive constants ai,!3i. 
Proof Given (6.2.1), consider the factorization H = XY, where X'X = YY' 
for all t. Now H H' = XYY' X' = X X' X X', and thus the non-zero eigenvalues 
of H H' are those of (X' X)2. Choosing al = a2 = V51 ; !31 = !32 = V52 ensures 
(6.2.3a). 
Given (6.2.2), then -831 < -1i(XYY' X') < 841. Considering the factorization 
with X'X = YY' then -831 < -1i(XX'XX') < 841. It follows, since ° < 84 ,83 , 
that -831 < 2(X' X)-1i(X' X) < 841. Choosing a3 = a4 = !;;, !33 = !34 = !;; 
ensures (6.2.3b). • 
We now establish bounds on the balancing matrix P(t) defined by 
P-1(t)Y(t)Y'(t)P-1(t) = X'(t)X(t) 
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Lemma 6.2.4 Suppose there is given a time-varying factorization X(t)Y(t) = 
H(t) satisfying {6.2.3} for all t > to. Th en P(t ) and -ftP(t) are uniformly bounded 
above and below in that fOT some positive constants TJi, I I functions of O'i, /3il and 
all t 
(6.2.4) 
Proof It is readily derived from (6.1.2) , omitting the t argument, that 
(6.2.5) 
Also using (6.2.3), PC) is seen to be uniformly bounded above and below as 
claimed in (6.2.4), with TJ1 = (/31/32t t 0'2 and TJ2 = (0'1 0'2t t/32. Differentiating 
(6.1.2) gives 
PX'XP + PX'XP + P :t(X'X)P - :t(YY') = 0 
If the integral is defined, then 
P(t) = ( ';.-P(t)X'(t)X(t). [~[Y(t)Y'(t)J - P(t)~[X'(t)X(t)J P(t)] e-X'(t)X(t)P(t). d)" k & & 
Using (6.2.3) (6.2.4), 
e-P(t)X'(t)X(t).e-X'(t)X(t)P(t). ~ e-2apll ). f. 
T hus 
rOO e-F(t)X'(t)X(t).e-X'(t)X(t)F(t). d)" < ~O'~lTJ~1 f =: <p2f. 
Jo 2 
Because of the bounds (6.2.3) 
1 1 ~[Y(t)Y' (t)J - P(t)~[X'(t)X(t)JP(t)11 <..;n max(/34 + 0'3TJ~, 0'4 + /33TJD = : <PI dt dt F -
where n is the rank of H (i.e. IlfilF = n), and hence IIP(t)IIF ~ n<P1 <P2 =: I for 
all t. • 
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Before proceeding to time-varying differential equation solutions, we review 
some results for the time invariant case. 
6.2.1 Strengthened Time-invariant Theory 
Given that the transformation matrix T is only unique up to an orthogonal right 
factor, it makes sense to first work with the unique P = TT' to characterize the 
class of all transformation matrices T. With the unique P determined , then all 
"square roots" T can be determined. Consider the ' co t function" 
8(P) = tr[PX'X + yylp-1J (6.2.6) 
in terms of P = TT', which has the associated gradient flow (6.1.1) and converges 
to P as t -+ 00. 
Definition 6 .2.1 The matrix x(t) is exponentially convergent to 0 for t > to if 
there is some constants a > 0, (3 > 0 such that 
Ilx(t) 11 < (3e-o:(t-td 
for all tl and t > tl > to. There is strong exponential convergence when (3 = 
Remark Strong exponential convergence implies exponential convergence with 
a monotonicity property on the norms. 
Theorem 6.2.1 Given a factorization H 
t ~ to, the solution of 
XY with X, Y full Tank for all 
P = -X'X + p-1yy'p - l P (to) > 0 
is strongly exponentially convergent to P, where P is the unique positive definite 
solution of 
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Proof First recall that Chapter 3 gives the proof of existence, uniqueness and 
positive definiteness of P(t) for all t ~ to, in the time invariant full rank X , Y 
case, but results in Chapter 3 for the exponential convergence of P( t) to P need 
strengthening here to strong exponential convergence. Define 8( t) = P( t) - P, 
then simple manipulations using (6.1.1) and (6.2.4) give 
8 = p = P-l (t)YY'P-l (t) - X'X 
-[X'X8(t)P-1 (t) + P-l(t)8(t)P-l(t )YY'P-l (t)] 
(6 .2.7) 
or 
vec(8(t)) = -A(t) vec(8(t)), 
where 
A(t) = P-l(t) 0 X'X + P-l(t)YY'P-l (t) 0 P-l(t) (6.2.8) 
using Kronecker product notation. Since PU, P and X' X, YY' are symmetric 
positive definite for all t ~ to, so also is A(t). Thus A(t) ~ (II > 0 for some (1 
and all t. Then 
:t 11811 2 = (vec8)' vec8 + (vec8)' vec8 = -2(vec8)'A vec8 < - 2(111811 2 . 
• 
6.2.2 Time-Varying Differential Equations on P 
We now generalize the results of the previous section to the case when H (a) is 
dependent on the parameter a. For convenience, take a to be time (a = t) and 
study the factorizations H(t) = X(t)Y(t) where it is assumed that H(·) is of 
constant rank. Define P(t) to be the positive definite solution of 
P-l(t)Y(t)Y'(t)p-l(t) = X'(t)X(t). (6.2.9) 
The aim of this section is to find flows that approximate the balancing solution 
P(t). 
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The work developed here exploits the strong exponential convergence in the 
time-invariant equation (6.1.1 ) to obtain a tracking result in the t ime-varying 
case. The strong exponential convergence allows tighter t racking error bounds 
than could otherwise be ~btained . 
In the time-varying case, with H(t) = X (t )Y (t ), the solution PIl(t) of 
(6.2.10) 
exists for all t and tracks P(t) defined in (6.2.9). Here J.L is t he differential equation 
gain - a time scaling which allows the differential equation time scale to be 
altered while the time scale of X(t ) and Y(t ) remains invariant. 
Theorem 6.2.2 Given a full-rank time-varying facto rization H(t ) = X (t )Y (t ), 
of constant rank satisfying {6.2.3} for all t 2: to , the differential equation {6. 2.10} 
for J.L > 0 yields PIl(t) which tracks P(t ) of {6.2.9} with tracking error 6.PIl (t ) = 
PIl(t) - P(t) bounded as 
(6.2.11 ) 
in terms of the Frobenius norm IIA IIF = II vec(A)112 = t r [AA']~ , some finite ( I , 
and arbitrary initial conditions P(to) 2: O. Furthermore, 
(6.2.12) 
and X(t) = X(t)l'(t), Y (t) = l'-l(t)Y(t) , for arbitrary l'(t) satisfying F(t) = 
l'(t)l"(t). 
Proof The proof builds on results for the time-invariant X , Y case studied in 
Theorem 6.2.1. Define 8(t) = P(t) - F, then simple manipulations using (6.1.1) 
and (6.2.4) give 
vec(8(t)) = -A(t) vec[8(t)]- vec[P(t)], 
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where A(t) is defined by 
A(t) = p-l (t ) Q9 X' (t)X(t ) + p - l(t )Y (t)Y'(t )p-l (t ) Q9 P-l (t ). (6.2.13) 
Note that in the time invariant case P(t ) - P is monotonically deceasing, so the 
definition of PIJ.(t ) means that PIJ. (t) always tends to P(t ), and hence PIJ.( t ) is 
bounded above and below. Consequently, A(t ) = A'(t ) ~ ( II for some (1 > 0 
and all t ~ to· 
Hence , using linear systems theory [18], 
vec[8(t )] = <I> (t , to)vec[8(to)] + r <I>(t,T ) vec[P(T)]dT 
J to 
(6.2.14) 
where <i>(t , to) = -pA(t)<I>(t , to ), <I> (to, to ) = I. Observe that A(t) = A'(t) > 
(II> 0, ((1 is independent of p ) so it follows that 
1£11<I>(t , to)112 = 1£ tr[<I>'(t, to)<I>(t, to)] = 2 tr[<I>'(t , to)<i>(t , to)] 
= -2 tr[pA(t}<I>'(t , to)<I>(t, to)] :S; -2Amin[pA(t)] tr[<I>'(t , to )<I> (t , to)] 
< -2p(111<I>(t, to)112 , 
and hence 11<I>(t , to)11 < yne-IJ.( ) (t-to) . Substituting the bound on <I> into (6.2.14) 
gIves 
118(t)11 < yne-IJ.()(t-to)118(to)11 + II Jt~ yne-IJ.() (t-r)p(T) dT 11 
< yne-IJ.()(t-to)118(to)11 + ":te-lJ.(dt-r)l~o 
< yne-IJ.()(t-to)(118(to)11 - ;t) + ":t 
As p -+ 00 the rate of exponential convergence increases and the tracking error 
decreases. Hence PIJ.(t) tends to P(t). • 
Remark: In Chapter 5, the euclidean norm was used, and hence 11111 = 1. In this 
chapter, we are using the Frobenius norm, where 11111 = n, leading to coefficients 
of yn that were not present previously. 
Note To quantify (1 observe that (using the eigenvalue property of Kronecker 
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products) 
Arnin[A(t)]2: Arnin[P-l(t) ® X'X] + Arnin[P-1(t)YY'P-1(t) ® P-l] 
Arnin[p-1 (t )]Arnin(X' X) + Arnin[P-1 (t)YY' p-1 (t)]Arnin(P-1) 
> Arnin[P-l(t)]al + Arnin[P-1(t )j2a27]21 
Amax[P(t)J-1a1 + Amax[P(t)]-2a27]21. 
Recalling that PJ-L(t) always tends to P(t) then 
and hence one possible bound of (1 is 
i -1 + -2 -1 
.., 1 = 7]3 al 7]3 a27]2 . 
In the limit as PJ1.(t) --t P(t ), Arnin[A(t)] is approximately twice t he ratio of the 
size of the balanced system to the size of the balancing transformation, i.e. a 
condition number. of the problem difficulty. 
6.3 Gradient Flow on Nonsingular Matrices T 
Once the minimization of 4> has been performed to yield P, the class of T such 
that TT' = P generates the class of balanced solutions X = XT , Y = T- 1 Y 
satisfying H = XY where X'X = YY'. When only one such T, rather than the 
class of T is required, it is preferable to have a direct method of obtaining such 
a T. Of course, with one such T, denoted T1 , the entire class of such T satisfying 
TT' = TIT; = P can be generated. 
The differential equations considered in [13] are gradient flows , with an asso-
ciated cost function , in terms of factorizing matrices X , Y such that H = XY, 
and a transformation matrix T . Thus consider, 
0(T) = IIX(T)11 2 + IIY(T)1I 2 = tr[XTT'X' + T- 1YY'T,-I] (6.3.1) 
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with the associated gradient flow 
T(t) = - \IT 8 = -2X' XT(t) + 2T- t (t)T- 1(t)YY'T- t , T(O) i- O. (6 .3.2) 
This gradient flow minimizes the index 8 (T) over all T to achieve T, X = XT, 
Y = T-1y and the balancing condition X'X = YY'. This T(t ) converges to 
a t that is balancing for every nonsingular initial condition. Such a T is de-
pendent on initial conditions, but the convergence to the manifold of balancing 
transformations is at an exponential rate. 
In the case of a time varying matrix H(t), finding T(t) directly is a more 
useful on-line tool than finding P(t) = T(t )T'(t), followed by T(t) . This method 
can be more numerically stable, because although theoretically P(·) is always 
symmetric positive definite, this property can be lost when implemented on a 
digital computer. Also the condition number of T(·) is the square root of the 
condition number of P( ·), thus giving greater numerical stability. 
Theorem 6 .3.1 Consider a full rank time varying factorization of constant "rank 
satisfying (6.2.3). The differential equation defined by 
(6.3.3) 
for JJ- > 0, yields TJJ(t), which converges to the class of T(t). The tracking error 
.6.(t) = TJJ(t)T~(t) - T(t)T'(t) satisfies 
(6.3.4) 
fo r arbitrary nonsingular initial condition TJJ(to). 
Proof The balancing transformation T(t) is only unique up to an orthogonal 
t ransformation, thus for convergence properties we are concerned only with con-
vergence to the unique P(t) = T(t)T(t)' . 
108 
Observe that TJ.L(t) = 2FJi(t)TJi(t), where FJi(t) is defined in (6.2.10). Then 
Li(t) = 2FJi(t)TJi(t)T~(t) + 2TJi(t)T~(t) FJi (t) - P(t) 
vec[Li(t)] = 2[TJi(t)T~(t) 0 I + I 0 TJi (t)T~( t)] vec[FJi(t)]- vec[P(t)] 
= -2[TJ.L(t)T~(t) 0 I + I 0 TJi(t)T~(t)]A(t) vec[~(t)]- vec[P(t)] 
= -2f.LB(t) vec(~(t)) - vec(P(t)) 
where A(t) is defined in (6.2.13). Since TJi(-)T~(-), and AU are symmetric and 
positive definite, B (t) is similar to a symmetric positive definite matrix. Also, in 
the time invariant case, TJi(t) --+ t and hence TJi(t) --+ t(t) for all t, and thus 
P(t) = TJi(t)T~(t) is bounded and Amin(B(t)) > (2 for some (2 > o. 
If <p (t, to) is the solution of <i> (t, to) = -2f.LB(t)<P(t, to), <p (to, to) = I , then [18] 
gIves 
vec[~(t)] = <p(t, to) vec[~(to)] + 1t <p(t , r) vec[P(r)] dr. (6. 3.5) 
to 
Also observe that 
1t11 <P(t, to)112 = tr[2<i>(t , to)<p'(t, to)] = 2 tr[-2f.LB(t)<i>(t, to)<p'(t, to)] 
< -4f.LAmin[B(t)] tr[<P(t, to)<p'(t, to)] 
< -4f.L(2 11 <p(t, to)112, 
hence 11<p(t, to)11 < 11<p(to, to)lle-2J.L(2(t-tO) = ylne-2J.L(2(t-tO). Substituting into 
(6.3.5) gives 
11~(t)11 < 11<p(t, to)IIII~(to)11 + Jt~ 11<p(t, r)IIIIP(r)1I dr 
< ylne-2J.L(2(t-to)II ~(to)11 + Jt~ ylne-2J.L(2(t- r)'4 dr 
< vne-2J.L(2(t-to)II~(to)11 + ~4J.Lyt - ~4J.Lyte-2jJ(2(t-tO). 
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To quantify (2 observe that 
Amin(B(t)) = Amin[(I ~ P(t) + P(t) ~ I)A(t)] 
Amin[(I ~ P(t) + P(t) ~ I)(P-l(t) ~ X'(t)X (t ) 
+p-1(t)Y(t)Y'(t) P-1 (t) ~ P-l (t ))] 
> Amin[(I ~ P(t ) + P(t) ~ I)p-1 (t) ~ X' (t )X (t)] 
> Amin[(P (t) ~ I)p-1(t) ~ X'(t)X (t)] 
> Amin[I ~ X'X] > Q1' 
• 
Remark The value of limto-oo TJl.(t) is dependent on TJl. (to) , however there is now 
an additional dependence on the time scaling factor , fL· 
6.4 Flows on the Factors X and Y 
In the previous sections , the algorithms work with a matrix factorization H(t) = 
X(t)Y(t) at each time instant and then find a balancing transformation. Here 
we describe an algorithm that finds a balancing factorization given H(t ), not 
necessarily in factored form. Initially we describe this algorithm in the time 
invariant case. 
Theorem 6.4.1 Consider a time-invariant m X I matrix H of rank n and initial 
full rank matrices X(to), Y(to) } m x n, n X I respective/yo The equations 
x 
Y 
A 
-X(t)A(t) + [H - X(t)Y(t)]Y'(t) 
A(t)Y(t) + X'(t)[H - X(t)Y(t)] 
X'(t)X(t) - Y(t)Y'(t) 
(6.4.1a) 
(6.4.1b) 
(6.4.1c) 
have asymptotically stable equilibrium solutions such that (Xoo, Yoo) is in the 
class of balanced factorizations (X, Y). Moreover} there is no other stable equi-
libria of the differential equations (6 .. 4-1j) although there are unstable equilibria 
corresponding to rank deficient factorizations. Furthermore} the rate of conver-
llO 
gence is exponential. 
Proof The time dependencies of X, Y, A are omitted in this proof. Considering 
the cost function 8 (X, Y) = t tr[(H -XY) (H -XY)'+(X'X -YY')(X'X -YY')] 
then (6.3.1) is the gradient flow generated by 8 , namely X = - \l x 8(X, Y), 
Y = - \lY 8 (X, Y). The theory of gradient flows guarantees the existence and 
uniqueness of X, Y for all time. 
The differential equations (6.4.1) have an equilibria when 
That is, when 
By the definition of A, the equilibria satisfy 
hence X~Xoo = Yoo Y~ at any equilibrium point, and thus Aoo = O. If the 
equilibrium matrices X oo , Yoo are full rank then it follows immediately that H = 
XooYoo at the equilibrium. 
Consider now the nature of the convergence to these full rank equilibria. 
hence 
!£(X'X) = -X'XA + X'(H - XY)Y' - AX'X + Y(H - XY)'X 
dt 
!£(YY') = AYY' + X'(H - XY)Y' + YY'A + Y(H - XY)'X 
dt 
A = -!t(X'X - YY') = -AYY' - YY'A - X'XA - AX'X 
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Thus IIX' X - YY'II is strongly exponentially convergent to zero, when X, Yare 
full rank, with a rate given by mint>to Amin[X'(t)X(t) + Y(t)Y'(t)] := (3 ' 
Moving now to convergence of X(t)Y(t) to H , observe that 
1t(X' (H - XY)Y') = -2X'XX'(H - XY)Y' - 2X'(H - XY)Y'YY' 
+YH' (H - XY)Y' + X'(H - XY)H'X. 
Linearizing about the full rank equilibria H = XY, X' X = YY' gives 
1t(X'(H - XY)Y') = -2X'XX'(H - XY)Y' - 2X'(H - XY)Y'YY' 
+YY'X'(H - XY)Y' + X'(H - XY)Y'X'X 
-X'XX'(H - XY)Y' - X'(H - XY)Y'YY' , 
and thus asymptotic exponential convergence of X'(H - XY)Y' to zero follows. 
In the case where X and Yare full rank and of the same rank as H, this implies 
that (H - XY) is exponentially convergent to zero. 
Consider now a rank deficient equilibrium X , Y and a full rank equilibrium 
X, Y such that X'(X - X) = 0, and (Y - Y)Y' = O. Defining a = X - X , b = 
Y - Y, and X = X + €a, Y = Y + €b, then 
0= (H - XY)Y' = (X(Y + Y - Y) - XY)Y' = (XY - XY)Y' = aYY' 
X'X = X'(X - X + X) = x'x = YY' = (Y - Y + Y)Y' = YY' 
a'a = (X -X)'(X -X) = -X'X +X'X = -YY' + YY' = (Y - Y)(Y - Y)' = bb' , 
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and hence 
1i(X - X) = X = -X(X'X - yy,) + (H - XY)Y' 
-X[(X' + w')(X + w) - (Y + Eb)(Y' + Eb' )] + (H - XY)Y' 
[H - (X + w)(Y + Eb)](Y' + Eb' ) 
(-wY)Y' + (H - EXb - E2ab)Eb' 
[(X + a)(Y + b) - EXb - E2ab]Eb' 
[(1 - E)Xb + (1 - E2)ab]Eb' 
w(1 - E2)bb' - E(1 + E)Xbb' 
(X - X)(1 - E2)bb' - E(1 + E)X bb' 
Taking the limit as E -4 0 gives 1i(X - X) = (X - X )bb' , and thus X is unstable 
in the direction of X. 
Hence given a full rank starting condition the only attractive equilibrium is 
full rank, and convergence to this point is exponential. • 
ote that the convergence to the manifold X' X = YY' is strongly exponential 
but that of XY to H has not been established as strong exponential convergence. 
The following theorem establishes strong exponential convergence (and hence 
time varying tracking) in the case when H is full rank. 
Theorem 6.4.2 Consider a time invariant full rank matrix H} not necessarily 
square. Given full rank initial conditions X(to), Y(to) then the equations 
x = -X(t) A + [H - X(t)Y(t)]Y'(t) (6.4. 3) 
Y = AY(t) + X' (t)[H - X(t)Y(t)] (6 .4.4 ) 
A = X'(t)X(t) - Y(t)Y'(t) 
exist and are full rank for all t . Furthermore} the solution is strongly exponentially 
con vergent to the balancing solution X, Y. 
Proof The proof of Theorem 6.4.1 gives strong exponential convergence of X' X 
to YY' thus we are concerned only then with convergence of H - X(t )Y(t). That 
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is the stability of 
d dt(H - XY) = -(H - XY)Y'Y - XX'(H - XY). 
Take <p ( t, to), \lI (t, to) such that <i> ( t, to) = -<p( t, to)Y'Y, ~ (t to) = - X' X\lI( t, to) 
and <p (to, to) = I, \lI (to, to) = I . Then 
H - X(t)Y(t) = <p (t, to)[H - X(to)Y(to)]\lI(t, to). 
Therefore 
where 11 = mint>to Amin[X(t)X'(t)], 12 = mint>to Aroin[Y'(t)Y(t)]. Because H 
is of full-rank, and the rank-deficient equilibria are unstable from the full-rank 
direction, one of Y'Y, X X' is strictly positive-definite for all t. Thus there exists 
(3 > 0 such that for all t, Amin[X(t)X'(t) + Y'(t)Y(t)] > (3. Hence (6.4.3)(6.4.4) 
are strongly exponentially convergent, with a convergence rate (3 • 
In this case when strong exponential convergence has been established, we 
can proceed to a time varying result . 
Theorem 6.4.3 Consider a time varying full rank matrix H(t) with a bound 
IIH(t)11 < 12 Vt. Given full rank initial conditions X(to), Y(to), the equations 
x = -X(t)A + [H(t) - X(t)Y(t)]Y'(t) 
Y = AY(t) + X'(t)[H(t) - X(t)Y(t)] 
A = X'(t)X(t) - Y(t)Y'(t) 
(6.4.5) 
(6.4.6) 
exist and are of full rank for all t . Furthermore, the solution evolves such that it 
track the class of balancing solutions (X(t), Y(t)) . 
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Proof Clearly 
d . 
dt (H - XY ) = H - (H - XY) Y'Y - XX' (H - X Y ) 
With <1> and 'II defined as in Theorem 6.4.3, we have 
H( t ) - X (t )Y ( t )) = <1> ( t , to)[H( to) - X ( to) Y ( to)] w (t , to) + rt <1> ( t , T )H( T )W( t, T) dT Jto 
and hence 
IIH(t ) - X (t )Y (t ))1\ < ne- (3( t- to)I\ H(to) - X (tO )Y (tO )1\ + ft~ ne- (3(T - tO),2 dT 
< ne- (3(t - to)I\ H(to) - X (tO )Y (tO )1\ + :(3 
for some constant (3 = mint(Amin[X'(t )X (t ) + Y (t )Y' (t )]) . Similarly 
I\X' (t )X (t ) - Y (t )Y'(t )1\ < e- 2(3(t - tO)I\ X' (to)X (to) - Y (to )Y' (to )1\ 
Hence time varying tracking is established. • 
Remark In the case when H is not full-rank , it is those components of X , Y 
that are not uniquely determined which prevent the convergence rate of H - XY 
being established as strongly exponential. At this time it is an open quest ion at 
to the stability properties of the full time-varying system. 
6 .5 Conclusion 
The task of finding a balanced factorization of a matrix HasH = XY with 
X' X = YY' can be tackled by finding the limiting solution of matrix differen-
tial equations, and in particular of gradient flows on certain manifolds. Such 
differential equations can evolve on the square of the transformation matrix , i.e. 
P = T'T , the transformation matrix T itself, or the matrix factors X and Y sat-
isfying H = XY . These methods can also be generalized to the case of t racking 
H ( a) along trajectories in a -space as when the matrix H is time-varying. 
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Chapter 7 
Conclusions 
The new computer technologies of parallel processing and neural networks can be 
exploited in the area of system identification. ew techniques are investigated for 
nonlinear functional learning, and finding balanced realizations of linear systems, 
that can exploit new computer technologies. 
Kalman filters are widely used in signal processing (or one dimensional linear 
functional learning) as the optimal solution in the white noise setting. Paral-
lel processing allows a bank of Kalman filters to learn a multidimensional sur-
face. Appropriate choice of interpolating functions allow propagation of learning 
throughout the space. Persistence of excitation conditions can be extended to the 
functional learning setting, thus guaranteeing convergence. This idea is equally 
applicable to the signal processing situation where the signal has a multidimen-
sional characteristic, for example radar imaging. 
Once a surface has been learnt it can be utilized in a control strategy, or 
prediction algorithm, alternatively, since the algorithm is recursive, use can be 
made at an intermediate time point in designing an on line controller. This 
surface, · dependent on application, describe the plant operating space, or be the 
control strategy itself. 
There are a number of areas for further research in this functional learning 
setting. It would be relevantly simple to change the algorithm presented here 
to a functional learning scheme for time varying functions. This could be more 
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realistic in some settings. The results on accuracy of finite functional represen-
tation are scarce, and further development is required. At present there is no a 
priori method of choosing the best interpolating function, and current "rules of 
thumb" need to be tested. In Chapter 2 it is demonstrated that a simplification 
of the proposed algorithm (that of considering only the diagonal elements of the 
covariance matrix) gives reasonable results. Theoretical study of this reduced 
algorithm would be useful in order to further understand the distinction between 
interpolation and spreading of learning. 
Parallel processing's ability to perform integration can be exploited in solving 
linear algebra tasks relevant to systems theory. It was demonstrated by Brockett 
[4] that a wide class of linear algebra tasks can be solved by using differential 
equations. There is further potential for this technique to be used to solve new 
tasks that have no known closed form solution. 
This thesis considers in detail the problems of balanced realization and bal-
anced matrix factorization. Balanced realizations are traditionally solved via a 
transformation matrix, calculated using matrix manipulations. The differential 
equation approach can eliminate the need for such a transformation matrix, or 
calculate the transformation matrix. Balanced factorizations (and in particular 
SVD) can be seen as a special case of balanced realization, however at times the 
algebra in the setting is simpler and thus it proves a useful development tool. 
Differential equations are developed that solve these two linear algebra tasks. 
Equations are given that evolve on the transformation matrix, as well as the 
system matrices themselves. These equations are found to have exponential con-
vergence properties . 
The exponential convergence rates of the differential equations considered 
can be exploited when time varying systems are being considered. A differential 
equation solution is natural in a time varying setting as it gives a solution at each 
time instant rather than requiring interpolation between distinct solution points. 
An algorithm is presented that has exponential convergence followed by tracking, 
to arbitrary accuracy, of the true time varying balancing realization. 
Once such differential equation techniques have been developed they can pro-
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vide insight for other systems theory tasks. This allows new tasks to be consid-
ered, that have no known solution. The differential equation approach can provide 
powerful tools as to the existence and nature of solutions. Two areas that have 
used these results , but are not treated in detail in this thesis, are euclidean norm 
minimization , and minimum sensitivity. 
From the work presented in this thesis there are several obvious extensions . 
The time varying equations developed in Chapter 6 for balanced factorization 
could, with the exception of the equations on the matrix factors , be applied to 
the problem of balanced realizations. Some of these results are presented in [11]. 
It would also be trivial to develop time varying diagonally balancing realizations. 
Other extensions are not so obvious. The time varying theory has provided 
insight that can now be transferred back to the time invariant setting. The author 
believes that it is possible to use the time varying equations evolving on the factor 
matrices in a time invariant setting when the rank of XY is less than that of H. 
It would appear that a best least squares approximation would be obtained, of 
reduced order. Such an approach, that does not require computation of the part 
of a realization to be neglected, is aesthetically pleasing. 
Another desired extension is the ability to have time varying balanced realiza-
tions evolving on the system matrices (A, B, C). This type of approach combines 
the operation of finding a realization given the transfer function, and balancing 
a given realization. 
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Erratum 
iterative not iteritive 
principal not principle 
-ai not ai 
below definition 2.2.1 add The general definition also does not 
require monotonicity, although sigmoids in use have this property. 
L:( G) not L:T (G) 
L:( G) not L:T (G) 
equation 2.2.4 should read 
Pk-';l = Pk 1 + <I>k+lWk+l <I>~+l ; Po # 0 
2.2.1 not 2.2.2 
of functions that are not of function that is 
o not j 
lead not leads 
denoted by not denoted 
rJ not a 
rJ not a 
and if S is unbounded <I>(P) tends to 00 on the infinite boundary. 
not and <I>(P) t ends ... 
Amax not max 3 
insert full stop after 3.B.2b 
before ((This shows .. " insert: If T is a balancing transformation 
then T = O. Hence there exists at least one initial value that (4 .2.1 
converges to each balancing solution. 
(A , B, C) not .ii, BC) 
