This paper investigates the secret key generation in the multiterminal source model, where users observing correlated sources discuss interactively under limited rates to agree on a secret key. We focus on a class of sources representable by minimally connected hypergraphs. For such sources, we give a single-letter explicit characterization of the region of achievable secret key rate and public discussion rate tuple. This is the first result that completely characterizes the achievable rate region for a multiterminal source model, which is beyond the PIN model on a tree. We also obtain an explicit formula for the maximum achievable secret key rate, called the constrained secrecy capacity, as a function of the total discussion rate.
I. INTRODUCTION
We consider the secret key generation problem among multiple users [2] , in which each user observes a distinct component of a correlated discrete memoryless multiple source. The users are allowed to discuss over a noiseless public channel, possibly interactively in several rounds, in order to agree upon a common secret key that is independent of their discussion. While the maximum achievable secret key rate with unlimited discussion rate was characterized in [2] , it remains open when the discussion has limited rate.
The secret key generation problem under limited discussion rate was first studied by Csiszár and Narayan for discrete sources in the two-user case with a helper [3] . For the one-way discussion, they characterized the optimal trade-off between the secret key rate and discussion rate. Their result was subsequently extended to Gaussian sources in [4, 5] . The minimum overall rate of interactive discussion required to generate a secret key of maximum rate, called the communication complexity, was examined by [6] in the two-user case, where they obtained a multi-letter characterization. [7] extended their framework to the multiterminal case and obtained a multi-letter lower bound on the communication complexity. The bound was single-letterized recently by [8] . In [9, 10] , the optimal trade-off between the secret key rate and total discussion rate was completely characterized for the pairwise independent network (PIN) model proposed in [11, 12] . In [13] , a hypergraphical source model [14] was considered, and each user Parts of this work were presented at the 2018 IEEE International Symposium on Information Theory (ISIT 2018), Vail, Colorado, U.S.A. [1] .
Q. Zhou observes one realization of the source. They determined the minimum amount of total discussion needed to generate a secret key of a given size when the discussion is restricted to be linear function of the source. However, their expression is NP-hard to compute. Determining each individual public discussion rate, namely the public discussion rate region, required to generate a given secret key rate was addressed by [15] in the two-user case. They obtained a multi-letter characterization of the region of achievable secret key rate and public discussion rate tuple. In [16] , the achievable rate region was characterized for a variant of the multiterminal source model. In [9] , an outer bound on the achievable rate region was established for general multiterminal source model. The bound was shown to be tight for the PIN model on a tree, but remains unknown whether it is tight for other sources. Besides, although the expression is single-letter, it may take doubly exponential time to compute the tightest bound.
In this paper, we study the public discussion rate region required to generate a given secret key rate in the multiterminal case. At the outset we must mention that such a characterization, even for the two-terminal case appears intractable [15] . On the other hand, in the multiterminal case, even the communication complexity of the hypergraphical source model remains unknown [7] [8] [9] [10] 17] . Therefore, we shall focus on a class of multiterminal sources that can be represented by minimally connected hypergraphs. For such kind of sources, we give a single-letter explicit characterization of the region of achievable secret key rate and public discussion rate tuple. We would like to highlight that this is the first result which completely characterizes the achievable rate region for a large class of multiterminal sources, beyond the PIN model on a tree, without any restriction on the number of rounds of interactive discussion. Besides, we also obtain an explicit formula for the maximum achievable secret key rate under any given total discussion rate, referred to as the constrained secrecy capacity. Towards deriving the main results, we clarify some combinatorial properties of hypergraphs. More precisely, we find a way to reduce a minimally connected hypergraph to a hypertree. This reduction guarantees the existence of unique paths among certain sets of vertices, which, in turn, gives rise to our capacity-achieving scheme that propagates the secret key along those paths, similar to the tree-packing protocol for the PIN model in [11, 12] . Furthermore, we show that for certain subhypergraphs, the number of connected components is supermodular, while for some other parts, the normalization of the number of connected components by minus one is subadditive. With these, we get a characterization of the achievable rate region, which is specified concisely by a minimal set of inequalities. The combinatorial structures we show are general and fundamental, and may be of independent interest from a graph-theoretic viewpoint.
The paper is organized as follows. Section II formulates the problem and defines the hypergraphical source model. In Section III, we further introduce some preliminaries on hypergraphs. The main results of the paper are presented in Section IV and proved in Section V. Finally, in Section VI, we conclude the paper with some remarks.
II. PROBLEM FORMULATION
Let V := [|V |] := {1, 2, . . . , |V |} be a finite set of |V | ≥ 2 users. The users have access to a correlated discrete memoryless multiple source
taking values from a finite set
We use the sans serif font for random variable and the usual math italic font for its corresponding alphabet set. The users try to generate a secret key via public discussion as follows. First, each user i ∈ V observes a sequence of n i.i.d. samples
of his source Z i . Then, each user i ∈ V generates a private randomization variable U i that is independent of all other randomness, i.e.,
Following these observations, the users are allowed to discuss interactively over a noiseless public channel. We assume without any loss of generality that the users take turn to discuss for η number of rounds. 1 More specifically, at round t ∈ [η], each user i ∈ V reveals a message that is a function of its accumulated observations, namely,
where
denotes all the previous messages in the same round, and
denotes all the messages in the previous rounds. We will write
to denote, respectively, the collection of messages from user i ∈ V and all users. The discussion is said to be linear if all
After the public discussion, each user i ∈ V then try to extract a common secret key K 1 Here, η does not depend on n and can be any finite positive integer. from its accumulated observations. The secret key is required to satisfy
for some function ψ i for each i ∈ V and for some ǫ n , δ n → 0 as n → ∞. The conditions (2.1) and (2.2) correspond to the concept of weak secrecy. We say that a rate tuple
in addition to (2.1) and (2.2). Furthermore, (r K , r V ) or simply r K is said to be attained with zero error and perfect secrecy if for some n ǫ n = δ n = 0.
(2.4)
The achievable rate region R is defined as
The maximum achievable secret key rate under a given total pubic discussion rate R ≥ 0, referred to as the constrained secrecy capacity, is then defined as
where we write
for notational convenience. The unconstrained secrecy capacity C S (∞) defined and characterized in [2] is
The communication complexity R S [7] refers to the minimum total discussion rate required to achieve the unconstrained secrecy capacity, namely,
If there is no restriction on the number of rounds of interactive discussion, single-letter characterizations of R S and C S (R) even for general two-terminal sources are not known [6, 15] , let alone such characterization of R for general multiterminal sources. To simplify the problem, the work in [7-10, 13, 17] considered the hypergraphical source model in [14] , which generalizes the PIN model in [11, 12] . Definition 2.1 ( [14] ) Z V is a hypergraphical source if there is a hypergraph H = (V, E, ξ) with an edge function ξ : E → 2 V \{∅} and some mutually independent (hyper) edge random variables X e for e ∈ E, such that
(2.9) For simplicity, we assume that X e is uniformly distributed over the set of all binary strings of length w(e) > 0 (bits) for all e ∈ E.
✷
The following is an example of a hypergraphical source.
Example 2.1 Let V = {1, 2, 3, 4, 5, 6} and define
and H(X c ) = 2. This is a hypergraphical source where the corresponding hypergraph is H in ✷ For such hypergraphical sources, even the problem of characterizing R S remains open. Therefore, we further simplify the problem by restricting our attention to a hypergraphical source model defined below.
is a minimally connected hypergraph (MCH) iff it becomes disconnected after removing an arbitrary edge, i.e., (V, E \{e}, ξ) is disconnected for all e ∈ E. ✷ Definition 2.4 Z V is a minimally connected hypergraphical (MCH) source if it is a hypergraphic source and the corresponding hypergraph is minimally connected.
The source in Example 2.1 is indeed a MCH source since removing edges a, b, and c respectively disconnects nodes 4, 5, and 6 from other nodes. Our goal is to characterize C S (R) and R for the above MCH source model.
III. PRELIMINARIES
In this section, we shall give a brief introduction of some hypergraph notions and operations that will be needed for the statements and proofs of our main results. Let H = (V, E, ξ) be a hypergraph with a set of vertices V = V (H), a set of (hyper) edges E = E(H), and an edge
, is the number of incident edges associated with it, i.e.,
(3.1a)
Similarly, for a set of vertices C ⊆ V (H), its degree is
It follows from definition that a loop is not a cycle. 3 We Our definition of hypertree appears new. It is a straightforward generalization of tree for hypergraph and is different from the standard definition [18] . 4 An example of a hypertree is given in Fig. 2 . Note that a hypertree is a minimally connected hypergraph, but the reverse does not hold. 5 Below is such an example. Fig. 1 is a minimally connected hypergraph but not a hypertree since (1, a, 2, b, 3, c, 1) is a cycle.
✷
We can construct new hypergraphs from any given hypergraph H via the following operations.
i.e., H/C is a subhypergraph obtained from H by removing the vertices in C from V (H), and then discarding the empty sets. For notational simplicity, we use H C to denote H/(V (H) \ C) and call it the subhypergraph of H induced by C. H C is a hypergraph with Finally, we shall introduce the notion of partition connectivity for hypergraphs [14] . Let Π ′ (V ) denote the set of all partitions of V (H) into at least two non-empty disjoint subsets, i.e., 
which corresponds to the number of edges that cross the partition P. ✷ Clearly, by the above definition, we have I(H) ≥ 0, with equality if and only if H is disconnected. The partition connectivity defined above stems from the multivariate mutual information (MMI) in [19] . More precisely, the MMI of Z V is defined as
Then, assume that Z V is a hypergraphical source with respect to a hypergraph H and each edge corresponds to an independent bit, i.e., H(X e ) = 1, for all e ∈ E(H). It follows that
With this, the MMI reduces to the partition connectivity defined in (3.3). The MMI appeared as an upper bound on the unconstrained secrecy capacity in [2, eq. (26) ]. While it was shown in [20] the bound is not tight in general, it was also identified in [20] and [14] to be tight in the important no-helper case. The problem studied in this paper is also this case. Therefore, we have
The MMI was also called shared information in [21] . It was pointed out in [19, Lemma 5.1 ] that the set of optimal solutions to (3.4) forms a lower semi-lattice with respect to the partial order " " on partitions defined as
i.e., P is finer than P ′ in the sense that P can be obtained from P ′ by further partitioning some parts of P ′ . Hence, the set of optimal partitions to (3.3), denoted by Π * (H), inherits the lattice structure as follows. The fundamental partition has various properties and operational meanings. In particular, we will rely on the following property to derive our main results. 
where maximal F denotes the collection of inclusion-wise maximal sets in a set family F , i.e., maximal F :
The above has an elegant interpretation in data clustering [22] : P * (H) is a clustering of the vertices in H such that the intra-cluster connectivity I(H C ) for any non-singleton cluster C ∈ P * (H) is strictly larger than the inter-cluster connectivity I(H).
We end this section with an example that illustrates the partition connectivity and the fundamental partition of hypergraphs.
The calculation for other partitions P can be done similarly. It can be checked that
The non-singleton subsets with partition connectivity strictly larger than one are {1, 2, 3}, which has the value
H {1,2,3} is shown in Fig. 3b . It turns out {1, 2, 3} is also the only non-singleton set in the fundamental partition as expected from Proposition 3.2.

IV. MAIN RESULTS
Unless otherwise stated, all the results in this section apply to a source Z V defined in Definition 2.4 that is hypergraphical with respect to a MCH H = (V, E, ξ).
First, we obtain an explicit formula for the unconstrained secrecy capacity C S (∞).
Although C S (∞) has been characterized as a linear program in [2] for general multiterminal sources, the above explicit characterization for MCH sources is new. Indeed, the entire achievable rate region R can also be characterized explicitly as follows:
where C S (∞) is given by (4.1), κ(H/B) is the number of connected components of H/B defined in Definition 3.2 by removing the vertices in B, and P * (H) is the fundamental partition in Proposition 3.1. It follows that private randomization at the users does not serve to reduce the public discussion rates nor increase the secret key rate. Furthermore, (r K , r V ) can be attained non-asymptotically with zero error and perfect secrecy through linear non-interactive discussion.
In particular, it suffices to consider block length n = 1 and the secret key can be chosen to be a function of an arbitrary edge random variable X e , e ∈ E. ✷ It turns out that, for the MCH sources, zero error and perfect secrecy come at no additional cost in the public discussion rates. Furthermore, private randomization does not help increase the secret key rate nor decrease the discussion rates and can therefore be excluded at the outset to simplify the protocol.
The achievability under block length n = 1 suggests that the secret key can be generated sample by sample with no delay. We give a simple example below to illustrate Propostition 4.1 and Theorem 4.1. 
and by (4.2),
In particular, the last inequality
, which is shown in Fig. 3a , has κ(H/{1, 2, 3}) = 3 connected components. The others constraints in (4.2) with |B| = 1 are trivial and therefore omitted in the above expression.
✷
Although the achievable rate region R is characterized explicitly by (4.2), its computation may still take exponential time as we go through all possible subsets B and C in the expression. Nevertheless, particularizing the above result to a hypergraphical source Z V where the corresponding hypergraph is a hypertree gives a simple characterization of R as follows.
Our result generalizes [9, Theorem 4.2], which is the special case when the hypertree is a tree.
where X i 's are independent with H(X a ) = 2 and H(X b ) = H(X c ) = 1. This is a hypergraphical source with respect to the hypertree in Fig. 2 with weight w(a) = H(X a ) = 2, w(b) = H(X b ) = 1, and w(c) = H(X c ) = 1. By (4.1) and (4.3), we have
This result is not covered by [9, Theorem 4.2] because H is not a tree.
Despite the above result, the computation of R for the general MCH sources may require a lot of machinery as mentioned above. Fortunately, for the constrained secrecy capacity C S (R), we obtain a closed-form formula that is easy to compute.
4)
where C S (∞) is given by (4.1).
✷
Observe that the optimal trade-off is characterized simply by the number of edges. By equating the two terms in the minimization in (4.4), we obtain the following formula for the communication complexity.
where C S (∞) is as defined in (4.1).
The following example illustrates the results of Theorem 4.2 and Corollary 4.2. Recall that C S (∞) = I(Z V ) in (3.5). To show the achievability "≥" of (4.1), it suffices to show that
To that end, consider any P ∈ Π ′ (V ) and let q = |P|. Since H is connected, we can always enumerate P as {C 1 , . . . , C q } such that C i and q j=i+1 C j share at least one edge for all
This can be done via reordering in the following way: Let P = {C 1 , . . . , C q } be an arbitrary enumeration of the elements in the partition. Now, we are going to construct a permutation π : [q] → [q] to reorder P such that it satisfies (5.1). First, define π(q) := q.
Then, for i from 2 to q, pick an element C ℓ ∈ P \ C π −1 (q−i+2) , . . . , C π −1 (q) such that it shares at least one edge with the set of all the previous picked elements q j=q−i+2 C π −1 (j) . For each i, there always exists at least one such element, otherwise, H becomes disconnected. Define
By construction, the reordered C π −1 (1) , . . . , C π −1 (q) satisfies the desired property (5.1). Now, assuming (5.1) holds, and upon expanding I P (Z V ) in terms of Shannon's mutual information [19, eq. (5.18 )], we have
as desired. Here, the inequality follows from (5.1).
To prove the converse, let e * be the optimal solution to the R.H.S. of (4.1). Let P ′ be the set of equivalent classes of H after removing edge e * . It follows that P ′ ∈ Π ′ (V ) due to the assumption that H is minimally connected. Then,
where (a) follows from (3.4a); (b) is because of the independence of the edge random variables and the fact that e * is the only edge that crosses P ′ ; (c) follows from (2.10). Therefore, we have proved the converse "≤" of (4.1), and thereby Proposition 4.1.
B. Proof of Theorem 4.1: Converse
The proof will make use of the following technical result in [9] , which provides an outer bound on the achievable rate region R for a general multiterminal source.
✷ Our converse part is obtained by specializing the above outer bound to the MCH sources. However, instead of applying (5.2) for all B with |B| < |V | − 1 and P ∈ Π ′ (V \ B), it suffices to consider only those B ⊆ C ∈ P * (H) with κ(H/B) > 1 and P being the fundamental partition P * (H/B) of hypergraph H/B. Indeed, we show in Appendix B that
. Therefore, the above restriction does not lose any optimality and provides a concise characterization of the achievable rate region.
Consider any B ⊆ C ∈ P * (H). Since κ(H/B) is a positive integer, we have the following two cases. For such P, we have
because, by the definition of P, every hyperedge of the corresponding hypergraph H/B of Z V \B is entirely contained by a part of P, i.e.,
In other words, no edges cross P. Now, applying the lower bound (5.2) with the partition P, we get
This, together with the fact that r K ≤ C S (∞), completes the converse proof of Theorem 4.1.
C. Proof of Theorem 4.1: Achievability
Before presenting the proof, let us give some technical results that constitute the basic ingredients of the proof.
and, in particular, Fig. 7 , which is not minimally connected, (5.4) also holds.
PROOF See Appendix A.
The first assertion in the above lemma provides an alternative characterization of the MCH. More importantly, it elucidates that the paths between distinct C ∈ P * (H) are unique, which naturally suggests an optimal achieving scheme that propagates the secret key along those paths, similar to the treepacking protocol for the PIN model in [11, 12] . The second assertion establishes a relationship between the degree, the number of connected components, and the number of edges in MCH. With this, we can characterize the total amount discussion by all the users or by users in each C ∈ P * (H) in our proposed scheme. We give an example below to illustrate the properties of the MCH in Lemma 5.1. 
as expected by (5.3) . It then immediately follows that
which equals |E(H)| − 1 as desired by (5.4) .
✷
Now, we proceed to understand the individual discussion rate within each C ∈ P * (H). To this end, we will rely on the following technical results. To proceed, consider any C ∈ P * (H). Define
as the collection of edges incident on C, and
as the collection of vertices incident on some edges in E C . Then, let
denotes the subhypergraph of H induced by E C . The following simple observation pertaining to H EC will be useful in analyzing the discussion within each C.
Lemma 5.2 For MCH H and all C ∈ P * (H) of size |C| > 1, H EC defined above in (5.5) is minimally connected and satisfies the following properties: PROOF See Appendix D.
The following example helps illustrate the above properties. For C = {1, 2} ∈ P * (H), by (5.5),
and H EC is shown in Fig. 5b , which is minimally connected. From Fig. 5b , it is easy to see that
For edge a, Therefore, the two properties are satisfied, as substantiated by the above lemma. 
Upon using the above two lemmas, we find that R C forms a special kind of polyhedron, i.e., a contra-polymatroid in the terminology of matroid theory (see, e.g., [23, 24] ). Certain rate regions of the multiple access channel [25] and distributed source coding problems [26] are also known to have this specific combinatorial structure.
To see this, define
where r K ≥ 0. Then, the set function f : 2 C → R + satisfies the following properties:
. Property 1) holds by definition; 2) follows from (ii) of Lemma 5.2; and 3) follows from Lemma 5.3. By definition of contra-polymatroids [23, 24] , we conclude that R C is a contrapolymatroid. One of the key properties of this combinatorial structure is that we can exactly characterize all the extreme points. This has been pointed out in [23] . For completeness, below is a specialization of this property customized to the setting in this work. for ℓ = 2, . . . , |C|, where π(i 1 ), π(i 2 ), . . . , π(i |C| ) is a permutation of i 1 , i 2 , . . . , i |C| . (ii) Furthermore, any point of R C is dominated by some convex combination of these extreme points. Here, r C is said to be dominated by r ′ C , indicated by
For each R C , C ∈ P * (H), we see from Corollary 5.1 that the number of extreme points can be |C|! (These extreme points may not be distinct), because the number of distinct permutations is |C|!. By making use of the above technical results, we are now in a position to show that every rate tuple (r K , r V ) in (4.2) is indeed achievable. That is, for any given r K in (4.2), there is a discussion scheme for every r V in (4.2) that generates a secret key of rate r K .
Towards this goal, fix an arbitrary r K in (4.2) and let R V denote the set of all r V satisfying the inequalities in (4.2). It follows that
Let q = |P * (H)| and P * (H) = {C 1 , . . . , C q }. Then, consider any r V = r C1 , . . . , r Cq ∈ R V , by (5.9) and Corollary 5.1 (ii), we have
where α ij ≥ 0, ∀i, j, and j α ij = 1, ∀i, andr 
To show there is a discussion scheme for r V that generates a secret key of rate r K , it suffices to show there is a discussion scheme for every r C1 , . . . ,r Cq that generates a secret key of rate r K , because the usual timesharing argument will then extend the schemes to the desired scheme for r V . Further, it also suffices to show there is a discussion scheme for one such r C1 , . . . ,r Cq , because all others correspond to permutations of vertices, as substantiated by Corollary 5.1 (i), and can therefore be proved in the same manner. In what follows, we will give a discussion scheme for one r C1 , . . . ,r Cq that enables the users to generate a secret key of rate r K .
First, process each edge random variable X ei such that H(X ei ) = r K , ∀i ∈ {1, . . . , |E(H)|}, (5.10) whereX ei denotes the uniformly distributed edge random variable after processing. This is possible as
by (2.10) and (4.1). Then, consider an arbitrary C ∈ P * (H).
For notational simplicity, we assume that C = {1, . . . , |C|}. Forr C = r 1 , . . . ,r |C| being an extreme point of R C , by virtue of the assertion (i) of Corollary 5.1, we can writê
To describe the discussion scheme for suchr C , let us first introduce a few notations here. To proceed, recall the definition of H EC in (5.5). Without loss of generality, let
be the set of representatives of the connected components in H EC /C. It follows from Lemma 5.2 (i) that
For i ∈ C, let
be the subset of representatives that share an edge with vertex i in H EC . Note that I i C = ∅ for all i ∈ C by Lemma 5.2. For B ⊆ C and v s , v t ∈ I C , we will write v s ∼ HE C /B v t to indicate v t is reachable from v s via a path in hypergraph H EC /B. It follows that ∼ HE C /[i] is an equivalence relation and the set of equivalence classes of I i C induced is
This is essentially the connected components of H EC /[i] but restricted to vertices in I i C . Now, we are ready to give the discussion scheme forr C in (5.11) . Consider removing the vertices in C successively in ascending order of index from H EC . At the i th iteration, the discussion by user i is as follows:
Case 1: |P(I i C )| = 1, i.e., vertices in I i C still remain connected in H EC /[i]. In such a case, user i should not discuss.
Case 2: |P(I i C )| > 1. In this case, for each element S of P(I i C ), we randomly pick a representative v s ∈ S. By the definitions (5.12) and (5.14) , each representative shares an edge with vertex i and the edges for different representatives are distinct. LetẼ i be the set of edges that are shared by these picked representatives and vertex i, say,Ẽ i = {e 1 , . . . , e λ } with λ = |P(I i C )| > 1. Then, user i use the following scheme to discuss in public F i = (X e1 ⊕X e2 , . . . ,X e λ−1 ⊕X e λ ) (5.15) Here, ⊕ refers to addition over corresponding finite field. See Fig. 6 for an illustration of the above discussion scheme. Next, we show that the above discussion scheme has a discussion rate tupler C satisfying the rate constraint (5.11) . Observe that, at the i th iteration, the increase in the number of connected components after removing vertex i from H EC /[i − 1] 6 is completely determined by the connectedness of those vertices that share an edge with vertex i, which, by Lemma 5.2 (ii), can be represented by the connectedness of vertices
On the other hand, we have
which is by (E.1) argued therein. Thus, on combining (5.15), (5.16) and (5.17), we conclude that the above discussion scheme satisfies the rate constraint (5.11).
Applying the above discussion scheme to all C ∈ P * (H) gives a discussion scheme for one r C1 , . . . ,r Cq . From (5.15), (5.16) and (5.17), we know that the number of discussion by each C is κ(H/C) − 1. Therefore, the total number of discussion is
where the first equality follows from (5.3); and the last equality follows from (5.4) . Let µ = |E(H)|. It follows from (5.15) that the above discussion scheme can be expressed as
where A is a matrix over {0, 1} (µ−1)×µ , each row a i of A has Hamming weight 2. Now, it remains to show that the users can generate a secret key of rate r K from the discussion F in (5.18) . To that end, we first argue that A is full rank, i.e., rank(A) = µ − 1. To show rank(A) = µ − 1, upon noting that each a i in (5.18) has Hamming weight 2, it suffices to assume eachX e is a Bernoulli ( 1 2 ) random variable and then show every discussion is independent of the remaining discussions. More precisely, let   F 1 . . .
whereX ei 's are independent uniformly random bits, we have
Towards this end, consider the following two cases: 4
Hypergraph
Hypergraph HE C / [3] .
Hypergraph HE C / [4] .
Hypergraph HE C / [5] . Fig. 6 : An example that illustrates our XOR discussion scheme for each C ∈ P * (H).
• Independence inside each C: Observe that, by successively removing the vertices in C from H EC , all v i 's in I C will eventually become disconnected. Therefore, according to the discussion scheme, the ℓ = κ(H EC /C) edges incident on I C will be involved in the discussions. By (5.15 ) and (5.16) , there are in total κ(H EC /C) − 1 discussions by users in C. Define a graph G as follows: View the ℓ hyperedges as vertices and draw an edge between two hyperedges e and e ′ if they are involved in a discussion, i.e.,X e ⊕X e ′ . From Lemma 5.2 (i) and (ii), we know that G is connected. Therefore, G is a tree since it connects ℓ vertices (hyperedges) with ℓ−1 edges. Now, suppose to the contrary that a discussion by a user in C, say,X e ⊕X e ′ , is correlated with the remaining discussions by some users in C. By linearity of the discussion, it means a sequence of discussions by users in C will determineX e ⊕X e ′ , i.e., we have a telescoping sum
where each XOR within a pair of parentheses is a discussion by a user in C, and m denotes the number of discussions on the right by some users in C. We allow m = 1, in which case the sum on the right is simplŷ X e ⊕X e ′ , i.e., there are two users in C repeating the same message during the discussion. Without loss of generality, we can assume that the two edges involved in each XOR are distinct; the number of times eachX ei appeared is even.
It follows that (e, e 1 ), (e 1 , e 2 ), . . . , (e m−1 , e ′ ) together with (e, e ′ ) forms at least one cycle in G. However, this contradicts G is a tree. Thus, the discussions by C are independent of each other. • Independence between different C: Since H[P * (H)] is a hypertree by Lemma 5.1 (i), we can use the reordering method as in the proof of Lemma A.1 to enumerate P * (H) such that C i+1 and i j=1 C j share exactly one edge for all 1 ≤ i ≤ q − 1, i.e., satisfying (A.3). It follows that
i.e., the discussions by different C are also independent of each other.
Summarizing the above two cases, we conclude that every discussion is independent of the remaining discussions, thereby rank(A) = µ − 1.
With this, we proceed to show that the users can generate a secret key of rate r K based on the discussion F in (5.18) .
µ be an indicator vector, where b ii = 1 and b ij = 0, j = i. It then follows that
Next, we will argue that rank 
It then follows that
where the second equality follows from the recoverability argued above; the last equality follows from (5.10). Thus, we can choose anyX ei as the secret key since it satisfies the perfect secrecy condition (2.1), (2.2) and (2.4) . Therefore, by (5.10), a secret key of rate r K , which can be chosen to be a function of an arbitrary edge variable X e , e ∈ E(H), has been attained non-asymptotically with block length n = 1, zero error, and perfect secrecy through the above linear noninteractive discussion scheme. This proves the achievability of (4.2), and the assertions in Theorem 4.1.
D. Proof of Corollary 4.1
For H being a hypertree, we have 
E. Proof of Theorem 4.2
Let q = |P * (H)| and P * (H) = {C 1 , . . . , C q }. Consider an arbitrary r K in (4.2). We know from the achievability proof of Theorem 4.1 that any r V satisfying (4.2) is dominated by some convex combination of points (r C1 , . . . ,r Cq ), where eachr Ci is an extreme point of R Ci . For each C i , by the assertion (i) of Corollary 5.1, it is easy to check that for each of those |C i |! extreme points of R Ci , the sum ratê
Therefore, the minimum sum rate required for generating a secret key of rate r K is
where the second last equality follows from (5.3); and the last equality follows from (5.4) . This, along with the fact that C S (R) ≤ C S (∞), ∀R ≥ 0, yields (4.4). This completes the proof of Theorem 4.2.
VI. CONCLUSION
We consider the problem of secret key generation in the multiterminal source model, subject to limited discussion rates. For sources that can be represented by minimally connected hypergraphs, a single-letter explicit characterization of the region of achievable secret key rate and public discussion rate tuple is established. Furthermore, we show that the secret key can be attained with zero error and perfect secrecy through linear non-interactive discussion, without any additional cost in the discussion rates. We also point out that the secret key can be attained non-asymptotically with only one observation, and chosen to be a function of an arbitrary edge random variable. Finally, we obtained a closed-form formula for the maximum achievable secret key rate under any given total public discussion rate for such kind of sources. It turns out the optimal trade-off is characterized simply by the number of edges.
In the course of deriving the main results, we clarify some combinatorial properties of hypergraphs. Specifically, we find a particular method that can reduce the minimally connected hypergraph to the hypertree. This reduction elucidates that the paths between certain sets of vertices are unique. As a consequence, the secret key can be optimally propagated along those paths. Besides, we also show that for certain subhypergraphs, the number of connected components is supermodular, while for some other parts, the normalization of the number of connected components by minus one is subadditive. These combinatorial structures are established purely through the hypergraph notions and operations, and appear to be of fundamental interest in graph theory. However, for the hypergraphical sources where the corresponding hypergraph is not minimally connected, the techniques considered do not directly extend. One interesting direction is to characterize the achievable rate region of the graphical sources, i.e., the PIN model, for which the optimal trade-off between the achievable secret key rate and the total discussion rate has been resolved recently by [9, 10] .
The proof of Lemma 5.1 takes recourse to the following technical result.
Lemma A.1 A hypergraph H is connected and cycle-free iff
i.e., singleton partition is the fundamental partition. ✷ Lemma A.1 provides an alternative characterization of the hypergraphs which admit unique path between every pair of distinct vertices through the notions of partition connectivity and fundamental partition. It is worth mentioning that a hypertree is a connected and cycle-free hypergraph but the reverse does not hold as the latter is allowed to contain loops. See the following simple example for illustration.
Example A.1 Consider the hypergraph in Fig. 7 . Compared to the hypertree in Fig. 2 , the difference is that there is a loop at vertex 3 and vertex 5, respectively. Observe that the path between any two distinct vertices is unique. It then follows from the above result that I(H) = 1 and P * (H) = {{1}, {2}, {3}, {4}, {5}}. ✷ PROOF (LEMMA A.1) We first prove the "if" part. Consider a hypergraph H that satisfies (A.1). I(H) = 1 implies that H is connected. It remains to argue the path between any two distinct vertices in H is unique, i.e., no cycles. Suppose to the contrary that there exists a cycle in H, say,
i.e., G is obtained from H {v1,...,v ℓ−1 } by further shrinking the hyperedges into edges and removing the hyperedges not in the sequence. Then, we have
where (a) can be argued as follows. On one hand, shrinking the hyperedges into edges does not change the number of edges but will reduce the degree of certain nodes. Hence, it can only decrease the partition connectivity. On the other hand, from (3.3), it is obvious that removing the hyperedges can only decrease the partition connectivity. Altogether, we have (a) as desired. (b) is because
(c) is because I(H) = 1 by the assumption. Then, by Proposition 3.2, we know that the fundamental partition is not the singleton partition, which contradicts our assumption (A.1b). We now prove the "only if" part. Suppose H is connected and cycle-free. Consider an arbitrary P ∈ Π ′ (V ), let q = |P|. Since H is connected and cycle-free, we can enumerate P as {C 1 , . . . , C q } such that C i+1 and i j=1 C j share exactly one edge for all
This can be done via reordering as follows: Let P = {C 1 , . . . , C q } be an arbitrary enumeration of the elements in the partition. We are going to construct a permutation π : [q] → [q] to reorder P such that it satisfies (A.3). First, define π(1) = 1.
Then, for i from 2 to q, pick an element C ℓ ∈ P \ {C π −1 (1) , . . . , C π −1 (i−1) } such that it shares exactly one edge with the set of all the previous picked elements i−1 j=1 C π −1 (j) . The existence of such an element C ℓ is guaranteed by the connectedness of H. The uniqueness of the edge between C ℓ and i−1 j=1 C π −1 (j) is guaranteed by the fact that H is cyclefree. Define π(ℓ) = i.
It follows from the above construction that the reordered C π −1 (1) , . . . , C π −1 (q) satisfies the desired property (A.3). Now, assume (A.3) holds. Upon using chain rule expansion, we can rewrite E P (H) as
where the second last equality follows from (A.3). Since the above holds for arbitrarily P, we have (A.1a) as desired. Consider any C ⊆ V (H) with |C| > 1, H C is a hypergraph with at most one path between any two distinct vertices since H is cycle-free, i.e., H C is either connected and cycle-free or is disconnected. For H C being connected and cycle-free, I(H C ) = 1 as argued above. For H C being disconnected, I(H C ) = 0. Putting it all together,
Then, by Proposition 3.2, we have (A.1b) as desired. This completes the proof of Lemma A.1. Now, with Lemma A.1 in hand, we proceed to the proof of Lemma 5.1. We first prove the "if" case of the first assertion. Suppose H[P * (H)] is a hypertree.
• Connectedness inside each C ∈ P * (H): By Proposition 3.2, we have that
Therefore, H C is connected. • Connectedness between different C ∈ P * (H): Since H[P * (H)] is a hypertree, vertices in P * (H) are connected. Altogether, we have H is also connected. Since H[P * (H)] is a hypertree and therefore loopless, every edge e ∈ E(H[P * (H)]) is incident on at least two distinct vertices in P * (H), say, C ′ and C ′′ . Then,
It follows that (v ′ , e, v ′′ ) is a path for v ′ and v ′′ in H. It is unique because (C ′ , e, C ′′ ) is a unique path for C ′ and C ′′ in the hypertree H[P * (H)]. Removing edge e from H will disconnect v ′ and v ′′ . Lastly, upon noting that E(H[P * (H)]) = E(H), we conclude that H is minimally connected. Now we prove the "only if" case of the first assertion. When H is minimally connected, then H[P * (H)] is also connected by its Definition 3.3. Next, we proceed to prove that H[P * (H)] is cycle-free. Let P be the set of equivalent classes (or connected components) of H after removing any edge e. Since H is minimally connected, we have P ∈ Π ′ (V ). Then, it follows that
where the equality follows from the fact that only edge e crosses P, i.e., E P (H) = |P|−1. Next, we proceed to prove (5.3) . For any C ∈ P * (H), consider two distinct C ′ , C ′′ ∈ P * (H)\C. If there is a path in H/C between any v ′ ∈ C ′ and any v ′′ ∈ C ′′ , then there is a path in H[P * (H)]/C between C ′ and C ′′ by the Definition 3. Note that H C ′ is connected for all C ′ ∈ P * (H) as argued before. If there is a path in H[P * (H)]/C between C ′ and C ′′ , then there is a path in H/C between all v ′ ∈ C ′ and all v ′′ ∈ C ′′ . The contrapositive statement implies To begin with, consider any B ⊆ V with size |B| < |V |−1. We want to identify the best P ∈ Π ′ (V \ B) that gives the tightest bound on r(B) in (5.2) . Consider the following two cases:
Case 1: κ(H/B) = 1, i.e., H remains connected after removing all the vertices in B. For any P ∈ Π ′ (V \ B), we have
where the first inequality can be proved in the same manner as in the achievability proof of Proposition 4.1; the second inequality is because E(H/B) ⊆ E(H) by Definition 3.2. It then follows from (4.1) that
This means (5.2) is trivial for all P ∈ Π ′ (V \ B), and we use
Case 2: κ(H/B) > 1, i.e., H will become disconnected after removing the vertices in B. Upon manipulating (5.2), we have
Now, consider P ∈ Π(V \ B) instead. For C ∈ P : |C| > 1 and P C ∈ Π ′ (C), we call P ′ := P C ∪ P \ {C} is a refinement of P through C. According to [27, Theorem 3.7] , the optimal P that gives the largest value to the R.H.S. of (B.1) lies in a special sequence
where P ℓ is a refinement of P ℓ−1 through some C ∈ P ℓ−1 , 1 ≤ ℓ ≤ i. Next, we show that the optimal one is indeed the second one in the above sequence. For ℓ ≥ 2, it was shown by [19, Corollary 5.3 ] that
Now, it follows that
for all ℓ ≥ 2, where the inequality can be argued as follows: Let C ′ ∈ P 1 \ P 2 . For any C ∈ P ℓ−1 : ℓ ≥ 2, we have Therefore, P 1 = P * (H/B) is the best one that gives the largest value to the R.H.S. of (B.1), thereby the tightest bound on r(B).
Summarizing the above two cases, we have
Then, we shall use the following technical Lemma B.1 to identify the redundant inequalities in (B.2). 
holds with strict inequality. 
Consider any
Then, by Lemma B.1, we have
which implies the inequality in (B.2) that corresponds to B is redundant. Therefore, we only need to consider the inequalities involving B ⊆ C ∈ P * (H) in (B.2). This, in conjunction with the fact that r K ≤ C S (∞), completes the converse proof of Theorem 4.1.
APPENDIX C PROOF OF LEMMA B.1 Consider a MCH H, let q = |P * (H)| > 1. By the assertion (i) of Lemma 5.1, we know that H[P * (H)] is a hypertree. Therefore, we can use the reordering method as in the proof of Lemma A.1 to enumerate P * (H) as {C 1 , . . . , C q } such that C i+1 and Putting it all together, (C.1) is ture for ℓ = 2.
Next, assume (C.1) is true for ℓ − 1, i.e., for some T = {t 1 . . . , t ℓ−1 },
Then, consider the case that B intersects with ℓ parts of P * (H). Since C t ℓ has exactly one edge with where the first inequality can be argued in a similar manner as the case ℓ = 2; the last inequality follows from the induction hypothesis (C.2). This proves Lemma B.1.
APPENDIX D PROOF OF LEMMA 5.2
To begin with, consider any C ∈ P * (H) with size |C| > 1. By Propostion 3.2, we have that I(H C ) > I(H) ≥ 0.
This implies that H C is connected, and so is H EC by its definition (5.5) . Furthermore, H EC is minimally connected, because, otherwise, it contradicts H is a MCH. As such, it is clear that d HE C (i) ≥ 1, ∀i ∈ V C . Finally, it remains to prove the assertion (ii). Upon noting that H[P * (H)] is a hypertree from the first assertion of Lemma 5.1, and therefore loopless, we have ξ H (e) \ C = ∅, ∀e ∈ E C .
Then, by the assertion (i) argued above, we get ∀e ∈ E C , ∃i, j ∈ ξ HE C (e) s.t. d HE C (i) = 1 < d HE C (j), thereby establishing the assertion (ii). The proof is completed.
APPENDIX E PROOF OF LEMMA 5.3
To begin with, consider any C ∈ P * (H). By the definition of H EC in (5.5), we have i ∼ HE C /S j or i ∼ HE C /T j =⇒ i ∼ HE C /(S∪T ) j.
We then consider the following two cases: Case 1: ∀i, j ∈ I C satisfying i ∼ HE C /S j and i ∼ HE C /T j, we have i ∼ HE C /(S∩T ) j. For this case, we shall have S ∩T = ∅, because, otherwise, H EC will become disconnected, which contradicts Lemma 5.2. Now, it follows that 
