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The measuring systems, such as those used in coordinate measuring machines (CMMs),
laser interferometers, linear or rotary encoders, etc., feature of huge amount of information
indicating the position of the object under control. This information is subject for veriﬁca-
tion or metrological calibration during some periods in service. On the other hand, there
are no means for verifying every digit of output information, and the great quantity of
information consisting of millions of values is left with its errors undetermined. Expression
of the result of measurement (including the calibration) of a measuring system supple-
menting it by the parameter of information entropy is proposed in the paper. The uncer-
tainty expression in the result of measurement in the plane and in the volume is
presented here with the parameter of information entropy that shows the portion of data
assessed.
 2009 Elsevier Ltd. All rights reserved.1. Mutual information of measurement data
The established standards [1,2] contain the main rules
for expressing the uncertainty of a measurement result.
The main basis for this procedure is probability theory giv-
ing a statistical means for expression of the result of a mea-
surement, the measurand or estimate of the value of the
speciﬁc quantity subject to measurement, beginning from
choosing a sample for assessment, creating a set of trials,
calculation of the measurand value estimator, and the
evaluation of the expanded uncertainty on the basis of
the desired level of conﬁdence (type ‘‘A” method used to
estimate the numerical values [1,2]). This approach is
widely used in all kinds and branches of metrology. Never-
theless, there is no reference, which part of total informa-
tion from the information measuring system is assessed
during this procedure. It seems, there is a possibility for
the further development of more complex and more infor-
mative uncertainty estimate for multidimensional measur-. All rights reserved.
iniotis).ing systems for normal or uniform probability distribution
of random values. The information entropy [3,4] parameter
enables a presentation to the user of an estimate of the
measurand giving additional information about the sample
value on which the estimate is based. That is, for the
measurand estimate of rotary encoder’s output informa-
tion of 1,296,000 (1 s of arc) using a 12-sided polygon as
a reference measure or the standard of angle, it is quite
important to know that only 12 from 1,296,000 points of
information from the encoder’s output are assessed. Sam-
pling strategy analysis is also important item for measure-
ments based on the decision and possibilities to select an
appropriate number of points to be measured and the
strategy how these points must be placed in the line, area
or volume of trials [2,6,7].
A new approach to evaluate the measurement data was
presented by the authors [5] including introducing an
information entropy parameter into the expression of the
result of a measurement. This evaluation is valid for use
in one-dimensional or one parameter measuring system
analysis. A further development of this approach is pre-
sented here by applying it to multi-coordinate measuring
systems and using the relative entropy and mutual entropy
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Fig. 1. General diagram of the measurement process and the presentation
of the result.
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sampling value in the result of a measurement would
expand the knowledge of the extent of measurement eval-
uation for the object. It also would help in data compari-
son, the traceability of measurements and in achieving
more information measurements performed on the object.
The entropy is the uncertainty of a single random vari-
able [3]. The reduction I in the uncertainty due to the infor-
mation assessed (for example, the information received
after the calibration of the information-measuring system
of the machine) is I ¼ H0  H1, where H0 is the entropy
before receiving the information, and H1 is the entropy
after receiving it.
The real technicallyavailablemeansof calibrationpermit
to assess information about the linear or angular displace-
ment of the object only at restricted intervals of information
measurement system. Let the total amount of the informa-
tion be m number of signals, digital information or points
indicating the position of the object. The quantity of statisti-
cally determined information during the system’s calibra-
tion process is b (a sample, depending of available
technical means for calibration) and measurement of each
variable (point) is performed c times. Then the total number
of measurements performed is n = bc. Information assess-
ment will be I ¼ H0  H1 ¼ logam logab. After some trans-
formations the expression for themeasurement result of the
variable x yields to [5]:
X ¼ X  t  sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aImc
p

p;IðH0 ;H1Þ
; ð1Þ
i.e., a measurand with a level of conﬁdence p and informa-
tion on the system before and after the calibration equal to
IðH0;H1Þ.
Here t – t-distribution for m degrees of freedom;
m ¼ n 1; s – an estimate of standard deviation; a is a basis
of logarithm for calculations of information entropy H.
This means that the measurement result is determined
with the expanded uncertainty evaluated with a level of
conﬁdence p and with the indeterminacy of the result
assessed by the entropy IðH1; H0Þ having evaluated a por-
tion (a random sample, chosen according to the available
points for calibration) of all the data in question. Then
the general process of measurement with the increase of
information processed can be portrayed as shown in
Fig. 1. A material, object or specimen Qj having the param-
eters (some number of attributes, i.e., geometric dimen-
sions, mass, volume, etc.) Qj ¼ fjðnk; ml; 1p; . . .Þ with its
relevant values nk; ml; 1p; . . . is to be measured using the
standard of measure Qi ¼ fiðnk; ml; 1p; . . .Þ with the same
features that are to be measured. As a ﬁrst step, the
sampling procedure X1; . . . ;Xn;m is undertaken. Here X is a
variable, n is the number of samples taken from the spec-
imen and the standard,m is the number of trials to give
the sample estimation. In case of measurements during
the calibration process, size of the sample is predeter-
mined by the number of the standard of measure (etalon,
reference standard) in use, for example, 12, 24 or 36-sided
multiangle prism (polygon).
The uncertainty constituents may be determined as
ui ¼ si;jti;j= ﬃﬃﬃﬃﬃﬃﬃﬃﬃn;mp , where u is a measure of uncertainty,named expanded uncertainty and obtained by multiplying
ucðxÞ by a coverage factor chosen. si;j is the estimate stan-
dard deviation, ti;j is the Student coefﬁcient, n is the num-
ber of attributes i, and m is the number of attributes j. As a
result, the information about the attributes related to the
sampling can be expressed asIi;jðH0i;0j, H1i;1jÞ, where Ii;j is
the information entropy of attributes i and j; H1i;1j is the
information before and H0i;0j after the measurement. The
more complicated case of the assessment of the result is
during multivariable or, in technical terms, multi-coordi-
nate measurements, where information assessment is
essential.
Mutual information is a measure of the amount of infor-
mation that one random variable contains about another
random variable [3]. In other words, it is the reduction in
the uncertainty of one random variable because of the
existence of knowledge about the other. The relative entro-
py of independent variables X and Y in terms of their prob-
abilities is [4]:
HðX=YÞ ¼ 
X
i
X
j
pðXi;YjÞ log pðXi=YjÞ ð2Þ
Both the relative entropy and the mutual entropy show a
speciﬁc evaluation of the random variables. The relative
entropy helps to assume a distribution of the random value
(as qÞ when the true distribution of this variable is p. This
parameter is assumed as a measure of the distance be-
tween the two distributions of one variable. So, assuming
the explanations presented above, the mutual information
appears as the most acceptable method to assess the infor-
mation in measurement or in calibration of the multi-coor-
dinate measuring systems [6,7].
X = kΔ; b = k/d1Y =lΔ; c =l/d2
Fig. 2. Determined and undetermined data series in the 3D space.
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The mutual information model of 3D measurement is
investigated below. The x, y and z axes are subdivided
into k, l and m steps (divisions), respectively (see Fig. 2
for 2D case), and D is the length of a single step of the
scale [8,9] or the interval between the signal from the
transducer of the information-measuring system. The
histogram demonstrates the calibrated values among all
the available values, where the latter are assumed to
be just the average of the total values. The symbols b
and c indicate the number of calibrated steps for axes
x and y, respectively, as a result of performing a calibra-
tion at intervals of d1 and d2. Therefore, the intervals of
the measurement values extend to
0 6 x 6 k;
0 6 y 6 l and
0 6 z 6 m:
ð3Þ
If all dimensions are independent of each other, no infor-
mation is gained about any of the variables by ﬁxing the
value in one dimension. For the sake of economising on
space only the example of ﬁxing dimension z is provided.
IðX; YjZÞ ¼
X
pðx; y; zÞ log pðX;YjZÞ
pðXjZÞpðYjZÞ
¼
X 1
klm
log
1=kl
1=k  1=l ¼
X 1
klm
log 1 ¼ 0: ð4Þ
If, on the other hand, taking one-dimension as given inﬂu-
ences the measurement in the other two-dimensions in
some generalized way, it is possible that the process of ﬁx-
ing the value in one dimension would result in some
amount of mutual information between the measurements
of the remaining two dimensions. The equations below
demonstrate the expressions for the mutual information
when ﬁxing a measurement value in one dimension
changes the pitch of the calibration in the other two to k1
and k2; l1 and l2;m1 and m2 for the x-axis, y-axis and z-axis,
respectively.
IðX; YjZÞ ¼
X 1
klm
log
k2l2
k1l1
ð5Þ
IðY; ZjXÞ ¼
X 1
klm
log
l2m2
l1m1
ð6Þ
IðX; ZjYÞ ¼
X 1
klm
log
k2m2
k1m1
ð7ÞIf the pitch of the calibration is the same for the two
dimensions of the plane, the following variants of the
equations result for the respective equal pairs of the
coordinates.
The three variants of the equations are presented
below:
(1) when the pitch of the calibration (determined with
appropriate uncertainty) is equal for the axes of
the xy-plane or k ¼ l; l–m; m – k
IðX; YjZÞ ¼
X 1
2lm
log
l2
l1
ð8Þ
(2) when the pitch of calibration is equal for the axes of
the yz-plane or k– l; l ¼ m; m – k
IðY; ZjXÞ ¼
X 1
2kl
log
l2
l1
ð9Þ
(3) when the pitch of calibration is equal for the axes of
the xz-plane or k – l; l–m; m ¼ k
IðX; ZjYÞ ¼
X 1
2kl
log
k2
k1
ð10ÞFor the continuous version of Eq. (4) it is necessary to
combine the expressions for the trivariate normal density
and multivariate conditional normal distributions. These
expressions are provided and simpliﬁed below.
The general expression for a bivariate normal distribu-
tion is given by the formula below:
pðx; yÞ ¼ 1
2prxry
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2xy
q
 e
 1
2ð1r2xy Þ
ðxmxÞ2
r2x
2rxy ðxmxÞðymy Þrxry þ
ðxmy Þ2
r2y
 
: ð11Þ
The expressions for the bivariate conditional normal distri-
butions to be placed in the denominator of Eq. (4) are pro-
vided below.
pðyjzÞ ¼ 1
ry
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2yz
q ﬃﬃﬃﬃﬃﬃ
2p
p e
 1
2ð1r2yz Þ
ymy
ry ryz
zmz
rz
 2
; ð12Þ
pðxjzÞ ¼ 1
rx
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2xz
p ﬃﬃﬃﬃﬃﬃ
2p
p e
1
2ð1r2xz Þ
xmx
rx rxz
zmz
rzð Þ2 ; ð13Þ
where the values of r are the correlation coefﬁcients
between the corresponding random variables, while the
values of m and r are means and standard deviations of
the random variables indicated by the indices, respectively.
The general expression for a trivariate normal distribu-
tion is given by the formula below:
pðx; y; zÞ ¼ e
w=½2ðr2xyþr2xzþr2yz2rxyrxzryz1Þ
2
ﬃﬃﬃ
2
p
p3=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðr2xy þ r2xz þ r2yzÞ þ 2rxyrxzryz
q ;
ð14Þ
where from the literature [mathworld.worlfram.com]
w ¼x2ðr2yz  1Þ þ y2ðr2xz  1Þ þ z2ðr2xy  1Þ þ 2½xyðrxy  rxzryzÞ
þ xzðrxz  rxyryzÞ þ yzðryz  rxyrxzÞ: ð15Þ
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The trivariate conditional distribution is produced by
combining Eq. (14) and the formula for the univariate nor-
mal distribution as shown here:
pðx; yjzÞ ¼ p1ðx; y; zÞ
p2ðzÞ
ð16Þ
After inserting the corresponding probability densities and
simplifying, the above expression becomes:
pðx;yjzÞ¼
e
w= 2 r2xyþr2xzþr
2
yz2rxyrxzryz1ð Þ½ 
2
ﬃﬃ
2
p
p3=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2xyþr2xzþr2yzð Þþ2rxyrxzryz
p
e
ðzmzÞ
2
2r2z
rz
ﬃﬃﬃﬃ
2p
p
¼ e
w= 2 r2xyþr2xzþr2yz2rxyrxzryz1ð Þ½ 
2
ﬃﬃﬃ
2
p
p3=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðr2xyþ r2xzþ r2yzÞþ2rxyrxzryz
q
rz
ﬃﬃﬃﬃﬃﬃ
2p
p
e
ðzmzÞ2
2r2z
¼ rze
w= 2 r2xyþr2xzþr2yz2rxyrxzryz1ð Þ½ 
e
ðzmz Þ2
2r2z 2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðr2xyþ r2xzþ r2yzÞþ2rxyrxzryz
q ð17Þ
And so the full expression under the logarithm in the con-
tinuous variant of Eq. (4) becomes:
pðx;yjzÞ
pðxjzÞpðyjzÞ¼
rzew= 2 r
2
xyþr2xzþr2yz2rxyrxzryz1ð Þ½ 
e
ðzmz Þ2
2r2z 2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðr2xyþr2xzþr2yzÞþ2rxyrxzryz
q
 2prxry
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1rxz
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ryz
p
e
 1
2 1r2yzð Þ
ymy
ry ryz
zmz
rz
 2
þ 1
2 1r2xzð Þ
xmx
rx rxz
zmz
rzð Þ2
 
¼ 1
e
 1
2 1r2yzð Þ
ymy
ry ryz
zmz
rz
 2
þ 1
2 1r2xzð Þ
xmx
rx rxz
zmz
rzð Þ2þðzmz Þ22r2z
 
rxryrz
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1rxz
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ryz
p
ew= 2 r
2
xyþr2xzþr2yz2rxyrxzryz1ð Þ½ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðr2xyþr2xzþr2yzÞþ2rxyrxzryz
q
ð18Þ
The equations derived permit an assessment of the
results of a calibrated multi-coordinate information mea-
suring system (for example, a coordinate measuringmachine) more completely. They show which part from a
multi-coordinate system is assessed and how the results
can be taken as reliable from all signals (values) in the vol-
ume of a measuring system of the machine or robot, that
extend to millions in modern automated equipment. This
new approach to the assessment gives more information
about the measuring process and the accuracy of these
measurements.
4. Conclusions
As a result of the analysis carried out above, several
important points and general conclusions should be
stressed. The new approach given to the evaluation of
measurement data gives full information on the measure-
ment process performed and the quantity of data assessed
during this process. Further, the bivariate and trivariate
cases of conditional entropy are developed and presented,
permitting its application to an assessment of the condi-
tions in multi-coordinate measuring systems.
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