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2TITULO EN ESPAN˜OL:
El problmea de Cauchy asociado a una ecuacion generalizada de Schro¨dinger
TITULO EN INGLES:
Cauchy’s problema associated to Schro¨dinger’s generalized equiation
Resumen: El propo´sito de este trabajo es estudiar el buen planteamiento en
los espacios de Sobolev perio´dicos 퐻푠(핋) y no perio´dicos 퐻푠(ℝ) para 푠 > 1
2
del problema de valor inicial asociado a la ecuacio´n de Schro¨dinger con no-
linealidad de tipo no local.
Mas presisamente, en el trabajo, tratamos el problema de Cauchy asociado
al problema de valor inicial
푖푣푡 + 푣푥푥 + 휆푢∣푣∣휎−1푣 = 0,
푢− 훼2∂2푥푥푢 = ∣푣∣휎+1,
푣(0) = 푣0, (1)
donde 훼 > 0, 휎 = 1, 3, 5, 7, ..., y 휆 = ±1.
Exactamente, estudiamos ciertas propiedades de las soluciones de (1) como
el buen planteamiento local y global en los espacios de Sobolev en 퐻푠 para
푠 > 1
2
y 휎 = 1, 3, 5, 7, ... tanto en el caso periodico como no periodico, a partir
de estudiar la ecuacio´n integral asociada a (1) y via el teorema del punto fijo
de Banach, demostramos el buen planteamiento local de (1) en 퐻푠 tanto en el
caso periodico como no periodico para 푠 > 1
2
. Finalmente probamos que (1)
es globalmente bien planteado en 퐻푠 en el caso periodico como no periodico
para 푠 = 1 y 휎 = 1, 3, 5, 7, ... con 휆± 1 a partir de las leyes de conservacio´n
푁(푣) = ∣∣푣(., 푡)∣∣20 = ∣∣휙∣∣2푍0
퐻(푣) = ∣∣푣푥∣∣20 − 휆
∫ ∞
−∞
푢(푥, 푡)∣푣(푥, 푡)∣휎+1
휎 + 1
푑푥
En este caso para ciertos valores de 휎 la solucio´n de (1) existe en todo tiempo
si el dato inicial es suficientemente pequen˜o,
Palabras Claves: Problema de Cauchy, espacios de Sobolev, ecuacio´n de
Schro¨dinger, local y globalmente bien planteado.
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INTRODUCCIO´N
La ecuacion no lineal de Schrodinger
푖푣푡 + Δ푣 + ∣푣∣2휎푣 = 0,
푣(0) = 푣0, (2)
Sirve para describir la propagacio´n de un rayo laser en un medio optico
no lineal cuyo indice de refraccio´n es proporcional a la intensidad de onda,
de igual manera la ecuacion no lineal de Shro¨dinger tambien moldea otros
fenomenos como las ondas de agua en superficies de un fluido ideal, las caidas
de plasma.
En este trabajo trataremos el buen planteamiento en los espacios de Sobolev
perio´dicos y no perio´dicos del problema de valor inicial
푖푣푡 + 푣푥푥 + 휆푢∣푣∣휎−1푣 = 0,
푢− 훼2∂2푥푥푢 = ∣푣∣휎+1,
푣(0) = 푣0, (3)
con 훼 > 0, 휎 = 1, 3, 5, 7, ..., y 휆 = ±1
Observe que (3) es una generalizacio´n de la ecuacio´n no lineal de Schro¨dinger
cuando 훼 = 0. El problema de valor inicial (3) fue propuesto en [1] y en dicho
trabajo los autores hacen un estudio de existencia y unicidad del problema
en los espacios 퐿푟(ℝ푑) para 1 ≤ 휎 ≤ 3. En nuestro caso trataremos el buen
planteamiento de (3) en los espacios de Sobolev 퐻푠 tanto perio´dicos como
no perio´dicos para 푠 > 1
2
y 휎 = 1, 3, 5, 7, ...
El trabajo esta Estructurado de la siguiente manera: en el primer capitulo
se presenta la notacio´n que se utilizara´ a lo largo del documento, en el se-
gundo cap´ıtulo estudiaremos la solucio´n del problema lineal, el cap´ıtulo tres
aborda la buena colocacio´n local del problema (3) en 퐻푠 con 푠 > 1/2, en el
cap´ıtulo 4 se estudio la buena colocio´n global del problema (3) en espacios de
5
6sobolev tanto perio´dicos como no perio´dicos para 휎 = 1, 3, 5, 7, ... en 퐻1 con
∣∣푣푥∣∣20 suficientemente pequen˜o y finalmente se presenta un apendice donde
se describen algunos resultados que fueron utilizados para el desarrollo de
este trabajo.
Cap´ıtulo 1
Notacio´n
En esta parte del trabajo se muestra la notacio´n que se utiliza a lo largo del
documento.
∣∣.∣∣푋 notara´ la norma en el Espacio de Banach X
퐼 = [0, 푇 ]
퐶(퐼;푋) es el espacio de las funciones continuas de 퐼 en el espacio de
Banach 푋 dotado de la norma ∣∣푓 ∣∣∞,푋 = 푠푢푝푡∈퐼 ∣∣푓(푡)∣∣푋
핋 ≃ ℝ/2휋ℤ
풮(ℝ) es el espacio de Schwartz,
풮 ′(ℝ) es el espacio de las distribuciones Temperadas
풫 = ℂ∞(핋); es el espacio de las funciones infinitamente diferenciables
definidas en 핋 con valores complejos
풫 ′ es el espacio de la distribuciones Periodicas.
Para 푓 ∈ 풮 ′, 푓ˆ notara la transformada de Fourier
픅(푋, 푌 ) es el espacio de los operadores lineales acotados de 푋 en 푌 ,
donde 푋, 푌 so espacios de Banach
Para 푓 ∈ 풫 ′, 푓ˆ es la transformada de Fourier
7
8∣∣.∣∣퐿푃 (푋), 1 ≤ 푝 ≤ ∞ notara´ la norma del espacio 퐿푃 (푋) donde 푋 = ℝ
o 푋 = 핋; en el caso de ser 푝 = 2 notaremos esta norma por ∣∣.∣∣0 en vez
de ∣∣.∣∣퐿2(푋)
퐻푠(푋), 푋 = ℝ o 푋 = 핋; notara´ el espacio de Sobolev de orden 푠 ∈ ℝ,
dotado de la norma ∣∣푓 ∣∣푠 = ∣∣(1 − ∂2푥)푠/2푓 ∣∣0 y del producto interno
⟨푓, 푔⟩푠 = ⟨(1−∂2푥)푠/2푓, ((1−∂2푥)푠/2푔)⟩0 donde ⟨, ⟩0 es el producto inteno
en 퐿2(푋)
Cap´ıtulo 2
El problema Lineal
En este cap´ıtulo trataremos con el problema de Cauchy asociado a la parte
lineal de la ecuacio´n (3), tanto en el caso perio´dico como en el no perio´dico.
Es decir, consideraremos el problema de valor inicial
푣푡 = 푖∂
2
푥푣,
푣(0) = 휙 ∈ 퐻푠, (2.1)
donde, 푥 ∈ ℝ o 푥 ∈ 핋 y es tal que
푣(푡) = 푒푖푡∂
2
푥휙 = (푒−푖푡휉
2
휙ˆ)ˇ = 핍(푡)휙 (2.2)
es la u´nica solucio´n. Ma´s precisamente, tenemos el siguiente resultado cuya
demostracio´n puede ser encontrada en [3], sin embargo presentaremos un
esbozo de ella en el caso no perio´dico. La prueba en el caso perio´dico es
esencialmente la misma.
Teorema 2.1. 푣 dada por (2.2) es la u´nica solucio´n de (2.1). Es decir,
푣 ∈ 퐶([0, 푇 ], 퐻푠) es la u´nica que satisface
l´ım
ℎ→0
∥∥∥∥푣(푡+ ℎ)− 푣(푡)ℎ − 푖∂2푥푣(푡)
∥∥∥∥
푠−2
= 0. (2.3)
Demostracio´n. Sea 푡 ≥ 0 y ℎ > 0. Entonces,∥∥∥∥푣(푡+ ℎ)− 푣(푡)ℎ − 푖∂2푥푣(푡)
∥∥∥∥2
푠−2
=
∫ +∞
−∞
(1 + 휉2)푠−2
∣∣∣∣∣푒−푖휉
2ℎ − 1
ℎ
+ 푖휉2
∣∣∣∣∣
2
∣휙ˆ(휉)∣2푑휉. (2.4)
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Como, ∣∣∣∣∣푒−푖휉
2ℎ − 1
ℎ
∣∣∣∣∣ ≤ 2∣휉2∣
tenemos que (2.4) es acotado por∥∥∥∥푣(푡+ ℎ)− 푣(푡)ℎ − 푖∂2푥푣(푡)
∥∥∥∥2
푠−2
≤ 4
∫
ℝ
(1 + 휉2)푠−2∣휉2∣2∣휙ˆ∣2푑휉
Como
∣휉2∣2
(1 + 휉2)2
≤ 푁 , para alguna 푁 > 0 y ∀휉 ∈ ℝ la desigualdad anterior
se transforma en ∥∥∥∥푣(푡+ ℎ)− 푣(푡)ℎ − 푖∂2푥푣(푡)
∥∥∥∥2
푠−2
≤ 4푁 ∣∣휙∣∣2푠 (2.5)
La desigualdad (2.5) y
푒−푖휉
2ℎ − 1
ℎ
+푖휉2 = 0 nos permite obtener el limite por la
derecha gracias al teorema de la convergencia dominada de Lebesgue. Para el
limite por la izquierda se procede analogamente. La unicidad es consecuencia
de observar que si 푣 es solucio´n de (2.1) entonces ∥푣∥푠 = ∥휙∥푠, pues ∂푡 ∥푣∥2푠 =
2푅푒 ⟨푖∂2푥푣, 푣⟩푠 = 0 □
Teorema 2.2. La aplicacio´n 푡 ∈ [0,∞] −→ 핍(푡) ∈ 퐵(퐻푠) es un grupo uni-
tario fuertemente continuo.
Demostracio´n. Este resultado es consecuencia de:
1. La identidad,
∣∣핍(푡)휙∣∣2푠 =
∫
ℝ
(1 + 휉2)푠∣푒−푖푡휉2휙ˆ∣2푑휉 =
∫
ℝ
(1 + 휉2)푠∣휙ˆ∣2푑휉 = ∣∣휙∣∣2푠
para toda 휙 ∈ 퐻푠 y 푡 ∈ ℝ, implica que 핍(푡) ∈ 퐵(퐻푠) y que 핍(푡) es
una isometr´ıa, 푡 ∈ ℝ. Resta probar que 핍(푡) es sobre para todo 푡 ∈ ℝ,
en efecto, para 푡 ∈ ℝ y 휑 ∈ 퐻푠 se tiene que 휙 = 푒−푖∂2푥휑 ∈ 퐻푠 por tanto
핍(푡)휙 = 푒푖푡∂2푥(푒−푖푡∂2푥휑)
= 푒푖푡∂
2
푥 [(푒푖푡휉
2
휑ˆ)ˇ]
= [푒−푖푡휉
2
푒푖푡휉
2
휑ˆ]ˇ
= 휑
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Luego 핍(푡) es unitario para todo 푡 ∈ ℝ
2. 핍(0) = 휙 para todo 휙 ∈ 퐻푠
3.
핍(푡+ 푤)휙 = [푒((푡+푤)(−푖휉2))]휙ˆ]ˇ
= [푒−푡푖휉
2
푒−푤푖휉
2
휙ˆ]ˇ
= 핍(푡)[핍(푤)휙]
para todo 푡, 푤 ∈ ℝ, y toda 휙 ∈ 퐻푠
4. La desigualdad,
∣∣푒푡푖∂2푥휙− 푒푖푤∂2푥휙∣∣2푠 = ∣∣(푒−푖푡휉
2
휙ˆ)ˇ− (푒−푖푤휉2휙ˆ)ˇ∣∣2푠
= ∣∣[(푒−푖푡휉2휙ˆ)ˇ− (푒−푖푤휉2휙ˆ)]ˇ∣∣2푠
= ∣∣[(푒−푖푡휉2 − 푒−푖푤휉2)휙ˆ]ˇ∣∣2푠
=
∫
ℝ
(1 + 휉2)푠∣(푒−푖푡휉2 − 푒−푖푤휉2)휙ˆ∣2푑휉
≤ 4∣∣휙∣∣2푠,
para todo 푡, 푤 ∈ ℝ, y toda 휙 ∈ 퐻푠, y el teorema de convergencia
dominada de Lebesgue implican que, ∣∣푒푡푖∂2푥휙− 푒푤푖∂2푥휙∣∣2푠 → 0 si 푡→ 푤
□
Cap´ıtulo 3
El Problema Local
En este cap´ıtulo abordaremos el buen planteamiento local del problema (3)
el cual escribiremos en la siguiente forma ma´s comoda para trabajar
푣푡 = 푖∂
2
푥푣 + 푖퐹 (푣),
푣(0) = 휙, (3.1)
donde 퐹 (푣) = 휆푢∣푣∣휎−1푣, 휎 = 2푚 + 1,푚 = 1, 2, 3, ..., 푢 es dado por(3) y
휆 = ±1 . Comenzamos observando que el problema de valor inicial (3.1) es
equivalente a la ecuacio´n integral
푣(푡) = 푒푖∂푥
2푡휙+ 푖
∫ 푡
0
푒푖(푡−휏)∂
2푥퐹 (푣(휏))푑휏. (3.2)
Mas exactamente, tenemos:
Teorema 3.1. El problema (3) es equivalente a la ecuacio´n integral (3.2).
Mas precisamente, si 푣 ∈ 퐶([0, 푇 ];퐻푠) es una solucio´n de (3) entonces 푣
satisface (3.2). Reciprocamente, si 푣 ∈ 퐶([0, 푇 ];퐻푠(ℝ)) es una solucio´n de
(3.2) entonces 푣 ∈ 퐶1([0, 푇 ];퐻푠−2) y satisface (3).
Demostracio´n. Supongamos que 푣 ∈ 퐶([0, 푇 ];퐻푠(ℝ)) es solucio´n de (3.1) en
퐻푠−2(ℝ), entonces el metodo de variacio´n de para´metros y el hecho de ser
핍 un grupo implican el resultado. Resta ver que si 푣 ∈ 퐶([0, 푇 ];퐻푠(ℝ)) es
solucio´n de la ecuacio´n integral (3.2) entonces 푣 ∈ 퐶1([0, 푇 ];퐻푠−2) es solucio´n
la ecuacio´n diferencial (3), es decir veamos que,
l´ım
ℎ→0
∥∥∥∥푣(푡+ ℎ)− 푣(푡)ℎ − 푖퐴푣(푡)− 퐹 (푣(푡))
∥∥∥∥
푠−2
= 0,
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donde 퐴 = ∂2푥. Observe que esto es consecuencia de la desigualdad triangular,
de las propiedades del grupo y del teorema de la convergencia dominada de
Lebesgue. □
Para una prueba mas detallada de este Teorema en el caso perio´dico puede
consultarse [3]. A continuacio´n estableceremos un resultado que es impor-
tante en la prueba del buen planteamiento local de (3.1)
Lema 3.2.
∣∣퐹 (푣)− 퐹 (푤)∣∣푠 ≤ 퐿(∣∣푣∣∣푠, ∣∣푤∣∣푠)∣∣푣 − 푤∣∣푠, 푠 > 1/2, (3.3)
donde 퐹 es dado como en (3.1) y 퐿 es un polinomio homogeneo de grado
4푚+ 2.
Demostracio´n. Sean 푢 = (1 − 훼2∂2푥)−1∣푣∣2푚+2 y 푧 = (1 − 훼2∂2푥)−1∣푤∣2푚+2,
entonces,
퐹 (푣)− 퐹 (푤) = 푢∣푣∣2푚푣 − 푧∣푤∣2푚푤
= 푢∣푣∣2푚푣 + 푧∣푣∣2푚푣 − 푧∣푣∣2푚푣 − 푧∣푤∣2푚푤
= ∣푣∣2푚푣(푢− 푧) + 푧(∣푣∣2푚푣 − ∣푤∣2푚푤).
Aplicando la norma de 퐻푠 a esta identidad, la desigualdad triangular, el lema
de Sobolev, pues 푠 > 1/2 y substituyendo 푢, 푧 tenemos:
∣∣퐹 (푣)− 퐹 (푤)∣∣푠 = ∣∣∣푣∣2푚푣(푢− 푧) + 푧(∣푣∣2푚푣 − ∣푤∣2푚푤)∣∣푠
≤ ∣∣∣푣∣2푚푣(푢− 푧)∣∣푠 + ∣∣푧∣∣푠∣∣∣푣∣2푚 − ∣푤∣2푚푤∣∣푠
≤ ∣∣∣푣∣2푚푣∣∣푠∣∣(푢− 푧)∣∣푠 + ∣∣푧∣∣푠∣∣∣푣∣2푚푣 − ∣푤∣2푚푤∣∣푠
≤ ∣∣∣푣∣2푚+1∣∣푠∣∣(푢− 푧)∣∣푠 + ∣∣푧∣∣푠∣∣∣푣∣2푚푣 − ∣푤∣2푚푤∣∣푠
= ∣∣∣푣∣2푚+2 − ∣푤∣2푚+2∣∣푠︸ ︷︷ ︸
퐼퐼
∣∣푣∣∣2푚+1푠
+ ∣∣푤∣∣2푚+2푠 ∣∣∣푣∣2푚푣 − ∣푤∣2푚푤∣∣푠︸ ︷︷ ︸
퐼
(3.4)
Procedemos a estimar 퐼 y 퐼퐼 en el lado izquierdo de la desigualdad anterior.
Comenzaremos con 퐼,
∣∣∣푣∣2푚푣 − ∣푤∣2푚푤∣∣푠 = ∣∣∣푣∣2푚푣 − ∣푣∣2푚푤 + ∣푣∣2푚푤 − ∣푤∣2푚푤∣∣푠
≤ ∣∣∣푣∣2푚푣 − ∣푣∣2푚푤∣∣푠 + ∣∣∣푣∣2푚푤 − ∣푤∣2푚푤∣∣푠
= ∣∣∣푣∣2푚(푣 − 푤)∣∣푠 + ∣∣푤(∣푣∣2푚 − ∣푤∣2푚)∣∣푠
≤ ∣∣∣푣∣2푚∣∣푠∣∣(푣 − 푤)∣∣푠 + ∣∣푤∣∣푠 ∣∣∣푣∣2푚 − ∣푤∣2푚∣∣푠︸ ︷︷ ︸
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como
∣푣∣2푚 − ∣푤∣2푚 = (∣푣∣2 − ∣푤∣2)((푣.푣)푚−1 + (푣.푣)푚−2푤.푤 + (푣.푣)푚−3(푤.푤)2 +
+ ...+ (푣.푣)(푤.푤)푚−2 + (푤.푤)푚−1)
= (∣푣∣2 − ∣푤∣2)[∣푣∣2푚−2 + ∣푣∣2푚−4∣푤∣2︸ ︷︷ ︸
+∣푣∣2푚−6∣푤∣4 + ...+ ∣푣∣2∣푤∣2푚−4 + ∣푤∣2푚−2︸ ︷︷ ︸
퐺(푣,푤)
]
= (푣.푣 + 푣푤 − 푣푤 − 푤푤)퐺(푣, 푤)
= [푣(푣 − 푤) + 푤(푣 − 푤)]퐺(푣, 푤)
= 푣(푣 − 푤)퐺(푣, 푤) + 푤(푣 − 푤)퐺(푣, 푤).
Observe que,
∣∣∣푣∣2푚 − ∣푤∣2푚∣∣푠 = ∣∣푣(푣 − 푤)퐺(푣, 푤) + 푤(푣 − 푤)퐺(푣, 푤)∣∣푠
≤ ∣∣푣(푣 − 푤)퐺(푣, 푤)∣∣푠 + ∣∣푤(푣 − 푤)퐺(푣, 푤)∣∣푠
≤ ∣∣푣∣∣푠∣∣푣 − 푤∣∣푠∣∣퐺(푣, 푤)∣∣푠 + ∣∣푤∣∣푠∣∣푣 − 푤∣∣푠∣∣퐺(푣, 푤)∣∣푠
= (∣∣퐺(푣, 푤)∣∣푠∣푣∣∣푠 + ∣∣퐺(푣, 푤)∣∣푠∣푤∣∣푠)∣∣푣 − 푤∣∣푠
donde (3.5)
∣∣퐺(푣, 푤)∣∣푠 = ∣∣∣푣∣2푚−2 + ∣푣∣2푚−4∣푤∣2 + ∣푣∣2푚−6∣푤∣4 + ...
+ ∣푣∣2∣푤∣2푚−4 + ∣푤∣2푚−2∣∣푠
≤ ∣∣푣∣∣2푚−2푠 + ∣∣푣∣∣2푚−4푠 ∣∣푤∣∣2푠 + ∣∣푣∣∣2푚−6푠 ∣∣푤∣∣4푠 + ...
+ ∣∣푣∣∣2푠∣∣푤∣∣푠2푚−4 + ∣∣푤∣∣2푚−2푠
Por lo tanto
∣∣퐺(푣, 푤)∣∣푠∣푣∣∣푠 = ∣∣푣∣∣2푚−1푠 + ∣∣푣∣∣2푚−3푠 ∣∣푤∣∣2푠 + ∣∣푣∣∣2푚−5푠 ∣∣푤∣∣4푠 + ...
+ ∣∣푣∣∣3푠∣∣푤∣∣푠2푚−4 + ∣∣푤∣∣2푚−2푠 y
∣∣퐺(푣, 푤)∣∣푠∣푤∣∣푠 = ∣∣푣∣∣2푚−2푠 ∣∣푤∣∣푠 + ∣∣푣∣∣2푚−4푠 ∣∣푤∣∣3푠 + ∣∣푣∣∣2푚−6푠 ∣∣푤∣∣5푠 + ...
+ ∣∣푣∣∣2푠∣∣푤∣∣푠2푚−3 + ∣∣푤∣∣2푚−1푠
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luego,
∣∣퐺(푣, 푤)∣∣푠∣푣∣∣푠 + ∣∣퐺(푣, 푤)∣∣푠∣푤∣∣푠 = ∣∣푣∣∣2푚−1푠 + ∣∣푣∣∣2푚−2푠 ∣∣푤∣∣푠 + ∣∣푣∣∣2푚−3푠 ∣∣푤∣∣2푠︸ ︷︷ ︸
+ ∣∣푣∣∣2푚−4푠 ∣∣푤∣∣3푠 + ∣∣푣∣∣2푚−5푠 ∣∣푤∣∣4푠+︸ ︷︷ ︸
+ ∣∣푣∣∣2푚−6푠 ∣∣푤∣∣5푠 + ...+ ∣∣푣∣∣3푠∣∣푤∣∣푠2푚−4︸ ︷︷ ︸
+∣∣푣∣∣2푠∣∣푤∣∣푠2푚−3 + ∣∣푤∣∣2푚−2푠 + ∣∣푤∣∣2푚−1푠︸ ︷︷ ︸
퐻(∣∣푣∣∣푠,∣∣푤∣∣푠)
Por tanto
∣∣∣푣∣2푚푣 − ∣푤∣2푚푤∣∣푠 ≤ ∣∣푣 − 푤∣∣푠(퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))∣∣푤∣∣푠
∣∣푣2푚+1 − 푤2푚+1∣∣푠 ≤ (∣∣푣∣∣2푚푠 + ∣∣푣∣∣2푚−1푠 ∣∣푤∣∣푠 + ∣∣푣∣∣2푚−2푠 ∣∣푤∣∣2푠
+ ...+ ∣∣푣∣∣2푠∣∣푤∣∣2푚−2푠 + ∣∣푣∣∣푠∣∣푤∣∣2푚−1푠 + ∣∣푤∣∣푠)∣∣푣 − 푤∣∣푠
≤ (∣∣푣∣∣2푚푠 + ∣∣푤∣∣푠퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))∣∣푣 − 푤∣∣푠
entonces
∣∣푤∣∣2푚+2푠 (∣∣푣2푚+1 − 푤2푚+1∣∣푠) ≤ ∣∣푤∣∣2푚+2푠 (∣∣푣∣∣2푚푠 + ∣∣푤∣∣푠퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))∣∣푣 − 푤∣∣푠
= (∣∣푤∣∣2푚+2푠 ∣∣푣∣∣2푚푠 + ∣∣푤∣∣2푚+3푠 퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))∣∣푣 − 푤∣∣푠.
Analogamente, estimaremos 퐼퐼.
∣∣∣푣∣2푚+2 − ∣푤∣2푚+2∣∣푠 ≤ ∣∣푣 − 푤∣∣푠(∣∣∣푣∣2푚+1 + ∣푣∣2푚∣푤∣+ ∣푣∣2푚−1∣푤∣2
+ ∣푣∣2푚−2∣푤∣2 + ...+ ∣푤∣2푚∣푣∣+ ∣푤∣2푚+1∣∣)
≤ ∣∣푣 − 푤∣∣푠∣(∣푣∣∣2푚+1푠 + ∣∣푣∣∣2푚푠 ∣∣푤∣∣푠 + ∣∣푣∣∣2푚−1푠 ∣∣푤∣∣2푠
+ ∣∣푣∣∣2푚−2푠 ∣∣푤∣∣2푠 + ...+ ∣∣푤∣∣2푚푠 ∣∣푣∣∣푠 + ∣∣푤∣∣2푚+1푠 ∣∣)
Realizando unas cuentas similares a las de 퐼 llegamos a:
∣∣푣2푚+2−푤2푚+2∣∣ ≤ ∣∣푢− 푣∣∣푠(∣∣푣∣∣2푚+1푠 + ∣∣푣∣∣2푚푠 ∣∣푤∣∣푠 +퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))∣∣푤∣∣2푠)
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Luego
∣∣퐹 (푣)− 퐹 (푤)∣∣푠 ≤ ∣∣푢− 푤∣∣푠[∣∣푤∣∣2푚+2(∣∣푣∣∣2푚푠 + ∣∣푤∣∣푠퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠))
+ (∣∣푣∣∣2푚+1푠 + ∣∣푣∣∣2푚∣∣푤∣∣푠) +퐻(∣∣푣∣∣푠, ∣∣푤∣∣푠)∣∣푤∣∣2푠]
∣∣퐹 (푣)− 퐹 (푤)∣∣푠 ≤ ∣∣푣∣∣4푚+2푠 + ∣∣푣∣∣4푚+1푠 ∣∣푤∣∣푠 + ∣∣푣∣∣4푚푠 ∣∣푤∣∣2푠 + ∣∣푣∣∣4푚−1푠 ∣∣푤∣∣3푠 + ...︸ ︷︷ ︸
+ ∣∣푣∣∣2푚+1푠 ∣∣푤∣∣2푚+1푠 + ∣∣푣∣∣2푚푠 ∣∣푤∣∣2푚+2푠 + ∣∣푣∣∣2푚−1푠 ∣∣푤∣∣2푚+3푠 + ...︸ ︷︷ ︸
+ ∣∣푤∣∣4푚+2︸ ︷︷ ︸
퐿(∣∣푣∣∣푠,∣∣푤∣∣푠)
∣∣푢− 푣∣∣푠
entonces
∣∣퐹 (푣)− 퐹 (푤)∣∣푠 ≤ 퐿(∣∣푣∣∣푠, ∣∣푤∣∣푠)∣∣푢− 푣∣∣
□
Observe que la desigualdad en (3.3) es valida para todo 훼 ≥ 0.
Lema 3.3. Sea 휙 ∈ 퐻푠, 푠 > 1/2. Entonces, existen 푇푠 = 푇 (∥휙∥푠) > 0 y
푣 ∈ 퐶([0, 푇푠];퐻푠) satisfaciendo la ecuacio´n integral 3.2.
Demostracio´n. Sean 푀,푇 > 0. Consideremos el espacio me´trico completo
픛푠(푇 ) = {푣 ∈ 퐶([0, 푇 ];퐻푠) :
∥∥∥푣(푡)− 푒푖푡∂2푥휙∥∥∥
푠
≤푀, ∀푡 ∈ [0, 푇 ]}, (3.6)
dotado de la me´trica 푑(푢, 푣) = sup
푡∈[0,푇 ]
∥푢(푡)− 푣(푡)∥푠 = ∣∣푢 − 푣∣∣∞,푠 y la apli-
cacio´n
(Ψ푣)(푡) = 푒푖푡∂
2
푥휙+ 푖
∫ 푡
0
푒푖(푡−휏)∂
2
푥퐹 (푣(휏))푑휏 (3.7)
Una parte esencial de la prueba es probar que existe 푇 > 0 tal que Ψ aplica
픛푠(푇 ) en si mismo y es una contraccio´n. Por tal razo´n hemos dividido la
prueba en varias etapas, a saber:
i. Ψ푣 ∈ 퐶([0, 푇 ];퐻푠) si 푣 ∈ 픛푠(푇 ). En efecto, esto es consecuencia de aplicar
la norma de 퐻푠 a Ψ(푣(푡 + ℎ)) − Ψ(푣(푡)), usar (3.7), posteriormente aplicar
la desigualdad triangular teniendo en cuenta que 핍 es un grupo y que 퐹
aplica 퐻푠 en si mismo. Finalmente, el teorema de la convergencia dominada
de Lebesgue prueba este hecho.
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ii. Veamos que existe 푇1 > 0 tal que si 0 < 푇 ≤ 푇1 y 푣 ∈ 픛푠(푇 ) entonces
Ψ(푣(푡)) ∈ 픛푠(푇 ). En efecto, el lema 3.3, la definicio´n de 픛푠(푇 ) en (3.6) y la
desiguandad triangular implican que∥∥∥Ψ(푣(푡))− 푒푖푡∂2푥휙∥∥∥
푠
=
∥∥∥∥푒푖푡∂2푥휙+ 푖 ∫ 푡
0
푒푖(푡−휏)∂
2
푥퐹 (푣(휏))푑휏 − 푒푖푡∂2푥휙
∥∥∥∥
푠
≤
∫ 푡
0
∥퐹 (푣(휏))∥푠 푑휏
≤
∫ 푡
0
퐿(∥푣(푡)∥푠 , 0) ∥푣(푡)∥푠 , 푑휏 (3.8)
como,
∥푣(휏)∥푠 =
∥∥∥푣(휏)− 푒푖푡∂2푥휙+ 푒푖푡∂2푥휙∥∥∥
푠
≤
∥∥∥푣(휏)− 푒푖푡∂2푥휙∥∥∥
푠
+
∥∥∥푒푖푡∂2푥휙∥∥∥
푠
≤푀 + ∥휙∥푠 ,
si 푣 ∈ 픛푠(푇 ), entonces (3.8) se tranforma en
∥Ψ(푣(휏))− 핍(휏)휙∥푠 ≤
∫ 푡
0
퐿(푀 + ∣∣휙∣∣푠, 0)(푀 + ∣∣휙∣∣푠)푑휏
= 퐿(푀 + ∥휙∥푠 , 0)(푀 + ∥휙∥푠)푡
≤ 퐿(푀 + ∥휙∥푠 , 0)(푀 + ∥휙∥푠)푇
(3.9)
Si elegimos 푇1 =
푀
퐿(푀+∥휙∥푠,0)(푀+∥휙∥푠) , tenemos lo requerido.
iii. Existe 푇2 > 0 tal que si 0 < 푇 ≤ 푇2, Ψ es una contraccio´n en 픛푠(푇 ).
En efecto, aplicamos la norma de 퐻푠 a Ψ(푣(푡)) − Ψ(푤(푡)), posteriormente
la desigualdad triangular, el lemma 3.3, la definicio´n de 픛푠(푇 ) en (3.6) y
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usamos que 핍 es grupo para obtener:
∣∣Ψ(푣(푡))−Ψ(푤(푡))∣∣푠 ≤
∫ 푡
0
∥퐹 (푣(푡))− 퐹 (푤(푡))∥푠 푑휏 (3.10)
≤
∫ 푡
0
퐿(∥푣(휏)∥푠 , ∣∣푤(휏)∣∣푠)∣∣푣(휏)− 푤(휏)∣∣푠푑휏
≤
∫ 푡
0
퐿(푀 + ∣∣휙∣∣푠,푀 + ∣∣휙∣∣푠)∣∣푣(휏)− 푤(휏)∣∣푠푑휏
≤ 퐿(푀 + ∣∣휙∣∣푠,푀 + ∣∣휙∣∣푠)
∫ 푡
0
∣∣푣(휏)− 푤(휏)∣∣푠푑휏
≤ 퐿(푀 + ∣∣휙∣∣푠,푀 + ∣∣휙∣∣푠)푇푑(푣, 푤).
Eligiendo,
푇2 <
1
퐿(푀 + ∣∣휙∣∣푠,푀 + ∣∣휙∣∣푠) ,
se obtiene lo requerido □
Haciendo 0 < 푇 ≤ min{푇1, 푇2}, i., ii., iii. implican el resultado.
Lema 3.4. La solucio´n obtenida en el lema 3.3 es u´nica y depende continu-
amente del dato inicial 휙
Demostracio´n. Supongamos que 푢, 푣 ∈ 퐶([0, 푇 ];퐻푠) son soluciones de (3.1)
con datos iniciales 휓, 휙 respectivamente. Aplicando la norma 퐻푠 a
푢(푡)− 푣(푡) = 푒푖푡∂2푥(휓 − 휙) +
∫ 푡
0
푒푖(푡−휏)∂
2
푥 [퐹 (푢(휏))− 퐹 (푣(휏))]푑휏,
usamos, la desigualdad triangular, el hecho de ser 푒푖푡∂
2
푥 un grupo unitario en
퐻푠 y el lema 3.3, para obtener:
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∣∣푢(푡)− 푣(푡)∣∣푠 ≤ ∣∣푒푖푡∂2푥(휓 − 휙)∣∣푠 +
∫ 푡
0
∣∣푒푖(푡−휏)∂2푥 [퐹 (푢(휏))− 퐹 (푣(휏))]∣∣푠푑휏
≤ ∣∣휓 − 휙∣∣푠 +
∫ 푡
0
∣∣푒푖(푡−휏)∂2푥 [퐹 (푢(휏))− 퐹 (푣(휏))]∣∣푠푑휏
≤ ∣∣휓 − 휙∣∣푠 +
∫ 푡
0
퐿(∣∣푢∣∣푠, ∣∣푣∣∣푠)∣∣푢(휏)− 푣(휏)∣∣푠푑휏
≤ ∣∣휓 − 휙∣∣푠 + 퐿 (∣∣푢∣∣∞,푠, ∣∣푣∣∣∞,푠)︸ ︷︷ ︸
퐾
∫ 푡
0
∣∣푢(휏)− 푣(휏)∣∣푠푑휏
(3.11)
La desigualdad de Gronwall aplicada a (3.11) implica la unicidad, pues
∣∣푢(푡)− 푣(푡)∣∣푠 ≤ ∣∣휓 − 휙∣∣푠푒퐾푡 (3.12)
La dependencia continua es consecuencia de la continuidad del tiempo de
existencia de la solucio´n de ∣∣휙∣∣푠, de (3.6 ) y de (3.11) pero con 퐾 = 퐿(∣∣휙∣∣푠+
푀, ∣∣휙푛∣∣푠+푀), donde 휙푛 → 휙 en 퐻푠 y 푢푛 en vez de 푣, donde 푢푛 es la solucio´n
de (3.1) con dato inicial 휙푛. Adema´s de observar que para 푛 suficientemente
grande 퐾 < 퐿(∣∣휙∣∣푠 +푀, 1 + ∣∣휙∣∣푠 +푀). □
Teorema 3.5. El problema de valor inicial (3.1) es localmente bien planteado
en 퐻푠 para 푠 > 1/2
Demostracio´n. Este resultado es consecuencia inmediata de los lemas 3.3,
3.2 y 3.4. □
.
Nota 3.1
Las demostraciociones de los lemas 3.2, 3.3 y 3.4, implican que el tiempo
de existencia 푇푠 de la solucio´n de (3.1) es independiente de 훼.
En el caso perio´dico el teorema 3.5 es el mismo y su prueba es esen-
cialmente la misma.
Cap´ıtulo 4
El Problema Global
Lema 4.1. Los funcionales definidos en 퐻1 son leyes de conservacio´n gen-
eradas por (3),
푁(푣) = ∣∣푣(., 푡)∣∣20 = ∣∣휙∣∣20 (4.1)
퐻(푣) = ∣∣푣푥∣∣20 − 휆
∫ ∞
−∞
푢(푥, 푡)∣푣(푥, 푡)∣휎+1
휎 + 1
푑푥
= 퐻(휙) = ∣∣휙′∣∣20 −
휆
휎 + 1
∫ ∞
−∞
(1− 훼2∂2푥)−1(∣휙∣휎+1)∣휙∣휎+1푑푥
(4.2)
Demostracio´n. Para demostrar (4.1) multiplicamos el problema (3) por 푣 e
integramos por partes y tomamos la parte imaginaria,
푖푣푡푣 + 푣푥푥푣 + 휆푢∣푣∣휎−1푣푣 = 0
esto es:
푖
∫
푣푡푣푑푥 = −
∫
푣푥푥푣푑푥−
∫
푢∣푣∣휎−1푣푣푑푥 =
∫
∣푣푥∣2푑푥+
∫
푢∣푣∣휎+1푑푥
푖
∫
푣푡푣푑푥 =
∫
∂푡(푣푣)푑푥 =
∫
(푣푡푣 + 푣푣푡) =
∫
2푅푒(푣푡푣)푑푥 = 0
de donde
2푅푒(푣푡푣) =
∂
∂푡
(∣푣∣2)
luego ∫
∣푣(푥, 푡)∣2푑푥 = ∣∣휙∣∣20
20
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La demostracio´n de (4.2) es similar, pero teniendo en cuenta que (3) puede
ser escrito en la forma
푣푡 = 퐽퐻
′(푣(푡)),
donde 퐽 es el operador de multiplicacio´n por −푖. □
NOTA 4.1 El lema anterior es va´lido en el caso perio´dico y su demostracio´n
es esencialmente la misma.
Teorema 4.2. Sea 푠 = 1, 휆 = −1 y 휎 = 1, 3, 5, .... Entonces el problema (3)
es globalmente bien planteado en 퐻1 (de ℝ o 핋)
Demostracio´n. De (4.1) vemos que solo resta acotar ∣∣푣푥∣∣0. Para ello observe
que 휆 = −1 y que el operador (1−훼2∂2푥)−1 preserva positividad. Por lo tanto,
∣∣푣푥∣∣20 = ∣∣푣푥∣∣20 −
휆
휎 + 1
∫ ∞
−∞
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥+ 휆
휎 + 1
∫ ∞
−∞
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥
= 퐻(휙) +
휆
휎 + 1
∫ ∞
−∞
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥
≤ 퐻(휙)
□
Para el caso 휆 = 1, tenemos,
Teorema 4.3. Supongamos que 휆 = 1 y que 휙 ∈ 퐻1(ℝ). Entonces,
Si 1 ≤ 휎 < 3 entonces (3) es globalmente bien puesto en 퐻1(ℝ)
Si 휎 = 3 y ∣∣휙∣∣0 es suficientemente pequen˜o entonces (3) es globalmente
bien puesto en 퐻1(ℝ).
Si 휎 > 3 y ∣∣휙∣∣0 es suficientemente pequen˜o entonces (3) es globalmente
bien puesto en 퐻1(ℝ).
Demostracio´n. De (4.2) tenemos que,
∣∣푣푥∣∣20 = 퐻(푣) +
휆
휎 + 1
∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥
= 퐻(휙) +
1
휎 + 1
∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥.
(4.3)
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La desigualdad de Ho¨lder, el Lema de Sobolev, integracio´n por partes y la
definicio´n de 푢 dada en (3) implican∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥 ≤ ∣∣푢∣∣퐿∞ ∣∣∣푣∣휎+1∣∣퐿1 = ∣∣푢∣∣퐿∞
∫
∣푣∣휎+1
= ∣∣푢∣∣퐿∞∣∣푣∣∣휎+1퐿휎+1 ≤ ∣∣푢∣∣퐻1∣∣푣∣∣휎+1퐿휎+1∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥 =
∫
푢(푥, 푡)(1− 훼2∂2푥)푢 =
∫
푢2 − 훼2푢푢푥푥
=
∫
푢2 + 훼2푢2푥 ≥ 퐶훼∣∣푢∣∣2퐻1
luego
퐶훼∣∣푢∣∣2퐻1 ≤
∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥 ≤ 1
휎 + 1
∣∣푣∣∣휎+1퐿휎+1 ∣∣푢∣∣퐻1
entonces:
∣∣푢∣∣퐻1 ≤ 1
퐶훼(휎 + 1)
∣∣푣∣∣휎+1퐿휎+1 . (4.4)
Si 휎 = 1, (4.4), se transforma en
∣∣푢(푥, 푡)∣∣퐻1 ≤ 1
2퐶훼
∣∣푣∣∣20 =
1
2퐶훼
∣∣휙∣∣20
y por lo tanto la solucio´n persite en todo tiempo, es decir (3) en este caso es
globalmente bien planteado en 퐻1, pues
∣∣푣푥∣∣20 = 퐻(휙) +
1
2
∫
푢(푥, 푡)∣푣(푥, 푡)∣2푑푥
≤ 퐻(휙) + 1
2
∣∣푢∣∣1∣∣휙∣∣20
≤ 퐻(휙) + 퐶훼∣∣휙∣∣40
Si 휎 > 1, la desigualdad de Gagliardo-Nirenberg implica que
∣∣푣∣∣퐿휎+1 ≤ ∣∣푣∣∣휃퐻1 ∣∣푣∣∣1−휃0 , (4.5)
donde,
1
휎 + 1
= 휃
(
−1 + 1
2
)
+
1− 휃
2
휃 =
(휎 − 1)
2(휎 + 1)
23
Es decir,
∣∣푣∣∣퐿휎+1 ≤ ∣∣푣∣∣
휎−1
2(휎+1)
퐻1 ∣∣푣∣∣
1− 휎−1
2(휎+1)
0
≤ ∣∣푣∣∣
휎−1
2(휎+1)
퐻1 ∣∣휙∣∣
휎+3
2(휎+1)
0 (4.6)
Por lo tanto (4.3) se tranforma en
∣∣푣푥∣∣20 = 퐻(휙) +
1
휎 + 1
∫
푢(푥, 푡)∣푣(푥, 푡)∣휎+1푑푥
≤ 퐻(휙) + 1
휎 + 1
∣∣푢∣∣1∣∣푣∣∣휎+1퐿휎+1
≤ 퐻(휙) + 퐶훼,휎∣∣푣∣∣2(휎+1)퐿휎+1
≤ 퐻(휙) + 퐶훼,휎∣∣푣∣∣(휎−1)퐻1 ∣∣휙∣∣(휎+3)0 , (4.7)
donde en la segunda desigualdad hemos usado (4.4) y en la tercera (4.6).
Si 휎 < 3, (4.1) y las desigualdades (4.7) y de Young implican que
∣∣푣∣∣1 ≤ 퐾(휙).
Si 휎 = 3, la desigualdad (4.7) junto con (4.1) implican que ∣∣푣∣∣1 ≤
퐾(휙), siempre que ∣∣휙∣∣0 sea suficientemente pequen˜o. de 4.7 y 4.1 ten-
emos
∣∣푣푥∣∣20 ≤ 퐻(휙) + 퐶훼,휎∣∣푣∣∣2퐻1∣∣휙∣∣60
∣∣푣∣∣21 ≤ ∣∣휙∣∣20 +퐻(휙) + 퐶훼,휎∣∣휙∣∣60∣∣푣∣∣2퐻1
(1− 퐶훼,휎∣∣휙∣∣60)∣∣푣∣∣1 ≤ ∣∣휙∣∣20 +퐻(휙)
∣∣푣∣∣1 ≤ ∣∣휙∣∣
2
0 +퐻(휙)
(1− 퐶훼,휎∣∣휙∣∣60)
(4.8)
Si 휎 > 3, (4.1), (4.7), implican que,
∣∣푣∣∣21 ≤ ∣∣휙∣∣20 +퐻(휙) + 퐶훼,휎∣∣푣∣∣(휎−1)퐻1 ∣∣휙∣∣(휎+3)0 (4.9)
Haciendo 푥(푡) = ∣∣푢(푡)∣∣1 y 퐾(휙0) = ∣∣휙∣∣20 +퐻(휙) en (4.9) tenemos,
푥2 ≤ 퐾(휙) + 퐶훼,휎푥2+(휎−3)∣∣휙∣∣(휎+3)0 . (4.10)
Veamos que dado 푀 > 0, existe 훿 = 훿(푀,훼, 휎) > 0 tal que si 휙 ∈
퐻1(ℝ) con ∣∣휙∣∣1 ≤푀 y ∣∣휙∣∣0 ≤ 훿, entonces la solucio´n de (3) obtenida
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en el teorema 3.5 existe en todo tiempo. En efecto, (4.10) con 푡 = 0 se
transforma en
푥2(0)− 퐶훼,휎훿(휎+3)푥2+(휎−3)(0) ≤ 퐾(휙),
donde, 훿 ∈ (0, 훿0) es tal que 푀2 − 퐶훼,휎훿(휎+3)0 푀2+(휎−3) > 0, asi que
퐾(휙) > 0 y
푥2 ≤ 퐾(휙) + 퐶훼,휎푥2+(휎−3)훿(휎+3),
que es cierta cuando 푥(푡) ∈ [0, 푐1(훿)]
∪
[푐2(훿),∞). Fijando 훿 tal que
푐1(훿) > 푀 , la continuidad de 푥(⋅) en 푡 implican que
sup
[0,푇 ]
∣∣푢∣∣1 ≤ 푐1(훿),
es decir, que la solucio´n 푢, puede ser extendida a cualquier intervalo de
tiempo.
□
NOTA 4.2 En el caso perio´dico el teorema anterior es esencialmente el
mismo salvo que la desigualdad (4.6) se modifica por la desigualdad
∣∣푣∣∣퐿휎+1 ≤ 퐶(∣∣푣∣∣퐻1)
휎−1
2(휎+1) (∣∣휙∣∣
휎+3
2(휎+1)
0 + ∣∣휙∣∣0),
pues, para poder aplicar Gagliardo-Nirenberg es preciso tener que la fun-
cio´n en consideracio´n tenga media cero, asi que pequen˜as modificaciones con
respecto al caso real son necesarias. Por lo tanto tenemos:
Teorema 4.4. Supongamos que 휆 = 1 y que 휙 ∈ 퐻1(ℝ). Entonces,
Si 1 ≤ 휎 < 3 entonces (3) es globalmente bien puesto en 퐻1(핋)
Si 휎 = 3 y ∣∣휙∣∣0 es suficientemente pequen˜o entonces (3) es globalmente
bien puesto en 퐻1(핋).
Si 휎 > 3 y ∣∣휙∣∣0 es suficientemente pequen˜o entonces (3) es globalmente
bien puesto en 퐻1(핋).
Ape´ndice
En este capitulo se definiran algunos conceptos que se utilizara´n a lo largo
de este trabajo, las demostraciones respectivas sera´n referenciadas dentro de
este cap´ıtulo.
Definicio´n 1. Sea 퐻푗, 푗 = 1, 2 un Espacio de Hilbert. Un operador 푈 ∈
픅(퐻1, 퐻2) es una isometria si ∣∣푈ℎ∣∣퐻1 = ∣∣ℎ∣∣ℎ2 para todo ℎ ∈ 퐻1 Si 푈 es
unitario se trata de una isometria en 퐻2
Definicio´n 2. Sea 퐻 un espacio de Hilbert. un grupo unitario fuertemente
continuo en 퐻 es una aplicacio´n 푡 ∈ ℝ→ 푈(푡) ∈ 픅(퐻) tal que:
푈 es unitario para todo 푡 ∈ ℝ,
푈(푡+ 푡′) = 푈(푡)푈(푡′) para todo 푡, 푡′ ∈ ℝ,
l´ım푡→푡′ ∣∣푈(푡)휙− 푈(푡′)휙∣∣퐻 = 0 para todo 푡 ∈ ℝ,
Definicio´n 3. Sea 푠 ∈ ℝ. Los espacios de Sobolev 퐻푠(ℝ) es el conjunto de
todas las: 푓 ∈ 풮 ′(ℝ); (1 + 휉2)푠/2푓ˆ ∈ 퐿2(ℝ, 푑휉), es decir, 푓ˆ es una funcio´n
medible
∥푓∥2푠 =
∫
ℝ
(1 + 휉2)푠∣푓ˆ(휉)∣2 푑휉 < +∞.
Teorema 5.5. Sea 푠 ∈ ℝ. Entonces, 퐻푠(ℝ) es un espacio de Hilbert con
respecto al producto interno
(푓 ∣푔)푠 =
∫
ℝ
(1 + 휉2)푠푓ˆ(휉)푔ˆ(휉) 푑휉.
Ademas Cumple: 퐻푠(ℝ) ↪→ 퐻푟(ℝ) para todo 푠 ≥ 푟, donde ↪→ denota, como
es usual, contenido densa y continuamente.
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Demostracio´n: ( Vea por ejemplo [3]) □
Definicio´n 4. Sea 푠 ∈ ℝ. El espacio de Sobolev 퐻푠(휋) es el conjunto de
todas las 푓 ∈ 푃 ′ tal que:
∣∣푓 ∣∣2푠 = 2휋
∞∑
−∞
(1 + ∣푘∣2)푠∣푓ˆ(푘)∣2 <∞
En otras palabras, una distribucio´n periodica 푓 ∈ 퐻푠 si y solo si ((1 +
∣푘∣2)푠/2푓ˆ(푘))푘∈ℤ ∈ ℓ2 en donde ℓ2 denota el espacio de todas las sucesiones
훼 = (훼푘)푘∈ℤ con
∣∣훼∣∣ℓ2푠 =
[
2휋
∞∑
−∞
(1 + ∣푘∣2)푠∣훼푘∣2
]
esto es 푓 ∈ 퐻푠(휋) si y solo si (푓ˆ(푘))푘∈ℤ ∈ ℓ2
Proposicio´n 5.6. Veamos algunas propiedades:
퐻푠(핋2), 푠 ∈ ℝ es un espacio de Hilbert respecto al producto interno
⟨푓, 푔⟩푠 =
∑
푘∈ℤ2
(1 + ∣푘∣2)푠푓ˆ(푘)푔ˆ(푘).
퐻푠(핋2) ↪→ 퐻푟(핋2) para todo 푟, 푠 ∈ ℝ, 푠 > 푟, esto es, 퐻푠(핋2) esta´ con-
tenido continua y densamente en 퐻푟(핋2) y
∥푓∥푟 ≤ ∥푓∥푠
para todo 푓 ∈ 퐻푠(핋2).
(퐻푠(핋2))
′
, el dual topolo´gico de 퐻푠(핋2), es isome´tricamente isomorfo
a 퐻−푠(핋2) para todo 푠 ∈ ℝ
Demostracio´n: ( Vea por ejemplo [3]) □
Teorema 5.7. (Lema de Sobolev). Si 푠 > 1, entonces 퐻푠(핋2) ↪→ 퐶(핋2) y
∥푓∥∞ ≤ 퐶∥푓∥푠
para todo 푓 ∈ 퐻푠(핋2)
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Demostracio´n: ( Vea por ejemplo [3]) □
Proposicio´n 5.8. Si 푠 > 1, 퐻푠(핋2) es una algebra de Banach. Adema´s,
e´xiste una constante 퐶푠 ≥ 0 dependiendo solo de 푠 tal que
∥푓푔∥푠 ≤ 퐶푠∥푓∥푠∥푔∥푠
para todo 푓, 푔 ∈ 퐻푠(핋2)
Demostracio´n: ( Vea por ejemplo [3]) □
Definicio´n 5. Sea (∧, 푑) un espacio metrico. Una contraccio´n en ∧ es una
aplicacio´n
Ψ : ∧ → ∧
tal que: 푑(Ψ(푥),Ψ(푦)) ≤ 훼푑(푥, 푦) para todo 푥, 푦 ∈ ∧ y algun 훼 ∈ [0, 1]
Si 훼 < 1 decimos que ∧ es una contraccio´n estricta
Teorema 5.9. Teorema del punto fijo de Banach Sea ∧ un espacio
metrico completo y supongamos que Ψ : ∧ → ∧ es una contraccion estricta ∧
tiene un unico punto fijo esto es existe un unico 푥0 ∈ ∧ tal que Ψ(푥0) = 푥0.
Demostracio´n: ( Vea por ejemplo [3]) □
Lema 5.10. Desigualdad de Gronwall Sea 푓, 푔 ∈ 퐶([푎, 푏],ℝ) y 훼 ∈
퐿1([푎, 푏]) con 훼 ≥ 0 tal que:
푓(푥) ≤ 푔(푥) +
∫ 푥
푎
훼(푠)푑푠.
para 푎 ≤ 푥 ≤ 푏. Entonces:
푓(푥) ≤ 푔(푥) +
∫ 푥
푎
훼(푠)푒
∫ 푥
푠 훼(휏)푑휏푔(푠)푑푠.
para 푎 ≤ 푥 ≤ 푏. Ademas si 푔 es constante entonces:
푓(푥) ≤ 푔푒
∫ 푥
푎 훼(휏)푑휏
Demostracio´n: ( Vea por ejemplo [5]) □
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Lema 5.11. Desigualdad de Gagliardo-Nirenberg.Si 푓 ∈ 퐻푘ℝ donde
푘 es un entero positivo, entonces existe 퐶 > 0 tal que:
∣∣∂푛푥푓 ∣∣퐿푝 ≤ 퐶∣∣∂푚푥 푓 ∣∣휃퐿푞 ∣∣푓 ∣∣1−휃퐿푟
donde 푛 < 푚 ≤ 푘, 퐶 = 퐶(푛,푚, 푝, 푞, 푟), 휃 ∈ [ 푛
푚
, 1] y
1
푝
− 푛 = 휃(1
푞
−푚) + (1− 휃)1
푟
Demostracio´n: ( Vea por ejemplo [5]) □
Lema 5.12. Desigualdad de Young Si 푓, 푔 ≥ 0, 푝, 푞 > 1 y 1
푝
+ 1
푞
= 1
entonces:
푓푔 ≤ 푓
푝
푝
+
푔푞
푞
Demostracio´n: ( Vea por ejemplo [5]) □
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