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MULTIFRACTAL SPECTRA OF MORAN MEASURES WITHOUT LOCAL
DIMENSION
ZHIHUI YUAN
ABSTRACT. A measure without local dimension is a measure such that local dimension
does not exist for any point in its support. In this paper, we construct such a class of Moran
measures and study their lower and upper local dimensions. We show that the related
”free energy” function (Lq-spectrum) does not exist. Nevertheless, we can obtain the full
Hausdroff and packing dimension spectra for level sets defined by lower and upper local
dimensions. They can be viewed as a generalized multifractal formalism.
1. INTRODUCTION
Multifractal analysis is a natural framework to finely describe geometrically the het-
erogeneity in the distribution at small scales of the measures on a metric space. The
multifractal formalism aims at expressing the dimension of the level sets in terms of the
Legendre transform of some ”free energy” function. The general setting is as follows.
Assume µ is a probability measure supported on a compact metric space (X, d). The
local dimension of µ at x is
dimloc(µ, x) := lim
r→0+
log µ(B(x, r))
log r
,
if the limit exists. For α ∈ R, define the level set as
E(µ, α) := {x ∈ supp(µ) : dimloc(µ, x) = α}.
The multifractal analysis is to determine these α such that E(µ, α) 6= ∅ and compute
the dimension of E(µ, α) which is called dimension spectra. In many classical cases, the
dimension spectra is related to the so-called “free energy” function τµ (also called by
Lq-spectrum), which is defined as follows:
τµ(s) = lim
r→0
log sup{∑i(µ(Bi))s}
log r
,
where the supremum is taken over all families of disjoint closed balls Bi = B(xi, r) of
radius r with centers in supp(µ). Of course it is only meaningful when the limit exists.
We will say that the multifractal formalism is valid if
dimH E(µ, α) = τ∗µ (α),
where f ∗ denotes the Legendre transform (i.e. f ∗(α) = infq∈R{αq− f (q)}) and a negative
dimension means that the set is empty.
For many classical systems, such as Cookie-Cutter systems with a Gibbs measure [13],
subshift of finite type with a weak Gibbs measure [10], self-similar set with a self-similar
measure [9],random weak Gibbs measure [16] and also [5, 6, 8, 15], the multifractal for-
malism is known to hold. On the other hand, it is also known that for some “bad” mea-
sure, the multifractal formalism does not hold. In [3], the authors construct a measure
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such that the multifractal formalism is nowhere valid. The breakdown of multifractal
formalism is attributed to the fact that τµ does not eixst.
When τµ does not exist, one can define
τµ(s) = lim infr→0
log sup{∑i(µ(Bi))s}
log r
, and τµ(s) = lim sup
r→0
log sup{∑i(µ(Bi))s}
log r
respectively.
In [4], the authors provide an example of a measure on the interval [0, 1] for which the
functions τµ and τµ differ and the Hausdorff dimensions of the sets E(µ, α) are given by
the Legendre transform of τµ, and their packing dimensions by the Legendre transform
of τµ on a subset of the admissible interval. [14] intensifies [4] such that the function τµ
and τµ can be real analytic.
In [12], the author studies the density of states measure of certain Sturm Hamilto-
nians. He shows that such class of measures is always exact upper and lower dimen-
sional. Here, we call a measure µ is exact upper dimensional if µ-almost every point x,
dimloc(µ, x) = C1 for some constant C1, also we call a measure µ is exact lower dimen-
sional if µ-almost every point x, dimloc(µ, x) = C2 for some constant C2. His example
suggests the possibility that the local dimension might do not exist for any point in the
support. This motivates our construction of the present paper. Indeed, our model can
serve as a toy model of it, but our results may throw light on its multifractal analysis.
When the local dimension does not exist, we can define the lower and upper local
dimensions of µ, i.e.
dimloc(µ, x) = lim inf
r→0+
log µ(B(x, r))
log r
and dimloc(µ, x) = lim sup
r→0+
log µ(B(x, r))
log r
.
For α ∈ R, we define
E(µ, α) = {x ∈ supp(µ) : dimloc(µ, x) = α},
E(µ, α) = {x ∈ supp(µ) : dimloc(µ, x) = α}.
Then we have
E(µ, α) = E(µ, α) ∩ E(µ, α).
We can further decompose E(µ, α) and E(µ, α) in the following way. For any α′ ≥ α,
define
E(µ, α, α′) := {x ∈ supp(µ) : dimloc(µ, x) = α, dimloc(µ, x) = α′},
Then we have E(µ, α, α′) = E(µ, α) ∩ E(µ, α′) and
E(µ, α) =
⋃
α′≥α
E(µ, α, α′), E(µ, α′) =
⋃
α≤α′
E(µ, α, α′).
In this paper, we will construct a class of Moran measures such that the free energy
function does not exist, and that the local dimension does not exist for each point in its
support. Then, we will compute the dimensions of E(µ, α), E(µ, α) and E(µ, α, α′) and
indicate that some generalized multifractal formalism holds.
The paper is organized as follows. In section 2, we present our model and state main
results. Section 3 provides the basic properties for a more general model which will be
useful in the section 4 where we prove our results.
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2. THE CONSTRUCTION AND MAIN RESULTS
Let A = {0, 1} and A∗ be the set of all finite words on the alphabet A.
Fix two real numbers A, B with A > B > 2. Let N := {Ni}i∈N be an increasing
sequence of integers. Define a set X(A, B,N ) as follows.
Step 1: Let I = [0, 1]. For n = 1, define: I0 = [0, 1/A] ⊂ I, and I1 = [1− 1/A, 1] ⊂ I.
Step 2: For n ∈ N with n > 1, we assume that for all w ∈ An−1, the set Iw has been
defined. Let xw be the left endpoint of Iw.
• If N2i < n ≤ N2i+1 for some i ∈ N, define Iw∗0 = [xw, xw + |Iw|A ] and Iw∗1 =
[xw + |Iw| − |Iw|A , xw + |Iw|].
• If N2i+1 < n ≤ N2i+2 for some i ∈ N, define Iw∗0 = [xw, xw + |Iw|B ] and
Iw∗1 = [xw + |Iw| − |Iw|B , xw + |Iw|].
Step 3: Define X(A, B,N ) = ∩n∈N ∪w∈An Iw.
Given two real numbers p, q with 0 < p, q ≤ 1/2, we will distribute a probability
measure µ(p,q,N ) on X(A, B,N ) as follows:
Step 1: Let µ(p,q,N )(I) = 1. For n = 1, define: µ(p,q,N )(I0) = p and µ(p,q,N )(I1) = 1− p
Step 2: For n ∈ N with n > 1, we assume that for all w ∈ An−1, the set µ(p,q,N )(Iw) has
been defined.
• If N2i < n ≤ N2i+1 for some i ∈ N, define µ(p,q,N )(Iw∗0) = pµ(p,q,N )(Iw) and
µ(p,q,N )(Iw∗1) = (1− p)µ(p,q,N )(Iw).
• If N2i+1 < n ≤ N2i+2 for some i ∈ N, define µ(p,q,N )(Iw∗0) = qµ(p,q,N )(Iw)
and µ(p,q,N )(Iw∗1) = (1− q)µ(p,q,N )(Iw).
Step 3: Such a set function µ(p,q,N ) defined on ∪n∈NAn can be extended to a probability
measure on the whole σ-algebra by measure extension theorem. We still denote
the measure by µ(p,q,N ).
In this paper, we always make the following assumption:
lim
i→∞
Ni+1
Ni
= ∞ and − log p
log A
< − log(1− q)
log B
. (1)
Furthermore, if there is no conflict we always denote X := X(A, B,N ) and µ := µ(p,q,N ).
Given 0 < p, p˜ < 1, define the mixed entropy function
H( p˜, p) := − p˜ log p− (1− p˜) log(1− p).
We also write H(p) = H(p, p).
Theorem 2.1. (1) For each point x ∈ X = supp(µ), one has
− log(1− p)
log A
≤ dimloc(µ, x) ≤ −
log p
log A
and
− log(1− q)
log B
≤ dimloc(µ, x) ≤ − log qlog B .
(2) dimloc(µ, x) < dimloc(µ, x) for all x ∈ X = supp(µ).
(3) For µ-almost every x ∈ X = supp(µ), one has
dimloc(µ, x) =
H(p)
log A
, and dimloc(µ, x) =
H(q)
log B
.
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(4) dimH X =
log 2
log A < dimP X =
log 2
log B .
Remark 2.2. (i) If p = 1/2, then for any x ∈ X, dimloc(µ, x) = log 2/ log A, hence there
is no multifractal analysis for E(µ, α), since E(µ, log 2/ log A) = X. By the same reason,
if q = 1/2, there is no multifractal analysis for E(µ, α).
(ii) The assumption B > 2 is to ensure that the strong separation condition hold. Using
this property, it is equivalent to consider balls and cylinders.
(iii) The second inequality of (1) ensures item 2 of Theorem 2.1, so that this model can
provide an example of measure such that the local dimension does not exist for each
point in its support. Such nontrivial examples have not been given before to the author’s
best knowledge.
(iv) (3) is kind of Young’s dimension formula.
Next we study the dimensions of the level sets.
Define the function
β1 : R→ R
s 7→ − log(p
s + (1− p)s)
log A
,
then
β′1(+∞) =
H(0, p)
log A
≤ β′1(1) =
H(p, p)
log A
≤ β′1(0) =
H(1/2, p)
log A
≤ β′1(−∞) =
H(1, p)
log A
.
and define β˜1 which is a revised function of β1 (see figure 1),
β˜1(s) =
{
β1(s) s ∈ (−∞, 0] ∪ [1,+∞),
(1− s)β1(0) + sβ1(1) s ∈ (0, 1).
β1 β˜1
FIGURE 1.
β2 β˜2
FIGURE 2.
Also, define
β2 : R→ R
s 7→ − log(q
s + (1− q)s)
log B
,
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then
β′2(+∞) =
H(0, q)
log B
≤ β′2(1) =
H(q, q)
log B
≤ β′2(0) =
H(1/2, q)
log B
≤ β′2(−∞) =
H(1, q)
log B
.
and define the revised function of β2 (see figure 2)
β˜2(s) =

β2(0) + sβ′2(0) s ∈ (−∞, 0),
β2(s) s ∈ [0, 1],
β2(1) + β′2(1)(s− 1) s ∈ (1,+∞).
The two functions β1, β2 can be seen as the Lq-spectrum if we just use the data (A, p)
or (B, q).
Theorem 2.3. (1) If α /∈ [β′1(+∞), β′1(−∞)], E(µ, α) = ∅.
If α /∈ [β′2(+∞), β′2(−∞)], E(µ, α) = ∅.
(2) For α ∈ [β′1(+∞), β′1(−∞)], we have
dimH E(µ, α) = β˜∗1(α) and dimP E(µ, α) =
log 2
log B
.
(3) For α ∈ [β′2(+∞), β′2(−∞)], we have
dimH E(µ, α) = min{ log 2log A , β
∗
2(α)}
and
dimP E(µ, α) = β˜∗2(α)
Here we draw figure 3 and give some remarks to illustrate theorem 2.3.
Remark 2.4. (i) We will compute the explicit formula of the Hausdorff dimension spec-
trum as
dimH E(µ, α) =
{
β∗1(α) α ∈ [β′1(+∞), β′1(1)) ∪ [β′1(0), β′1(−∞)],
min{α, log 2log A} α ∈ [β′1(1), β′1(0))
which turns out to be β˜∗1(α).
(ii) We will also compute the explicit formula of the Hausdorff dimension spectrum as
dimP E(µ, α) =

α α ∈ [β′2(+∞), β′2(1)),
β∗2(α) α ∈ [β′2(1), β′2(0))
log 2
log B α ∈ [β′2(0), β′2(−∞)].
which turns out to be β˜∗2(α).
At last, we compute the dimension of E(µ, α, α′).
Theorem 2.5. Assume (α, α′) ∈ [β′1(+∞), β′1(−∞)]× [β′2(+∞), β′2(−∞)].
(1) we have
• if (α, α′) /∈ [β′1(1), β′1(0)] × [β′2(+∞), β′2(1)), i.e. (α, α′) in domain I (the Blue
part) of figure 4
dimH(E(µ, α, α′)) = min{dimH E(µ, α), dimH E(µ, α′)}.
6 ZHIHUI YUAN
y=α
Log 2/Log A
Log 2/Log B
β1*
dimH E(μ,α)
dimP E(μ,α)
dimP E(μ,α)
β2*
dimH E(μ,α)
β1 '(+∞) β1 '(1) β1 '(0) β1 '(-∞) β2 '(+∞) β2 '(1) β2 '(0) β2 '(-∞)
FIGURE 3. The Hausdorff and packing dimension for E(µ, α) and E(µ, α)
α=g(α')
I
II
III(β1'(+∞),β2'(+∞))
β2'(1)
β2'(-∞)
β1'(1) β1'(0) β1'(-∞)α
α′
FIGURE 4. Domain for Haus-
dorff dimension
α'=h(α)
I
III
II(β1'(+∞),β2'(+∞))
β2'(1)
β2'(-∞)
β1'(1) β1'(-∞) α
α′
FIGURE 5. Domain for Pack-
ing dimension
• if α′ ∈ [β′2(+∞), β′2(1)) with g(α′) ≤ β′1(0), where we take the tangent to the
graph β∗1 passing through the point (α
′, β∗2(α′)) and denote the point of tangency by
(g(α′), β∗1(g(α
′))). (One can refer figure 6 for the definition of the function g.)
For α ∈ [g(α′), β′1(0)), i.e. (α, α′) in domain I I (the yellow part) of figure 4
dimH(E(µ, α, α′)) = min{ log 2log A , s1α− β1(s1)},
where s1 ∈ [0, 1] satisfies β′1(s1) = g(α′).
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• otherwise, i.e. (α, α′) in domain I I I (the red part) of figure 4
dimH(E(µ, α, α′)) = min{β∗1(α), β∗2(α′)}.
(2) For (α, α′) ∈ [β′1(+∞), β′1(−∞)]× [β′2(+∞), β′2(−∞)], we have• if (α, α′) /∈ [β′1(1), β′1(−∞)]× [β′2(+∞), β′2(1)), (α, α′) in domain I (the blue part)
of figure 5
dimP(E(µ, α, α′)) = dimP E(µ, α′).
• if α ∈ [β′1(1), β′1(−∞)] and α′ ∈ [β′2(+∞), h(α)). Here, we take the tangent to the
graph β∗2 passing through the point (α, β∗1(α)) and denote the point of tangency by
(h(α), β∗2(h(α))). (One can refer figure 7 for the definition of the function h.) Then
take s2 ∈ (1,+∞] such that β′2(s2) = h(α). In this case, (α, α′) in domain I I (the
Yellow part) of figure 5
dimP(E(µ, α, α′)) = s2α′ − β2(s2).
• otherwise, (α, α′) in domain I I I (the red part) of figure 5
dimP(E(µ, α, α′)) = β∗2(α′).
We now draw figure 6 (the red line) for dimH(E(µ, α, α′)) when α ∈ [β′1(1), β′1(0)]
for a fixed α′ ∈ [β′2(+∞), β′2(1)) with g(α′) ≤ β′1(0) and figure 7 (the red line) for
dimP(E(µ, α, α′)) when α′ ∈ [β′2(+∞), β′2(1)] with a fixed α ∈ (β′2(1), β′2(−∞)] to illus-
trate theorem 2.5.
FIGURE 6. dimH(E(µ, ·, α′)) FIGURE 7. dimP(E(µ, α, ·))
Let us give some remarks of this paper.
(1) We refer the reader to [16], where the author deals with the random weak Gibbs
measures. Under some natural conditions on transitivity and conformality, almost
surely, it gives a full description of the multifractal analysis. But, unfortunately, it
could not give any information for a sample in the exceptional set with measure
0. A crucial problem is to deal with such samples. Is this still true? Is the level set
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with local dimension always nonempty? What can their multifractal behavior be?
Our model provides a non-trivial sample with a full description of the multifractal
analysis.
(2) The inequality in (1) is not critical for the calculation of the dimension of level
sets. Even if we do not have the inequality, our method can also be effective. In
this sense, we can get the full results for the example in [4]. We focus this model
to avoid discussing too many situations.
(3) We need to emphasize that we are dealing the level set with respect to upper and
lower local dimensions under the nonexistence of the ”free energy” function. The
lower bounds for dimH E(µ, α) when α ∈ [β′1(1), β′1(0)) and dimP E(µ, α) when
α ∈ [β′2(+∞), β′1(1)) are new phenomena and have not been obtained before. For
the set E(µ, α, α′), the upper bounds of the (Hausdorff and packing) dimensions
are also new phenomena for the part if those of E(µ, α) and E(µ, α) could not
provide the exact upper bounds.
(4) The strong law of large numbers [7, Theorem 5.4.1] plays an important role in this
paper. The classical strong law of large numbers can deal with infinite sequence
of independent identically distributed random variables, but in our situation they
are not identically distributed.
3. A GENERAL MODEL
We now set a generalization of the model presented in section 2. Fix a sequence of
positive numbers {An}n∈N with An ≥ 2 for any n ∈N.
Now we consider the following construction:
Step 1: Let I = [0, 1], for n = 1, define: I0 = [0, 1/A1] ⊂ I, and I1 = [1− 1/A1, 1] ⊂ I.
Step 2: For n ∈ N with n > 1, we assume that for all w ∈ An−1, the set Iw have been
defined. Let xw be the left endpoint of Iw. Define Iw∗0 = [xw, xw + |Iw|An ] and Iw∗1 =
[xw + |Iw| − |Iw|An , xw + |Iw|].
Step 3: Define Y = ∩n∈N ∪w∈An Iw.
Then, fix a, b ∈ R such that 0 < a ≤ b < 1 and a sequence of positive numbers {pn}n∈N
with a ≤ pn ≤ b for any n ∈N.
Now we distribute a measure on Y:
Step 1: ν(I) = 1. For n = 1, define: ν(I0) = p1 and ν(I1) = 1− p1.
Step 2: For n ∈ N with n > 1, we assume that ν(Iσ) have been defined for all σ ∈ An−1.
Define ν(Iσ∗0) = pnν(Iσ) and ν(Iσ∗1) = (1− pn)ν(Iσ).
Step 4: We can extend ν to be a probability measure on Y by measure extension theorem,
then supp(ν) = Y.
Define d(ν, x, n) = log ν(In(x))log |In(x)| , where In(x) is the cylinder Iw with x ∈ Iw and w =
w1w2 · · ·wn of length n.
Now we choose a sequence {p′n}n∈N with 0 ≤ p′n ≤ 1. We consider the measure ν′
constructed as ν with parameters {p′n}n∈N instead of {pn}n∈N.
Now we state a version of strong law of large numbers which will be useful in this
paper.
Theorem 3.1. [7, Theorem 5.4.1] Let {Xn}n∈N be a sequence of independent random variables
with E(Xn) = 0 for every n ∈ N, and {an}n∈N positive and increasing to +∞. If there exists a
function φ such that φ is positive, even and continuous on R such that
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• when |x| increases, φ(x)|x| does not decrease and φ(x)x2 does not increase,
• ∑n E(φ(Xn))φ(an) < +∞.
Then ∑n
Xn
an converge almost everywhere. Furthermore,
1
an ∑
n
i=1 Xi converges to 0 as n → ∞
almost everywhere.
From theorem 3.1, we can get the following lemma.
Lemma 3.2. 1) For ν′-almost every x ∈ Y = supp(ν), one has
lim inf
n→∞ d(ν, x, n) = lim infn→∞
∑nk=1 xk
∑nk=1 bk
and
lim sup
n→∞
d(ν, x, n) = lim sup
n→∞
∑nk=1 xk
∑nk=1 bk
.
where xk = −p′k log pk − (1− p′k) log(1− pk).
2) For ν′-almost every x ∈ supp(ν′) ⊂ Y, one has
lim inf
n→∞ d(ν
′, x, n) = lim inf
n→∞
∑nk=1 yk
∑nk=1 bk
and
lim sup
n→∞
d(ν′, x, n) = lim sup
n→∞
∑nk=1 yk
∑nk=1 bk
.
where yk = −p′k log p′k − (1− p′k) log(1− p′k).
Proof. We just fix our attention on item 1), the next one is the same.
Define the random variable Xk as
Xk(x) =
{
− log pk Ik(x) = Iw with wk = 0,
− log(1− pk) Ik(x) = Iw with wk = 1.
Then, for the measure ν′, {Xk − E(Xk)}n∈N is a sequence of independent random vari-
ables with E(Xk −E(Xk)) = 0
Define bk = log Ak, we replace the Xn, an and φ in theorem 3.1 by Xn −E(Xn), ∑nk=1 bk
and the function s 7→ s2, we can conclude for ν′-almost every x ∈ Y
lim
n→∞
∑nk=1(Xk(x)−E(Xk))
∑nk=1 bk
= 0.
So that
lim inf
n→∞
∑nk=1 Xk(x)
∑nk=1 bk
= lim inf
n→∞
∑nk=1E(Xk)
∑nk=1 bk
and lim sup
n→∞
∑nk=1 Xk(x)
∑nk=1 bk
= lim sup
n→∞
∑nk=1E(Xk)
∑nk=1 bk
.
Item 1) valid if we notice that d(ν, x, n) = ∑
n
k=1 Xk(x)
∑nk=1 bk
and E(Xk) = xk. 
Now if we assume that 2 < A := inf{An : n ∈ N}, then we know that the strong
separation condition holds. We now also assume A := sup{An : n ∈ N} < +∞. We can
get the following lemma by the same method as in [8, Corollary 4.3].
Lemma 3.3. For any ball B(x, r) with x ∈ Y and r > 0, we choose the smallest n ∈ N and the
largest n′ ∈N such that In(x) ⊂ B(x, r) and (B(x, r) ∩Y) ⊂ In′(x). Then we have
r
A
≤ rAn ≤ |In(x)| ≤ 2r and |In′(x)| ≤
2(An′+1)r
An′+1−2 ≤
2Ar
A−2
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The proof of lemma 3.3 is obvious if we notice that |In−1(x)| ≥ r and the (n′ + 1)-th
gap in In′(x) is a subset of B(x, r).
Lemma 3.2 and 3.3 can deduce the following lemma.
Lemma 3.4. If we assume that 2 < A ≤ A < +∞,
1) for each point x ∈ Y = supp(ν),
dimloc(ν
′, x) = lim inf
n→∞ d(ν
′, x, n) and dimloc(ν′, x) = lim sup
n→∞
d(ν′, x, n).
2) the measure ν′ is exact upper and lower dimensional.
4. PROOF OF THE RESULTS
Now we return to the model defined in section 2.
4.1. Proof of Theorem 2.1. In fact we just need to notice limi→∞
Ni+1
Ni
= ∞, lemma 3.2
and 3.4. The proof is the following.
Proof. (1) We just need to notice that
− log(1− p)
log A
≤ d(ν, x, n) ≤ − log q
log B
,
lim inf
i→∞
d(ν, x, N2i+1) ≤ − log plog A
and
lim sup
i→∞
d(ν, x, N2i) ≥ − log(1− q)log B .
The results can be obtained from lemma 3.4.
(2) It is from inequality (1) and the previous item.
(3) It is direct due to the construction and lemma 3.2 and 3.4.
(4) We just need to distribute a mass replacing p and q by 1/2, it is obvious that for
all x ∈ X, dimloc(µ, x) = log 2log A and dimloc(µ, x) = log 2log B . By [8, Proposition 2.3], the
results hold.

4.2. Proof of Theorem 2.3. From the construction, since A > B > 2 and the lengths of
cylinders Iw, w ∈ An are equal for any n ∈ N, we can easily obtain the following lemma
from lemma 3.3.
Lemma 4.1.
τ(s) = min{β1(s), β2(s)} (2)
and
τ(s) = max{β1(s), β2(s)}. (3)
We also need to introduce the large deviations spectra (see also [1]) which will be useful
in our proof.
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Let µ be a compactly supported positive and finite Borel measure on a metric space.
For 0 ≤ α ≤ β ≤ +∞, the lower and upper large deviations spectra f LD
µ
and f
LD
µ are
given by
f LD
µ
(α, β) = lim
ε→0
lim inf
r→0
log sup #{i : rβ+ε ≤ µ(B(xi, r) ≤ rα−ε)}
− log r ,
f
LD
µ (α, β) = limε→0
lim sup
r→0
log sup #{i : rβ+ε ≤ µ(B(xi, r) ≤ rα−ε)}
− log r ,
where the supremum is taken over all families of disjoint closed balls Bi = B(xi, r) of
radius r with centers xi in supp(µ).
Now we turn to consider the level sets and prove theorem 2.3.
For any α ∈ [β′1(+∞), β′1(−∞)], if there exists s ∈ R such that β′1(s) = α, we can
define the number Aβ1(s) · ps, otherwise, α ∈ {β′1(+∞), β′1(−∞)}, we write Aβ1(+∞) ·
p+∞ := lims→+∞ Aβ1(s) · ps and Aβ1(−∞) · p−∞ := lims→−∞ Aβ1(s) · ps. Also, we use the
same notation for β2.
Proof. (1) It is obvious because of theorem 2.1.
(2) Now we consider the level set E(µ, α)).
• Upper bound for dimH(E(µ, α)) and dimP(E(µ, α)):
One obvious upper bound is dimH(E(µ, α)) ≤ dimH X = log 2log A and dimP(E(µ, α)) ≤
dimP X =
log 2
log B . But it is not sharp for the Hausdorff dimension, so we need
the following estimation.
– For α ∈ [β′1(+∞), β′1(0)], noticing the result in [1, Proposition 1.3 &
inequality (1.5)], we know that
dimH E(µ, α) ≤ f LDµ (α, α) ≤ τ∗(α) =
{
β∗1(α) α ∈ [β′1(+∞), β′1(1)],
α α ∈ [β′1(1), β′1(0)].
– For α ∈ [β′1(0), β′1(−∞)]. Noticing the result in [1, Proposition 1.3],
dimH E(µ, α) ≤ f LDµ (α,+∞) =: f1(α).
We just need to prove that β1(s) ≤ ( f1)∗(s) for s ∈ (−∞, 0]. If so,
β∗1(α) = inf{sα− β1(s)}
= inf
s≤0
{sα− β1(s)}
≥ inf
s≤0
{sα− ( f1)∗(s)}
≥ inf
s≤0
{sα− (sα− f1(α))}
= f1(α),
and then dimH E(µ, α) ≤ β∗1(α).
Now turn to prove β1(s) ≤ ( f1)∗(s) for s ∈ (−∞, 0]. We will borrow
the main idea in [1, Section 5.3], but make it clear that we are dealing
with s ≤ 0. If {B(xi, r)} is a packing of supp(µ) by disjoint balls, we
have for any t ∈ R,
∑
i
µ(B(xi, r))s ≥ (#{i : µ(B(xi, r)) ≤ rt−e})rs(t−e).
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Taking the supremum over the packings, dividing by log r, taking the
lim sup as r → 0+ and then the limit e → 0+ yields β1(s) = τ(s) ≤
st− f1(t) for all t ∈ R, that is β1(s) ≤ ( f1)∗(s)
• Lower bound for dimH(E(µ, α)) and dimP(E(µ, α)):
For any α ∈ [β′1(+∞), β′1(−∞)], there exists s ∈ R ∪ {+∞,−∞} such that
β′2(s) = α. Choose
p′n =
{
Aβ1(s) · ps N2i < n ≤ N2i+1 for some i ∈N,
1/2 N2i+1 < n ≤ N2i+2 for some i ∈N.
to define µ′.
Noticing
−p′ log p− (1− p′) log(1− p)
log A
= β′1(s) = α,
where p′ =: Aβ1(s) · ps. From lemma 3.2 and 3.4 and the choice of s, we get
that µ′(E(µ, α)) = 1 and for µ′-almost every x ∈ X one has dimloc(µ′, x) =
−p′ log p′−(1−p′) log(1−p′)
log A = sα− β1(s) = β∗1(α) and dimloc(µ′, x) = log 2log B . This
gives that
dimH E(µ, α) ≥ β∗1(α)
and
dimP E(µ, α) ≥ log 2log B .
But it is not sharp for dimH E(µ, α) when α ∈ (β′1(1), β′1(0)). Now take α1 =
−p log p−(1−p) log(1−p)
log A and α2 =
−q log q−(1−q) log(1−q)
log B , define
p′n =

p N2i < n ≤ N′2i for some i ∈N,
1/2 N′2i < n ≤ N2i+1 for some i ∈N
q N2i+1 < n ≤ N2i+2 for some i ∈N.
where N′2i = min{N2i+1, b (α2−α)(∑
i−1
k=0(N2k+2−N2k+1)) log B
(α−α1) log A c − ∑
i−1
k=0(N
′
2k − N2k)}.
This also gives a measure µ′.
We use the same notation as in lemma 3.2 and turn to analysis ∑
n
k=1 xk
∑nk=1 bk
. For any
n ∈ N, we assume that l1(n) = #{k ≤ n : p′k = p}, l2(n) = #{k ≤ n : p′k =
1/2} and l3(n) = #{k ≤ n : p′k = q} then l1(n) + l2(n) + l3(n) = n. From the
choice of N′2i, we can get l1(n) ≤ (α2−α)l3(n) log B(α−α1) log A , which yields
α1l1(n) log A + α2l3(n) log B ≥ α(l1(n) log A + l3(n) log B). (4)
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For n large enough, on the one hand,
∑nk=1 xk
∑nk=1 bk
=
α1l1(n) log A− (log q+log(1−q))l2(n)2 + α2l3(n) log B
l1(n) log A + (l2(n) + l3(n)) log B
≥ (α1l1(n) log A + α2l3(n) log B)−
(log q+log(1−q))l2(n)
2
(l1(n) log A + l3(n) log B) + l2(n) log B
,
where the inequality from (4). Now we can get
∑nk=1 xk
∑nk=1 bk
≥ α, (5)
since the inequlity in (1).
On the other hand, for n = N′2i+1, we notice that
l1(n) ≥ (α2 − α)l3(n) log B(α− α1) log A − 1,
then
∑nk=1 xk
∑nk=1 bk
=
α1l1(n) log A− (log q+log(1−q))l2(n)2 + α2l3(n) log B
l1(n) log A + (l2(n) + l3(n)) log B
=
(α1(l1(n) + 1) log A + α2l3(n) log B)− α1 log A− (log q+log(1−q))l2(n)2
(l1(n) log A + l3(n) log B) + l2(n) log B
≤ α((l1(n) + 1) log A + l3(n) log B)− α1 log A−
(log q+log(1−q))l2(n)
2
((l1(n) + 1) log A + l3(n) log B)− log A + l2(n) log B
The assumption limi→∞
Ni+1
Ni
= ∞ yields limi→∞
l2(N′2i+1) log B
l1(N′2i+1) log A+l3(N
′
2i+1) log B
= 0,
and then lim supi→∞
∑
N′2i+1
k=1 xk
∑
N′2i+1
k=1 bk
≤ α. Noticing inequality (5), we have
lim inf
n→∞
∑nk=1 xk
∑nk=1 bk
= α.
Hence µ′(E(µ, α)) = 1 by lemma 3.2 and 3.4. A similar method yields
dimloc(µ
′, x) = min{α, log 2
log A
}
for µ′-almost every x ∈ X.
We now can conclude that dimH E(µ, α) ≥ min{α, log 2log A} from [8, item (a) in
Proposition 2.3].
(3) We now turn to consider E(µ, α).
• Upper bound for dimH(E(µ, α)): The one obvious upper bound is dimH X =
log 2
log A and the other is the following.
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– For α ∈ [β′2(1), β′2(−∞)]. noticing the result in [1, Proposition 1.3 &
inequality (1.5)], we know that
dimH E(µ, α) ≤ f LDµ (α, α) ≤ τ∗(α) = β∗2(α).
– For α ∈ [β′2(+∞), β′2(1)), the proof is the same as the proof of the upper
bound for dimH(E(µ, α)) with α ∈ [β′1(0), β′1(−∞)], so we just list the
key points.
Notice that dimH E(µ, α) ≤ f LDµ (0, α) := f2(α). Since β∗2(α) = infs≥1{sα−
β2(s)}, we just need to prove β2(s) ≤ ( f2)∗(s) for s ∈ [1,+∞]. If
{B(xi, r)} is a packing of supp(µ) by disjoint balls, we have for any
t ∈ R,
∑
i
µ(B(xi, r))s ≥ (#{i : µ(B(xi, r)) ≥ rt+e})rs(t+e).
and β2(s) = τ(s) for s ∈ [1,+∞].
• The uppper bound for dimP(E(µ, α)):
Noticing [1, Proposition 1.3 & inequality (1.5)], we have
dimP(E(µ, α)) ≤ sup{τ∗(α′) : α′ ≤ α} =

α α ∈ [β′2(+∞), β′2(1)),
β∗2(α) α ∈ [β′2(1), β′2(0))
log 2
log B α ∈ [β′2(0), β′2(−∞)].
• Lower bound for dimH(E(µ, α)):
For α ∈ [β′2(+∞), β′2(−∞)], there exists s ∈ R∪ {+∞,−∞} such that β′2(s) =
α, choose
p′n =
{
1/2 N2i < n ≤ N2i+1 for some i ∈N.
Bβ2(s) · qs N2i+1 < n ≤ N2i+2 for some i ∈N
.
Now we have defined a measure µ′.
Noticing that
−q′ log q− (1− q′) log(1− q)
log B
= β′2(s) = α,
where q′ = Bβ2(s) · qs.
From lemma 3.4 and 3.2 and the choice of s, we get that µ′(E(µ, α)) = 1 and
for µ′-almost every x ∈ X one has dimloc(µ′, x) = min{ log 2log A , β∗2(α)}. This
gives
dimH E(µ, α) ≥ min{ log 2log A , β
∗
2(α)}.
• Lower bound for dimP(E(µ, α)):
– For α ∈ [β′2(+∞), β′2(1)), the proof is similar with the proof of the lower
bound for dimH(E(µ, α)) for α ∈ (β′2(1), β′2(0)), so we again just list the
key points.
First, there exists s ∈ (1,+∞] such that β′2(s) = α.
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Second, take α1 =
−p log p−(1−p) log(1−p)
log A and α2 =
−q log q−(1−q) log(1−q)
log B .
Define
p′n =

p N2i < n ≤ N2i+1 for some i ∈N,
q N2i+1 < n ≤ N′2i+1 for some i ∈N,
qsBβ2(s) N′2i+1 < n ≤ N2i+2 for some i ∈N.
where N′2i+1 = min{N2i+2, b (α2−α)(∑
i
k=0(N2k+1−N2k)) log A
(α−α1) log B c −∑
i−1
k=0(N
′
2k+1 −
N2k+1)}. This also gives a measure µ′. We turn to analysis ∑
n
k=1 xk
∑nk=1 bk
. For
any n ∈ N, we assume that l1(n) = #{k ≤ n : p′k = p}, l2(n) = #{k ≤
n : p′k = q} and l3(n) = #{k ≤ n : p′k = qsBβ2(s)} then l1(n) + l2(n) +
l3(n) = n. In the same way, for n large enough, we have
∑nk=1 xk
∑nk=1 bk
≤ α
and also we pay our attention to n = N′2i+1
∑nk=1 xk
∑nk=1 bk
≥ α(l1(n) log A + (l2(n) + 1) log B)− α2 log B + αl3(n) log B
(l1(n) log A + (l2(n) + 1) log B)− log B + l3(n) log B .
Then, lim supi→∞
∑
N′2i
k=1 xk
∑
N′2i
k=1 bk
= α. Hence µ′(E(µ, α)) = 1 by lemma 3.2
and 3.4. A similar method yields dimloc(µ′, x) = max{α, β∗2(α)} for µ′-
almost every x ∈ X. We now get that dimP E(µ, α) ≥ max{α, β∗2(α)}.
– α ∈ (β′2(1), β′2(−∞)]. There exists s ∈ (1,+∞] such that β′2(s) = α.
Let β∗2(α0) = max{β∗2(α′) : α′ ≤ α}, we can assume that α0 = β′2(s0).
Define
p′n =

1/2 N2i−1 < n ≤ N2i for some i ∈N,
Bβ2(s0)ps0 N2i < n ≤ N′2i for some i ∈N,
Bβ2(s)ps N′2i < n ≤ N2i+1 for some i ∈N.
Where {N′2i}i∈N is a sequence of numbers such that N2i < N′2i ≤ N2i+1,
limi→∞
N′2i
N2i
= +∞ and limi→∞
N2i+1
N′2i
= +∞. This can be done since
limi→∞
Ni+1
Ni
= +∞. Now we can check that lim supn→∞
∑nk=1 xk
∑nk=1 bk
= α
since limi→∞
N2i+1
N′2i
= +∞ and α ≥ α0 ≥ log 2log A . Hence µ′(E(µ, α)) = 1 by
lemma 3.2 and 3.4. Also, noticing that limi→∞
N′2i
N2i
= +∞ and β∗2(α0) =
max{β∗2(α′) : α′ ≤ α} ≥ max{β∗2(α), log 2log A}, a similar method yields
dimloc(µ′, x) = β∗2(α0) for µ′-almost every x ∈ X. We now get that
dimP E(µ, α) ≥ max{β∗2(α′) : α′ ≤ α}.

Remark 4.2. (1) In fact, the upper bound can also be obtained if we use the result in [11,
Proposition 2.5 & 2.6]. (In our notation, the lower and upper Lq-spectrum plays the
same roles as −B and −b, see [2] for details, but we need to recall the functions b, B and
show their relationships with the functions τ, τ.)
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(2) For the Hausdorff dimension of the level sets E(µ, α), the lower bound can be easily ob-
tained by using the auxiliary measure µ′ as the classical method when α ∈ [β′1(+∞), β′1(1)]∪
[β′1(0), β
′
1(−∞)] . But it is a trouble for the part [β′1(1), β′1(0)]]. This part is surprising
to the author when it turns out to be min{α, dimH X} which is related to two points
− q log q+(1−q) log(1−q)log A and − p log p+(1−p) log(1−p)log B . Until now the upper bound is easy for
the part α ∈ [β′1(+∞), β′1(0)], since f
LD
µ (α, α) (also τ
∗
µ (α) = β
∗
1(α)) gives the sharp
bound, but it is not easy for [β′1(0), β
′
1(−∞)]. In this part the Legendre transform τ∗ is
not the sharp upper bound, so we turn to the lower large derivation spectrum f LD
µ
(α,+∞)
and prove that it coincides to τ∗ = β∗1 in this part.
For packing dimension, it is equal to that of the whole space, since we almost do not
disturb the part when N2i+1 < n ≤ N2i+2 for E(µ, α).
(3) For the level sets E(µ, α), there are some dualities as for E(µ, α).
The Hausdorff dimension is from a traditional method except for the upper bound when
α ∈ [β′2(+∞), β′2(1)) where we borrow f LDµ (0, α).
The difficulty comes from the lower bound of dimP E(µ, α) for the part [β′2(+∞), β′2(1)],
where we again deal with the linear part by the two points − p log p+(1−p) log(1−p)log A and
− q log q+(1−q) log(1−q)log B .
4.3. Proof of Theorem 2.5. The method to construct a corresponding auxiliary measure
can get the sharp lower bound. A clear upper bound can be obtained if we notice that
E(µ, α, α′) = E(µ, α) ∩ E(µ, α′). But it is not sharp for the Hausdorff dimension when
(α, α′) ∈ [β′1(1), β′1(0)]× [β′2(−∞), β′2(1)) and for the packing dimension when (α, α′) ∈
(β′1(1), β
′
1(−∞)] × [β′2(+∞), β′2(1)). To obtain the upper bound in these situations we
need to use [8, Proposition 2.3].
Proof. (1) Now we consider the Hausdorff dimension for E(µ, α, α′).
• (α, α′) /∈ [β′1(1), β′1(0)]× [β′2(+∞), β′2(1))
The upper bound can be obtained easily since E(µ, α, α′) = E(µ, α)∩ E(µ, α′).
Let us focus our attention to the lower bound.
If α /∈ [β′1(1), β′1(0)], the lower bound can be obtained by the following auxil-
iary measure µ′ defined thought p′n with
p′n =
{
Aβ1(s1)ps1 N2i < n ≤ N2i+1 for some i ∈N,
Bβ2(s2)qs2 N2i+1 < n ≤ N2i+2 for some i ∈N,
where β′1(s1) = α, β
′
2(s2) = α
′. It is easy to show that µ′(E(µ, α, α′)) = 1 and
dimH µ′ ≥ min{β∗1(α), β∗2(α′)} = min{dimH(E(µ, α)), dimH(E(µ, α′))}. The
result yields since dimH E(µ, α, α′) ≥ dimH µ′.
If α ∈ [β′1(1), β′1(0)] and α′ /∈ [β′2(+∞), β′2(1)), choose s2 ∈ [−∞, 1] such that
β′2(s2) = α′, let
p′n =

p N2i < n ≤ N′2i for some i ∈N,
1/2 N′2i < n ≤ N2i+1 for some i ∈N,
Bβ2(s2)qs2 N2i+1 < n ≤ N′2i+1 for some i ∈N,
q N′2i+1 < n ≤ N2i+2 for some i ∈N,
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as a similar way in the lower bound for dimH E(µ, α) (Also need to choose
proper {N′i }i∈N, but it is almost the same as in the proof of theorem 2.3, so
we omit the details). Then we can obtain the lower bound.
• If α′ ∈ [β′2(+∞), β′2(1)) with g(α′) ≤ β′1(0) and α ∈ [g(α′), β′1(0)). Recall that
we take the tangent to the graph β∗1 passing through the point (α
′, β∗2(α′)) and
denote the point of tangency by (g(α′), β∗1(g(α
′))) =: (α1, β∗1(α1)). Then take
s1 ∈ [0, 1], s2 ∈ (1,+∞) such that β′1(s1) = α1 and β′2(s2) = α′.
Choose proper {N′2i}i∈N, let
p′n =

Aβ1(s1)ps1 N2i < n ≤ N′2i for some i ∈N,
1/2 N′2i < n ≤ N2i+1 for some i ∈N,
Bβ2(s2)qs2 N2i+1 < n ≤ N2i+2 for some i ∈N,
We can obtain that dimH E(µ, α, α′) ≥ min{ log 2log A , s1α − β1(s1)} in the same
way as in the proof of theorem 2.3.
Now we turn to the upper bound, a crucial observation is (β∗i )
′(β′i(s)) = s for
any s ∈ R and i = 1, 2. It is easily obtained by differentiation of a composition
function. Let
p′n =
{
Aβ1(s1)ps1 N2i < n ≤ N2i+1 for some i ∈N,
Bβ2(s2)qs2 N2i+1 < n ≤ N2i+2 for some i ∈N.
This defines a measure denoted by µ′. Now we want to show that for any
x ∈ E(µ, α, α′) we have dimloc(µ′, x) ≤ s1α− β1(s1). If so, the upper bound is
obtained from [8, Proposition 2.3 (b)] and dimH X =
log 2
log A .
Fix x ∈ E(µ, α, α′) that is for any e > 0, there exists N ∈ N such that for any
n ≥ N, d(µ, x, n) ≤ α′ + e, also for any N′ ∈ N, there exists n′ ≥ N′ with
d(µ, x, n′) ≤ α+ e.
Choose i0 large enough with N2i0 > N such that for any i ≥ i0 one has
1 ≤ log µ(IN2i(x))
log µ(IN2i(x))− log µ(IN2i−1(x))
≤ 1+ e (6)
1 ≤ log µ
′(IN2i(x))
log µ′(IN2i(x))− log µ′(IN2i−1(x))
≤ 1+ e (7)
1 ≤ log |IN2i(x)|
log |IN2i(x)| − log |IN2i−1(x)|
≤ 1+ e (8)
For any n > N2i0 such that d(µ, x, n) ≤ α+ e, choose the largest i with N2i ≤
n, one has α2 := d(µ, x, N2i) ≤ α′ + e. Now we assume that
log µ(In(x))− log µ(IN2i(x))
log |In(x)| − log |IN2i(x)|
=: α0.
Then we have:
α2 log(|IN2i(x)|) + α0(log |In(x)| − log |IN2i(x)|)
log(|IN2i(x)|) + (log |In(x)| − log |IN2i(x)|)
≤ α+ e. (9)
Let us illustrate these relationships by figure 8
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FIGURE 8. FIGURE 9.
Now we turn to estimate log µ′(IN2i(x)). First we notice inequality (7) and
the definition of µ′, one has
log µ′(IN2i(x)) ≥ (log µ′(IN2i(x))− log µ′(IN2i−1(x)))(1+ e)
= (s2(log µ(IN2i(x))− log µ(IN2i−1(x))))(1+ e)
−β2(s2)(log |IN2i(x)| − log |IN2i−1(x)|)(1+ e).
Second, since s2 > 1, β2(s2) > 0 and inequality (6) and (8), one has
log µ′(IN2i(x)) ≥ s2(1+ e) log µ(IN2i(x))− (1+ e)β2(s2) log |IN2i(x)|
= s2α2(1+ e) log |IN2i(x)| − (1+ e)β2(s2) log |IN2i(x)|
= (s2α2 − β2(s2))(1+ e) log |IN2i(x)|
Third, we notice α2 ≤ α′ + e, i.e. α2 − e ≤ α′, then from figure 10, we have
s2(α2 − e)− β2(s2) ≤ s1(α2 − e))− β1(s1) ≤ s1α2 − β1(s1).
That is s2α2 − β2(s2) ≤ s1α2 − β1(s1) + S2e. So
log µ′(IN2i(x)) ≥ (s1α2 − β1(s1) + s2e)(1+ e) log |IN2i(x)|. (10)
Also from the construction of µ′ one has
log µ′(In(x))− log µ′(IN2i(x)) = (s1α0 − β1(s1))(log |In(x)| − log |IN2i(x)|) (11)
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Then
d(µ′, x, n)
=
log µ′(In(x))
log(|In(x)|)
=
log µ′(IN2i(x)) + log µ
′(In(x))− log µ′(IN2i(x))
log(|IN2i(x)|) + (log |In(x)| − log |IN2i(x)|)
≤ (s1α2 − β1(s1) + s2e)(1+ e) log |IN2i(x)|+ (s1α0 − β1(s1))(log |In(x)| − log |IN2i(x)|)
log(|IN2i(x)|) + (log |In(x)| − log |IN2i(x)|)
(here we use inequality (10) and equation 11)
≤ (s1α2 − β1(s1)) log |IN2i(x)|+ (s1α0 − β1(s1))(log |In(x)| − log |IN2i(x)|)
log(|IN2i(x)|) + (log |In(x)| − log |IN2i(x)|)
+s2e(1+ e) + (s1α2 − β1(s1))e
≤ s1α2 log |IN2i(x)|+ s1α0(log |In(x)| − log |IN2i(x)|)
log(|IN2i(x)|) + (log |In(x)| − log |IN2i(x)|)
− β1(s1)
+s2e(1+ e) + (s1α2 − β1(s1))e
≤ s1(α+ e)− β1(s1) + s2e(1+ e) + (s1α2 − β1(s1))e
(see inequality (9))
That is
d(µ′, x, n) ≤ s1(α+ e)− β1(s1) + s2e(1+ e) + (s1α2 − β1(s1))e (12)
for any n > N2i0 with d(µ, x, n) ≤ α+ e.
Noticing for any N′ ∈N, there exists n ≥ N′ with d(µ, x, n) ≤ α+ e, so that
lim inf
n→∞ d(µ
′, x, n) ≤ s1α− β1(s1),
and then dimloc(µ
′, x) ≤ s1α− β1(s1) from lemma 3.4.
• α′ ∈ [β′2(+∞), β′2(1)) and α ∈ [β′1(1), min{g(α′), log 2log A}). The lower bound
can be obtained by the following auxiliary measure µ′ defined thought p′n
with
p′n =
{
Aβ1(s1)ps1 N2i < n ≤ N2i+1 for some i ∈N,
Bβ2(s2)qs2 N2i+1 < n ≤ N2i+2 for some i ∈N,
For the lower bound, Use the same method we can also define the point
(α0, s1α0 − β1(s1)) and (α2, s2α2 − β2(s2)). We now replace the tangent in
the previous item by the line passing through these two points. We assume
the line is the graph of the linear function y = f (x). Let us illustrate these
relationships by figure 9.
The proof is almost the same as before to get that for any x ∈ E(µ, α, α′) we
have dimloc(µ
′, x) ≤ f (α), but we also need to use the inequality
f (α) ≤ β∗1(α).
Also β∗2(α′) is a travail bound since E(µ, α, α′) ⊂ E(µ, α′). So that the upper
bound can be obtained.
(2) Now we turn to dimP E(µ, α, α′). We assume that β′1(s1) = α, β
′
2(s2) = α
′
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• (α, α′) /∈ (β′1(1), β′1(−∞)]× [β′2(+∞), β′2(1)):
If α′ /∈ [β′2(+∞), β′2(1)), let β∗2(α0) = max{β∗2(α1) : α1 ≤ α′}, we can assume
that α0 = β′2(s0). Using the same way as the proof of theorem 2.3, define
p′n =

qs1 Aβ1(s1) N2i−1 < n ≤ N2i for some i ∈N,
Bβ2(s0)ps0 N2i < n ≤ N′2i for some i ∈N,
Bβ2(s)ps N′2i < n ≤ N2i+1 for some i ∈N.
Where {N′2i}i∈N is a sequence of numbers such that N2i < N′2i ≤ N2i+1,
limi→∞
N′2i
N2i
= +∞ and limi→∞
N2i+1
N′2i
= +∞. This can be done since limi→∞
Ni+1
Ni
=
+∞. We now define a measure µ′ and can prove that µ′(E(µ, α, α′)) = 1
and for µ′-a.e. x ∈ X, dimloc(µ′, x) ≥ β∗2(α0). Then, from [8, Proposi-
tion 2.3], we have dimP E(µ, α, α′) ≥ β∗2(α0). Since E(µ, α, α′) ⊂ E(α′) and
dimP E(µ, α′) = β∗2(α0), we get that
dimP E(µ, α, α′) = dimP E(µ, α′).
If α′ ∈ [β′2(+∞), β′2(1)) and α /∈ (β′1(1), β′1(−∞)], define
p′n =

ps1 Aβ1(s1) N2i < n ≤ N′2i for some i ∈N
p N′2i < n ≤ N2i+1 for some i ∈N,
q N2i+1 < n ≤ N′2i+1 for some i ∈N,
qs2 Bβ2(s2) N′2i+1 < n ≤ N2i+2 for some i ∈N.
Where {N′i }i∈N is a sequence of numbers such that Ni < N′i ≤ Ni+1, limi→∞ N
′
i
Ni
=
+∞ and limi→∞
Ni+1
N′i
= +∞. This can be done since limi→∞
Ni+1
Ni
= +∞.
We now define a measure µ′, a similar method for the lower bound for dimP E(µ, α′)
and E(µ, α, α′) ⊂ E(µ, α′) yield dimP E(µ, α, α′) = dimP E(µ, α′).
• For α ∈ (β′1(1), β′1(−∞)] and α′ ∈ [β′2(+∞), h(α)). Recall that we take the
tangent to the graph β∗2 passing through the point (α, β∗1(α)) and denote the
point of tangency by (h(α), β∗2(h(α))). Then take s2 ∈ (1,+∞] such that
β′2(s2) = h(α) =: α2 and s1 ∈ [−∞, 1) such that β′1(s1) = α. dimP E(µ, α, α′) ≥
s2α′ − β2(s2) can be obtained by using the following auxiliary measure µ′
though {p′n}n∈N as the lower bound for dimP E(µ, α′).
p′n =

ps1 Aβ1(s1) N2i < n ≤ N2i+1 for some i ∈N
q N2i+1 < n ≤ N′2i+1 for some i ∈N,
qs2 Bβ2(s2) N′2i+1 < n ≤ N2i+2 for some i ∈N.
The upper bound is similar with the Hausdorff dimension in the second item,
but noticing figure 10. We need to show that for any x ∈ E(µ, α, α′) we have
dimloc(µ′, x) ≤ s2α′ − β2(s2).
Fix x ∈ E(µ, α, α′), that is for any e > 0, there exists N ∈ N such that for any
n ≥ N, d(µ, x, n) ≥ α− e and d(µ, x, n) ≤ α′ + e.
Choose i0 with N2i0+1 > N large enough such that for any i ≥ i0 one has
1 ≤ log µ(IN2i+1(x))
log µ(IN2i+1(x))− log µ(IN2i(x))
≤ 1+ e (13)
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FIGURE 10. FIGURE 11.
1 ≤ log µ
′(IN2i+1(x))
log µ′(IN2i+1(x))− log µ′(IN2i(x))
≤ 1+ e (14)
1 ≤ log |IN2i+1(x)|
log |IN2i+1(x)| − log |IN2i(x)|
≤ 1+ e (15)
For any n > N2i0+1, one has d(µ, x, n) ≤ α′ + e, choose the largest i with
N2i+1 ≤ n, one has α0 := d(µ, x, N2i+1) ≥ α− e. Now we assume that
log µ(In(x))− log µ(IN2i+1(x))
log |In(x)| − log |IN2i+1(x)|
=: α3.
Then we have:
α3 log(|IN2i+1(x)|) + α0(log |In(x)| − log |IN2i+1(x)|)
log(|IN2i+1(x)|) + (log |In(x)| − log |IN2i+1(x)|)
≤ α′ + e. (16)
Now we turn to estimate log µ′(IN2i+1(x)).
First, we notice inequality (14) and the definition of µ′, one has
log µ′(IN2i+1(x)) ≥ (log µ′(IN2i+1(x))− log µ′(IN2i(x)))(1+ e)
= (s1(log µ(IN2i+1(x))− log µ(IN2i(x))))(1+ e)
−β1(s1)(log |IN2i+1(x)| − log |IN2i(x)|)(1+ e).
Second, from inequality (13) and (15), one has
log µ′(IN2i+1(x)) ≥ (s1 + |s1|e) log µ(IN2i+1(x))− (1+ e)β1(s1) log |IN2i+1(x)|
= (s1 + |s1|e)α0 log |IN2i(x)| − (1+ e)β1(s1) log |IN2i+1(x)|
= ((s1α0 − β1(s1)) + |s1|eα0 − β1(s1)e) log |IN2i(x)|
Third, we notice α0 ≥ α− e, i.e. α0 + e ≥ α, then from figure 10, we have
s1(α0 + e)− β1(s1) ≤ s2(α0 + e))− β2(s2) ≤ s2α0 − β2(s2) + s2e.
22 ZHIHUI YUAN
That is s1α0 − β1(s1) ≤ s2α0 − β2(s2) + s2e+ |s1|e. So
log µ′(IN2i+1(x)) ≥ (s2α0 − β2(s2) + (s2 + |s1|(1+ α0) + β1(s1))e) log |IN2i+1(x)|. (17)
Also from the construction of µ′ and the definition of α3, one has
log µ′(In(x))− log µ′(IN2i+1(x)) = (s2α3 − β2(s2))(log |In(x)| − log |IN2i+1(x)|) (18)
Then, using a similar method in the proof of inequality (12), but replace (10), (11)
and (9) by (17), 18and (16),we can conclude
d(µ′, x, n) ≤ s2(α′ + e)− β2(s2) + s2e(1+ e) + (s1α3 − β1(s1))e (19)
for any n ≥ N2i0+1. This gives
lim sup
n→∞
d(µ′, x, n) ≤ s2α′ − β2(s2),
and then dimloc(µ′, x) ≤ s2α′ − β2(s2) from lemma 3.4.
• For α ∈ (β′1(1), β′1(−∞)] and α′ ∈ [h(α), β′2(1)). For the lower bound, use the
same method as the previous item, we can also define the point (α0, s1α0 −
β1(s1)) and (α2, s2α2 − β2(s2)). We now replace the tangent in the previous
item by the line passing through these two points. We assume the line is the
graph of the linear function y = f (x). Let us illustrate these relationships by
figure 11.
The proof is almost the same as before to get that for any x ∈ E(µ, α, α′) we
have dimloc(µ′, x) ≤ f (α′), but we also need to use the inequality
f (α′) ≤ β∗2(α′).
The upper bound can be obtained since f (α′) ≤ β∗2(α′).
For the lower bound, we goes to the auxiliary measure µ′ though {p′n}n∈N as
the lower bound for dimP E(µ, α′).
p′n =
{
ps1 Aβ1(s1) N2i < n ≤ N2i+1 for some i ∈N
qs2 Bβ2(s2) N2i+1 < n ≤ N2i+2 for some i ∈N.

Let us give some remarks to the proof of theorem 2.5.
(1) The Hausdorff dimension: The lower bound can be obtained by a suitable auxil-
iary measure µ′. Now we turn to the upper bound. When (α, α′) /∈ [β′1(1), β′1(0)]×
[β′2(+∞), β′2(1)), the upper bound can be obtained by E(µ, α, α′) = E(µ, α) ∩
E(µ, α′) and theorem 2.3. But this may not give the sharp upper bound for α′ ∈
[β′2(+∞), β′2(1)), also the methods in [11, 1] fail. So we turn to use [8, Proposi-
tion 2.3] and calculate the upper bound of dimloc(µ
′, x) for all x ∈ E(µ, α, α′) for a
suitable measure µ′ to give the sharp upper bound.
This result is reasonable, if we compare with dimH(E(µ, α)) = min{α, log 2log A}
when α ∈ [β′1(1), β′1(0)) since we use the optimal tangent y = x. But for the situa-
tion E(µ, α, α′), it is y = s1x− β1(s1). By the way, when α′ fulfill [β′2(+∞), β′2(1)),
the curve dimH E(µ, α, α′) fulfill the gap between dimH(E(µ, α)) and β∗1(α) for
α ∈ [β′1(1), β′1(0)).
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(2) The packing dimension: It also has a duality with the Hausdorff dimension so
there is a similar result. The lower bound can be obtained by a suitable auxiliary
measure µ′. Now we turn to the upper bound. When (α, α′) /∈ [β′1(1), β′1(−∞)]×
[β′2(+∞), β′2(1)), the upper bound can be obtained by E(µ, α, α′) = E(µ, α) ∩
E(µ, α′) and theorem 2.3. But this may not give the sharp upper bound for α ∈
[β′1(1), β
′
1(−∞)], also the methods in [11, 1] fail. So we turn to use [8, Proposi-
tion 2.3] and calculate the upper bound of dimloc(µ′, x) for all x ∈ E(µ, α, α′) for a
suitable measure µ′ to give the sharp upper bound.
This result is also reasonable, if we compare with dimP(E(µ, α′)) = α′ when
α′ ∈ [β′2(+∞), β′2(1)) since we use the optimal tangent y = x. But for the situation
E(µ, α, α′), it is y = s2x − β2(s2). By the way, when α fulfill [β′1(1), β′1(−∞)],
the curve dimH E(µ, α, α′) fulfill the gap between dimH(E(µ, α)) and β∗2(α) for
α′ ∈ [β′2(+∞), β′2(1)).
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