We consider the problem of scheduling an application on a computing system consisting of heterogeneous processors and data repositories. The application consists of a large number of file-sharing otherwise independent tasks. The files initially reside on the repositories. The processors and the repositories are connected through a heterogeneous interconnection network. Our aim is to assign the tasks to the processors, to schedule the file transfers from the repositories, and to schedule the executions of tasks on each processor in such a way that the turnaround time is minimized. We propose a heuristic composed of three phases: initial task assignment, task assignment refinement, and execution ordering. We experimentally compare the proposed heuristics with three well-known heuristics on a large number of problem instances. The proposed heuristic runs considerably faster than the existing heuristics and obtains 10-14% better turnaround times than the best of the three existing heuristics.
Introduction
In this work, we propose heuristic algorithms for scheduling an application on a heterogeneous computing system. The application is composed of a large number of independent but file-sharing tasks. The computing system consists of heterogeneous processors and data repositories that store input files. The repositories are decoupled from the processors. The processors are connected to the repositories through a heterogeneous interconnection network. Our aim is to schedule the task executions on processors and to schedule the input file transfers in such a way that the turnaround time, i.e., the completion time of the application is minimized. Recently, similar scheduling frameworks have been studied [14, 15, [20] [21] [22] [23] 26, 28] for the Grid environments.
By file sharing, we mean that an input file may be requested by a number of tasks. Files are assumed to be stored in data repositories without replication, e.g., each file is stored in a particular repository. Once the tasks are assigned to the processors, the files should be transfered from the repositories to the processors. A task execution can start after its input files are delivered to the respective processor. We assume that once a file is transfered to a processor, it can be used by all tasks assigned to the same processor without any additional cost. The network interconnecting the repositories and the processors is heterogeneous, i.e., the costs of transferring a certain file between different source and destination pairs are not necessarily equal. We work under the one-port communication model, i.e., a data repository or a processor can, respectively, send or receive at most one file at a given time. In order to minimize the turnaround time, the scheduler must decide the task-toprocessor assignment, the order of file transfers, and the order of task executions on each processor.
We review some recent works and state the contributions of the current manuscript in Section 2. The application and computing models which characterize the target scheduling problem are discussed in Section 3. The proposed scheduling heuristic is presented in Section 4. Section 5 contains experimental assessment of the proposed heuristics.
Related work and contributions
This work is based on the works of Casanova et al. [14, 15] , Giersch et al. [20] [21] [22] [23] , Kaya and Aykanat [26] , and Khanna et al. [28] . Below, we review these works and highlight our contributions.
Single repository: master-slave platforms
Casanova et al. [14, 15] consider task scheduling for AppLeS Parameter Sweep Template (APST) applications [10] . APST applications have large number of tasks which share input data files. The scheduling problem is to assign the tasks to heterogeneous processors, to schedule the file transfers from a single master, and to schedule the executions of the tasks in each processor to minimize the turnaround time. They propose three well-known heuristics MinMin, MaxMin and Sufferage. These three heuristics are extensions of the methods proposed in [32] for scheduling independent tasks. For a given set of tasks to be scheduled, these three heuristics compute the minimum completion time (MCT) of each task over the processors to find the best processor for each task. Then, the execution of a task on a processor-selected according to a task selection policyand the file transfers of the task to the respective processor are scheduled. Upon scheduling a task and the associated file transfers, these heuristics continue with the remaining tasks. For the MinMin heuristic, the task selection policy is to choose the task with the minimum MCT. For the MaxMin heuristic, the policy is to choose the task with the maximum MCT. Task selection operation for the Sufferage heuristic requires computing not only the MCT but also the second minimum completion time (SMCT) for each task. The difference between the SMCT and MCT values is defined as the sufferage value of the task when it is not assigned to its best processor. For the Sufferage heuristic, the task selection policy is to choose the task with the maximum sufferage value.
Giersch et al. [20, 23] propose another family of heuristics for the same scheduling problem. These heuristics reduce the time complexity of the aforementioned heuristics by an order of magnitude without degrading the solution qualities. The proposed heuristics create a list of tasks for each processor and sort these lists according to an objective function. Giersch et al. propose six objective functions which are formulated by different combinations of the computation and communication costs. The computation cost is defined as the time required for the execution of a task on a processor, and the communication cost is defined as the time required for transferring the files required by a task to a processor. The communication and computation objective functions are defined as the communication and computation costs, respectively; the duration objective function is defined as the sum of computation and communication costs; the payoff objective function is defined as the ratio of the computation cost to the communication cost; the advance objective function is defined as the difference between the computation and communication costs. For the communication, computation, and duration objective functions, the tasks are sorted in the increasing order of their objective values. For the advance and payoff objective functions, the tasks are sorted in the decreasing order of their objective values. The sixth objective function applies Johnson's algorithm (see [20] ) in which the tasks whose communication costs are smaller than their computation costs are scheduled in the increasing order of communication costs, and the other tasks are scheduled in the decreasing order of computation costs. After creating and sorting a list of tasks for each processor, the tasks are scheduled one by one. The completion time of the first task in each processor's list is computed and a task-processor pair with the MCT is selected as a part of the schedule. After marking the scheduled task, the proposed heuristics commence on scheduling the remaining tasks. Note that by computing only one completion time value for each processor during selecting a task-processor pair, these heuristics become an order of magnitude faster than the ones given in [14, 15] .
All of the aforementioned heuristics are constructive and are based on greedy choices that depend on momentary completion times of the tasks. Kaya and Aykanat [26] attack the same scheduling problem using a different paradigm. In [26] , a hypergraph model is used to represent the tasks, files, and their interactions, and a hypergraph-partitioning-like formulation is devised for the problem. A three-phase approach which involves initial task assignment, refinement, and execution ordering phases is proposed. In the task assignment phase, the heuristics proposed in [20, 23] are used to obtain an initial assignment of tasks to processors. Kaya and Aykanat observe that the turnaround time cannot be determined from task-toprocessor assignments. However, by proposing lower and upper bounds on the turnaround time, they relate the turnaround time to the task-to-processor assignments. Iterative-improvementbased heuristics are proposed for refining the task assignments by improving the lower and upper bounds. In the execution ordering phase, the order of task executions and hence file transfers are determined by preserving the refined task-to-processor assignment.
Multiple repositories
Different from the above works, Giersch et al. [21, 22] deal with a more general scheduling problem. Instead of a masterslave system, they assume a fully decentralized system composed of servers linked through an interconnection network. Each server acts both as a file repository and as a computing node consisting of a cluster of heterogeneous processors. Files are initially assumed to be stored at one or more repositories. In addition to the objectives stated above for the master-slave system, the scheduler has to decide how to route the files from repositories to other servers. The paper [21] establishes NPcompleteness results for this instance of the scheduling problem and proposes several practical heuristics. The proposed heuristics include extensions of the MinMin heuristic, Sufferage heuristic, and the heuristics presented in the previous works of the authors [20, 23] .
Khanna et al. [28] deal with a scheduling problem for a slightly different computing system. They assume a decoupled system consisting of processors and storage nodes (repositories) connected in a local area network. As in the works discussed above, the application consists of file-sharing otherwise independent tasks. They assume that the computation time of a task is a linear function of the total size of the requested files, and hence the expected execution time of a task can be calculated as a constant multiple of the total size of the requested files. This execution time model incorporates the local disk access costs in addition to the file transfer and processing costs. Under these assumptions, the problem addressed in [28] can be specified as scheduling file-sharing tasks on a set of homogeneous processors connected to a set of storage nodes through a uniform (homogeneous) network. Khanna et al. also use a hypergraph to model the application. They propose a two-stage strategy for scheduling task executions and file transfers. In the first stage, they partition the tasks into groups-one group to be assigned to a processor-using a hypergraph partitioning tool. In the second stage, they order the tasks in each group and file transfers from the storage nodes. Due to the homogeneous processors and network assumptions, hypergraph partitioning objective and constraint correspond, respectively, to minimizing total volume of file transfers (excluding local access) and maintaining a balance on the loads (including I/O) of the processors. Khanna et al. report better performance than some existing heuristics, including MinMin, MaxMin, and Sufferage, on two real world applications.
Contributions
In this work, we deal with a scheduling problem for a distributed system similar to that considered in [28] . We assume a system consisting of decoupled heterogeneous processors and repositories linked through a heterogeneous interconnection network. We extend the three-phase approach of Kaya and Aykanat [26] to this more involved computing system. In the initial task assignment phase, we use the heuristics proposed by Giersch et al. [20, 23] as is done in [26] . For the refinement phase, we define a new lower bound to establish a relation between a task-to-processor assignment and the turnaround time. Kaya and Aykanat propose to use a loose upper bound on the turnaround time. In this work, we define a new objective function which is likely to induce an upper bound. We also present appropriate gain functions for the proposed bounds. The existence of multiple repositories makes the execution ordering phase more complicated. In a master-slave system, when a task is determined to be scheduled, all of the necessary file transfers associated with the task are also scheduled one after another. That is, the master is never left idle. However, in the target scheduling problem repositories or processors can be idle, because of the one-port communication model. Due to the existence of idle times, a file transfer for a task can be scheduled between already scheduled transfers. This is an issue for the extensions of MinMin, Sufferage, and for those presented in [20, 23] . The works [21, 28] try to schedule the file transfers by inserting them at the idle times. We also use this approach for scheduling the file transfers.
The proposed scheduling heuristic is static in the sense that the schedule is determined before the execution of the application and is kept fixed throughout the execution. However, large and non-dedicated computing systems may require adapting the schedule to run-time changes such as processor or link failures, increases in the workload and network traffic. For these issues, see [11, 19, 32] . See [33, 34] for different perspectives on the application of master-slave computing. For many facets of scheduling for Grid environments, see [9, 12, 29] .
Framework

Application model
The application is defined as a two tuple A = (T , F), where T = {1, 2, . . . , T } denotes the set of T tasks, and F = {1, 2, . . . , F } denotes the set of F input files. Each task t depends on a subset of files denoted by files(t); these files should be delivered to the processor that will execute the task t. We extend the operator files(·) to a subset of tasks S ⊆ T such that files(S) = t∈S files(t) denotes the set of files that the set S of tasks depend on. Apart from sharing the input files, there are no dependencies and interactions among the tasks. The size of a file f is denoted by w(f ). We extend the operator w(·) to a subset E ⊆ F of files such that w(E) denotes the total size of the files in E, i.e., w(E) = f ∈E w(f ). We use |A| to denote the total number of file requests in the application, i.e., |A| = t∈T |files(t)|.
As in [26] , we use a hypergraph H A = (T , F) to model the application A = (T , F). Recall that a hypergraph is defined as a set of vertices and a set of hyperedges (nets) each of which contains a subset of vertices [8] . We use T and F to denote, respectively, the vertex and net sets of the hypergraph. In this setting, the net corresponding to the file f contains the vertices that correspond to the tasks depending on f. Fig. 1 contains an example hypergraph model.
Computing model
The tasks are to be executed on a heterogeneous system consisting of a set P = {1, 2, . . . , P } of P computing resources, and a set R = {1, 2, . . . , R} of R repositories. Each computing resource can be any computing system ranging from a single processor workstation to a parallel computer. Throughout the paper we use processor to refer to any type of computing resource. The set of files stored on a repository r is denoted as F(r). We assume that the files are not duplicated, i.e., F(r) ∩ F(s) = ∅ for r = s. We use store(f ) to denote the repository which holds the file f.
We use = {T 1 , T 2 , . . . , T P } to denote a partition on the vertices of the hypergraph H A and hence an assignment of the tasks to the processors. In other words, we denote the set of tasks assigned to processor p as T p . Given a task assignment, we use f to denote the set of processors to which the file f is to be transfered, i.e., f = {p | f ∈ files(T p )}. The three dashed curves encompassing the vertices in Fig. 1 show a partition on the vertices of the hypergraph, and hence an assignment of tasks to processors. For example, the tasks t 1 and t 2 are assigned to the processor 1 since the vertices t 1 and t 2 are in T 1 .
We assume the one-port model for the file transfers from the repositories to the processors. In this model, a processor can receive at most one file, and a repository can send at most one file at a given time. This model is deemed to be realistic [5, 7, 35] and it is prevalent in the scheduling for Grid computing literature, however, alternatives exist (see [4, 13] ). Task executions and file transfers can overlap at a processor. That is, a processor can execute a task while it is downloading a file for another task. The file transfer operations take place only between a repository and a processor. We disregard the congestion in the communication network during the file transfers. In other words, each processor is assumed to be connected to all repositories through direct communication links. Note that the resulting topology is a complete bipartite graph (K P ×R ). Computing platforms of this topology are called heterogeneous fork-graphs [20, 23] when R = 1. Such complete graph models are used to abstract wide-area networking infrastructures [13] . The network heterogeneity is modelled by assigning different bandwidth values to the links between the repositories and the processors. We use b rp to represent the bandwidth from the repository r to the processor p. We use the linear cost model [6, 13] for file transfers, i.e., transferring the file f from the repository r to the processor p takes The task and processor heterogeneity are modelled by incorporating different execution costs for each task on different processors. The execution-time values of the tasks are stored in a T × P expected time to compute (ETC) matrix. We use x tp to denote the execution time of the task t on the processor p. The ETC matrices are classified into two categories [1] . In the consistent ETC matrices, there is a special structure which implies that if a machine has a lower execution time than another The inconsistent ETC matrices have no such special structure. In this work, we adopt inconsistent ETC matrices as they can model a variety of computing systems and applications that arise in Grid environments.
Objective function
The cost of a schedule is the turnaround time, i.e., the length of the time interval whose start and end points are defined by the start of the first file transfer operation and the completion of the last task execution, respectively. Therefore, the objective of the scheduling problem is to assign the tasks to processors, to determine the order in which the files are transfered from the repositories to the processors, and to determine the task execution order on each processor in order to minimize the turnaround time. Given that scheduling file-sharing tasks on heterogeneous master-slave systems is NP complete [20] , the NP completeness of the target scheduling problem follows easily.
Proposed scheduling heuristic
We propose a heuristic consisting of three phases. In the first phase, we find five initial task-to-processor assignments using the objective functions proposed in [20, 23] . In the second phase, we refine these five assignments independently. These first two phases determine five task-to-processor assignments. In the third phase, the order of task executions and file transfers are determined for each of the five task-to-processor assignments found in the second phase and the best schedule is returned as the solution.
The reason behind constructing and refining task-toprocessor assignments rather than complete schedules is given by Kaya and Aykanat [26] as follows. A refinement method which uses task reassignments to improve the turnaround time would have a global perturbation on the given schedule. This is because removing a task from a processor and scheduling it among the previously scheduled tasks of other processors affects the initialization and completion times of executions of all waiting tasks [26] . Such a global effect leads to a huge neighborhood definition. Exploring the search space under a huge neighborhood definition is time consuming. More im-portantly, an iterative-improvement method will most likely stuck to a part of the search space and will hardly find paths to improve the turnaround time. Therefore, a task reassignmentbased refinement method focusing on the turnaround time of a schedule does not seem effective (see [2, Section 3] ). With this reasoning, Kaya and Aykanat propose the refinement of task-to-processor assignments to pave the way for efficient schedules. We follow the same approach here.
Phase 1: initial task assignment
In this phase, we use the previously proposed constructive heuristics [20, 23] to find an initial task-to-processor assignment. These heuristics were originally developed for creating a schedule for a set of file-sharing tasks on heterogeneous masterslave systems. We have modified these heuristics to handle multiple data repositories and implemented them in such a way that their outputs are task-to-processor assignments rather than complete schedules.
Recall from Section 2.1 that the heuristics proposed by Giersch et al. [20, 23] create a list of tasks for each processor sorted with respect to one of the five (except Johnson's algorithm) objective functions. Then, a task-processor pair with the MCT is selected among the first tasks in the processors' lists. Upon selecting the task-processor pair, the execution of the task on the selected processor and the transfer of the files needed by the task are scheduled. These steps are repeated on the reduced lists of the processors until all of the tasks are scheduled.
Determining the MCT of a task on a processor requires scheduling the associated file transfers. This scheduling problem is known as the communication scheduling with respect to a history problem, and it is NP-complete [21] . The intricacy of the problem stems from the fact that both the repositories and the processors may have idle times in their time lines, because of the one-port communication model. A solution method should schedule the remaining file transfers wisely to fill or reduce these idle times.
Since scheduling the file transfer operations is NP-complete, we resort to the heuristics similar to the insertion scheduling methods used in [21] . We maintain a list of free time intervals for each repository and processor. The last interval starts from the end of the last file transfer operation and extends to infinity. When the transfer of a file f is to be scheduled from a repository r to a processor p, we intersect the free-time intervals of r and p and find an interval [i s , i f ] that can accommodate w(f )/b rp time units, and mark the interval [i s , i s + w(f )/b rp ] in both lists as used. We follow the first fit approach, i.e., allocate the earliest time interval in which f can be transfered from r to p.
Time complexity: Selecting a task-processor pair requires P completion time calculations. For each f ∈ files(t), we intersect the interval lists of the processor p and the repository that stores f. Each intersection takes at most F P R + F time, since a repository's interval list can contain at most F P R intervals, and a processor's interval list can contain at most F intervals. Since the intervals are in sorted order, the intersection can be computed in time linearly proportional to the cardinalities of the interval lists. Therefore, completion time calculation for a task t and a processor p requires f ∈files(t) O( F P R ) time. Hence, the time complexity of initial task assignment phase is
Phase 2: refining task assignments
In this phase, we refine the task-to-processor assignments obtained in the first phase by using the approach proposed by Kaya and Aykanat [26] . Their approach is to define a lower bound and an upper bound on the turnaround time under a given taskto-processor assignment, and then to try to close the gap between these bounds. A crucial point in this approach is that the perturbations in the solutions (task-to-processor assignments) are local under the task reassignment operation and therefore the objective functions (e.g., the lower and upper bounds) are smooth over the search space.
Bounds on the turnaround time
Given a task-to-processor assignment , we identify three different cost components that are associated with the turnaround time. These are perspective. In particular, this is the maximum file download time spent by a single processor.
Since the assignment is clear from the context, we drop in the following text. We now formulate these cost components.
Recall that T p and x tp denote the set of tasks assigned to the processor p and the execution cost of task t on processor p. The total execution time of the processor p is
Hence, the parallel execution time is
Suppose that the file f is stored in the repository r, i.e., store(f ) = r. Recall that f denotes the set of processors to which file f is to be uploaded. The time spent by the repository r on transferring the file f is
For each repository r, we define the total upload time U r as the summation of Upload(f ) costs over all files stored in r, i.e.,
Since the files can be transfered in parallel, with an optimistic view, the maximum upload time spent by a single repository is
The time spent by the processor p on downloading the file f is
Recall that files(T p ) = t∈T p files(t) is the set of files to be transfered to processor p. For each processor p, we define the total download time D p as the summation of Download(f, p) costs over all files that are needed by the tasks assigned to the processor p, i.e.,
Since the files can be downloaded in parallel, with an optimistic view, the maximum download time spent by a single processor is
Although the three cost components given in Eqs.
(1)-(3) do not represent the turnaround time, they are closely related to it. By using these components, we can define lower and upper bounds on the turnaround time. First, observe that the turnaround time cannot be less than any of these components. Therefore, a lower bound on the turnaround time is LBTime = max {CompTime, UploadTime, DownloadTime} .
Furthermore, these components can be used to define an upper bound. A trivial upper bound is
This bound is too pessimistic to be useful; it states that task executions start after all files have been transfered to the processors, where there are no concurrent file transfers. We think that it is hard to define a tighter upper bound that is smooth over the search space generated by task reassignments. Therefore, we define an objective function which is estimated to be an upper bound. By assuming concurrent transfers, we obtain
which is likely to be an upper bound on the turnaround time.
Note that this is an estimation, since it is not guaranteed to be an upper bound. This objective function is a combination of the aforementioned optimistic and pessimistic views. It expects full parallelism among the file transfers and no overlap among the task executions and file transfers.
Improving the bounds
We propose an iterative-improvement heuristic to improve the LBTime and EstUBTime objective functions. The heuristic is based on Fidducia-Mattheyses (FM) [18] refinement heuristic used for graph and hypergraph partitioning [3, 16, 24, 25, 27, 30, 37] . The FM algorithm, starting from an initial partition, performs a number of passes until it finds a locally optimal partition, where each pass contains a sequence of vertex moves. The fundamental idea is the notion of gain, which is the decrease in the cost of a partition achieved by moving a vertex to another part. The FM algorithm was initially proposed for refining 2-way graph/hypergraph partitions [18] and then extended for refining multiway graph/hypergraph partitions [36] .
In general, vertex movements are performed starting from the one with the maximum gain. Meanwhile, moves with negative gain values are performed tentatively to enable limited hill climbing. However, maintaining the necessary data structures for the multiway refinement is a time consuming operation [36, 37] . Therefore, the FM passes for the multiway refinement are usually performed as follows. The vertices are visited according to a random order, and the best moves of the vertices with positive gain are performed [25] . Here, the best move of a vertex is defined as the one with the maximum gain.
Recall that we have two different objective functions, LBTime and EstUBTime. As in our previous work [26] , our aim is to close the gap between these two bounds while minimizing both of them. For this purpose, we use an alternating refinement scheme in which first LBTime and then EstUBTime are improved repeatedly until there exists no improvement in these two bounds.
Since we have two bounds to improve, a task reassignment which improves one of these functions may worsen the other one. To solve this problem, we use the two-level gain approach proposed in [26] which modifies the gain concept as follows. The two-level gain scheme determines the best reassignment associated with a task by considering one of the bounds as the primary objective while considering the other bound as the secondary one. For each task, among the reassignments with positive gains in the primary objective, we choose the one with the maximum gain in the secondary objective. We adopt this modification in improving the LBTime as the primary objective. Since EstUBTime is only an estimation, we refine it without the two-level gain approach. This latter scheme gives more freedom in EstUBTime refinement and provides the future LBTime refinements with a larger search space to explore.
The objective functions LBTime and EstUBTime depend highly on the communication cost incurred by the file transfers. If a file f is required to be transfered to a processor p for only one task, reassigning that task from p to another processor will save the cost of transfering f to p. We call such files as critical to the processor p and maintain a list of such critical file and processor pairs. The critical file concept corresponds to the critical net concept in hypergraph partitioning. Fig. 3 displays the LBTime-refinement heuristic. The heuristic first finds the values of the variables C 1 , C 2 , and C 3 that are used to refer to the three cost components. The variable C 1 refers to the maximum of UploadTime, DownloadTime, and CompTime, i.e., LBTime = C 1 . The variable C 2 refers to the cost component which in conjunction with C 1 defines EstUBTime = C 1 + C 2 , e.g., if C 1 is CompTime, C 2 will be the maximum of UploadTime and DownloadTime, otherwise it will be CompTime (see Eq. (5)). Effectively, C 1 becomes the primary objective, and C 1 + C 2 becomes the secondary one. The heuristics run until the cost component that defines LBTime changes. If the largest cost component C 1 is the UploadTime, then a randomly permuted list of tasks that request files from the bottleneck repository is constructed. Otherwise, a randomly permuted list of tasks that are assigned to the bottleneck processor is constructed. For the sake of run time efficiency, the visit orders are constructed using only the tasks that are associated with the bottleneck repositories and processors.
LBTime-refinement:
The procedure LB−ComputeGain(t, C 1 , C 2 ) computes the reassignment gains associated with task t and returns the reassignment with positive gain in the primary objective C 1 and the maximum gain in the secondary objective C 1 + C 2 . If such a reassignment is found, the task is reassigned from its current owner p = Assign(t) to a new processor q.
The gain computations for the cost components are performed as follows. Let X(2) denote the execution time of the processor with the second maximum task execution time. Then, the gain of reassigning the task t from a bottleneck processor p to processor q is
according to the objective CompTime. The first argument out of the three, x tp , corresponds to the case in which the processor p remains to be the bottleneck processor after the reassignment. The second argument X p − X(2) corresponds to the case in which X q < X(2) and the second bottleneck processor before the reassignment becomes the bottleneck processor afterwards. The third argument X p − (X q + x tq ) handles the cases in which processor q becomes the bottleneck processor after the reassignment. Let D(2) denote the download cost on the processor with the second maximum file download time. Then, the gain of reassigning task t from a bottleneck processor p to processor q is
according to the objective DownloadTime. The first argument corresponds to the case in which the processor p remains to be the bottleneck processor after the reassignment. In this argument, the set critical(files(t), p) contains the files that are needed by task t and are critical to the processor p before the reassignment. The second argument D p −D(2) corresponds to the case in which D q < D(2) and the second bottleneck processor before the reassignment becomes the bottleneck processor afterwards. The third argument handles the cases in which processor q becomes the bottleneck processor after the reassignment. In this argument, the set notNeeded(files(t), q) contains those files of task t that are not needed by any task in T q before the reassignment. Note that the set of files notNeeded(files(t), q) become critical to processor q after the reassignment. Let U(1) denote the upload cost of the repository with the maximum file upload time. Then, the gain of reassigning task t from the processor p to processor q is g upload (t, p, q)
according to the objective UploadTime. Here, U(1) gives the bottleneck value before the reassignment. The max r {·} corre- sponds to the bottleneck value upon realizing the reassignment. The set files(t) ∩ F(r) contains those files that are needed by task t and are stored in repository r. Reassigning task t changes the upload times of the repositories in which files(t) are stored. The first summation corresponds to the decrease in the upload time of the repository r due to relieving r of transferring the critical files of t to processor p. The second summation corresponds to the increase in the upload time of the repository r due to the files in the set notNeeded(files(t), q). The procedure UpdateGlobalData(t, q) computes the new loads of the repositories and the processors, and it keeps track of the changes in the cost components that define LBTime and EstUBTime. It also maintains the identities of the repositories and the processors that attain the maximum and the second maximum load in terms of the three cost components.
EstUBTime-refinement:
The EstUBTime-refinement heuristic (see Fig. 4 ) is similar to the LBTime-refinement heuristic with a few differences. This procedure visits all tasks in a random order and computes the reassignment gains of the tasks as the total gain obtained for the cost components that define EstUBTime. For example, g comp (t, p, q) + g download (t, p, q) is computed as the gain of reassigning the task t from processor p to processor q, if EstUBTime is defined by CompTime and DownloadTime. Here, g comp (t, p, q) and g download (t, p, q) are computed according to Eqs. (6) and (7), respectively. The best reassignment of a task is realized if the total gain is nonnegative. The procedure adapts itself to the cost components that define the EstUBTime and discards the tasks that are not associated with the bottleneck cost components. Observe that the CompTime is always one of the bottleneck cost components and the other may change because of the tasks reassignments throughout the execution of the EstUBTime-Refinement procedure.
Time complexity: A refinement pass consists of an LBTimerefinement and an EstUBTime-refinement. We apply three refinement passes. We run the LBTime-refinement and EstUBTime-refinement heuristics with at most five iterations of the while loops (see line 2 of Figs. 3 and 4) . Therefore, the time complexity of the refinement pass is linearly proportional to the time complexities of LBTime-refinement and EstUBTimerefinement (although with a relatively high constant). Both in LBTime-refinement and EstUBTime-refinement, computing the best gain for a task t takes O(P |files(t)|) time, and updating global data takes O(|files(t)| + P + R) time. Therefore, the overall time complexity of an LBTime-refinement or EstUBTime-refinement pass is
t∈T O(P |files(t)| + |files(t)| + P + R) = O(P |A| + T (P + R)).
Phase 3: determining task execution orderings
In this phase, we generate a complete solution for the scheduling problem. All of the five task-to-processor assignments obtained in the second phase are kept intact while determining the schedules of the file transfers and the order of task executions on each processor. Note that CompTime, UploadTime, and DownloadTime and hence the values of the LBTime and EstUBTime computed in the second phase remain as is (for each task-to-processor assignment).
We again utilize the structure of the heuristics proposed by Giersch et al. [20, 23] . We have modified those heuristics in order to keep the task-to-processor assignments fixed while determining the order of the task executions and file transfers. Fig.  5 displays the execution ordering heuristic for a given task-toprocessor assignment . The structure of the execution ordering heuristic is similar to the scheduling heuristics proposed in [20, 23, 26] .
For each processor, we build a list of tasks sorted according to the objective values OBJECTIVE(t, p) computed using the five functions proposed in [20, 23] and discussed in Section 2.1. Then, we extract the first task in the list of the processor which is determined according to the processor selection rule. We then schedule the file transfers associated with the current task using the heuristic discussed in Section 4.1 and determine the task's earliest start-up time. When the transfer of file f is scheduled, the earliest start-up time of the tasks that need f are updated. When all file transfers are scheduled and hence the earliest start-up times of the tasks are determined, we schedule the executions of the tasks according to the earliest start-up times on each processor. Note that using five different objective functions for each of the five task-to-processor assignments found in the second phase enables us to return the best out of 25 complete schedules as a solution.
We propose two rules for selecting a processor in line 6 of Fig. 5 to schedule a file transfer. The first rule is to select the processor which has the largest execution time defined in terms of the tasks that have files to be scheduled. The second one is to select the processor which requires the largest file download time defined in terms of those yet to be scheduled. To maximize the probability of overlap between file transfers and task executions, it is better to produce a schedule with a small number of idle processors throughout the execution of the application. Therefore, applying the first rule is more promising, because it tries to balance the remaining loads of the processors. The second rule greedily delivers files to the processor which has the largest file download time. To apply these selection rules, we maintain two variables for each processor which initially hold the total file download time and the total execution time of the respective processor. For each scheduled file, we update these two variables appropriately to apply the processor selection rule in line 6 of Fig. 5 .
Time complexity: The first four initialization steps take O(T + |A| + T log T ) time. The while loop runs for T iterations. At each iteration, the files of a task are scheduled. As in Section 4.1, scheduling the files of a task t takes f ∈files(t) O F P R time. The for loop in line 10 of Fig. 5 appends an additive term which sums up to O(P |A|) in the overall execution. Therefore, the complexity of the execution ordering phase is 
Simulations
We generate synthetic applications and computing platforms to create a large number of scheduling problems. We have been careful in generating the instances to be representative of real life applications and platforms. Below, we first describe how we went about creating the instances. Then, we investigate the performance of the proposed heuristics on these instances by computing the turnaround time by means of simulations.
Generating application instances
We generated applications with T = 3000 tasks and F = 3000 files. The file sizes were random integers ranging from 50 Mbytes to 70 Gbytes. Following our previous work [26] , we generated the task execution times as follows. We randomly chose mid-rank supercomputers from the Top500 list [17] . As the Top500 list uses the LINPACK benchmark, we assume that the individual tasks are instances of the same problem consuming approximately (2/3)n 3 floating point operations for an instance of size n. The benchmark values Flops max , n max and n 1/2 of the selected supercomputers were used to generate realistic task execution times. Here, Flops max of a processor denotes the maximum processor performance, in terms of FLOPS, that can be achieved for a task of size greater than or equal to n max , and n 1/2 represents the problem size for which half of the Flops max is achieved. Therefore, the performance variation of a processor p for a task of size n can be approximated with a piecewise linear function Flops p (n) as shown in Fig. 6 . Thus, the estimated execution time of a task t with instance size n on a processor p can be computed as x tp = (2/3)n 3 /Flops p (n). For each task, the size n was randomly chosen from the range [10 000-35 000].
We generated three groups of problem instances in which the number of files requested by a task was in the range [1] [2] [3] [4] [5] or [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] or [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . We use f1-5, f1-10, and f1-20 to denote these three choices. These choices enable us to generate problem instances in which the levels of file sharing among the tasks are low, medium, and high. Besides, large number of files requested by a task increases the probability of a task requesting files from a number of repositories. This in turn results in harder problem instances. Initial distribution of files to repositories is built randomly; repositories store almost equal number of files regardless of the stored files' sizes.
Communication-to-computation ratio of an application is defined as the ratio of the average communication cost to the average computation cost, i.e., = c avg /x avg , where
Here, b r represents the average bandwidth from the repository r to the processors, i.e., b r = 
Generating computing system
We used GridG network topology generator [31] for creating a heterogeneous system with P = 32 processors and up to nine data repositories. Although GridG generates large and realistic network topologies that follow the power laws of Internet topology, we used only a portion of the GridG's output to design the computing systems. For a given number of repositories R, we randomly chose R of the nine routers as the repositories. Then, for each repository-processor pair, we assumed a direct connection with a bandwidth equal to the lowest bandwidth of the path whose slowest link has the highest bandwidth among the alternatives. The bandwidths of the communication links between repositories and processors were in between 10 Mbit/s and 1 Gbit/s. Table 1 summarizes the results of the experiments conducted to validate the relation between the objective functions proposed for refining task assignments and the turnaround time.
Results
The values in the table were derived by using the scheduling heuristics individually in the initial task assignment phase as follows: for each heuristic used, the amount of decrease achieved in both LBTime and EstUBTime during the refinement phase were normalized with respect to the amount of the resulting decrease in the turnaround time. That is, these values display the amount of improvements needed in LBTime and EstUBTime to attain one unit of improvement in the turnaround time. As seen in Table 1 , close to one unit (between 0.97 and 1.29) of improvements are needed in LBTime, whereas the required improvement in EstUBTime is in between 1.28 and 4.42. This shows that the EstUBTime is not a tight upper bound on the turnaround time in the problem instances that we consider. We think that it is hard to come up with a tighter upper bound without considering the order of file transfers and task executions. However, different and tighter estimations would increase the efficiency of the proposed heuristic in terms of the turnaround time.
Recall from Sections 4.1 and 4.3 that we use the five objective functions of Giersch et al. [20, 23] in the initial task assignment and execution phases. That is, we return the best out of 25 different schedules. We observed that the returned schedules are mostly constructed by using the objective functions computation, duration, and communication in the initial assignment phase. For = 10.0, almost half of the returned solutions are constructed by using duration, and for = 0.1 almost onethird of the returned solutions are constructed by using computation. Additionally, we found the payoff and communication functions to be superior to the others in the execution ordering phase. For = 0.1, the number of solutions obtained by using communication in the execution ordering phase is larger than those obtained by using the other functions. For the other values, the number of solutions obtained by using payoff in the execution ordering phase is larger than those obtained by using the other functions. In the light of above observations, we recommend the use of duration objective function in the initial assignment phase, and the use of payoff objective function in the execution ordering phase when is large. For small values of , we recommend the use of computation objective function in the initial assignment phase, and the use of communication objective function in the execution ordering phase.
Recall from Section 4.3 that we have two rules to select a processor to schedule a file transfer in the execution ordering phase of the proposed heuristic. The first rule-selecting the processor which has the largest execution cost defined in terms of the tasks that have file transfers to be scheduled-led to better schedules than the second rule for all values in almost all instances.
Performance
We implemented extensions of the MinMin, MaxMin, and Sufferage heuristics for the scheduling problem at hand. The proposed iterative-improvement-based scheduling heuristic for the distributed repositories is referred to here as MIIS. Tables  2-4 show the results of the experiments conducted to compare the performance of MIIS with those of MinMin, MaxMin, and Sufferage. For each scheduling instance consisting of a and R pair, we generated 10 different problems. We then computed the relative scheduling performance of every heuristic by dividing the obtained turnaround time by the best turnaround time found for the same problem instance. The averages of these 10 relative scheduling performances are given in Tables 2-4 . As seen in these tables, the proposed MIIS heuristic obtains better results than the MinMin, MaxMin, and Sufferage heuristics in almost all problem instances. On the average, MIIS performs 10% better than Sufferage-the best of the existing heuristics-in terms of turnaround time. We observed that the MaxMin heuristic is consistently worse than the MinMin and Sufferage heuristics. This is in concordance with the previously reported results [20, 26] . The relative performance of the MinMin heuristic improves by the increasing number of data repositories. The relative performance of the Sufferage heuristic gets better at the mid-range values of the number of data repositories. In particular, it achieves its best performance at R = 3 or 4. Our experiments show that when the tasks request 1-10 files, the MIIS heuristic performs much better than the others, e.g., 14% better than the MinMin and Sufferage heuristics.
Running time
The proposed and existing heuristics were implemented in C. Experiments were performed on a PC equipped with a 2.4 GHz Intel Pentium-IV processor and 2 Gbytes RAM running Linux kernel 2.4.20. The Sufferage heuristic runs for 77 min to find a solution to the problem instance with T = 3000 tasks, F = 3000 files, f1-10, P = 32 processors, R = 4 repositories, and = 1.0. Table 5 shows the running times of the MIIS heuristic for the problem instances with 1, 4, and 8 repositories and 32 processors. As seen from the table, the running time of the proposed MIIS heuristic is much less than that of the Sufferage heuristic, e.g., almost 90 times faster than Sufferage for the problem instance given above. The running time of MIIS is expected to increase with the increasing number of repositories. This expectation, however, does not hold for some of the problem instances. This may stem from the running time differences in the refinement heuristics. The running time of the proposed MIIS heuristic increases with the increasing number of files-per-task, since the running time complexities of the heuristics proposed for the three phases of MIIS contain the term |A|.
Conclusion
We have proposed a three phase heuristic for scheduling filesharing tasks on a computing system consisting of heterogeneous processors and data repositories connected through a heterogeneous interconnection network. The proposed heuristic is built upon our previous work on scheduling file-sharing tasks on heterogeneous master-slave systems [26] . We have clearly stated the problems that arise because of the existence of dis- tributed repositories. We have also implemented the MinMin, MaxMin, and Sufferage heuristics [14, 15] in order to assess the performance of the proposed scheduling heuristic. We have found Sufferage to be the best among these three heuristics.
The proposed heuristic has been reported to be considerably faster than the Sufferage heuristic while obtaining 10-14% improvements in the turnaround times.
In the target scheduling problem, inconsistent ETC matrices were used to incorporate heterogeneity both in tasks and processor capacities. However, there exist some problem variants in which the linear cost model is used to incorporate heterogeneity only in processor capacities. In the linear cost model, a computing resource p is associated with a weight s p which represents the number of time-steps required to process one unit of computation. Additionally, the costs of the tasks are specified in units of computation. In other words, processing a task of size L on the computing resource p requires L · s p time units. We believe that clustering methods and hence multilevel refinement heuristics will be viable for both reducing the run-time complexity and improving the solution quality under the linear cost model for the computations.
