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ABSTRACT
Aims. The capability of grid-based techniques to estimate the age together with the convective core overshooting efficiency of stars
in detached eclipsing binary systems for main sequence stars has previously been investigated. We have extended this investigation to
later evolutionary stages and have evaluated the bias and variability on the recovered age and convective core overshooting parameter
accounting for both observational and internal uncertainties.
Methods. We considered synthetic binary systems, whose age and overshooting efficiency should be recovered by applying the
SCEPtER pipeline to the same grid of models used to build the mock stars. We focus our attention on a binary system composed of a
2.50 M primary star coupled with a 2.38 M secondary. To explore different evolutionary scenarios, we performed the estimation at
three different times: when the primary is at the end of the central helium burning, when it is at the bottom of the RGB, and when it is
in the helium core burning phase. The Monte Carlo simulations have been carried out for two typical values of accuracy on the mass
determination, that is, 1% and 0.1%.
Results. Adopting typical observational uncertainties, we found that the recovered age and overshooting efficiency are biased towards
low values in all three scenarios. For an uncertainty on the masses of 1%, the underestimation is particularly relevant for a primary in
the central helium burning stage, reaching −8.5% in age and −0.04 (−25% relative error) in the overshooting parameter β. In the other
scenarios, an undervaluation of the age by about 4% occurs. A large variability in the fitted values between Monte Carlo simulations
was found: for an individual system calibration, the value of the overshooting parameter can vary from β = 0.0 to β = 0.26. When
adopting a 0.1% error on the masses, the biases remain nearly unchanged but the global variability is suppressed by a factor of about
two. We also explored the effect of a systematic discrepancy between the artificial systems and the model grid by accounting for an
offset in the effective temperature of the stars by ±150 K. For a mass error of 1% the overshooting parameter is largely biased towards
the edges of the explored range, while for the lower mass uncertainty it is basically unconstrained from 0.0 to 0.2. We also evaluate the
possibility of individually recovering the β value for both binary stars. We found that this is impossible for a primary near to central
hydrogen exhaustion owing to huge biases for the primary star of +0.14 (90% relative error), while in the other cases the fitted β are
consistent, but always biased by about −0.04 (−25% relative error). Finally, the possibility to distinguish between models computed
with mild overshooting from models with no overshooting was evaluated, resulting in a reassuring power of distinction greater than
80%. However, the scenario with a primary in the central helium burning was a notable exception, showing a power of distinction
lower than 5%.
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1. Introduction
The theoretical effort made in the past decades led to a con-
tinuous refinement of the predictions of stellar evolution the-
ory. However, several mechanisms – chiefly the lack of a self-
consistent treatment of convection in stellar evolutionary codes
– remain poorly understood. As a consequence, the dimension of
the convective core cannot be accurately predicted, and its extent
besides the classical Schwarzschild border is obtained in terms
of the pressure scale height Hp: lov = βHp, where β is a free pa-
rameter which needs to be calibrated against observational data.
To this regard, the importance of double-lined eclipsing bi-
nary systems – stars for which a direct measurement of the mass
is achievable – is well recognised in the literature (see, among
Send offprint requests to: G. Valle, valle@df.unipi.it
many, Andersen 1991; Torres et al. 2010). Improvement in ob-
servational techniques has made it possible to determine masses,
as well as radii, of these objects with a precision of a few per-
centage points or better (see e.g. Clausen et al. 2008; Pavlovski
et al. 2014). It is therefore natural to look at binary systems as a
way of obtaining an empirical calibration of the core overshoot-
ing parameter with respect to the stellar mass. Indeed, an ac-
curate prediction of the extension of the convective core is of
paramount importance, because its dimension has a profound
impact on stellar evolution and thus age determination.
Several attempts at an empirical calibration of the overshoot-
ing parameter can be found in the literature (e.g. Andersen 1991;
Ribas et al. 2000; Claret 2007; Meng & Zhang 2014; Stan-
cliffe et al. 2015; Deheuvels et al. 2016; Claret & Torres 2016,
2017) from different binary systems. Following the procedure
first adopted in Andersen (1991), these studies rely on fitting
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a set of stellar tracks (or isochrones) to the observational data
in order to recover the best overshooting parameter compatible
with a coeval solution. The results of these studies are quite con-
tradictory: Meng & Zhang (2014) and Stancliffe et al. (2015)
suggest no trend in the fitted overshooting efficiency with the
stellar mass, in contrast with the finding by Ribas et al. (2000),
Claret (2007), and Claret & Torres (2016). However, a meaning-
ful comparison among these studies is quite problematic because
they adopt different approaches to estimate the overshooting ef-
ficiency. First of all, not all of them include in the analysis the
uncertainty affecting stellar mass estimates, which can have a
seizable effect on the calibration (see the analysis in Valle et al.
2017). A second difference is that not all the employed stellar
models include the central helium burning stage, which can dras-
tically alter the estimates for some of the considered systems.
Thirdly, the treatment of the uncertainty associated with the ini-
tial chemical composition of the stars, mainly the initial helium
abundance which is poorly constrained, is not uniform among
the studies. Nevertheless, the general suggestion that can be de-
duced is that a low core overshooting parameter β . 0.2 seems
to be enough to match the observational data.
In spite of the fact that eclipsing binary stars were commonly
used to calibrate stellar parameters, the theoretical foundations
of such a procedure have not yet been fully investigated. Since
the proposal of the method by Andersen (1991), very few efforts
can be found in the literature to establish the theoretical accuracy
of such a calibration, exploring the possible sources of internal
bias. Indeed, the recent results presented by Valle et al. (2016b)
and Valle et al. (2016a) raised some questions about the actual
reliability of the procedure, showing a large random variability
and a non-negligible bias in the estimated overshooting param-
eter from main sequence (MS) stars with masses lower than 1.6
M. The same difficulties could exist for systems in different
mass ranges and evolutionary stages. Therefore, a direct evalu-
ation of the calibration procedure reliability is thus needed. The
best way to do this is to build an artificial binary system with
the same evolutionary characteristics as the observed one. The
key point to address in this theoretical analysis is whether or
not it is possible to accurately recover the parameters adopted to
generate the synthetic – and therefore perfectly known – binary
system, once for the unavoidable errors in the observational data
have been accounted for. This information can be obtained by
evaluating the maximum theoretical performance of the calibra-
tion procedure, working in an ideal scenario in which the stellar
tracks adopted for the fitting are the same as those from which
the artificial systems to be fitted are derived. A Monte Carlo pro-
cedure can be used to simulate random observational errors in
the artificial data and test the reliability of the recovery proce-
dure.
Until recently, such a theoretical analysis of this type was out
of reach because it requires a huge computational effort coupled
with a statistically robust treatment of the results. First of all, it
relies on the computation of a large set of stellar tracks, varying
the input in a way to cover the possible range of variation of the
parameter to be calibrated. Therefore, stellar tracks should be
computed on a fine grid of initial metallicity and helium abun-
dances, coupled with different values of the core overshooting
parameter in a reasonable uncertainty range. This database of
tracks can then be adopted for a Monte Carlo recovery of the pa-
rameters of a reference system. The results should be subjected
to a statistical analysis to establish the accuracy and the precision
of the estimated parameters.
The aim of this paper is to extend the work presented by
Valle et al. (2016b) for low-mass main sequence stars to higher
masses and later evolutionary phases performing the analysis for
a hypothetical binary system composed of two stars of 2.50 M
and 2.38 M, in the post-MS evolution.
2. Methods
We generalise the fitting procedure adopted in Valle et al.
(2016b) to simultaneously account for the observational errors
and bias sources in the post-MS evolution. The selected test case
is a binary system composed of a 2.50 M star coupled with a
2.38 M star. A mass ratio of 1.05 allows us to consider two stars
of similar mass – for comparison, about 40% of binary systems
in the detached eclipsing binary catalogue DEBCat (Southworth
2015) have a mass ratio equal to or lower than this – but being
sufficiently different to be located in distinct evolutionary stages.
Moreover, we can safely assume that both components share the
same core overshooting parameter, as they have similar masses.
The target system is characterised by [Fe/H] = 0.0, Y = 0.275,
and a fixed convective core overshooting efficiency; a further de-
scription is given in Sect. 2.3. The masses and the metallicity of
the adopted synthetic system are very close to those of one of
the brightest binary stars in the sky, Capella (α Aurigae), a well
studied system (see Torres et al. 2015, and references therein)
thus allowing insight into the global accuracy of a fit from this
system.
To estimate the reliability of the convective core overshoot-
ing efficiency calibration from these binary stars, we developed
a two-stage pipeline. The first stage is required for sampling ar-
tificial systems from an ideal one, accounting for observational
errors, while the second one entails an estimation of stellar pa-
rameters for the systems generated in the previous step.
In principle, the results could depend on the evolutionary
stages of the two stars, therefore we performed the exercise for
three configurations to cover different evolutionary stages. The
positions of the selected systems on the HR diagram are shown
in Fig. 1, labelled as A, B, and C. Scenario A contains a primary
just after the central hydrogen depletion; the secondary is firmly
in the MS phase. Scenario B presents the primary at the base of
the red giant branch (RGB), while the secondary is nearly in the
same position as the previous system. Finally, scenario C has a
primary star in the central helium burning stage, when 30% of
the central helium has been burned, and a secondary in the sub
giant branch (SGB). This last scenario closely mimics the pro-
posed fit of Capella (Torres et al. 2015; Claret & Torres 2017),
and therefore has particular relevance to judging the robustness
of a fit from real stars in these evolutionary stages.
2.1. Sampling scheme
We take S1 and S2 be two stars in a detached binary system,
for which the observational constraints available are the effec-
tive temperatures, the metallicities, the masses, and the radii of
the two stars, that is, q˜S1,2 ≡ {Teff,S1,2 , [Fe/H]S1,2 ,MS1,2 ,RS1,2 }. We
also take σ1,2 = {σ(Teff,S1,2 ), σ([Fe/H]S1,2 ), σ(MS1,2 ), σ(RS1,2 )} to
be the observational uncertainties. Due to measurement errors,
the true values of q˜ remain unknown and one has a proxy for
them, the observed values q. In the following, we adopt uncer-
tainties of 100 K in the Teff , 0.1 dex in [Fe/H], and 0.5% in the
radii. We explored two different uncertainty scenarios for the
mass values: 1% and 0.1%.
As usual, we assume that the density of probability of an
observation q follows a multivariate Gaussian distribution with
mean µ = {q˜S 1 , q˜S 2 } and covariance matrix Σ. Since the observa-
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Fig. 1. HR diagram for the reference primary M1 = 2.50 M (blue solid line) and secondary M2 = 2.38 M (green dashed line) stars. The three
studied scenarios are identified by circles (A), squares (B), and diamonds (C). The parameters adopted for the stellar evolution are: M1 = 2.50 M,
M2 = 2.38 M, Z = 0.0134, Y = 0.275, β = 0.16.
tionally inferred values of a given physical quantity for the two
binary components are correlated, it would be unsafe to adopt
a diagonal covariance matrix. Off-diagonal elements computed
adopting sensible correlation coefficients should be included in
Σ whenever a realistic noise has to be simulated. We assume a
correlation of 0.95 between the primary and secondary effective
temperatures, and 0.95 between the metallicities of the two stars.
Regarding masses and radii correlation, we set the former at 0.8
and the latter at −0.9, typical values for this class of stars (see
Valle et al. 2015a, and references therein).
The first step of our analysis involves the generation of
N1 = 500 artificial binary systems from each of the selected evo-
lutionary stages A, B, and C. These artificial systems were gen-
erated by sampling from the multivariate Gaussian distribution
specified above to account for several possible "observations" of
the same binary. The number of systems N1 was established by
a trial-and-error procedure, such that it is large enough to ensure
the stability of the derived results.
2.2. Fitting procedure
The procedure followed to estimate the stellar parameters is
based on a modified SCEPtER pipeline1, a well tested grid-based
1 Publicly available on CRAN: http://CRAN.R-project.org/
package=SCEPtER, http://CRAN.R-project.org/package=
SCEPtERbinary
maximum likelihood technique, which has been adopted in the
past for single stars (Valle et al. 2014, 2015c,b), and for binary
systems (Valle et al. 2015a). Briefly, the procedure computes a
likelihood value for all the grid points and provides estimates of
the parameters of interest (age, initial helium abundance, initial
metallicity, core overshooting parameter) by averaging the val-
ues of all the models with a likelihood greater than the 95% of
the maximum value.
The estimation is performed for each of the N1 artificially
generated systems. For each point j on the estimation grid of
stellar models, we define q j ≡ {Teff, j, [Fe/H] j,M j,R j}. Letting
L1,2 j be the single-star likelihood functions defined as
L1,2 j =
 4∏
i=1
1√
2piσ1,2i
 × exp
−χ21,22
 , (1)
where
χ21,2 =
4∑
i=1
qS1,2i − q jiσi

2
, (2)
the joint likelihood L˜ of the system is computed as the prod-
uct of the single star likelihood functions. In the computation of
the likelihood functions we consider only the grid points within
3σ of all the variables from the observational constraints. The
pipeline provides the parameter estimates both for the individual
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components and for the whole system. In the former case, the fits
for the two stars are obtained independently, while in the latter
case, the algorithm imposes that the two members must have a
common age (with a tolerance of 1 Myr), identical initial helium
abundance and initial metallicity, and a common overshooting
efficiency parameter. In Sect. 4 we analyse the results obtained
relaxing the latter constraint to evaluate the possibility to recover
the core overshooting parameter for both system components in-
dependently.
The estimation process relies on stellar models spanning
a wide range of evolutionary phases with very different time
scales; therefore the time step between consecutive points is far
from being uniform. As a consequence, grid based estimates can
be biased towards more densely represented phases. To obtain a
sensible estimate of the density function of the age of the system
and of the best overshooting parameter consistent with the data,
we adopt a weighted approach (see e.g. Jørgensen & Lindegren
2005; Valle et al. 2015c). Each point in the grid is weighted with
the evolutionary time step around it and this weight is inserted
as multiplicative factor in Eq. (1). This procedure intrinsically
favours lower helium abundance and higher metallicity models
because their evolution is slower. Therefore we allow for a nor-
malization at track level, so that the highest weight for each track
is equal to one. However, the impact on the result of such nor-
malization is almost negligible.
In addition to the estimated values for the stellar parameters
it is fundamental to evaluate the associated errors. These errors
are obtained by means of Monte Carlo simulations. We generate
again N2 = 500 artificial binary systems, sampling from a multi-
variate Gaussian distribution with mean µ = {qS 1 , qS 2 } (therefore
centred on the individual N1 artificial systems) and covariance
matrix Σ. For each of these N2 systems, we repeat the parameter
estimates. The errors on the age and convective core overshoot-
ing efficiency are assessed by computing the 16th and the 84th
quantiles of their marginalized distributions.
At the end of these simulation and estimation steps, we ob-
tained N1×N2 = 250 000 estimates of stellar parameters for each
of the configurations, A, B, and C, to be subjected to statistical
analysis.
2.3. Stellar model grid
The estimation procedure described above requires a grid of stel-
lar models, sufficiently extended so as to cover the whole pa-
rameter space. To this purpose, we computed a grid of stellar
models by means of the FRANEC code (Degl’Innocenti et al.
2008; Tognelli et al. 2011), in the same configuration as was
adopted to compute the Pisa Stellar Evolution Data Base2 for
low-mass stars (Dell’Omodarme et al. 2012). We adopted the
solar heavy-element mixture by Asplund et al. (2009), the solar-
scaled mixing-length parameter αml = 1.74, and we neglect mi-
croscopic diffusion; due to the fast evolution in considered mass
range, microscopic diffusion affects the evolution in a negligi-
ble way. The reference scenario does not account for radiative
acceleration, rotational mixing, and magnetic field, which are
affected by somewhat large uncertainties. Furthermore, all the
models were computed neglecting other input physics and pa-
rameter uncertainties, such as the effects of mass-loss, the un-
certainties on the opacities, and the equation of state, which are
expected to have an impact on the evolution time scale and track
path (see e.g. Valle et al. 2013; Stancliffe et al. 2015). Although
these uncertainties would alter the estimates from real-world ob-
2 http://astro.df.unipi.it/stellar-models/
jects, their neglect is expected to only mildly influence the results
presented here. In fact, the present study deals with differential
effects in an ideal configuration where stellar models and arti-
ficial observations perfectly agree with respect to the adopted
input physics.
The overshooting region, that is, the extension of the mixed
region beyond the Schwarzschild border, was parametrized in
terms of the pressure scale height Hp: lov = βHp. An instan-
taneous mixing is adopted in the overshooting region. Further-
more, the radiative temperature gradient is adopted in this re-
gion. The actual meaning of the β parameter is strictly linked to
the previous choices, and other overshooting schemes exist in the
literature (see e.g. Herwig 2000; Zhang 2013; Viallet et al. 2015;
Gabriel & Belkacem 2017). Thus a direct comparison of values
presented in different researches is not fully meaningful, because
the same β value can impact the stellar model evolution in dif-
ferent ways. A more informative comparison would be that of
the extent of the convective core (if present). However, the simu-
lations presented here adopt the same overshooting mechanism,
and therefore the comparison of the β values is theoretically jus-
tified.
Semi-convection during the central He-burning phase
(Castellani et al. 1971) was treated according to the algorithm
described in Castellani et al. (1985), resulting in no additional
free parameters to be tuned. Breathing pulses were suppressed
(Castellani et al. 1985; Cassisi et al. 2001) as suggested by Ca-
puto et al. (1989). Further details on the stellar models are fully
described in Valle et al. (2009, 2015c,a) and references therein.
We computed a grid of models in the range [2.26; 2.62]
M, with a step of 0.01 M, and the initial metallicity inter-
val −0.4dex ≤ [Fe/H] ≤ 0.4 dex, with a step of 0.05 dex. For
each metallicity we computed models for nine different values
of the initial helium abundance by following the linear relation
Y = Yp + ∆Y∆Z Z, with the primordial abundance Yp = 0.2485 from
WMAP (Peimbert et al. 2007a,b) and with a helium-to-metal en-
richment ratio ∆Y/∆Z from 1 to 3 with a step of 0.25 (Gennaro
et al. 2010), ∆Y/∆Z = 2.0 corresponding to the reference value
for the synthetic system. Ultimately, the grid span a set of 153
different initial chemical compositions. For each mass, metallic-
ity and initial helium abundance, we computed models for 18
values of the core overshooting parameter β in the range [0.00;
0.30] with a step of 0.02. The reference value of β was chosen to
be 0.16.
3. Results
The recovery of stellar parameters was performed twice for each
of the three scenarios, A, B, and C, by taking into account the
two adopted uncertainties on the mass of the stars. The 1% error
in mass represents a typical observational goal, nowadays often
achieved. A second scenario (labelled AM , BM , CM) adopts an
uncertainty of 0.1% in the masses, achievable in the best cases
(e.g. Gallenne et al. 2016; Kirkby-Kent et al. 2016).
The results of the six Monte Carlo simulations are shown in
Table. 1 and in Figs. 2 and 3. The analysis allows us to address
some specific questions about the global and individual reliabil-
ity of the calibration.
As explained in Sect. 2.1, the global results were obtained by
merging together the N1 × N2 = 250 000 results for each config-
uration and offer an overall picture of the expected parameters
from the estimation procedure. In Sect. 3.1 we discuss the biases
affecting the estimated system ages and the calibrated overshoot-
ing parameter.
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Besides the median value of each parameter, which provides
an insight into the global expected biases, the most important in-
formation is the range spanned by the recovered values due to
the observational errors. A large variability in the recovered pa-
rameters implies that different artificial perturbations of the same
system – that is, a different random offset from the unobservable
true values – can lead to largely different calibrations. The vari-
ability on the results owing to the random observational errors
and its impact on the calibration of a single system is presented
in Sect. 3.2.
Finally in Sect. 3.3 some results obtained assuming a sys-
tematic mismatch between synthetic data and recovery grid in
the effective temperature are presented. This result can help to
better judge the reliability of the recovery procedure for real-
world objects, for which a perfect agreement with stellar model
computations is unrealistic.
3.1. Bias on the recovered age and parameters
The median value of each estimated parameter is reported in Ta-
ble 1, while the errors correspond to the 16th and the 84th quan-
tiles of the marginalized distributions. The same information is
presented in Figs. 2 and 3 by means of bi-dimensional densities
of probability in the age versus β and initial helium abundance Y
versus β planes, marginalized with respect to all the other vari-
ables. The crosses indicate the true β and age values (Fig. 2) and
β and Y values (Fig. 3) adopted in the simulations.
The estimated age and β are biased in all the cases towards
lower values with respect to the true ones; while for the scenar-
ios A and B the bias in the age is of about −4%, it is as high
as −8.5% for the more advanced evolutionary stage scenario C.
These biases in the age are induced by those in the estimated β
and Y . Both these parameters modify the evolutionary time scale
and HR position of the stars, but in different ways. As an ex-
ample, a β variation affects the model HR position only in the
overall contraction region and afterwards, while a change in the
initial helium content is apparent from the beginning of the evo-
lution, as are other ingredients. Regarding the evolutionary time
scale, the effect of a variation in the core overshooting parameter
reaches a maximum at about 80% of the MS lifetime and dimin-
ishes afterwards until the central hydrogen exhaustion, while the
influence of the initial helium content change is more uniform
along the evolution.
In particular, the estimated β for scenario C is 0.12 ± 0.02,
that is, −0.04 lower than the reference value (i.e. an underesti-
mation of about 25%), leading to a lower model luminosity with
respect to the reference value, which is compensated by an over-
estimation of the initial helium content by about 0.01. These bi-
ases are due to the morphology of the grid that is, how the tracks
evolve in the hyperspace of parameters adopted for the fitting.
As it occurs for different evolutionary stages and masses (Valle
et al. 2015b,a), the tracks at different overshooting and initial he-
lium abundance do not evolve in parallel. It happens that tracks
move closer and closer together as the overshooting parameter
diminishes, while the opposite is true when β increases. There-
fore a sample grid point is surrounded by more points at lower β.
Hence the likelihood of selecting a track with a lower β is higher
than that of selecting a higher β, leading to the observed biases.
As a consequence, the effect is not a characteristic of the specific
estimation technique adopted in the paper but has a general scope
of applicability. This point was also confirmed by means of a di-
rect simulation, adopting in the recovery step – for scenario C –
only tracks with β = 0.16 (i.e. the reference value). In this case
the bias in age showed a drastic decrease by more than one order
of magnitude, from −8.5% to −0.7%; once the overshooting pa-
rameter is fixed, the initial helium is estimated almost perfectly
thus leading to an accurate age prediction. The same behaviour
occurs adopting in the recovery only models with the same value
of ∆Y/∆Z as the reference one (i.e. 2.0). In fact the median value
of the initial helium provided by the unconstrained fit is higher
than the reference one Y = 0.275 (see Table 1) to compensate
the decrease in luminosity due to the lower β. By hampering
the fitting algorithm to adjust the solution by providing a biased
initial helium value, that is, restricting the fitting grid to only
models with ∆Y/∆Z = 2.0, we obtained an unbiased recovered
β = 0.16+0.03−0.06 – which however shows the characteristic tendency
towards underestimated values – and an age of 0.631 Gyr, that
is, underestimated by 1.2% with respect to the true value.
Interestingly, the biases in the parameters do not change ap-
preciably when adopting a lower mass error. This occurs because
the median estimated masses in the large error scenarios are not
distorted. Thus reducing the uncertainty can modify the propa-
gated parameter errors but not their median values. This result
is different from the one discussed in Valle et al. (2017), where
we showed how a change in the observational precision of mass
determination form 1% to 0.1% alters in a drastic way the cal-
ibration from the TZ For binary system. The difference stems
from the fact that in the current work we adopt in the recovery
the same set of stellar models used to generate the synthetic bi-
nary systems. Therefore, apart from the simulated observational
errors, which are of random origin, we have a perfect agree-
ment between targets and recovery grid. This is certainly not the
case whenever a real binary system is analysed, because sys-
tematic discrepancies between theoretical models and observed
data have to be expected. Therefore the present results should be
considered to be affected by the very minimum bias and error
allowed by the topology of the stellar tracks in the hyperspace of
free parameters.
A relevant cause of the difficulties in the calibration proce-
dure is the uncertainty on the initial helium content. This acts as
a nuisance parameter that alters the stellar evolution but is not
constrained by the observations. As discussed above, a change
in β and the initial helium content lead to a bias in the final re-
constructed age. Indeed the initial helium abundance – marginal-
ized with respect to metallicity – is recovered with large variance
and non-negligible bias (see Fig. 3). Interestingly, it also appears
that the selected synthetic binary systems do not provide a re-
liable target for calibration of the helium-to-metal enrichment
ratio ∆Y/∆Z. Figure 4 shows the densities of probability of the
recovered ∆Y/∆Z values in the six considered scenarios. While
the target value is ∆Y/∆Z = 2, the estimates are always dis-
torted with a preference for a higher initial helium abundance.
This clearly contributes to the above-mentioned underestimation
of age.
3.2. Random variability of the estimates
Apart from the biases discussed in the previous section, the sim-
ulations show a relatively significant dispersion in the age ver-
sus β plane (Fig. 2) and in the initial helium abundance versus
β plane (Fig. 3). In particular, the results from scenarios A and
C present a large variability in β: in scenario A, β is basically
unconstrained in the explored range, in agreement with findings
by Valle et al. (2016b) for MS binary stars. For scenario A, the
algorithm struggles to predict the initial helium abundance, its
probability density being almost flat (Fig. 3). Scenario B shows
the most accurate determination of age and β, even if the ini-
tial helium content is unconstrained (top middle panel in Fig. 3).
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Table 1. Estimated stellar parameters from Monte Carlo simulations for the standard (A, B, C) and the more precise scenarios (AM , BM and CM)
described in the text.
Scenario Reference age Age Bias β Y Age (Gyr) β
(Gyr) (Gyr) (%) σ σg σ σg
A 0.557 0.535+0.034−0.032 -3.9 0.13
+0.11
−0.05 0.281
+0.016
−0.018 0.029 0.018 0.063 0.037
B 0.563 0.541+0.027−0.028 -3.8 0.13
+0.03
−0.05 0.277
+0.018
−0.015 0.023 0.015 0.034 0.021
C 0.639 0.585+0.032−0.043 -8.5 0.12
+0.02
−0.08 0.283
+0.012
−0.013 0.034 0.021 0.040 0.027
AM 0.557 0.538±0.027 -3.4 0.14+0.04−0.06 0.275+0.020−0.012 0.024 0.012 0.042 0.021
BM 0.563 0.544+0.042−0.025 -3.3 0.14
+0.02
−0.04 0.278
+0.017
−0.015 0.024 0.012 0.029 0.014
CM 0.639 0.592+0.016−0.022 -7.3 0.12±0.02 0.285+0.010−0.019 0.024 0.010 0.026 0.010
Notes. The columns contain: the label of the system to be analysed; the reference age of the system; the estimated age with its 1σ error; the relative
bias in the estimated age; the estimated overshooting parameter β with its 1σ error; the estimated initial helium abundance with its 1σ error; the
two error components of σ and σg for the age; the two error components of σ and σg for the overshooting (see Sect. 3.2). The reference values of
overshooting parameter and initial helium abundance are β = 0.16 and Y = 0.275.
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Fig. 2. Top row: left Bi-dimensional probability density in the β vs. age plane, marginalized with respect to initial helium and metallicity for
scenario A. Middle: As in the left panel but for scenario B. Right: As in the left panel but for scenario C. Bottom row: As in the top row but for
scenarios AM , BM , and CM . The crosses mark the reference β and age values for all six cases. The little island of non-null density in the middle
panel of the top row, and those in the middle and right panels of the bottom row, are numerical artefacts.
Moreover both scenarios A and C present multiple individual so-
lutions, despite the very high accuracy adopted for the radii. For
scenario A, the most prominent solution locates the primary in
the SGB at β ≈ 0.13 (underestimated by approx. 20%), but also
a different solution at β ≈ 0.30 exists, identifying the primary
star in the overall contraction phase (see top left panel in Fig. 2).
This is not an uncommon result, having already been reported
in the literature for some real binary systems (Kirkby-Kent et al.
2016; Valle et al. 2017). The same ambiguity exists for scenario
C; the system can be fitted at β ≈ 0.13 and at β ≈ 0.0, with
huge underestimation in the system age by about 15% (see top-
right panel in Fig. 2). This solution places the primary in the
very early helium-burning stages or in the RGB; the secondary
is firmly in the SGB phase. The presence of multiple solutions
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Fig. 3. Top row: left Bi-dimensional density of probability in the β vs. initial helium abundance plane, marginalized with respect to age and
metallicity for scenario A. Middle: As in the left panel but for scenario B. Right: As in the left panel but for scenario C. Bottom row: As in the top
row, but for scenarios AM , BM , and CM . The crosses mark the position of the reference β and age for all six cases.
is strictly linked to the uncertainty in the stellar masses. For ex-
ample, in scenario A, the estimated masses for the solutions with
median β > 0.2 are 2.50±0.04 M and 2.36±0.03 M for the pri-
mary and secondary stars, showing a relevant offset of −0.02 M
for the secondary member. For the solution at lower overshoot-
ing both the mass estimates are unbiased. A possible remedy for
these fitting difficulties would come from the availability of as-
teroseismic observables for such systems (Gaulme et al. 2016;
Brogaard et al. 2018), which could allow to better identify the
evolutionary phase of the stars and lift the degeneracy in the so-
lutions. Indeed, the identification of gravity mode spacings al-
lows a neat distinction of RGB from red clump stars (see e.g.
Mosser et al. 2011; Bedding et al. 2011).
Similar behaviour can be seen in scenario C: restricting to
the solutions with median β ≤ 0.05, the estimated stellar masses
are 2.49+0.04−0.03 M and 2.39
+0.03
−0.04 M for the primary and secondary
stars, respectively. As expected, and as shown in Valle et al.
(2017), these supplementary solutions disappear in the very pre-
cise scenarios AM and CM , due to the impossibility of exploring
the same range of masses of the previous cases. This is another
demonstration of the need for extremely precise observational
constraints, particularly on the mass of the stars, when a binary
system is adopted for calibration purposes. It is in fact clear that
a large mass uncertainty can potentially mask a systematic dis-
agreement between stellar models and observed data, given the
freedom of the fitting algorithm in providing solutions for differ-
ent combinations of masses inside their nominal error.
To highlight how the uncertainty in the observational data
can alter the calibration, we present the analyses performed on
some of the artificial binary systems resulting from the Gaus-
sian perturbation of their observable constraints. This allows us
to perceive the huge variability in the maximum likelihood esti-
mates of stellar parameters due to the individual differences be-
tween a Monte Carlo simulated system and the theoretical one.
Therefore, instead of producing a large bi-dimensional density
of probability as before, we focus here on some individual cases
under scenarios A and C, which showed large variance in β. This
exercise can be helpful to gauge the extent to which a random er-
ror in the observational constraints, even assuming no systematic
discrepancies between the reconstruction grid and the synthetic
systems, can influence the calibration of stellar age and β. Each
examined case is therefore a single realisation of the N1 pertur-
bations of the observational constraints described in Sect. 2.1.
Figure 5 shows eight single bi-dimensional densities of prob-
ability in the age versus β plane in the case of scenario A, and
eight from scenario C. For the first scenario, they were randomly
selected to cover the range of fitted β ∈ [0.06; 0.26], while they
come from reconstructed β ∈ [0.0; 0.16] for scenario C. The left
panel of the figure (scenario A) shows a clear trend from a solu-
tion with a primary preferentially in the SGB phase (top row) to
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Fig. 4. Top row: left Estimated density of probability for the helium-to-metal enrichment ratio ∆Y/∆Z for scenario A. Middle: As in the left panel
but for scenario B. Right: As in the left panel but for scenario C. Bottom row: As in the top row, but for scenarios AM , BM , and CM .
one with a primary in the overall contraction phase (bottom row).
It is clear that different synthetic observational data originating
from the same theoretical system can lead to largely different
calibrations. This situation is even more pronounced in the case
of scenario C (right panel in Fig. 5).
Overall, Figure 5 shows that, in both cases and starting from
the same targets, it is possible to obtain both a large underesti-
mation of the β value with a concomitant age underestimation,
and the inverse: a large β with a concomitant age overestimation.
It is important to note that the cases displayed in the figures do
not have an equal probability of occurrence under the Gaussian
assumption on the observational errors, as they were selected to
cover the whole β range. Their purpose is only to demonstrate the
impressive individual variability than can be expected to occur
only by chance, even when synthetic targets are sampled from
the same grid of models adopted in the recovery. However, al-
though the extreme perturbations presented in the figure have a
low chance of occurrence, these results urge great caution when
relying on an individual calibration, as the latter could be simply
a mere by-product of a statistical fluctuation in the observational
constraints.
A better understanding of the importance of the offset from
observational and true latent data can be obtained by disentan-
gling the contribution of the different sources of variability in
the recovery procedure. As a matter of fact, the global variability
in the reconstructed stellar age and parameters arises from two
different sources. The first one is the Monte Carlo random com-
ponent σ owing to the reconstruction of the single N1 artificial
systems (the so-called within-system variability), itself due to
the direct propagation of observational uncertainty on the recov-
ered values for each system. A second source of variability arises
from the fact that the artificial N1 systems originate from differ-
ent perturbations of the unobserved true values; this leads to a
difference in the N1 median estimates of age and β. Thus we have
to account for the variability σg of the median reconstructed pa-
rameters from different systems (the so called between-systems
variability). The first component is straightforwardly evaluable
for a real observed system relying on Monte Carlo simulations.
The second one – which cannot be determined in practice – orig-
inates from the unknown observational bias in the observations
from the real data. It is clear that the calibration procedure from
an object can be considered reliable only when the second source
of variability is negligible. In this case, the calibration will result
in nearly the same values for whatever unknown shift in the ob-
servational data in the range allowed by the observational uncer-
tainties.
It is possible to gain insight into the relative importance
of the two sources of variability by exploiting a random-effect
model (Venables & Ripley 2002; Bates et al. 2015), a powerful
statistical technique (see Appendix A). This information is pre-
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Fig. 5. Left panel, top row: Two realisations of the bi-dimensional density of probability in the age vs. β plane for two artificial systems under
scenario A, with median estimated β = 0.26. Second row: As in the top row but for median estimated β = 0.18. Third row: As in the top row but
for median estimated β = 0.12. Bottom row: As in the top row but for median estimated β = 0.06. The shown probability densities correspond to
eight artificially perturbed systems. Right panel: As in the left panel for scenario C; from top to bottom the estimated β are 0.16, 0.12, 0.06, 0.0.
The crosses indicate the position of the reference β and age values.
sented for the age and the β parameter in the last four columns
of Table 1. It appears that for all the studied cases, the internal
variability σ is larger than σg by a factor of 1.5. Hence, the main
source of variability is due to the single system reconstructions,
but the variability due to the different ways the observations can
be biased with respect to true values is only slightly smaller.
From the σg values, it appears that the β calibration is affected
by a systematic uncertainty of about 0.03 (about 20% relative er-
ror) and 0.015 (about 10% relative error) in the inaccurate- and
accurate-mass scenarios, respectively.
In summary, the analysis highlights that, even when the same
set of stellar models is used in the Monte Carlo sampling and in
the reconstruction, the calibration is biased in age and β. More-
over, different Monte Carlo perturbations of the observations can
lead to somewhat different calibrations. Ultimately, it seems that
the obtained calibration of the overshooting parameter for a pri-
mary star already evolved past the MS should be considered af-
fected by a systematic 1σ error of about ±0.03 (±20%). Instead,
the results from scenario A – where the primary star is just af-
ter the central hydrogen exhaustion – suggest that it is better to
avoid a calibration from such a configuration, in agreement with
the finding discussed in Valle et al. (2016b) for MS binary stars.
For a calibration against a real binary system, the expected sit-
uation is even worse, because one cannot be confident that the
adopted stellar tracks perfectly describe the reality and that, in
some cases, the two stars evolve fully independently; some as-
pects of this question are explored in Sect. 3.3. Therefore, the
extreme variations in the first and last rows of Fig. 5, which arise
from large shifts in the observational constraints with respect to
the true values, would occur more commonly than in our ideal
case.
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3.3. Effect of systematic uncertainties
In the previous sections we assumed that the unperturbed arti-
ficial systems and the recovery grid perfectly match, and only
accounted for Gaussian random perturbations simulating the ob-
servational errors. For real data this assumption is obviously
overoptimistic and systematic discrepancies must be expected.
These differences could arise either from incorrect assump-
tions in the stellar model computations (input physics or chem-
ical abundances) or from observational systematic errors. As
an example of the former uncertainty, radiative opacities, EOS,
mass-loss efficiency, rotational mixing, and boundary conditions
are usually fixed in the computations and the degrees of free-
dom due to the implemented choices are consequently neglected.
Similarly, stellar grids are usually computed assuming a refer-
ence solar composition. Regrading observational errors, in par-
ticular the absolute calibration of the effective temperature, is
still affected by large uncertainties. Although the various works
in the literature claim an accuracy of a few tenths of a Kelvin, a
direct comparison of these results reveals that differences larger
than 100 K are not uncommon (see e.g. Ramírez & Meléndez
2005; Schmidt et al. 2016). Therefore we performed a Monte
Carlo exercise to evaluate the impact of an incorrect calibration
of the effective temperature. We artificially perturbed the effec-
tive temperature of the synthetic stars, for scenario C, by ±150
K and then reconstructed them assuming an error on the masses
of either 1% or 0.1%.
The results of these simulations are presented in Fig. 6. The
left panel in the top row shows the reconstruction of the sys-
tems with artificially increased effective temperature. A compar-
ison with the right panel in the top row of Fig. 2 shows that the
main peak of the density is drastically shifted at the grid edge at
β ≥ 0.25, with an estimated age of 0.56± 0.03 Gyr, substantially
biased with respect to the target age of 0.64 Gyr. Another solu-
tion suggests a fit with lower core overshooting efficiency, with
a peak in the region β ≤ 0.1 and an estimated age of 0.64 ± 0.03
Gyr. The right panel in the top row of Fig. 6 shows the results for
the shift of −150 K; in this case the density is almost flat and β is
unconstrained from 0.0 to 0.2 with a recovered age of 0.60±0.06
Gyr.
The bottom row in Fig. 6 shows the results assuming an un-
certainty on the masses of 0.1%. For the shift of +150 K, the
peak at β ≥ 0.25 – with an age estimate of 0.57+0.01−0.02 Gyr – is
reduced to the advantage of solutions at β ≤ 0.1 and an age
estimate of 0.63+0.03−0.02 Gyr. For the −150 K shift, the density is
peaked at β = 0.15, but a large variability is still present; the
age estimate is 0.62+0.05−0.06 Gyr. Overall the consequences of differ-
ent assumptions on the mass errors are mild, suggesting that the
displacement of the effective temperature hampers a calibration
in the age vs. β plane even when very precise determinations of
stellar fundamental parameters are available. In fact, the fitting
algorithm exploits the indetermination in the initial helium con-
tent to find a fit, but converging to biased values.
In summary, by systematically offsetting one observable con-
straint, the results of the simulations show that the recovered val-
ues change with respect to the reference scenario of no system-
atic offset. This aspect should be considered for the fitting of
a real binary system, because many discrepancies between the
stellar grid adopted in the recovery and the observed stars are to
be expected.
3.4. The possibility of discriminating mild from no
overshooting models
In the previous section we focused our attention on one specific
reference case with fixed convective core overshooting efficiency
β = 0.16, showing that the recovered overshooting parameter
is generally biased towards lower values. This behaviour could
pose some difficulties when trying to discriminate between mod-
els sampled at mild overshooting, as the one discussed above,
from models sampled at very low or no overshooting. For the
latter, a bias towards overestimated β values is expected to occur,
because this parameter cannot be negative. Moreover, Valle et al.
(2016b) showed that the biases that affect the reconstruction of a
specific scenario are not always representative of those affecting
different case studies. It is therefore interesting to directly ex-
plore the capability of the recovery procedure to discriminating
models sampled at β = 0.0 from those sampled at β = 0.16.
To this purpose we repeated the procedure performed above
for two test cases mimicking scenarios B (primary at the bot-
tom of the RGB) and C (primary having already burned 30% of
the central helium) discussed in Sect. 2, but chosen at β = 0.0.
Scenario A was neglected due to the poor performances of the
recovery discussed in the previous sections. The reconstructed
age and overshooting efficiency are listed in Table 2, while the
corresponding marginalized probability densities are shown in
Fig. 7. Some edge effects are apparent. The impossibility to un-
derestimate the value of β leads to a modest bias towards higher
values. The reconstruction performed under scenarios C and CM
shows a long tail towards higher β values, while – as occurred
for models sampled at β = 0.16 – scenario B provides the best
results in terms of accuracy. The initial helium value is recovered
much better in scenario B than for models sampled at β = 0.16,
resulting in lower biases in the recovered ages, which are about
1%.
From Fig. 7 it is apparent that in most cases the distributions
have little overlap, implying that the distinction between models
at β = 0.0 and β = 0.16 is quite reliable when no systematic dis-
crepancies between models and synthetic stars exist. Some po-
tential problems arise under scenario C because of the presence
of an island of solutions around β = 0.24 for models sampled at
β = 0.0. This is very similar to the solutions discussed in Valle
et al. (2017), and stems from the possibility to identify the sec-
ondary star in the overall contraction and not in the SGB phase,
from which it is sampled.
To formalize the possibility to differentiate between models
sampled at β = 0.0 and β = 0.16, it is possible to evaluate,
given the marginalized posterior densities, the power of the dis-
tinction. Adopting the classical framework of hypotheses com-
parison (Snedecor & Cochran 1989; Härdle & Simar 2012), we
choose as reference hypothesis H0 that a model is sampled at
β = 0.0. The alternative hypothesis H1 implies that the model
is sampled at β = 0.16. Obviously, the two hypotheses can be
distinguished well when the distributions of the recovered pa-
rameters peak in different β ranges and have low variances. The
hypothesis comparison framework allows a quantitative evalu-
ation of the capability of operating this distinction. Under the
hypothesis H0 we begin by choosing a cut-off β value, consid-
ered to be "too high" to come from the β distribution under H0.
Usually this value is set by adopting some reference quantile; we
performed our computation for three different quantiles, namely
68% (1σ), 90% and 95% (2σ, the value that is more commonly
adopted in statistical testing). Once these quantiles are evaluated,
one should consider how large the portion of the β distribution
under the hypothesis H1 is for values of β larger than the stated
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Fig. 6. Top row, left panel: Bi-dimensional density of probability in the age vs. β plane for scenario C, adopting a shift in effective temperature of
artificial observations of +150 K. Right: Same as in the left panel, but for a shift of −150 K. Bottom row: Same as in the top row, but adopting an
error on masses of 0.1%.
quantiles. This is the quantity in which we are interested, and is
commonly known as the power of the test. A power above 0.8 is
usually considered satisfying.
Table 3 lists the power obtained under the different scenar-
ios at the three stated cut-off values. For scenario B the powers
are high, well above 0.9. This result is generally reassuring for
the possibility of correctly identifying the need for a non-null
convective core overshooting efficiency in the fit. However the
very poor power resulting under scenario C (and CM for the 95%
quantile) suggests that the results of the fit can be, in some cases,
drastically misleading.
This procedure can be further improved by considering the
power obtained for the whole set of quantiles α from 0% to
100%. The plot of the power of the test versus 1 − α is a well-
known statistical diagnostic tool, the receiver operating charac-
teristic curve (ROC curve) commonly adopted to show the valid-
ity of a classifier as the discrimination threshold varies (see e.g.
Agresti 2013). In this framework, the area under the ROC curve,
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Table 2. As in Table 1, but for target binary systems sampled at β = 0.0.
Scenario Reference age Age Bias β Y Age (Gyr) β
(Gyr) (Gyr) (%) σ σg σ σg
B 0.501 0.506+0.028−0.023 1.0 0.01
+0.02
−0.01 0.272
+0.022
−0.011 0.020 0.013 0.014 0.007
C 0.564 0.567+0.0290.025 0.6 0.02
+0.08
−0.02 0.275
+0.011
−0.012 0.024 0.015 0.068 0.035
BM 0.501 0.508+0.0260.029 1.3 0.02±0.02 0.275+0.016−0.012 0.021 0.012 0.015 0.005
CM 0.564 0.576+0.0410.033 2.2 0.02
+0.04
−0.02 0.275
+0.004
−0.011 0.028 0.019 0.046 0.017
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Fig. 7. Top row, left panel: Marginalized density of probability for the recovered β parameter under scenario B. The solid line corresponds to
models sampled from the grid at β = 0.16, while the dashed one to models sampled at β = 0.0. Right panel: As in the left panel, but under scenario
C. Bottom row: same as in the top row, but for precise mass scenarios BM and CM .
bounded from 0 to 1, is adopted as a global performance of the
classifier. A value of 0.5 corresponds to a non-informative clas-
sifier, that is, the classification is identical to picking the class
at random. Values close to 1 correspond to a very good classi-
fier. The evaluation of the areas under the ROC curves resulted
in the values of 0.987, 0.767, 0.997, and 0.927, for scenarios B,
C, BM , and CM , respectively. With the exception of scenario C,
the values are remarkably high.
4. Allowing independent overshooting efficiencies
for the two stars
The analysis presented in the previous sections adopts, in the
reconstruction of the artificial systems, a common overshooting
β for the two binary stars. Although for the considered systems
this hypothesis derives from theoretical considerations, the stars
having identical chemical compositions and very similar masses,
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Table 3. Powers of the test between models sampled at β = 0.0 and
β = 0.16.
Scenario 68% 90% 95%
B 0.981 0.948 0.948
C 0.868 0.003 < 0.001
BM 0.997 0.989 0.989
CM 0.982 0.896 0.316
Notes. The columns contain the power of the test conducted at three
different levels, respectively 68%, 90% and 95%.
a mass ratio of the stars far from one can be justified. Therefore
in this section we present an analysis of the internal variability
on the individually fitted β values that could be expected to occur
only owing to random fluctuations. To this aim we relax the con-
straint of the common overshooting parameter in the recovering
algorithm and allow each star to have an individual β.
To describe the expected variability, we estimated the me-
dian value of the overshooting efficiencies β1 and β2 for primary
and secondary stars for each synthetic system N1. Table 4 lists
the median q50 of these N1 values, as well as the 16th and 84th
quantiles, q16 and q84 , respectively. Figure 8 shows the proba-
bility density of the difference β1 − β2 for scenarios A, B, and C.
The worst case occurs under scenario A, because the probabil-
ity density of the difference peaks at 0.14 and shows very large
variance. The large offset from zero occurs because the median
β1 is at 0.30, very far from the reference value 0.16. For systems
like this it appears that it is just not possible to establish the two
overshooting efficiencies individually.
In the other scenarios, the two individual overshooting effi-
ciencies are less biased, and overall a 1σ random variability of
0.03 is seen. In both cases, however, a long tail towards lower
values (i.e. β2 higher than β1) is present: the 2.5th quantile (cor-
responding to a 2σ variability) is found at −0.10. The median
individual overshooting efficiencies show a bias similar to those
reported in Table. 1, with a tendency to even smaller overshoot-
ing efficiencies. Therefore – while in the advanced evolutionary
stages B and C it is possible to obtain an almost unbiased es-
timate of the differences between β1 and β2 – individual β es-
timates show a variance than can make it difficult to obtain a
reliable calibration of the overshooting efficiency with the stellar
mass. A study based on a very large sample could in principle av-
erage out these random variations. However, even a large sample
could not remedy the bias towards lower β values.
5. Conclusions
Following the theoretical analysis by Valle et al. (2016b) on
the difficulties of obtaining a reliable calibration of the core
overshooting efficiency for low-mass main sequence stars, the
present work addresses the same question but for more massive
and more evolved stars. We focussed on a test case synthetic bi-
nary system composed of a 2.50 M primary star coupled with
a 2.38 M secondary star. The selected case study is very sim-
ilar in masses and metallicity to one of the brightest and most
deeply studied binary systems in the sky, Capella (α Aur). We
evaluated the theoretical foundations of calibrating the convec-
tive core overshooting efficiency from observational binary sys-
tems together with the system age determination.
We put particular care into the statistical treatment of both
the parameter estimates and their errors. To do this we used the
SCEPtER pipeline (Valle et al. 2014, 2015c,a), a maximum like-
lihood procedure relying on a dense grid of stellar models, cov-
ering a wide range in both chemical abundances and in over-
shooting efficiencies. We selected three scenarios to address var-
ious evolutionary stages: the position of the primary is chosen
at the end of the MS (scenario A), at the RGB start (B), or in
the central helium burning (C). For each of these scenarios, we
adopted a two-stage Monte Carlo sampling procedure: a first step
accounted for the random error in the observational data, which
are otherwise supposed to be accurate. A second step was per-
formed to recover the best fit stellar parameters from these per-
turbed systems.
Adopting typical observational uncertainties of 100 K in the
effective temperatures, 0.1 dex in [Fe/H], 1% in the masses, and
0.5% in the radii, we found that the recovered age and overshoot-
ing efficiency are biased towards low values in all three scenar-
ios. The underestimation is particularly relevant for scenario C,
reaching −8.5% in age and −0.04 in the overshooting parameter
β, that is, a relative error of about −25%. In the other scenar-
ios, an undervaluation of the age by about 4% occurs. The origin
of the bias is not linked to the particular technique of param-
eter recovery, but is due to the position of the stellar tracks in
the hyperspace of the parameters adopted for the fitting, and is
therefore unavoidable for the constraints considered here. The
most important result, however, is the large variability in the fit-
ted values owing to the observational errors. For scenarios A and
C, the β values showed extreme variations from one Monte Carlo
simulation to another. This result strongly suggests that a calibra-
tion obtained from systems similar to the ones simulated in this
work is ill-advised, since the results can be simply a product of
random variation.
To explore the impact of better observational constraints, we
repeated the fitting by assuming a very small error of 0.1% in
the stellar masses (scenarios AM , BM , and CM). As a result, the
biases remain nearly unchanged but the variability is suppressed
by a factor of about two.
We also explored the relevance of systematic mismatch be-
tween observed data and the recovery grid. We showed that the
calibration from a binary system assuming an offset in the effec-
tive temperature of the stars of ±150 K from the grid leads to an
impossibility in recovering the true system values.
Furthermore, the robustness of the distinction of different
overshooting parameter values was also addressed by compar-
ing the reconstruction of models sampled at β = 0.0 with that of
models at β = 0.16. We obtained that the power of the distinction
is generally high (greater than 85%), even if potential problems
can arise under scenario C, due to the presence of multiple solu-
tions in the case of the sampling at β = 0.0.
Moreover, we tested the possibility of independently fitting
the overshooting efficiency of the two stars. This turned out to
be impossible in scenario A; due to a relaxation of the constraint
of common β, the best fit overshooting parameter of the primary
is strongly biased. In the other two scenarios, the fitting proce-
dure recovers an almost identical median β for the two stars, but
with a non-negligible variability and a long tail towards the over-
estimation of the overshooting efficiency of the secondary star.
These results advise caution when relying on individually fitted
β for stars in a binary system, as could be required for systems
with stars of significantly different masses.
Most of the results presented in this paper were obtained as-
suming either perfectly accurate observations – affected only by
random perturbations – or a perfect description of the binary sys-
tem from the theoretical stellar tracks adopted in the recovery.
For real stars in a binary system these hypotheses are surely too
optimistic. When the stated assumptions do not hold, it is appar-
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Table 4. Estimated individual overshooting efficiency for primary and secondary stars in different scenarios and their differences.
Scenario β1 β2 β1 − β2
q16 q50 q84 q16 q50 q84 q16 q50 q84
A 0.20 0.30 0.30 0.12 0.14 0.18 0.04 0.14 0.17
B 0.10 0.14 0.16 0.08 0.12 0.19 -0.04 0.01 0.03
C 0.09 0.11 0.13 0.08 0.10 0.14 -0.03 0.01 0.03
Notes. The table shows the 16th, 50th and 84th quantiles of the fitted overshooting efficiency β1 (columns 1-3), of the fitted overshooting efficiency
β2 (columns 4-6), and of their difference (columns 7-9).
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Fig. 8. Left: Probability density of the difference of primary and secondary overshooting efficiencies under scenario A. Middle: As in the left panel,
but for scenario B. Right: As in the left panel, but for scenario C.
ent that the calibrated parameters can be potentially much more
biased, as we showed for the effective temperature.
In light of the present study and of those by Valle et al.
(2015a) and Valle et al. (2016b), it seems that the calibration
procedure provides biased results, owing to the intertwined ef-
fects of all the unconstrained parameters, at least for systems
affected by typical observational uncertainties. A minimum sys-
tematic uncertainty of about ±0.03 (±20%) should be consid-
ered on the recovered convective core overshooting parameter
for stars evolved past the MS. For stars near the central hydro-
gen exhaustion it seems that the overshooting efficiency cannot
be recovered in a reliable way at least for models studied in
the present work and in Valle et al. (2016b). The actual rele-
vance of this uncertainty is obviously related to the purpose of
the fit; while it impacts in a relevant way on every single sys-
tem fit, nonetheless it allows a global approach, similar to those
performed by Claret & Torres (2016, 2017) in the examination
of a possible statistical dependence of the convective core over-
shooting parameter on the mass of the stars. In these studies the
proposed plateau for the β value is about 0.20 for stars more mas-
sive than 2 M, a value we showed to be distinguishable from no
overshooting, apart from in peculiar cases.
Further theoretical studies are needed to clarify whether the
conclusions of this work are valid for binary systems in general
or are simply relevant to those systems studied here.
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Appendix A: Random-effect models
As described in Sect. 2, a two-stage approach was adopted in
the Monte Carlo simulations. First, N1 artificial systems were
generated and subjected to perturbation to account for the obser-
vational errors. Second, all these systems were fitted by the al-
gorithm described in Sect. 2.2, which adopts N2 perturbed repli-
cates of each system to evaluate the statistical errors of the esti-
mated parameters.
Let us denote by i the artificial system (i = 1, . . ., N1), and
by j the replicate inside a system ( j = 1, . . ., N2). Without a loss
of generality, let us consider the age of the system as the depen-
dent variable Y . A fixed-effect model for the age with respect to
the artificial system classification would be specified as (see e.g.
Snedecor & Cochran 1989; Härdle & Simar 2012):
Yi j = µ + αi + εi j, (A.1)
where µ is the overall mean of the data, αi are the parame-
ters (to be estimated from the model) for the difference in age
among artificial systems, and εi j ∼ N(0, σ2) is the Gaussian error
term. This model corresponds to a classical analysis of variance
(ANOVA), and is suitable if the individual differences in the age
among the exact artificially selected systems are of interest.
However, these systems are only a random sample of the pos-
sible ones than can be generated by the Monte Carlo procedure.
Hence, it is more relevant to estimate the variability in the mean
age due to the random sampling. This is achieved by adopting a
random effects model:
Yi j = µ + Ai + εi j, (A.2)
where εi j ∼ N(0, σ2) and, differing from the previous model,
Ai ∼ N(0, σ2g) are random variables. The estimate of σ and σg
are the outcome of the model fitting.
The fit of the model in Eq. (A.2) was performed using a re-
stricted maximum likelihood technique adopting the library lme4
in R 3.3.1 (Bates et al. 2015; R Core Team 2016). Further details
on the method and on its theoretical assumptions can be found
in Laird & Ware (1982); Venables & Ripley (2002); Bates et al.
(2015).
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