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The problem of withdrawal of fluid from a porous medium has many applications in
reservoir engineering and aquifer sustainability. The extraction from layers of fluid
of different density is of particular interest. When pumping begins in a phreatic
aquifer, the interface between layers may draw down leading to undesirable (non-
potable) water entering the outlet, or water entering an oil pipeline. We investigate
the flow into a line sink or circular drain in a saturated porous medium containing
a stratified fluid with either an interface between layers of different density or a
free surface. Analytical techniques, spectral methods and full numerical calculations
are used. The conditions under which the interface may draw down are studied by
considering when steady, sub-critical flows exist and then examining unsteady flows
that lead to the drawdown of the interface. In two dimensions, the critical solutions
that appear to be the limiting steady flow in any given situation have been computed
with both hodograph methods and a spectral method, with good agreement. The
spectral method is then modified to consider unsteady flows and in particular the
approach to a steady state or the drawdown of the interface. Critical flow parameters
have been obtained. In three dimensions, the axisymmetric flow into a circular well is
considered by extending the spectral method. Again, steady and unsteady problems
were solved to find the critical flow parameters. Results obtained were compared with
full numerical simulations via the COMSOLTM package, again with good agreement.
In all situations, a strong relationship was found between the limiting steady flows
and the drawdown of the interface.
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Water beneath the ground surface occurs in two principal regions: the unsaturated
zone and the saturated zone [64]. The pore spaces in rocks contain water and air in the
unsaturated zone, whilst they are filled with water in the saturated zone. The upper
surface of the saturated zone is called the water table or the phreatic surface. Within
the saturated zone, there may be two or more layers of different density separated by
a thin interface. In between the air and water, there is a narrow unsaturated zone
known as the capillary fringe [64] see Figure 1.1. In this study, we are interested to
find the flow behaviour when water is withdrawn for drinking and town supply. Island
aquifers and coastal aquifers need to be managed to supply a dependable source of
freshwater so that over-pumping does not withdraw the saltwater that is under the
freshwater lens. If too much water is withdrawn, it leads to saltwater intrusion and
can damage the viability of the freshwater supply.
The problem of withdrawal of fluid from a porous medium has many applications
in reservoir engineering and aquifer sustainability. The extraction from layers of fluid
of different density or other property is of particular interest. The layers may be water
of different density or oil and water or natural gas. Each of the physical features of
the aquifer: permeability of the soil, depth of the water, size, and location and rate
of pumping affect the properties of the withdrawal.
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Figure 1.1: A simplified diagram showing the level of water table aquifer, saturated and
unsaturated zone with the cone of depression in a porous aquifer.
For example, in Perth on the west coast of Australia, where Murdoch University
is situated, there are three layers or aquifers. The superficial aquifer, the shallowest
aquifer, which stretches across the coastal plain, and additional superficial aquifers
located closer to the surface, which are often expressed as wetlands or lakes. Perth’s
groundwater system remains vital to meeting water needs. Superficial aquifers are
lakes or wetlands that extend across the coastal plain. These shallowest aquifers are
located closer to the surface. Confined aquifers such as the Leederville aquifer are
often several hundred metres thick. These connect with the surface in some areas,
and are located beneath the superficial aquifer [82]. The confined Yarragadee aquifer
has limited connection to the surface environment, but it has extensive storage, and
is considered a powerful source for water supply even in dry years. It should be
noted that the confined Yarragadee aquifer is the oldest aquifer in Perth. A water
corporation report, [82] on the integrated water supply said that the groundwater
scheme makes up approximately 40 per cent of the largest scheme managed, and it
is expected that around half of Perth’s drinking water will come from groundwater
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sources by 2022 although the advent of desalination may reduce this. Surface water
makes up 10 percent of supply and 48 percent is desalinated seawater. In the driest
years, Perth now depends on the superficial inland aquifers for approximately 10 per
cent of their supply needs. Over the past ten years, it has been expanding as one
of the most robust groundwater supplies to Perth, but the use of groundwater from
aquifers needs to be carefully managed to lessen the impact on some of our wetlands
and lakes that are supported by the aquifer.
Figure 1.2: A diagram illustrating the focus on the withdrawal of water from a freshwater
lens above seawater situated under the ground on an island.
In this work, our interest is in the withdrawal of fluid from either layers of different
density or when there is an air-liquid interface. At low withdrawal rates, all of the
water will be withdrawn from the layer adjacent to the well [47]. However, there
is a critical flow rate value at which the second layer begins to be withdrawn or
air is drawn into the pump. If the flow rate is above this value, then the flow is
called “supercritical”; recent papers have computed flow-rate solutions for different
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geometries [9, 38, 27]. The values of this critical parameter and the nature of the
flows are of vital importance in the management and sustainability of island, coastal
and inland aquifers and in oil reservoir engineering.
For many tropical islands, the water supply is provided from a lens of fresh water
restricted in the soil beneath the surface and above the salt water intrusion under the
island [5] see Figure 1.2. Maintenance of the water in this lens is crucial for main-
taining a continuous potable water supply. The location of the interface between the
fresh and salt water layers and the effects of various factors such as surface canals
and withdrawals are vital in successfully managing these natural systems. An exper-
imental survey technique for determining the location of the interface is described in
Ruppel [4]. In the absence of field data, the Ghyben-Herzberg relationship [32] and
[35] gives an estimate of the location away from coastal regions using the assumption
of two layers separated by a sharp interface and assuming no canals or withdrawal.
Essaid [41] gives a detailed review of the Ghyben-Herzberg relationship and then
describes a finite-difference model used to investigate real aquifers in the Hawaiian
Islands system.
Rainfall is the main source of the freshwater that recharges these aquifers [22].
Most tropical islands depend upon this underground water for their freshwater supply
and this lens of freshwater floats on the ocean salt water. Many islands do not have
enough land available to construct reservoirs large enough to provide sufficient water
to meet their needs. In addition, the diversion of surface water from streams can
impact both plants and animals. In the system, the freshwater lens is affected by
annual and seasonal variations in sea level and climate factors such as rainfall. It is
also possible that rising sea levels due to climate change may have a profound impact
on the water levels and the behaviour of the aquifers. All of these factors lead to
ground water being the most reliable and safe source of freshwater on many tropical
islands; however, more knowledge is required if they are to be managed sustainably
for the future. The island aquifer is recharged by freshwater, which then displaces
the underlying salt water. The freshwater floats on the salt water because the density
of freshwater is less than that of salt water. This vital groundwater seeps through
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the ground surface and flows to the ocean, although the time scale of this means
that water can be retained for some time and is recharged by rainfall, see Figure 1.2.
Water is recovered from the freshwater lens using wells and pumps.
Forbes et al. [58] used a spectral-Galerkin method to compute the interface shape
in a circular island, assuming axisymmetry. By including a point sink at a central
location, they were able to compute the shape of the interface between the freshwater
lens and the underlying saltwater. Increasing the withdrawal rate, they were able
to obtain the critical values at which the saltwater would break through into the
well, rendering the water undrinkable. The numerical equations were shown to be ill-
conditioned in certain circumstances, consistent with the findings of Wikramaratna
and Wood [74]; however, this was controlled using standard regularization techniques.
A Green’s function approach, such as that suggested in Muskat [63], was used to
perform similar calculations for two-dimensional flow. In that work, the island is
assumed to be long and thin and to have a line sink at some location within the
island [77].
In many oil reservoirs there is an oil zone underlying a gas cap and overlying
an aquifer. In such cases water-gas coning is a severe problem. Coning occurs in a
reservoir on production when the water or gas zone migrates towards the wellbore
in the form of a cone. The main factors affecting the water-gas coning tendency are
the density difference between oil and gas or oil and water, viscosity of water or gas,
formation permeability, pressure drawdown, and flow rate [74]. The tendency of a
fluid to cone is directly proportional to the density difference between the fluid and
crude oil, but inversely proportional to the fluid viscosity and reservoir permeability.
Lucas, Blake & Kucera [79] found that water-gas coning can be reduced by de-
creasing the reservoir production rate and improving the productivity of the reservoir.
In addition, carefully placing the outlet at the top of the reservoir in the case of water
coning, at the bottom of the reservoir in the case of gas coning, and close to the centre
of the withdrawal zone in the case of simultaneous water and gas coning, can reduce
coning. It is recommended to recharge the reservoir at a different elevation to increase
the distance between the gas-oil or water-oil contact and the perforated interval, and
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infill drilling. Another option is to simultaneously extract water from the aquifer
through a different sink to reduce the pressure differential across the interface or to
pulse the rate of pumping as in [35]. All of these examples involve the computation of
flows due to the withdrawal of fluid from aquifers with various shapes and structures.
In this work, we will develop new methods and study flows of this type in a simplified
geometry to isolate the important factors and increase our understanding.
1.2 Proposed Research
One of the purposes of this work is to determine the effectiveness of using spectral
methods on groundwater flow problems and considering a simplified model problem
to try to understand the process better.
Recently, some interesting effects in plumes and interfaces in surface water flow
have been shown by using the spectral method which has successfully dealt with
surface water hydrodynamics [68, 71]. To find “subcritical” solutions the hodograph
method can be used [11, 12, 53]. This method can also be used to find “critical”
solutions which can be shown to be limiting possible steady flows in any situation
given. The spectral method has been verified by comparison with these “critical” and
“subcritical” solutions. Unsteady flows are computed using this technique showing
how the free surface approaches steady-state and then what happens at flow rates
which exceed the maximum rate of the steady flow. In the past, such problems
have been considered using boundary integral methods Lennon [31], finite element
methods, e.g. COMSOLTM [3] and also analytical methods, such as the hodograph
[63] and the Ghyben-Herzberg approximation [32]. All of these methods show varying
degrees of complexity and applicability. Programs such as COMSOLTM are easier to
set up but have some problems in dealing with a very sharp interface or free surface
conditions, while the boundary element methods are constrained by the requirements
of homogeneity but are very good at dealing with moving free surfaces. In this thesis,
we will compare some of these approaches.
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1.3 Structure of the Thesis
This thesis includes seven chapters. An introduction and a background survey are
given in chapters one and two, concerning the problems in this thesis. The first
problem in Chapter three is a simple 2D model of a vertical, unconfined aquifer. A
hodograph solution is developed to compute the free surface of water in a horizontally
confined, vertical drain. A low flow rate solution is computed as well as a limiting,
coning solution. The results are compared with those of a new spectral method,
and steady and unsteady solutions are obtained. The fourth chapter includes the
second problem which is an initial model considering flow in a 2D sand column with
withdrawal through a line sink above a solid base. This extends the work in the
previous chapter by computing the effect of the presence of the bottom. Steady
solutions with recharge and unsteady solutions for the free surface are found using
a modification of the spectral method in the previous chapter. Coning solutions
are computed for when the free surface is pulled directly into the outlet. The third
problem in chapter five considers flow in a 3D axisymmetric cylinder sand column
with drawdown through a hole. The work of steady and unsteady problems deals
with finding the critical flow rate for a fluid in a circular column containing a porous
medium. A Bessel function series method was used to solve both the steady and
unsteady problems. In Chapter Six, the results of the spectral method in the earlier
chapters are compared with results from the full simulation package, COMSOLTM.
The location of the interface as a function of time was found to be almost identical
using both COMSOLTM and the spectral method implemented in MatlabTM. The




2.1 Equations of fluid flow in porous media
Bear [47], Dagan [20], Muskat [63] and Polubarinova-Kochina [73], among others,
have contributed significantly to the understanding of fluid flow in porous media and
their study provides much of the theoretical basis for the subject. Modelling flow
within a porous medium is most often conducted in accordance with Darcy’s law:
q = −κρg
µ
∇φ = −K∇φ (2.1)
where κ = Kµ
ρg





q is the seepage velocity vector, K is the saturated hydraulic conductivity (m/s),
µ is the dynamic viscosity, κ is the intrinsic permeability, and y is the elevation
which describes how easily the water can flow through the medium. Large κ values
give higher flow rates. Darcy’s Law states that water flows from regions of high
pressure towards regions of low pressure. For incompressible flow, the mathematical
equations that model fluid flow are governed by the principles of fluid mechanics; we
will concentrate on the two-dimensional case to begin.
The permeability of a given porous medium can be determined by experiment
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[15]. Conservation of mass is defined by the equation of continuity as:
∂ερ
∂t
+ div (ρq) = 0 (2.3)
where the density of the fluid is ρ, ε is the Representative Elementary Volume (REV)
and the velocity of the fluid is q, but




+ q · ∇ρ + ρ (∇ · q) = 0 (2.5)
If the density of fluid as it moves does not change then we say the flow is incompress-
ible, and so Dερ
Dt




+ q · ∇. We assume that water does not change
density due to pressure fluctuation, and thus, we may treat it as incompressible. If
the porosity does not change with time, the leads to an equation for conservation of
mass given by:
∇ · q = 0 (2.6)
and substitution into Darcy’s Law (2.1) leads to
∇ · (−K∇φ) = 0 (2.7)
that must be satisfied in the flowing region.
In many situations, it is possible to assume that K, tthe saturated hydraulic
conductivity is constant (permeability), which leads to Laplace’s equation:
∇2φ = 0. (2.8)
To determine the flow in a porous medium, we must solve either Eq. (2.7) or (2.8)
together with appropriate boundary conditions, considered below. There are several
main types of boundary conditions such as an impermeable boundary through which
water cannot flow. The movement of the solid boundary and the fluid particles must
coincide, so when the porous medium meets a solid impermeable boundary, the fluid
does not flow through such that:
q · n = 0 (2.9)
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where n is normal to the boundary [19]. In other words, the fluid can neither pene-
trate the boundary nor leave a vacuum at the boundary. At any point, the velocity
component normal to the boundary must disappear. Another way to define this
condition is to say that the boundary must be a streamline of the flow.
Another type of boundary condition is that for which saturated ground meets the
air, such as on the surface of the Earth or the wall of an earth dam. If there is flow
through this surface, it is sometimes known as a seepage face. This represents the
boundary when water is leaving the flow zone and enters the air region free of both soil
and liquid [64]. The pressure on this surface is constant at the value of atmospheric
pressure, and when the surface does not form a streamline, there is an equipotential
line along this boundary. Without loss of generality, we can assume air pressure to
be p = 0, so that from the definition of φ, given in equation (2.2) we obtain:
φ = y, (2.10)
for a solid-air boundary.
The third main type of boundary in saturated flow is what is known as a free
surface or phreatic surface. This often takes the form of an air-water interface or the
interface between two layers of different density. The most common air-water case
must have two conditions since its location is unknown. One condition is that of
constant pressure along the interface as given in equation (2.10) and the other is the
condition that the free surface must be a streamline, so that for this case:
∂η
∂t









and y = η(x, t) is the equation of the free surface.
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Note that equation (2.11) can be modified to include a recharge condition, meaning
the replenishment of an aquifer due to rainfall or irrigation. If the vertical velocity
of the flow is v, and vR is the velocity of the water falling down then v − vR is the
vertical component of the velocity on the free surface. The term ∂η
∂t
is the change in
interface shape with time. In steady flow, there is no change with time and so the
equation (2.11) on the surface becomes
uηx = v − vR. (2.14)
The free surface is given by y = η(x) (in two-dimensions) in steady flow. Free
surface conditions are most difficult to handle because the boundary is unknown to
begin; however, it will form a large part of this project.
There are other conditions that occur in different situations, such as the condition
at a porous surface. In that case, the volume flow into the wall is often proportional
to the pressure gradient at the porous surface. Other conditions will be derived as
necessary.
In two-dimensional flow, if the flow is also steady, then the continuity equation in
Cartesian coordinates is:
∇2φ = 0 (2.15)
A stream function ψ(x, y) can now be introduced, and then the piezometric head φ












These equations are the Cauchy-Riemann equations and they imply that the complex
potential f(z) = φ(x, y) + i ψ(x, y) is an analytic function of a complex variable
















This is a very useful and powerful formulation that can be used to derive solutions
in two dimensions and we will use it later in this thesis.
2.2 Steady and unsteady-2D withdrawal flows
Zhang et al. [36] studied water coning in the two-dimensional case and found it to
be ultimately limited at a pumping rate in steady solutions at which the water-oil
interface forms an upward vertical cusp. Their results that were obtained by involving
a fully analytical approach based on a hodograph transformation can be used for
comparison with the predictions of numerical solution methods for these problems.
Muskat and Wyckoff [63] studied the water coning problem towards a vertical well by
assuming a horizontal radial flow and calculating the potential function the pressure.
Zaradny & Feddes [34] considered the two-dimensional, unsteady problem by using
finite element methods. It is a model problem on which to perform some analysis of
the physical processes, although it has many simplifications. An analytical solution
in Corapcioglu et al.’s [69] study was used to predict an established oil lens in oil
recovery. On the water table, the temporal and spatial distribution of the free product
thickness was estimated by the solution. Free product mass balance equations over
the thickness were solved using Laplace transformations which were developed from
the governing equation. This model is useful to assess the relative merits of a two-
pump free product recovery operation scheme, although it has some limits due to the
neglect of capillary pressure. The response at some radius can be determined if the
pressure or the flow rate of a line sink is varied as a function of time. Two-dimensional
rectangular box models were used by Wisniewski et al. [30] to investigate in an
unconfined aquifer the simultaneous flow of water and a denser fluid. The fact that
cyclic recovery at a high flow rate for a short time was more productive than steady,
continuous pumping was confirmed by Zhang et al.. However, unsteady pumping was
found to be less effective than continuous steady pumping over the long term. The
interface was assumed to be a sharp interface in the previous models, so capillarity
was ignored. This assumption is acceptable in a steady-flow case. The capillary fringe
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also differs with time when the flow of the fluid is unsteady, meaning capillary effects
may be important in a smaller-scale problem. Capillarity is shown to affect beach
water table fluctuations for high-frequency forcing at the shoreline. The response of
a coastal aquifer to wave-induced boundary fluctuations, is similar to the effects of
pulse pumping [57].
Lennon [31] used the boundary integral equation method and considered a time-
dependent problem with a moving interface in an unconfined aquifer. the work used
the reducing rebound time with a strategy for the interface to recover after the pump
is turned off. Yu [9] and also Zhang et al. [26, 38] computed flows in which the limiting
steady flow rates were exceeded, and Hocking & Zhang [27] computed similar solutions
in three dimensions, and in these, there were two flowing layers of different density
entering the sink. Although such two-layer flows are difficult to compute and it was
difficult to accurately determine the critical flow values, these solutions approached
the limiting single layer steady-state as the flow rate decreased. McCue & Forbes [59]
studied a closely related problem with two-dimensional flow due to a line source and
a line sink in a horizontally confined region to optimize a mineral leaching process.
2.3 Steady and unsteady-3D withdrawal flows
Axisymmetric flow problems can not be solved by using conformal mapping methods,
and so we must use other techniques. Forbes et al. [58] studied the extraction of fluid
from a porous medium when the extraction point sink is located above the interface
in an axisymmetric three-dimensional flow. For axisymmetric withdrawal involving
a slow viscous flow of a two-fluid system, Lister [55] computed interface shapes and
super-critical extraction rates, in which both fluids were withdrawn. Also, Singler &
Geer [81] studied the gas layer for the axisymmetric distortion of a gas-liquid interface
where the point sink is located above the interface.
Lucas, Blake & Kucera [79] used an integral equation approach to compute the
water coning problem for axisymmetric withdrawal. They found pumping strengths
for the steady-state at which the interface forms an upward vertical cusp. In addition,
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the flow could be unsteady for pumping rates greater than the limiting value, or maybe
involve the simultaneous withdrawal of both fluids. In an oil extraction field and for
more general geometries Lucas et al. [79] extended this work.
2.4 COMSOLTM
For a variety of applications, COMSOLTM Multiphysics is a modelling package which
enables solutions to be obtained for a variety of flows in porous media with more
complicated fluid and boundary conditions. It is relatively easy to use and allows
the set up of different situations and easy coupling of various physical processes.
COMSOLTM is a general package with pre-defined equations for the majority of the
phenomena taking place in science and technology, for example, the transfer of heat
and electricity, diffusion and fluid flow [16]. It has a variety of other “toolboxes”
to consider other physical processes, not just flow in porous media. However, our
interest is in withdrawal flows from aquifers. The numerical scheme is based on that
of Qin et al. [66] who found the set up of different situations and allows easy coupling
of various physical processes. Qin et al. [66], found numerical solutions in one and
two-dimensions based upon the control volume finite difference technique, including
the vapour content and temperature.
COMSOLTM will be used later to compare the unsteady solutions with a spectral
method in MatlabTM (2014a) software for both two and three-dimensions problems
as will be presented in the following chapters.
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Chapter 3
Two-dimensional vertical duct of
infinite depth
3.1 Introduction
The problem of withdrawal of fluid from a porous medium has many applications in
reservoir engineering and aquifer sustainability. The extraction from layers of fluid of
different density or other property is of particular interest. The layers may be water
of different density or oil and water or natural gas. Previous work shows that fluid
from the layer in which the extraction point is placed will alone flow out so long as the
flow rate is beneath some critical value [63, 47, 54, 18, 13]. This process is very similar
to the problem of stratified withdrawal in surface water, such as in [6, 7, 23, 25].
For flow into a line sink in a domain that is unbounded horizontally, a phreatic surface
(interface) will not level off at a finite value of height due to the logarithmic nature
of the potential function and the surface boundary conditions that must be imposed.
McCarthy [52] computed solutions for a line sink in an unbounded horizontal duct by
applying pressure conditions at a finite horizontal distance from the inlet. Zhang et.
al. [36, 28] considered this problem in a vertically confined two-dimensional aquifer
and used hodograph and numerical methods to find limiting solutions as the flow rate
was increased where the interface attached to the horizontal, impermeable boundary
at some distance from the sink. Flows in which the limiting steady flow rates were
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exceeded were computed by Yu [9] and also by Zhang et. al. [38, 26] and in three-
dimensions by Hocking & Zhang [27], and in these there were two flowing layers of
different density entering the sink. These solutions approached the limiting single
layer steady-state as the flow rate decreased, although there was some “noise” in
the computations that did not allow an accurate determination of the critical values.
McCue & Forbes [59] studied a closely related problem with two-dimensional flow due
to a line source and a line sink in a horizontally confined region to optimize a mineral
leaching process.
Here, we investigate the simplified problem of two-dimensional flow into a line sink
in a vertical sand column of infinite depth, but finite width. The two-dimensional,
unsteady problem was considered by Zaradny & Feddes [34] using finite element
methods. Although there are many simplifications in this problem, it is a nice model
problem on which to perform some analysis of the physical processes.
The spectral method has recently been used with great success in dealing with
surface water hydrodynamics [68, 71] and has been employed to show some interest-
ing effects in plumes and interfaces. One of the purposes of the current work is to
determine the efficacy of using similar methods on groundwater flow problems. For
that reason, we have chosen a very simple geometry that will enable the computation
of some exact solutions for comparison with the method. The hodograph method
can be used to find “subcritical” solutions [11, 53, 12] and also “critical” solutions
that appear to be the limiting possible steady flow in any given situation. These are
used to verify the spectral method, and then this technique is modified to consider
unsteady flows that reveal how the free surface approaches the steady-state and then
what happens at flow rates that exceed the maximum steady flow rate.
3.2 Formulation of the problem
We consider flow of water in a homogeneous, saturated, porous medium in a two-
dimensional, vertical column that is confined horizontally with width W = 2L, that
has an air-water interface (phreatic surface) at the top and is unconfined below, as
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shown in Figure 3.1. Water is withdrawn through a line sink of strength (total flux)
located at the origin. The flow will be assumed initially to be steady, with water
flowing upward from deep in the column to replenish that removed through the sink.
The problem could also be thought of as an infinite periodic set of drains separated
by equal distances 2L, as considered by Childs [11], and with a capillary fringe by









Figure 3.1: Sketch defining the problem variables. The width is 2L and the outer edge
of the phreatic surface has elevation y = H. Total flux into the sink is m0, so the
upward velocity from deep in the aquifer is v = m0/(2L)
q = −K∇φ (3.1)
where q is the seepage velocity, K is the saturated hydraulic conductivity, and φ is





where ρ is the fluid density, g is gravity, p is pressure and y is vertical elevation. In
addition, assuming incompressible flow and porosity that is not changing with time,
an equation for conservation of mass is given by
∇ · q = 0. (3.3)
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Assuming κ and µ to be constant, and combining equations (2.1) and (3.3) leads to
Laplace’s equation for φ, i.e.
∇2φ = 0, for− L < x < L, y < S(x, t), t > 0 (3.4)
where y = S(x, t) is the equation of the (unknown) surface of the saturated zone.







as (x, y)→ (0, 0). (3.5)
where m0 is the strength of the sink.
There can be no flow through the impermeable boundaries at x = ±L, and invok-
ing the left-right symmetry of the flow we can write
φx(0, y, t) = φx(L, y, t) = 0 on y < S(x, t), t > 0. (3.6)
and only consider the region 0 < x < L. Now, since the pressure on the free boundary
is assumed to be zero, (3.2) can be written
φ(x, S(x, t)) = S(x, t), on y = S(x, t), t > 0. (3.7)
Finally, water particles on the free surface must remain on the surface, leading to the
kinematic condition,
St + uSx − v = 0, on y = S(x, t), t > 0, 0 < x < L (3.8)
which in terms of φ becomes
St −KφxSx +Kφy = 0, on y = S(x, t), t > 0, 0 < x < L. (3.9)
Nondimensionalizing with respect to the width L and the volume flux m0, and time
scale τ = L
2
m0
, we find the problem becomes to solve
∇2φ = 0 (3.10)
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with boundary conditions
φx = 0, on x = 0, x = 1, y < η(x, t) (3.11)
φ = η, on y = η(x, t), 0 < x < 1 (3.12)
ηt − φxηx + φy = 0, on y = η(x, t), 0 < x < 1 (3.13)
and initial conditions
φ(x, η, 0) = η(x, 0) = H, at t = 0, (3.14)
where η(x, t) is the nondimensional height of the free surface, y = H is its initial
elevation, and all variables are now written in nondimensional form. As the sink is







as (x, y)→ (0, 0) (3.15)





Since the full nondimensional width of the drain is two units and the total flux into
the sink is m, the upward velocity from deep in the aquifer must be v = m/2. The
problem is therefore to solve the system given by the equations (3.10-3.14), subject
to (3.15).
3.3 Hodograph solution
The hodograph method [47] can be used to obtain analytical solutions in porous
media flows involving a free surface. In this problem, there are two different types of
solution that we may consider, one in which there is a steady-state solution with a
stagnation point above the sink and another in which the free surface forms a cusp
shape above the line sink. The cusped solution is unique in that it occurs at a single
value of flow rate, m, for a given geometrical configuration and is thought to represent
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Figure 3.2: Mappings used to obtain the hodograph solution for the subcritical solution.
The physical z = x+ iy plane and the hodograph W = u− iv are linked via the w and
σ planes to find an exact expression for the flow.
In the hodograph method, we are able to perform a mapping noting that for a steady
flow ηt ≡ 0 and the kinematic condition (3.13) can be combined with the dynamic
condition (3.12). Differentiating along the free surface in terms of the arclength s,
φ′(s) = η′(s) (3.16)







⇒ φx + φyη′(x) = η′(x) (3.17)
on y = η(x). Substituting into (3.13), with ηt ≡ 0, gives
φ2x + φy(φy − 1) = 0. (3.18)
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Therefore, if we define f(z) = φ + iψ to be an analytic function in the complex
z-plane, then the points defined by (3.18) lie on a circle with centre (0, 1/2), and
radius 1/2 in the −f ′(z) = W = u − iv- plane, as shown in Figure 3.2. Note that u
and v are the horizontal and vertical velocities respectively. The function ψ(x, y) is
the equivalent of the streamfunction in surface water flows and can be used to plot
streamlines. The important feature of using this technique is to map the region of
interest to a region in which the solution can be written down by inspection. In both
cases here, this turns out to be a half-plane containing appropriately placed sources
and sinks.
3.3.1 Sub-critical flow
The particular solution for subcritical flow that involves a stagnation point on the
surface is given in Childs [11] and von Deemter [53], but we repeat the details here
for completeness. The crucial feature of this process is the mapping of the hodograph
plane to the half-plane and the main features are demonstrated in Figure 3.2. We
note that in the physical z = x+ iy-plane we can specify various quantitative features
of the velocity. In this case, the speed of flow must be zero at points F and G, and
it is clear that the horizontal component of velocity is zero on F to S, S to J and
I to G and thus lie on the vertical axis in the W = u − iv = −f ′(z) plane, see
Figure 3.2. We can also say that the vertical component is positive, v > 0 on I to G,
and J to S, while it must be negative, v < 0, on F to S. The free surface FG must
lie on the circle as described above. The incomplete circle GRF involves a cut as
the air-water interface becomes steeper, reaches a maximum slope of v/u, and then
becomes shallower to reach point F , a stagnant point. The point deep in the duct
IJ has a vertical upward flux of m/2 as the total flux m is split across a width of 2
from the symmetry of the situation, and so in the hodograph plane this point appears
on the vertical axis. Clearly the speed of flow slows on the vertical “wall” at x = 1,
eventually slowing to zero at G, while it speeds up as the sink is approached from
J to S, so that the sink itself lies at |W | → ∞. In order to best write down the
solution it is now necessary to map the hodograph plane to the upper half plane. To
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begin, the inversion of w = 1/(iW ) = 1/(iu + v) maps the hodograph to the upper
half w-plane involving a vertical cut w = −1 + ir, r ≥ cot θ as shown, where θ is the




(σ − 1)σ−1/2 cot θ − 1 = iz′(f) (3.19)




(log(σ − σS)− log(σ − σM)) (3.20)
that consists of a sink at σ = σS and a source at σ = σM . The source point represents
the point, IJ , deep in the aquifer from which the water is replenished, but appears
as a point in the σ-plane. It remains to compute the location of the free surface from
these computations, in other words a bridge between z and f via the mappings. One
approach to this is to find
z′(σ) = z′(f)f ′(σ), (3.21)
















where σS is given by
σS = κS +
√
κ2S − 1, (3.23)
where κS = 1 + 2 tan
2 θ and σM is given by
σM = κM +
√
κ2M − 1, (3.24)
and κM = 1 + 2(1 + 2/m)
2 tan2 θ. This solution needs to be scaled with respect to
the width of the drain, to compare with the nondimensional width across the top of




















































































noting that −∞ < σ < 0 corresponds to the phreatic surface. In addition, the



















so that the total distance from the sink to the height of the phreatic surface on the
outer edge of the drain (at point G) is ∆ySG = ∆ySF + YL from (3.28) and (3.26)
respectively. These solutions will be presented later in comparison with the steady
solution obtained using the spectral method.
3.3.2 Critical flow
In the limit as the maximum slope angle approaches θ → π/2, the solution above
approaches the critical case in which the solution cones into a vertical cusp. Unfortu-
nately, the limit in the mappings is not simple, and so we describe the modification
here that gives the critical flow case.
Observing the velocity along the solid boundaries of the flow domain, we can see
that the boundary at x = 0 beneath the sink, SJ , corresponds to the line JS in the
w-plane, as u = 0, m
2
< v < ∞, noting that v → ∞ as the sink is approached. The
boundary at GI has u = 0 and 0 < v < m/2, so corresponds to GI in the W -plane.
The line x = 0 above the sink SF in the z-plane corresponds to SF in the W -plane,
where −∞ < v < −1, and v = −1 corresponds to the cusp point on the free surface.
The point G at z = 1 + iH also has the property that u = v = 0, and is a stagnation

































Figure 3.3: Mappings in the hodograph solution for the critical, cusped solution. The
planes used are named similarly to those in Figure 3.2 for consistency and to show
the similarities.
from which the water emanates. The mappings required are shown in Figure 3.3. As
above, we now proceed to map the W -plane to the upper-half σ-plane via an interme-
diate mapping so that the solution for the sink flow can be written down. Mapping
w = −i/W = −iz′(f) to the w-plane as shown in Figure 3.3, and then the w−plane
to the lower half σ-plane with
σ = (w + 1)2 ⇒ w = −1 + σ1/2. (3.29)
we can then write the solution for the sink flow in the σ-plane. In the σ-plane, the





log(σ − 1)− log(σ − κ2)
)
(3.30)
where κ = (1 + 2/m), which corresponds to a source at σ = κ2 and a sink at σ = 1.
As above, this source represents the flow from deep in the aquifer at IJ . Therefore,
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we can find


















































































noting that −∞ < σ < 0 corresponds to the surface. Figure 3.4 shows several
solutions for different values of m. As the critical height of the interface increases a
larger m value is required to pull the interface down into the cusp shape.
3.4 Steady sub-critical solutions
The cusped coning solution is often cited to be the maximum flow at which steady
solutions exist [52, 36, 39, 13]. If the flow rate becomes higher, then the surface draws
down directly into the sink and if there is a layer of fluid of different density above it
will begin to flow into the sink [38]. In this section we will use a spectral method to
compute flows in which the flow rate is below the critical value. A verification of the
criticality conclusion is obtained if the maximal value of m for steady-state solutions
matches the critical (cusped) hodograph solution in a given case. The method is to
find a solution as a combination of a flow in the duct plus a spectral component that
satisfies all but the surface conditions on y = η(x). The steady version of (3.10-3.14)
is
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Figure 3.4: Interface shapes for the hodograph critical flow solutions for m =
4, 3, 2, 1, 0.5. The shape is a typical cusp shape. A higher pumping rate is required
when the surface is further from the sink.
∇2φ = 0 in 0 < x < 1, y < η(x) (3.34)
φx = 0, on x = 0, x = 1, y < η(x) (3.35)
φ = η, on y = η(x), 0 < x < 1 (3.36)
φxηx − φy = 0, on y = η(x), 0 < x < 1. (3.37)
The duct solution will provide the solution for flow with no free surface, but will
ensure the satisfaction of all of the conditions except for those on the free surface.
We choose to write
φ = φD + Φ, (3.38)
where φD is the flow from a vertical duct into a line sink and Φ takes the form







λnη cosλnx where λn = nπ. (3.39)
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The coefficients an, n = 0, 1, 2, . . . will be determined by the conditions on the flow.
The term −my/4 is required to obtain the correct flux into the sink. As y → −∞,
φD approaches −my/4 and so the combination gives upward flux of m/2 where m
is the total flux into the symmetric region, −L < x < L. Above the height of the
sink, this term cancels the downward flux from φD, in this case m/4. Thus the flux
into the sink is m/2, with all of the water coming up from below, since there is no
recharge at the phreatic surface. Ultimately we will need to determine the coefficients
an = 0, 1, 2, . . . that satisfy the free surface conditions. To proceed from here, we must
find the solution for flow in a vertical duct. The complex potential for such a flow is
























The flow rate for such a flow in which the top of the vertical duct is at y = 0.5 is
shown in Figure 3.5. A natural choice for the shape of the free surface is
η = H +
∞∑
n=0
bn cosλnx where λn = nπ, (3.42)
since this is compatible with the form of φ and the coefficients bn, n = 0, 1, 2, 3, . . .
are to be determined.
3.4.1 Linear solution
The form of φ in (3.38,3.39) is such that all conditions (3.11-3.13) are satisfied except
those on the unknown surface, y = η(x). In general, to find the shape of the surface is
a nonlinear problem, but if we assume the disturbance of the surface to be relatively
small, we can compute a linearized solution by considering the disturbance about the
mean height y = H. The linearized conditions on y = H are
η = φ, on y = H, 0 < x < 1 (3.43)













Figure 3.5: The flow net for the flow in a duct of infinite depth with sink at H = 0.5
and m = 1. Streamlines are in blue and velocity potential contours are in red.
Noting that φy is




















then the unknown coefficients an, n = 1, 2, . . . can be found using orthogonality in









cos(nπx)dx, n = 1, 2, . . . .
However, it is possible to compute this solution exactly as shown in Figure 3.5. Using
a variation on the mapping fD that includes an image sink at y = 2H, gives a potential




















(e−πy − Aeπy) sinπx
)2]
, (3.48)
where A = exp(−2πH). Then applying (3.43) the shape of the surface for any m and
H can be found as





A+ 1− 2e−πH cos πx
2e−πH + A+ 1
]
. (3.49)
This solution can be compared to the full nonlinear solution.
Examples of free surfaces of the linear steady flow are shown in Figure 3.6 for four
different surface elevations with flow rate m = 2. The distance between the maximum
height and minimum height on the surface is getting smaller when the main elevation
is higher at fixed m value. In other words, the surface pulls down further if it is closer
to the sink location.
3.4.2 Nonlinear solution
In the full problem we need to solve the system (3.34-3.37). In principle we can use
the same approach but the orthogonality of the components no longer holds because
of the fact that all calculations must now be performed on y = η(x) rather than on
y = H (as in the linear case).
The equation for η(x, t), (3.42) is equally appropriate here, and substituting for this
and φ in the pressure condition (3.36), multiplying by cosλjx and integrating from 0




















cosλjx dx = 0 (3.50)
for each j = 1, 2, . . . . After truncating all of the series to N terms, and exploiting
the orthogonality of the eigenfunctions, we find
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Figure 3.6: The linear surface solution at different elevation H = 2, 1.5, 1, 0.5 for flow
m = 2. As the surface gets closer to the sink, the surface pulls down further. Note































cosλjx dx = 0, j = 1, 2, . . . , N.
(3.52)
This provides us with N equations, but we have 2N unknowns in the aj, bj, and so
we can invoke a similar process for the kinematic condition (3.37). Noting that the
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Series coefficients, an
an N = 10 N = 20 N = 30 N = 40 N = 50 N = 100
a1 -0.0307 -0.0307 -0.0307 -0.0307 -0.0307 -0.0307
a2 -0.0125 -0.0125 -0.0125 -0.0125 -0.0125 -0.0125
a3 -0.006 -0.006 -0.006 -0.006 -0.006 -0.006
a4 -0.0029 -0.0029 -0.0029 -0.0029 -0.0029 -0.0029
a5 -0.0014 -0.0014 -0.0014 -0.0014 -0.0014 -0.0014
a6 -0.0008 -0.0008 -0.0008 -0.0008 -0.0008 -0.0008
a7 -0.0005 -0.0005 -0.0005 -0.0005 -0.0005 -0.0005
a8 - 0.0003 -0.0003 -0.0003 -0.0003 -0.0003 -0.0003
a9 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002
a10 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002
a20 0 0 0 0 0
a30 0 0 0 0
a40 0 0 0
a50 0 0
a100 0
Table 3.1: Fourier coefficients, an for the potential function, φ(x) for different values
of number of coefficients, N , for the case of mmax = 2.34 and H = 0.84. This case
is close to the critical case. Coefficents are converged to 4 decimal places by N = 30,
and are effectively zero by a20 for this situation.




bn λn sinλn x (3.53)
and φx can be found by differentiating the function (3.38) with respect to x,




λnη sin λnx (3.54)
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Series coefficients, bn
bn N = 10 N = 20 N = 30 N = 40 N = 50 N = 100
b1 -0.1672 -0.1677 -0.1677 -0.1677 -0.1677 -0.1677
b2 -0.0438 -0.0442 -0.0442 -0.0442 -0.0442 -0.0442
b3 -0.0166 -0.0169 -0.0169 -0.0169 -0.0169 -0.0169
b4 -0.0084 -0.0087 -0.0087 -0.0087 -0.0087 -0.0087
b5 -0.0053 -0.0056 -0.0056 -0.0056 -0.0056 -0.0056
b6 -0.0036 -0.0038 -0.0039 -0.0039 -0.0039 -0.0039
b7 -0.0024 -0.0027 -0.0027 -0.0027 -0.0027 -0.0027
b8 -0.0016 -0.0019 -0.0019 -0.0019 -0.0019 -0.0019
b9 -0.0011 -0.0014 -0.0014 -0.0014 -0.0014 -0.0014
b10 -0.0008 -0.001 -0.0011 -0.0011 -0.0011 -0.0011
b20 -0.0001 -0.0001 -0.0001 -0.0001 -0.0001
b30 0 0 0 0
b40 0 0 0
b50 0 0
b100 0
Table 3.2: Fourier coefficients, bn for the surface shape η(x) for different values of
number of coefficients, N , for the case of mmax = 2.34 and H = 0.84. This case is
close to critical. Coefficients are converged to 4 decimal places by N = 30, and are
effectively zero by b30 for this situation.

























cosλjx dx = 0,
j = 1, 2, . . . , N. (3.55)
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Figure 3.7: Comparison of steady free surface shapes for a mean surface height of
H = 0.5 and values of flow m = 0.5, 1 and 2. The dashed lines are the linear
solution, the solid the full nonlinear. The case m = 2 is just below the maximal
steady-state. The subcritical hodograph solutions agree to graphical accuracy with the
spectral solutions.
Truncating the infinite series to N terms, this provides N equations, and so the
combination of (3.51, 3.52) and (3.55) gives 2N nonlinear equations for the 2N un-
knowns. The function fsolve in MatlabTM was used to solve this nonlinear system
of equations. Once the coefficients of the series have been obtained, it is possible
to compute the numerical values for the shape of the free surface η(x). Integration
was performed using Gaussian quadrature. The convergence of the coefficients in the
series is shown in Tables 3.1 and 3.2. It is clear that the series have both converged
to 4 decimal places by the 30th coefficient, and are zero to four decimal places by
an, n = 40, so that no more than N = 50 is required to obtain converged solu-
tions. Graphically, these subcritical solutions are indistinguishable from those of the
subcritical hodograph method.
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ht m = 0.25
m = 0.35
m = 0.7
Figure 3.8: Comparison of steady free surface shapes for a mean surface height of
H = 0.35 and values of flow m = 0.25, 0.35 and 0.7. The dashed lines are the linear
solution, the solid the full nonlinear. The case m = 0.7 is just below the maximal
steady-state. The subcritical hodograph solutions agree to graphical accuracy with the
spectral solutions
3.4.3 The results
The results of some of the steady calculations are shown in Figures 3.7, 3.8 and
3.9 along with their linear counterparts (dashed lines) for the case where the mean
surface height is H = 0.5 and m = 0.5, 1, 2. It is clear that as m increases, the linear
solution varies more from the full nonlinear solutions, but this comparison verifies the
implementation of the scheme to be correct. For any fixed mean water surface height,
H there are multiple steady solutions as m increases, but only up to a maximum
value of mmax. As the height H decreases; this critical value of mmax declines as
would be expected since less pressure variation is required to pull down the surface.
The largest value of m (m = 2) shown in Figure 3.7 is not far from the limiting value
for existence of the steady-state, and it has the characteristic shape of a pre-coning
34

























Figure 3.9: Comparison of steady free surface shapes for a mean surface height of
H = 1.25 and values of flow m = 5, 12 and 13. The dashed lines are the linear
solution, the solid the full nonlinear. The case m = 13 is the maximal steady-state.
surface. This suggests that there is a maximum flow rate beyond which the surface
draws down into the sink. Figures 3.8 and 3.9 show more comparison cases of the
steady-state surface with the nonlinear surfaces for different height and different m
values. Figure 3.10 shows a comparison of the steady surface shape for several values
of m compared with the cusped hodograph solution at the same value of H. It seems
that the surface shapes of the steady solutions approach the shape of the cusped
(hodograph) solution as the maximal m is approached. The values of the maximum
flow rate mmax for different surface heights compared with the hodograph solution are
shown in Figure 3.11. As H increases the value of mmax for the steady solutions drop
a little below the critical hodograph solutions, but in general the steady solutions
exist up until the formation of the cusped solution and not beyond. This result is
as expected, but we can consider the behaviour at higher values of m by examining
unsteady flows.
35
Figure 3.10: Steady, subcritical interface shapes with an outer height of HE = 0.44
with m = 0.4, 0.8, 0.95 compared with the hodograph (critical) surface at m = 1.
3.5 Unsteady flow
We have obtained solutions to the steady problem using both the hodograph method
and the spectral method, and shown that the upper flux limit of these corresponds
closely to the cusped hodograph solutions. In order to consider what happens at
higher flow values, m, we can adapt the method to derive an unsteady solution pro-
cedure. To do this, we can use the same basic formula as the steady problem but
allow the coefficients to become functions of time. Time variation can be determined
via equation (3.13). Differentiating the now time-varying version of η gives




b′n(t) cos(λnx), λn = nπ (3.56)
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Figure 3.11: Maximum flow rate mmax for different heights compared with the hodo-
graph solution for the same surface heights. The solid line is the hodograph solution.
It is clear that the maximal steady-state agrees very well with the cusped, drawdown
solution.
and substituting into (3.13) and using orthonality where appropriate, we find
























































cosλjx dx = 0,
j = 1, 2, . . . , N. (3.58)
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The values of bj(t), j = 1, 2, . . . , N are then updated simultaneously with the dynamic
condition in the form of (3.51,3.52) to find the new values of aj(t), j = 1, 2, . . . using
a 4th-order Runge-Kutta scheme. Again, fsolve must be used to find the values of
aj(t), j = 1, 2, . . . at each step applying the equation φ = η at the current time to
obtain the coefficients of the series for φ. The complication of swapping between time
stepping and iteration meant that we were not able to use the MatlabTM Runge-Kutta
routine, but instead wrote our own.






λjH cosλj x dx, (3.59)
are the initial values for j = 1, 2, 3, . . . , N . H(t) is again the mean height of the free
surface.
3.5.1 Linear solution
Just as in the steady situation, we can compute a simplified linear solution by making
the calculations at y = H(t) as time proceeds. This is a reasonable assumption so long
as the deflection of the surface is only small. In that case, the linearized equations are,
ηt = −φy(x,H(t)) (3.60)
which leads to










φDy(x,H) cos λj x dx− ajλjeλjH , j = 1, 2, . . . , N, (3.62)
and















φD(x,H) cosλjx, j = 1, 2, . . . , N. (3.64)
Thus we can step through time using numerical integration and the results can be
compared with the full nonlinear solution. Using this approach, every value of H
has a steady solution for any m (although some may be unrealistic with the surface
located below the sink) and the numerical scheme approaches the linear steady-state
solutions as obtained above. An interesting feature of these unsteady, linear solutions
is that the mean height of the interface remains constant, so that the surface at
the outer edge rises up while the point above the sink is pulled downward. This
slightly surprising result suggests that for any situation there are multiple solutions
that depend on the location of the interface before the flow begins. It also suggests
that in a real flow situation the critical condition may depend to some extent on the
flow history. For the full nonlinear problem, solutions will not exist for sufficiently
large m as the sink draws the phreatic surface downward into the sink. No solutions
of the linear equations are shown, but at smaller values of m and larger H they
follow the nonlinear solutions closely, thus verifying the nonlinear method. However,
the drawdown can not be determined by the linear solutions, and so just as for the
steady case we must consider the full nonlinear solution.
3.5.2 Nonlinear solution
In the nonlinear problem we have the same steps as for the linear, but the equations
must be determined on y = η(x, t) rather than on y = H(t). We step through time
using a 4th-order Runge-Kutta scheme for equations (3.57, 3.58) and (3.51, 3.52).
The values of the coefficients aj, j = 1, 2, 3, . . . must be computed iteratively using
fsolve at each sub-step of the Runge-Kutta scheme. At any time the value of H(t)
is close to the average height of the surface.
In principle the method can be used to solve for any flow rate and any starting values.
The first results sought were those in which the initial height and value of m were such
that the free surface should approach a steady-state solution such as those obtained
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above.
Figure 3.12 shows this convergence for the case H = 1, m = 1. In all cases this
was found to be true, the surface rapidly evolved to the steady-state solution for
corresponding values. Interestingly, for all of these cases the mean height of the
surface remained the same and the phreatic surface simply adjusted to satisfy the
pressure condition. This is reasonable as the infinite depth of the column allows the
water to flow upward from below the sink to maintain the level. The nondimensional
time taken to reach this steady solution was approximately tS ≈ 1.5 units of time.






















Figure 3.12: Surface shapes at times t = 0.2, 0.4, 0.8, 1.0 for H = 0.5, m = 1.0.
The dashed line is the steady-state solution for this value of m. The surface is clearly
approaching the steady solution as t→∞.
The real interest here is on what happens if the flow value m is above the expected
steady limit. A series of simulations was performed, and it was found that if such a
value was chosen, the middle of the free surface continues to travel downward toward
the outlet point until the method failed. The elevation of the deepest point on the
surface for a starting depth of H = 0.5 as a function of time for several different values
of flow rate m is shown in Figure 3.13. At this value of H, the limiting steady-state
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Figure 3.13: The elevation of the deepest point on the surface as a function of time
for different values of m = 0.5, 1.0, 1.5, 2.0, 2.5 when the initial height was H =
0.5. The limiting steady solution for this case occurs when the starting height H =
0.5 and m = 1.32. Values of m smaller than this level off with time, while those at
larger m continue to travel downward.
solution is at m = 1.32. At smaller values of m, the deepest point levels off, while for
values greater than m = 1.32 it continues to travel downward with greater speed for
flow value m. The value at m = 1.5 is only just above the highest steady value and
so appears to level off, but the central point continues to travel downward until the
method fails. The curves for m = 1.5, 2.0 and 2.5 terminate at the points at which
the method fails to converge. The likely reason for the failure is that the middle
of the interface moves extremely fast and is essentially singular in time. It is very
difficult to capture this moment in the code without using exceptionally small time
steps. The failure is characterized by the formation of oscillations of numerical origin
developing on the interface close to the outer edges.
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3.6 Conclusion
The withdrawal of water through a line sink from within a two-dimensional vertical
column of infinite depth containing porous media is considered. Hodograph solutions
are presented for both sub-critical and critical steady solutions and compared to a
spectral method that has been used to solve both the steady and unsteady versions
of the problem. The spectral and hodograph solutions are in excellent agreement
for subcritical flow rates. Clearly this situation is slightly unrealistic, but could be
a model for withdrawal near to the interface in a stratified aquifer of great depth.
However, more importantly, the model clearly identifies the important factors in the
process and the behaviour of the interface as water is withdrawn.
In all unsteady simulations, the mean level of the phreatic surface or interface remains
approximately constant except in cases where a steady solution does not exist. If the
flow rate is sufficiently small, the surface simply adjusts to the steady-state solution,
while if it is large enough the middle of the surface pulls down in a narrowing cone
at an approximately linear rate until it draws into the sink. The existence of steady
solutions at many different heights for different values of flow rate strongly suggests
that the steady solution that is finally “chosen” depends on the history of the flow.
Note that the steady solution that evolves is unique for flow rate, sink location and
mean surface height. Therefore, to determine which steady solution will evolve, it
is essential to know the history, i.e. the initial height. The drawn down (cusped)
solutions, on the other hand, are unique for each value of H as illustrated by the
hodograph solution. Therefore, if the starting conditions are such that the interface
lies above the line given by the hodograph solutions in Figure 3.11, i.e., the initial H
value is below the value of the critical coning solution, then the outcome will almost
certainly be coning and eventual drawdown of the interface directly into the outlet.
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Chapter 4
Fluid flow through a line sink in an
aquifer of finite depth
4.1 Introduction
In an aquifer or an oil reservoir, fluid is withdrawn by pumping from a recovery well.
When the fluid is withdrawn from layers with different density, the withdrawn fluid
will come from the layer surrounding the point of removal until the critical flow rate
is reached [63, 47, 54, 18, 13]. At this rate, the interface is drawn into a cusp shape.
Above the critical rate, the fluid from the adjacent layer will break through into the
well. An example of where penetration is undesirable is water entering an oil recovery
well or, in coastal regions, saline water entering a freshwater well. We are looking
below at the problem of withdrawal of water from a phreatic aquifer that is confined
below. It is a different situation to that considered in Chapter 3. Previous work shows
that fluid will only be drawn from the layer in which the extraction point is placed if
the flow rate is below some critical value. For flow into a line sink in a finite domain
that is bounded horizontally and below, a phreatic surface (interface) will level off at
a finite depth depending on the surface boundary conditions that are imposed. In an
aquifer that may be layered in density due to different salinity, the withdrawal may
come from a single layer or multiple layers. Multiple-layer flow may be undesirable
due to unacceptable levels of salinity entering drinking or irrigation water. When
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pumping begins in a phreatic aquifer, the interface between layers may drawdown
rapidly, leading to undesirable water (or air) entering the pump. This effect can be
controlled by either moderating the flow rate or in some cases turning the pumps off
and allowing the interface to rebound before starting again.
4.2 Formulation of problem
In this chapter, we will consider two problems for withdrawal into a line sink beneath
an interface. In the first, we will allow a compensating recharge to reduce net flow
to zero, thus allowing a steady solution, while, in the second we will consider the
full unsteady problem and ultimate drawdown of the interface. The physical plane is
shown in Figure 4.1. A layer of freshwater with depth H∗ occupies a homogeneous
and isotropic porous medium of constant permeability, κ, above a bottom boundary
of impermeable rock. A line sink is located at a distance hs above the bottom. For
the flow to be steady, there must be recharge through the surface exactly matching
flow out through the sink. Darcy’s law is valid, so the discharge velocity for two-








The hydraulic conductivity is K = ρgκ/µ and the piezometric head is φ = p/ρg + y,
as defined earlier in chapter 2. In this formulation of groundwater flow problems, the
potential within the domain must satisfy the continuity equation (2.6). As before, we
Figure 4.1: Definition sketch for the problem. In nondimensional variables the surface is
y = η(x, t) with height H at x = ± 1. The sink situated at y = hs, and in the steady problem
there is recharge through the free surface.
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need to solve Laplace’s equation for φ, i.e.
∇2φ = 0,−L < x < L, 0 < y < S(x, t). (4.2)
where y = S(x, t) is the equation of the (unknown) surface of the saturated zone.





x2 + (y − hs)2)
)1/2
as (x, y)→ (0, hs). (4.3)
where m0 is the strength of the sink. Therefore, m0k is the volume flux into the sink.
There can be no flow through the impermeable boundaries at x = ±L, and invoking
the left-right symmetry of the flow we can write
φx(0, y, t) = φx(L, y, t) = 0 on y < S(x, t). (4.4)
and only consider the region 0 < x < L. In this half region, the volume flux into the
sink is m0
2
K. Now, since the pressure on the free boundary is constant, (3.2) can be
written
φ(x, S(x,H)) = S(x, t), on y = S(x, t), 1 < x < L. (4.5)
Finally, water particles on the free surface must remain on the surface, leading to the











= 0, on y = S(x, t), 0 < x < L. (4.6)
In this equation, the final term represents recharge at the interface. This is chosen
to match exactly the volume of withdrawal through the line sink, thus allowing the




, where the nondimensional flow speed of the recharge water is m
2
,
we find the equations become
∇2φ = 0, in 0 < x < 1, 0 < y < η(x, t) (4.7)
φx = 0, on x = 0, x = 1, 0 < y < η(x, t) (4.8)
φ = η, on y = η(x, t), 0 < x < 1 (4.9)
φy − φxηx − ηt = 0 on y = η(x, t), 0 < x < 1 (4.10)
φ(x, η, 0) = η(x, 0) = H, at t = 0, (4.11)
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where η(x, t) is the nondimensional height of the free surface, y = H is its initial
location, and all variables are now written in nondimensional form. As the sink is





x2 + (y − hs)2
)1/2
as (x, y) to (0, hs) (4.12)





The problem is therefore to solve the system given by the equations (4.7-4.11), subject
to (4.12).
4.3 Steady flow in a duct
First, we consider steady withdrawal with a matching surface recharge. Since the
flow is steady we note the surface equation is y = η(x) and that ηt = 0 in (4.7-4.11).
In order to consider this free surface problem, we shall seek a solution φ = φs + Φ
where φs is the flow into a line sink from the vertical duct and Φ is a correction term
written in Fourier form. It is necessary to consider a solution to the flow from a
vertical two-dimensional duct into a line sink where
φ = φs +
∞∑
n=0
an cosh λny cosλn x, −1 < x < 1 , 0 < y < η(x) (4.13)
and φs is a solution for flow into a sink in a vertical duct that is confined below. This
choice of φ takes care of all boundary conditions except on the free surface provided
φsy on y = 0 (see below). Defining
η = H + b0 +
∞∑
n=1
bn cosλn x, λn = nπ (4.14)
where b0 = −
∑∞
n=1 bn(−1)n, so that η(1) = H, we will be able to compute the shape
of the phreatic surface by satisfying the surface conditions (4.8) and (4.10).
One powerful method of finding φs is to use conformal mapping and complex
variables. We have to satisfy Laplace’s equation in the domain, and conditions of no
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flow through the boundary. We have φx = 0 on right and left sides and φy = 0 on the
impermeable bottom boundary. By symmetry we can consider the region 0 < x < 1
subject to φx = 0 on x = 0 except at (0, hs), where the sink is located.
The method is to write the solution in the complex plane for a line sink on the
boundary of the upper half plane and then map this region to the duct as shown in
Figure 4.2. In the upper half w-plane the solution for a line sink at w = −ws, where
w = u− iv is




log(w + ws) (4.16)
so at this point, there is a logarithmic singularity and the flow lines are radial. The
function ψ = c is a streamline which represents the lines along which the fluid will
flow. Below we are going to explain the mapping of the flow in the w-plane to the














, zs = i hs (4.18)
gives the mapping from the w-plane to the z-plane as shown in Figure (4.2).













This analytic solution to the problem of withdrawal from a vertical duct will form
the basis of solution to the problem when a free surface is included. In each case a
correction to this solution will be computed that satisfies the conditions of the full
problem.
Examples of flow nets for the duct flow are shown in Figure 4.3, in which the flow
is shown for sinks at (a) hs = 0.5 and (b) hs = 1.5. These show contours of φs and
47
Figure 4.2: The conformal mapping of the complex z-plane to the upper half of the complex
w− plane


















Figure 4.3: The equipotential (red) and streamlines (blue) for flow in a duct, with a line
sink located at (a) hs = 0.5, (b) hs = 1.5.
ψs. Note that there is very little flow deep in the column when the sink is situated
well away from the base.
The equipotentioal lines φs = c are the real part of Fs(z) and the imaginary part
(ψs = c) gives the streamlines. If R is the distance from any location to the sink and
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π(x+ iy − 1)
2






(coshπy cos π(x− 1)− cos π cosπhs + 2)
− i
2






To find the solution of the full problem use φs + φ, where φs is the real part of Fs(z).
The stream flow lines are always perpendicular to the lines of constant piezometric
head. In order to obtain a steady solution we need to allow recharge through the
phreatic surface that matches exactly with the withdrawal through the sink.
4.3.1 Linear steady solution
In this section we assume that the disturbance of η(x) is small about y = H. This
occurs if the flow rate is very small or the sink is a long way from the interface. In
nondimensional coordinates, this means that the parameter m is very small. Under
that assumption we can omit the nonlinear terms in (4.10), and enforce conditions
(4.10) and (4.11) on y = H instead of y = η(x). Hence these conditions become




, on y = H, 0 < x < 1. (4.23)
We consider a solution to the flow from a vertical duct into a line sink as suggested
above
φ = φs +
∞∑
n=0
an cosh λny cosλn x, (4.24)
where φs is the solution for flow into the sink in a vertical duct with no water surface
as given in (4.19). Given this choice of φ, a sensible choice for the location of the
interface is
η(x) = H + b0 +
∞∑
n=1
bn cos(λn x) , λn = nπ (4.25)
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as above, where b0 = −
∑∞
n=1 bn(−1)n, so that η(±1) = H.
Now substituting into the linearised conditions (4.22), (4.23) we require
φy = φsy +
∞∑
n=0




and substituting the form (4.13) into equation (4.26) we find, by orthogonality that























Figure 4.4: The free surface depth of the linear solution at height H = 1 with depth of sink
hs = 0.75.





































cosnπx dx, n = 1, 2, ... (4.27)




an cosh λnH cosλn x.
Examples of the free surface are shown in Figure 4.4 with the surface at height H =1
and depth of the sink hs = 0.75, as the sink strength increases from m = 0.2 to 0.8.
Figure 4.5 shows another example for the surface at height H =1 and depth of the
sink hs = 0.25, as the sink strength m = 0.1, 0.3, 0.6, 1. As m increases the steady
surface pulls down farther in the centre. The surface is pulled down much farther
when the sink is close to the interface as shown in Figures 4.4 and 4.5.
4.3.2 Nonlinear solution
We will now attempt to solve the full nonlinear problem as posed in section 4.3. In
the duct, we assume a sharp liquid/water interface, and in the nonlinear problem, we
are going to look for solutions in the form of a series of orthogonal functions because
we want to satisfy the conditions on an unknown boundary. In the full solution, we
need to evaluate the solution on the actual phreatic surface y = η(x), rather than
y = H. This invalidates orthogonality in most cases, but we can still proceed.
To get the accurate full nonlinear solution, we have to satisfy two conditions exactly
on y = η. The first condition is the piezometric head φ equal to elevation on y = η
i.e.
φ− η = 0 on y = η(x). (4.28)
The unknown surface will be symmetric if the sink is situated on the line x = 0. We
define
η(x) = H + b0 +
∞∑
n=1
bn cos(λn x) , λn = nπ (4.29)




(−1)n bn = 0. (4.30)
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The method we will use is to replace the unknown function by a Fourier series (4.24)
that satisfies all conditions except those on the free surface y = η where φs from
(4.19) is the duct flow considered in this section.
Now we can replace (4.13) and (4.14) in (4.28) to get the following to be evaluated




bncosλnx +H − φs −
∞∑
n=0
an coshλny cosλnx = 0. (4.31)
Substituting the φs values from (4.21) into (4.31) and multiplying all terms by cosλjx





















coshλny cosλnx cosλjx dx = 0. (4.32)
As for the second dynamic condition (4.10), η′(x) = (φy − v)/φx, we can write
φy − η′(x) φx +
m
2
= 0 , on y = η(x) (4.33)
where v = −m
2
is the flow speed of the recharge water. We can get φy by differentiating
the function (4.13) with respect to y to give
φy = φsy +
∞∑
n=0
an λn sinhλnη cosλnx when y = η(x). (4.34)





and also by differentiating the function (4.13) with respect to x we get φx as
φx = φsx −
∞∑
n=0
anλn coshλnη sinλnx (4.36)
such that φx is the real part of F
′(z) and φy is the negative of the imaginary part of
F ′(z). The volume of recharge must match exactly the amount of fluid withdrawn to
enable a steady solution to exist. The component m represents the rate of pumping,
and it is constant for any particular case.
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cosλjx dx = 0,
for j = 1, ...,∞. (4.38)
To compute the numerical values of the free surface, η(x), the fsolve routine in
MatlabTM for nonlinear systems of equations was used. We truncate the two series
after N terms, giving 2N unknowns. Multiplying by cosλnx and integrating over 0
to 1 for n = 1, 2, .., N in (4.32) and (4.38) gives 2N equations to solve with MatlabTM
for the 2N unknown coefficients an and bn for n = 1, ..., N .
4.3.3 The results
A series of computations was performed for different values of m and H. Results of
the two-dimensional finite depth problem give that the deepest point on the surface
gets lower as the pumping rate increases. Figure 4.6 shows the shape of the interface
for increasing values of m when H = 1 and hs = 0.25. For each value of H it was
found there was a maximum value of rate m beyond which no steady solutions were
found. In this case, no steady solution seems to exist for m > 1.
Figure 4.7 shows a comparison of the steady case solution with the analytic solu-
tion to the approximate, linearised equations from section 4.3.1 with good agreement
when H = 4 and hs = 3.9 with withdrawal rate m = 0.025.
Figures 4.8 and 4.9 show the relation between the deepest point and the value of
the pumping rate m at fixed surface height H = 2 and H = 1 respectively. It is clear
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Figure 4.6: The free surface depth at height H = 1 with depth of sink hs = 0.25. In this
case no steady solution seems to exist for m > 1.
















Figure 4.7: Free surface with sink at hs = 3.9, H = 4 for m = 0.05, 0.25. The circles
indicate the equivalent linear solutions.
that as m increases the depth of the deepest point increases rapidly, especially as
mmax is approached. For the case of the maximum value m = 1.736 in Figure 4.8 the
depth is equal to 0.3529, and is increasing rapidly as m increases. We have studied
the situation at different surface elevations to determine the effect of sink elevation.
For example, Figure 4.10 shows the free surface y = η(x) when the distance H − hs
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Figure 4.8: The relationship between sink strength m and the deepest point on the free
surface in a steady-state at H = 2 and hs = 0.75. In this case mmax = 1.735. The depth
rapidly increases as the limit of steady solutions is approached.
= 0.1, for different heights of the reservoir. Here H = 4, 3, 2, 1, 0.5 and the height of
the sink is hs = 3.9, 2.9, 1.9, 0.9, 0.4 respectively, with the same values of m. These
figures show that for hs > 0.5 i.e. the sink is higher than the middle - level of the
layer, the flow is mainly dependent on the distance between the sink and the interface.
This is verified in Figure 4.11 which shows the relationship between the sink depth
and the maximum rate mmax for specific distance of the sink to the surface H −hs =
0.1, 0.25, 0.5, 0.75, 0.79 at different surface heights H =4, 3, 2, 1 with various sink
locations.
For all different heights H, the sink depth from surface (H − hs) = 0.9 represents
the measurement to the upper curve, while the curve which is directly below it,
represents the measurement when the distance = 0.75, and downward respectively
that (H − hs) = 0.5, 0.25 and 0.1. If the distance between the sink depth hs and the
surface height H is big then a larger m is required to pull down the interface. This
figure shows that the maximum m depends mainly on the distance of the sink from
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Figure 4.9: The relationship between sink strength m and the the deepest point on the free
surface in a steady-state at H = 1 and hs = 0.2. In this case mmax = 1.07. The depth
rapidly increases as it approaches the limiting m value.
the surface until the sink gets close to the bottom, i.e. hs < 0.5 for small separation
and hs < 1 for larger values.
Figure 4.12 shows mmax for different sink heights at larger values of H = 2, 3, 4.
In these cases of large H there seems to be a maximum flow rate of mmax ≈ 2 for all
sink depths. The important thing is the location of the sink relative to the surface,
not where the bottom is situated, unless it is very close. This is verified again by this
figure.
In Figure 4.13 the distances from the sink to the starting free surface height are
H − hs = 0.1, 0.25, 0.5, 0.75, 0.9, and the maximum values mmax (withdrawal rate)
are the same except when the sink gets close to the bottom. By plotting the values
as a function of H − hs the results become strongly aligned, and collapse onto the
same curve. The strong alignment suggests that it is this distance that is the main
factor in determining the critical withdrawal unless the sink is close to the bottom.
Again, for larger H the maximum m value is close to mmax ≈ 2.
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Figure 4.10: The free surface shape of the nonlinear solution for the same distance between
the sink depth and the surface for different height at (a) H = 0.5 , hs = 0.4, (b) H = 2, hs
= 1.9, (c) H = 3, hs = 2.9, (d) H = 4 , hs = 3.9 and withdrawal rate m = 0.025, 0.05.
Note the vertical scales are the same but the top point in each case differs.
We can observe from the Figures 4.11, 4.12 and 4.13 that the effect of the bottom
starts to be important if the sink height is less than 50 percent of the total fluid
depth. These results show that once the sink moves away from the base the crucial
parameter in finding the maximum flow rate, mmax, is the sink to surface distance.
The maximum m value is close to mmax ≈ 2 for larger value of the elevation H and
the sink hs.
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Figure 4.11: The relationship between the sink depth and the maximum steady flow rate,
m, for specific distance (H − hs) = 0.1, 0.25, 0.5, 0.75, 0.9 from the bottom to the top of
the sink depth from the surface height.



























Figure 4.12: The maximum rate of withdrawal mmax for different sink locations at different
measurements of the surface height H = 0.1, 0.2, 0.3, 0.5, 1, 2, 3, 4 from the left to the
right. At larger values of H=2, 3, 4 there seems to be a maximum flow rate of mmax ≈ 2
for all sink depths.
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Figure 4.13: The maximum withdrawal rate mmax with sink depth from the surface (H−hs).
The strong alignment suggests that it is this distance that is the main factor in determining
the critical withdrawal unless the sink is close to the bottom. For larger H and hs the
maximum m value is close to mmax ≈ 2.
4.4 Unsteady flow
We have obtained solutions to the steady problem in the confined column by allowing
a matching recharge flow. However, in general, the flow will be unsteady, and so in
this section, we consider the unsteady flow problem. We can use the same general
approach as the steady problem, but allow the series coefficients to be functions of
time. To solve the full equations, we need to satisfy all of the surface conditions on
y = η(x, t), and the coefficients are functions of time.
We have found solutions to the steady problem in the confined column using a
spectral method and discovered that the solutions have a limiting flow rate. For
each water sink location and base depth, we have obtained the maximum flow rate
for which there appears to be a steady solution. In order to consider what happens
at higher flow values, m, we can adapt the method to derive an unsteady solution
procedure. To do this, we can use the same basic formula as the steady problem but
allow the coefficients to become functions of time. Nondimensionalizing with respect
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to the width L and the volume flux m0
K
µ
, we find the equation becomes
∇2φ = 0 (4.39)
with boundary conditions
φx = 0, on x = 0, x = 1, y < η(x, t) (4.40)
φ = η, on y = η(x, t), 0 < x < 1 (4.41)
ηt − φxηx + φy = 0, on y = η(x, t), 0 < x < 1 (4.42)
and initial conditions
φ(x, η, 0) = η(x, 0) = H, at t = 0. (4.43)
Note that in the full unsteady problem we have omitted the surface recharge. Time
variation can be determined via equation (4.42). Differentiating the now time-varying
version of η gives





b′n(t) cos(λnx), λn = nπ. (4.44)
Now the algorithm uses (4.41) and substituting into (4.33) and using orthogonality




























































The values of bj(t), j = 1, 2, . . . , N are then updated simultaneously with the dynamic
condition in the form of (4.31,4.32) to find the new values of aj(t), j = 1, 2, . . .
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using a 4th-order Runge-Kutta scheme. Again, fsolve is used to find the values of
aj(t), j = 1, 2, . . . at each step, and again our own Runge-Kutta scheme was used,
and bj(0) = 0 for j = 1, 2, ..., N.






λjH cosλj x dx, (4.47)
are the initial values for j = 1, 2, 3, . . . , N . H(t) is again the height of the free surface
at x = 1.
4.4.1 Linear unsteady solution
As in the steady solution, we can obtain a linear solution by assuming that the
product terms in (4.42) are small. If the deviation of the surface is small then we can
find the coefficients by linearising about the average surface height at each step, and
evaluating all equations on y = H(t) i.e.,
ηt = −φy(x, y), evaluated on y = H(t). (4.48)
Substituting the series forms for η and φ into this equation gives that the height of











λn(y−b0) + b e−λn(y+b0)) cosλnx
− φsy(x, b0). (4.49)
Now since the coefficient of cosλnx is constant for each term we can invoke orthogo-















φsy(x, b0) cos λj x − aj(t), j = 1, 2, ..., N. (4.51)
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φs(x, b0(t)) dx (4.52)
and
aj(t) = bj(t)− 2
∫ 1
0
φs(x, b0) cosλjx dx. (4.53)
Once we have obtained bj(t) we can update the phreatic surface using η(x, t) from
equation (4.44). In these calculations all of the coefficients can be computed “exactly”
at each step.
4.4.2 Nonlinear unsteady solution
In the nonlinear problem, we have the same steps as for the linear, but we must now
evaluate the equations on y = η(x, t) rather than y = H(t). We now need to step in








b′n(t) cosλnx = φxηx − φy (4.54)
where the right hand side is given by the appropriate series (4.34, 4.35, 4.36). Now














(φxηx − φy) cosλjx dx. (4.55)
By using orthogonality as appropriate, and if we know an and bn for n = 1, 2, ..., N






(φxηx − φy) cosλjx dx. (4.56)
The values of bn(t), n = 1, 2, ..., N are then updated simultaneously with the dynamic
condition in the form of (4.54, 4.56) and (4.31, 4.32). To find new values of the
coefficients an(t), n = 1, 2, ... we use fsolve again to compute them at each sub-step
of the 4th-order Runge-Kutta scheme.
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4.4.3 Results and comparison
As we saw in sections 4.4.1 and 4.4.2 the most important thing for the linear and
the nonlinear cases is the location of the sink relative to the surface. Figure 4.14
shows a comparison between linear and nonlinear flow solutions. It can be seen,
at early times the two agree very well, but as the surface gets more distorted, the
nonlinearity causes the middle of the surface to travel downward faster. The free
surface shapes of the linear and the nonlinear cases were evaluated when the distance
for initial elevation H = 2, sink depth hs = 0.25 and rate of pumping m = 2, with
40 coefficients. As time proceeds the central point accelerates downward especially
in the nonlinear calculations, signifying that coning is about to occur.






















Figure 4.14: The free surface shape of the linear (red) and the nonlinear (blue) was eval-
uated when the distance between the initial elevation and the sink is 1.75 and the pumping
power is m = 2 with 40 coefficients.
The distance from the free surface H(t) to the sink hs represents a critical value,
or we can call it a critical height η(x) − hS. The highest and lowest points on the
surface depend on the flow rate value of m for different locations of the line sink hs.
It is essential to know the critical height when the surface draws down into the sink,
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Figure 4.15: The highest and lowest points on the free surface of the nonlinear solution.(a)
The free surface drops down to the sink hs = 0.75 at time t ≈ 0.64 for initial height H =
2 with flow rate m = 2.4. The code breaks down as the surface accelerates at t = 0.647,
when height at x = 1, η(1) ≈1.35. (b) The free surface drops down to the sink hs = 0.75
at time t ≈ 0.87 for initial height H = 2 with flow rate m = 2. The code breaks down as
the surface accelerates at t = 0.83, when height at x = 1, η(1) ≈ 1.35.



















m = 0.5m = 1
Figure 4.16: The nonlinear free surface drops down to the sink hs = 0.1 at time t ≈ 0.04
(circular points) and t ≈ 0.085 (solid line) and initial height H = 0.25 with flow rate m =
1, 0.5 respectively. The code breaks down as the surface accelerates at t ≈ 0.038, and t ≈
0.08.
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Figure 4.17: The distance from the sink location to the free surface (η∗ − hs) at drawdown
curves versus the flow rate value m = 0.5, 1, 2. The initial H = 4, 3, 2, 1 and the sink
locations are hs = 3.75, 2.75, 1.75, 0.75 respectively
a process known as “coning”. Figures 4.15 and 4.16, show the highest and lowest
points on the free surface, at the outer edge and middle, respectively, as a function
of time. Once the surface pulls down, the water in the upper layer will begin to flow
into the sink outlet. In Figure 4.16, is another example of height measured at x = 1
and x = 0 with the sink at hs = 0.1 and the initial surface height H = 0.25, which is
very close to the bottom. In this case m is large and H−hs is small, so the drawdown
or coning is almost immediate. When the flow rate m is smaller, the lowest points
will take much longer to drawdown as shown in Figure 4.16 in which the curve with
circles represents the lowest points with flow rate m = 1 and the solid curve when the
pumping rate m = 0.5. The harder pumping causes the drawdown to happen very
quickly and the drawdown is more profound. The probable reason for the failure
of the numerical method at this time can be seen in Figure 4.15(a, b), which shows
that the middle of the interface moves extremely fast and is essentially singular in
time. The critical height at coning is the thing we are seeking and this is shown in
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hs=0.25 − − −
hs=0.5 − − −hs=0.75 − − −hs=0.9 − − −
Figure 4.18: The critical height η∗ at starting height H = 1, 2 for different values of line
sink location hs versus the flow rate value m = 0.5, 1, 2. Dashed line when the sink location
hs = 0.25, 0.5, 0.75, 0.9 at starting Height H = 1 and the solid line when the sink location
hs = 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 1.9 at starting Height H = 2.
Figures 4.17 and 4.18 for different cases. This is the critical distance from the sink to
the outer level of the surface when the middle of the surface draws down into the sink,
so these numbers will change as the sink height and pumping rate change. Figure 4.17
shows some of the cases for the value of η∗ = η(1, tcrit) at x = 1 when the drawdown
occurs at the flow rate m = 0.5, 1, 2 for each initial elevation H = 1, 2, 3 and H
= 4, and the sink line situated on 0.75, 1.75, 2.75 and 3.75 respectively. Figure 4.18
presents other values of the critical height at initial elevations H = 1, 2 versus the
flow rates m = 0.5, 1, 2, for various values of the sink depth hs = 0.25, 0.5, 0.75, 0.9
and hs = 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 1.9 respectively. When hs is closer to H
the value of H is less important, but for hs small, the difference in critical value can
be seen.
The results suggest that as in the steady case the main factor in determining
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Figure 4.19: Height of the outer edge η(1, tcrit) = η∗ at the moment at which the simulations
break down, for different sink location hs at flow rate m = 0.5, 1, 1.5, 2 from the bottom
to the top. In all cases, initial surface height was H = 2.




























Figure 4.20: Height of the lowest points η(0, tcrit) at the moment at which the simulations
break down, for different sink location hs at flow rate m = 0.5, 1, 1.5, 2 from the bottom
to the top. In all cases, initial surface height was H = 2.
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Figure 4.21: The withdrawal rate m related to the critical height of the free surface η∗ at x
= 1 for various locations of the sink depth hs from the surface with initial height H = 1.




















Figure 4.22: Comparison of steady interface shape at height H = 2.16, 2.165 with outer
height of unsteady η∗ = 2.145, 2.165 of sink hs = 1.75 for flow rate m = 0.6. The dashed
lines are the steady-state, the solid lines are the full nonlinear unsteady flow when started
with an initial height H = 2.7, 3.7 respectively.
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Figure 4.23: Comparison of steady interface shape at height H = 2.16, 2.165 with outer
height of unsteady η∗ = 2.16, 2.165 of sink hs = 1.75 for flow rate m = 0.6. The dashed
lines are the steady-state, the solid lines are the full nonlinear unsteady flows when started
with an initial height H = 3, 4 respectively.
the critical withdrawal, unless the sink is close to the bottom of the region is the
distance from the interface to the sink. At larger values of height of the outer edge
the maximum m value seems to converge to mmax ≈ 2.
Figure 4.19 shows the depth of the outer edge of the free surface η(1, tcrit) = η
∗
when the simulation breaks down as sink location varies for different flow rates. This
height is significant because in a wide aquifer it is this height that would be monitored
as the water surface height, and so as it was approached are operator might suspect
coning was imminent.
At initial surface height H=2, the height of the middle of the surface η(0, tcrit) at
the moment at which the simulations break down, for different sink locations hs when
the flow rate increases gradually from m = 0.5, 1, 1.5, 2 are shown in Figure 4.20.
If the method worked perfectly this would be a straight line from (0, 0) to (2,
2) since the code would break down when the middle of the interface reached hS.
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Figure 4.24: The steady free surface depth at H = 1 and the unsteady free surface when
the initial height H = 2.5, 2 and 1.5, when the sink depth hs = 0.25 and the flow rate m
= 1.5 for each case.
However, once coning begins the centre of the interface moves very rapidly and the
method fails. The method performs better at lower flow rates.
In Figure 4.21 the distance between the critical height and the sink η∗ − hs is
related to the power of pumping m and also the sink location. The flow rate starts
to affect the shape of the free surface when the sink is located close to the bottom
and also as the flow rate m gets bigger.
It is interesting to compare the steady and unsteady solutions when all of the
parameters match up. The question is whether a steady solution at a particular flow
and interface height will match a developed unsteady solution at the same height
and flow rate. If this were the case, then an unsteady flow could be reasonably
approximated by a succession of steady-states. For example Figures 4.22 and 4.23
show two such comparisons. The time at which this comparison is made and the
initial height of the surface in simulation is important. If the flow has not yet fully
developed at the time of the comparison, then it is unlikely to match. The interfaces
of the unsteady flows extend further down in the middle than the steady surfaces,
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and the correspondence is poor, suggesting that approximating the unsteady flow
by a succession of steady-state is not very accurate. In Figure 4.24, we started a
comparison of the steady-state solution at height H = 1 with the unsteady cases when
the height H = 2.5, 2 and 1.5 for the sink location hs = 0.25 for each case. The dashed
line represents the free surface of the steady-state solution, which seems to match up
somewhat with the free surface of unsteady solutions at various initial elevations.
Although, in general, the surface shape for any given height in the unsteady case
varies and will not match the equivalent steady surface shape.
The second situation is the effect of the distance from the initial height to the
sink H −hS on the nonlinear solution of the unsteady case. If the distance H −hS ≥
1.5, the surface shape is nearly the same for different cases which means the critical
height η∗ − hs is also nearly the same. When the distance H − hs is less than 1.5
then the critical height varies. The shape of the interface for a given flow m is almost
unchanged at different times when the initial height H is sufficiently large and hs is
situated away from the base.
4.5 Conclusion
Coning of an interface during withdrawal is a well-studied subject in porous media
flows. Understanding this process is essential as it relates to important issues of
water quality in stratified aquifers and oil recovery in the presence of water and
natural gas. Here we consider such flows in an elementary, two-dimensional, sand
column to analyse the relationship between limiting steady flows and the critical
coning point in unsteady simulations. Exploiting the geometry, a spectral method is
formulated that can be used to solve both the steady and unsteady problems. The
technique is to compute the solution for a line sink in the vertical duct and then
use Fourier techniques to correct for the nonlinear surface conditions. Steady and
unsteady solutions were found in both linearized and nonlinear formulations with
good agreement.
It is important to note that as the aquifer is of finite dimension, then drawdown is
71
inevitable if there is no recharge. This full verification of the situation in this chapter
is helpful because we wish to use the same method to solve a similar problem in
3-dimensions in the next chapter. Critical values that indicate coning of the interface
were determined in a number of different situations. Important results are that if
the sink is well away from the impermeable base, then the critical length scale is the
distance from the interface to the sink. For a maximum flow rate of mmax ≈ 2, the
steady-state solution will always be cusp, independent of the critical distance. The
effects of the sink position relative to both the surface and bottom boundaries were
analysed. The maximum withdrawal rate mmax for different sink depth was found.
In general, if the flow rate is larger, the critical depth is larger, but as the sink gets
closer to the base, the critical flow rate decreases slightly. The important length scale
in determining coning is the distance from the sink to the interface. Perhaps the most
important result in this chapter is shown in Figure 4.14 which shows the maximum
flow rate for different sink height, but plotted against the distance of sink from the
interface. The strong alignment suggests that this distance is the main factor in
determining the critical withdrawal unless the sink is close to the bottom. It was
also shown that in general the unsteady solution could not be approximated by a





Axisymmetric withdrawal solutions for the water coning problem with withdrawal
from the upper layer of a stably stratified, two layer fluid were computed by [79],
using an integral equation approach. They obtained steady-state solutions, valid up
to pumping strengths at which the interface forms an upward vertical cusp. For
pumping rates greater than this limiting value, the flow might become unsteady,
or perhaps involve the simultaneous withdrawal of both fluids, which is similar to
the outcomes described by [54] and [23]. A similar, two-dimensional, water coning
situation was studied by [36], who also found that steady single layer solutions are
ultimately limited at a pumping rate at which the water-oil interface forms an upward
vertical cusp. Their solution technique did not rely on numerical schemes but instead
involved a fully analytical approach based on a hodograph transformation. Their
results give confidence in the predictions of numerical solution methods for these
problems.
In the present chapter, we investigate the axisymmetric flow due to a three-
dimensional circular well. One purpose of this chapter is to seek a 3-dimensional
fluid flow over the region of a vertical duct, using a Fourier series method as in the
earlier chapter. This work of steady and unsteady problems deals with finding the
critical flow rate for a fluid in a circular column containing a porous medium such as
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sand. A circular hole of a certain size is placed at the bottom of the column. The
formation of a vertical cylinder in withdrawal from a two-phase aquifer has likewise
been considered in the next chapter using a finite-element method (COMSOLTM ) to
solve the steady and unsteady field equations. We will compare the results of the two
different approaches.
Figure 5.1: Axisymmetric cylinder with seepage through a circular hole of radius r = a
in the bottom. The free surface is z = η(r, t) and the water level in the cylinder reservoir
starts at the height H.
5.2 Formulation of the cylinder problem
The problem to be considered has a hole of radius, a, in the base of an axisymmetric
circular cylindrical reservoir. The fluid is ideal, which means it is incompressible and
inviscid. The reservoir is full of sand, and we are pouring water in the top to replace
that withdrawn so that a steady solution is possible. The horizontal surface elevation
z = H is a constant to begin. This reservoir has impermeable vertical sides and radius
0 < r < R. A rectangle is shown in Figure 5.2 to represent the reservoir problem in
three-dimensions in polar coordinates. The radial velocity, φr has to be zero because
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this is the outer edge of the reservoir and there is no flow through this boundary.
On the bottom what is happening is significant, so φz = 0 on a < r < R, a is the
parameter to identify the size of the hole on 0 < r < a, which is the remaining part of
the bottom from which there is a constant flux. This constant flow of water through
the bottom must equal the total flow through the top. The total flux going through
the hole, is (πa2v), where the volume flux is the area times the velocity through the
hole. The volume flux has to match precisely the volume flux in through the top. In
nondimensional variables, the flux through the top is Q = π. The area of the hole is
πa2, so if the velocity going through, VH , has to be VHπa






on z = 0, 0 < r < a.
Now we have to satisfy the conditions in this problem. We can assume air pressure
Figure 5.2: The diagram of the nondimensionalized flow problem, for the reservoir of finite
height H, with radius R = 1 and a hole of radius, r = a.





Henry Darcy drafted the law based on the results of experiments [76] on the flow
of water through the middle of the sand. It also forms the scientific basis for fluid
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permeability used in earth sciences, particularly in hydrography. Darcy’s law states
that the fluid velocity is proportional to the gradient of the piezometric head, i.e.
q = −K∇φ (5.2)










gives the nondimensional Darcy’s Law as






















ẑ at ẑ = η (5.7)
where G = K
vR
, so that G is inversely proportional to recharge.
Also, the kinematic condition is (for steady flow with recharge)















− vR = 0 (5.10)
and give
Φẑ − η′(r)Φr̂ − 1 = 0 (5.11)
Note: for convenience, we will drop the hats from the nondimensional variables.
Therefore, after nondimensionalizion the steady problem with recharge becomes
∇2φ = 0 (5.12)
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with boundary conditions
φr = 0, on y < η(1, t), r = R (5.13)
φ = Gη, on z = η(r, t), (5.14)




on z = 0, 0 < r < a (5.16)
φz = 0, on z = 0, a < r < 1, (5.17)
and initial conditions
φ(r, η, 0) = η(r, 0) = H, at t = 0 (5.18)
and G is related inversely to the volume flux. In cylindrical symmetric polar coordi-
nates (r, θ, z), we assume the flow is axisymmetric and hence can eliminate θ, so the
piezometric head depends on r and z only and satisfies Laplace’s equation
∇2φ = φrr +
1
r
φr + φzz = 0. (5.19)
By using separation of variables with φ(r, z) = R(r)Z(r) we find Z ′′ − λ2Z = 0 for
Z(z) where λ is the separation constant. For R(r) we get Bessel’s equation
r2R′′(r) + r R′ − r2λ2R(r) = 0 (5.20)
the general solution of which is R = AJ0(λr) + BY0(λr) where J0 and Y0 are Bessel
functions of zero order of the first and second kind respectively. Noting that Y0 is
singular at r = 0 means B must be zero. Combining the solutions for R and Z we
find φ has the form
φ(r, z) = CeλzJ0(λr) +De
−λzJ0(λr). (5.21)
The values of λ are chosen to satisfy the conditions of no flow through the boundary
φr = 0 at r = 1, that is such that J0
′(λn) = −J1(λn) = 0, n = 1, 2, . . . where λn are
the zeros of the Bessel function J1.
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5.2.1 Base flow
The downward flow in a cylinder with no free surface will provide the base flow and
ensure the satisfaction of all of the conditions except for those on the free surface. To
begin we write
φ = φs + Φ. (5.22)
First, we will solve for the flow through the hole. Define the base flow, φs, as





where λn are the eigenvalues of J0
′(λn), so that φr =0 on r = 1, where φs(r, z) is the
solution for flow through the hole in the bottom. This is a solution for potential flow




an coshλnz [J0(λn r)− J0(λn)] . (5.24)
In order to find the solution for the flow with flux through the bottom then we note










0 < r < a, z = 0
0 a < r < 1, z = 0
and φz = φsz + Φz has the following form







anλn sinhλnz [J0(λn r)− J0(λn)] (5.26)








0 < r < a,
−1 a < r < 1,
(5.27)



















Figure 5.3: Streamlines for the flow in a cylinder of height H = 1 and hole width a = 0.2.
A typical set of streamlines for this solution is given in Figure 5.3 for the exact linear
steady flow at elevation H = 1 and hole width a = 0.2. This shows contours of ψ,









In this section, a numerical study of the shape of the free surface η(r) in an axisym-
metric cylinder in a saturated porous medium is presented. The horizontal top surface
of the well, at height z = H, is kept continually stable by frequent rain showers, and
fluid within the rock of the well is assumed to draw downwards, in the negative ver-
tical direction, by the constant acceleration g of gravity and the action of the outlet
pump. The governing partial differential equations are nondimensionalised using ap-
propriate nondimensional parameters and then solved in the usual way by means of
separation of variables and Bessel functions [65]. The results are discussed for various
values of geometric and physical parameters of porous media with emphasis on the
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boundary conditions of the cylinder. It is often useful to solve the linearized problem
in that we can then compare its solution to that of the nonlinear problem. The full
nonlinear steady flow problem in this section is
∇2φ = 0 with (5.29)
φ = Gη, on z = η (5.30)




on z = 0, 0 < r < a (5.32)
φz = 0, on z = 0, a < r < 1, (5.33)
where there is unit recharge, then





(z−H)λn + an coshλnz
)
[J0(λn r)− J0(λn)] (5.34)
and
η = H +
∞∑
n=1
bn [J0(λn r)− J0(λn)] (5.35)
and now, for the second dynamic condition (5.31), we need the derivative of (5.35)




bn λn J1(λn r). (5.36)
5.3.1 Linear, steady solution
In this section, we seek steady-state solutions and the effect of withdrawing fluid from
the layer of freshwater has been investigated. It is assumed that the freshwater layer is
recharged through rainfall at the top of the freshwater aquifer. The form of φ is such
that all conditions are satisfied except those on the unknown surface, z = η(r). In
general, to find the shape of the surface is a nonlinear problem, but if we assume the
disturbance of the surface to be relatively small, we can compute a linearized solution
by assuming the disturbance about the mean height z = H is small. Consider a
solution to the flow from a vertical duct through the hole on the bottom satisfying
Laplace’s equation and from (5.31) and (5.30), the linear conditions are
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Figure 5.4: Free surface shape of linear solution at height H = 0.5 and hole width a = 0.5
with different values of inverse flow rate G = 0.9, 1, 1.25, 1.5. Recall that large G value
means lower flow.





on z = H, 0 < r < 1 (5.38)





(z−H)λn + an coshλnz
)
[J0(λn r)− J0(λn)] + c0 (5.39)
c0 is undetermined, φ takes care of all boundary conditions, the flow on all the sides
except on the free surface. Now at z = H
φz(r,H) = 1 +
∞∑
n=1
cn λn [J0(λn r)− J0(λn)] +
∞∑
n=1




−cn e−λnH + bnG
coshλnH
. (5.41)
Once an is known then we can find φ and then η from (5.38). The values of
cn, n = 1, 2, . . . are determined from the base flow solution from equation (5.28)
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Figure 5.5: The linear surface solution at different elevation H = 1.25, 1, 0.75, 0.5 for
flow rate G = 1.25. As the surface gets closer to the hole, the surface is pulled down further.
Note that the vertical scales are different.
in the previous section.
Examples of the linear solution are shown in Figure 5.4 which shows the free
surface shape for different values of inverse flow rate G = 0.9, 1, 1.25, 1.5 at height
H = 0.5 and hole width a = 0.5. Note that larger G means slower flow or larger
hydraulic conductivity.
Figure 5.5 shows an example of the free surfaces of the linear steady flow for
different surface elevations H = 0.5, 1, 1.25, 1.5 with flow rate G = 1.25. The distance
difference between the highest and lowest points of the free surface gets smaller when
the elevation is higher at a fixed flow rate value. In other words, if the surface is
closer to the hole which is located on the bottom, then it pulls down further.
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Figure 5.6: For initial heights H = 0.5, 0.75, 1, 1.25 the distance between the height H to
the midpoint depth in steady flow at flux parameter G = 1.25. If the height H decreases,
the distance difference increases.

























Figure 5.7: At height H = 1 the distance between the height H and the midpoint depth for
different values of the parameter G = 0.5, 0.75, 1, 1.25, in steady flow. Higher G means
slower flow.
Figure 5.6 shows the distance between the height, H, and the midpoint depth at
a particular value of the flux parameter G = 1.25 for each starting height H = 1.25,
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1, 0.75 and 0.5 for the situation shown in Figure 5.5. The results show the relative
coning of the surface for different heights H. If the height H gets closer to the hole
on the bottom, then the dip in the free surface gets larger.
Figure 5.7 shows the results obtained for a particular height H = 1 against the
distance between the height H and the midpoint depth at flux parameter G = 1.25, 1,
0.75, 0.5. The results show the difference between the surface and the midpoint given
that as the flux parameter G gets smaller the flow rate gets bigger, and so the dip
gets deeper as G decreases. This could also be interpreted as saying that at a fixed
flow rate the surface pulls down further at larger values of hydraulic conductivity.
5.3.2 Nonlinear, steady solution
In principle we can use the same approach for the full nonlinear problem, but all
surface quantities need to be computed on z = η(r) rather than z = H. We need to
solve the full nonlinear steady case via (5.30) and (5.31) and so






















bn [J0(λn r)− J0(λn)] (5.43)

























−cnλne−λnη + an sinhλnη
)











−λnη + an coshλnη
))
= 0 (5.46)






−cnλne−λnη + an sinhλnη
)
















−λnη + an coshλnη
))
J0 (λmr) rdr = 0
(5.47)
The incorporation of equations (5.42) and (5.47) gives 2N nonlinear equations
for 2N unknowns in the am, bm, m = 1, 2, . . . , N , and we can solve for the unknown
coefficients of the nonlinear equations using the fsolve routine in MatlabTM.
5.3.3 The results
Consider the results of the three-dimensional finite depth problem for the linear and
nonlinear steady flows. Figure 5.8 shows the comparison between the steady case
solution and the analytic solution to the approximate, linearised equations when the
height H =1, the width of the hole a = 0.7 and the flow rate is G = 0.2 and 0.7. It
is expected that the linear solution would be valid for larger values of G and this is
verified by the results in this figure, in which agreement is excellent for G =0.7, but
not for the higher flow given by G = 0.2. Note that steady solutions do not exist for
G < 0.2. Although the surface for the nonlinear solution is a bit below the linear
solution when the maximum flow rate G = 0.2, the agreement for both of them is
quite good, particularly for the lower flow rate G = 0.7.
Figure 5.9 shows the shape of the interface for increasing values of the flow rate
when the height H = 0.8 and the hole size is a = 0.5. In addition, Figure 5.10 shows
the difference between the highest and lowest points on the free surface depending on
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ht linear at G=0.7
nonlinear at G=0.7− − −
linear at G=0.2
nonlinear at G=0.2− − −
Figure 5.8: A comparison of the steady solution with the analytic solution to the approxi-
mate, linearised equations with reasonable agreement when the water level is H = 1 and the
hole width a = 0.7 with withdrawal rate G = 0.7 and larger flow rate G = 0.2. The dashed
line is the full nonlinear solution, the solid is the linear solution.





















Figure 5.9: Free surface of nonlinear solution at H = 0.8, hole radius a = 0.5 and flow
rate value G = 1, 1.5, 2
the value of the flow rate G = 1, 1.5, 2 for different locations of the height H = 2,
1.5, 1, 0.8 with fixed hole radius a = 0.5.
In Figure 5.10, the flow rate starts to affect the curve when the initial height is
located close to the hole i.e. when the level of the water is shallow the bottom’s effect
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Figure 5.10: The distance from the highest to the lowest points on the surface for different
flow rate value G = 1, 1.5, 2 at some values of the height H = 2, 1.5, 1, 0.8 with fixed hole
width a = 0.5.
is starting to appear.





















Figure 5.11: The minimum value of the flux parameter G at which steady solution exist for
each hole size a and height H = 1.
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In Figure 5.11, we note that whenever there is an increase in the radius of the hole
a, which is located on the bottom of the tank it leads to a decrease in the minimum
value of G. The minimum value for steady solution of the average flux downward G
= 0.6, 0.5, 0.3, 0.2, 01 when hole width a = 0.1, 0.25, 0.5, 0.7, 0.9 respectively at the
height value H =1 is shown for each case. The relationship between hole sizes and
the maximum values of the outflow are given in Figure 5.11 and it appears that the
minimum steady flow rate increases as the hole width increases, i.e. G decreases.
From the results of the steady solution, we can deduce that the effect of the radius
of the hole starts to be influential when the surface height H is close to the bottom.
In other words, when the depth is larger the size of the hole is less important to the
final surface shape.
5.4 Unsteady flow solution
We have acquired solutions to the steady problem in the confined circular tank
through a hole in the bottom by allowing a matching recharge flow. However, in gen-
eral, the flow will be unsteady, and the equations must be determined on z = η(r, t).
We can use the same general approach as the steady problem, but allow the series
coefficients to be functions of time. To solve the full equations, we need to satisfy all
of the conditions. Nondimensionalizing as above, we find the equations become
∇2φ = 0 (5.48)
with boundary conditions,
φ = Gη, on y = η(r, t), (5.49)




on z = 0, 0 < r < a (5.51)
φz = 0, on z = 0, a < r < 1, (5.52)
and initial conditions
φ(r, η, 0) = η(r, 0) = H, at t = 0, (5.53)
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Differentiating the now time-varying version of equation (5.35) gives




b′n(t) [J0(λn r)− J0(λn)] . (5.54)
Now the algorithm uses equation (5.50) and substituting and using orthogonality
where appropriate, we find




−ηnλ(t) [J0(λn r)− J0(λn)] +
∞∑
n=1
anλn sinhλnη [J0(λn r)− J0(λn)] −
∞∑
n=1
b′n(t) [J0(λn r)− J0(λn)] (5.55)
and then
b′n(t) = cnλne
−λnη − anλn sinhλnη (5.56)
The values of bn(t), n = 1, 2, . . . , N are then updated simultaneously with the dynamic





we step in time using a 4th-order Runge-Kutta scheme. Again, fsolve must be used
to find the values of an(t), n = 1, 2, . . . at each step applying the equation ηt = −φz
at the current time to obtain the coefficients of the series for φ.
5.4.1 Linear unsteady solution
To do a linear unsteady solution, we can use the same basic formula as the linear
steady problem but specify the coefficients to be functions of time and linearize the
conditions
φ = Gη(r, t), on z = H(t) (5.57)
ηt(r) = −φz, on z = H(t). (5.58)
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e−λ0H0 [J0(λn r)− J0(λn)] +
∞∑
n=1








e−λ0H0 [J0(λn r)− J0(λn)] +
∞∑
n=1




bn [J0(λn r)− J0(λn)] (5.59)





now we compute dbn
dt









[J0(λn r)− J0(λn)] (5.61)
φz = φsz +
∞∑
n=1





−acn λne−λnz + an sinhλnH
]
[J0(λn r)− J0(λn)] (5.62)






−λnz − an sinhλnH
]
. (5.63)
we have the values of bn(t) and H
′(t), so we can calculate an on z = H
an =




5.4.2 Nonlinear unsteady solution
In the nonlinear problem we have the same procedure as for the linear, but the
equations are determined on z = η(r, t) rather than on z = H(t). Differentiating the
now time-varying version of η gives
ηr(r, t) = −
∞∑
n=1
bn λn J1(λn r). (5.65)




b′j(t) [(J0(λj r)− J0(λj))] = φrηr − φz (5.66)
multiply equation (5.66) by rdr and then integrate it from zero to one as follows∫ 1
0






[(J0(λn r)− J0(λn))] rdr =
∫ 1
0






















b′n(t) J0(λn) − 1 (5.69)




J20 (λn r) rdr =
∫ 1
0
(φrηr − φz) rJ0(λnr)dr. (5.70)
The values of bn(t), n = 1, 2, . . . , N are then updated simultaneously with the dynamic
condition. To find the new values of cn(t), n = 1, 2, . . . we use a 4th-order Runge-
Kutta scheme, and at each step must find an using fsolve. At any time the value
of H(t) is close to the average height of the surface. In principle, the method can be
used to solve for any flow rate and any starting values.
5.4.3 The results
The results of the numerical solution for the nonlinear, unsteady case are compared
with the solution to the approximate, linearised equations shown in Figure 5.12. There
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Figure 5.12: Free surface with initial height H = 1 and the hole width a = 0.2 for flow rate
G = 0.25. The dashed line indicates the equivalent nonlinear solutions and the solid line is
the linear solution.
is an increase in the depth of the dip in the free surface as the time increases and we
note that no steady solutions are possible since the domain is finite. The comparison
can be seen, at early times the two agree very well, but as the surface gets more
distorted, the nonlinearity causes the middle of the surface to travel downward faster.
Some of the results of the unsteady calculations for the interface shapes z = η(r, t)
for the flow rate value G = 0.25 and G = 1.25 for the starting height of the tank H
= 0.8 and the same width of the hole a = 0.5 are shown in Figure 5.13. As expected,
the small G value draws the surface down faster. However, the shapes of the surface
remain similar.
The highest and lowest points on the free surface at the outer edge and middle,
respectively, as a function of time are shown in Figure 5.14. The elevation of the
outer edge of the interface is the higher curve as seen in Figure 5.14 (a) and (b),
while the lower is the height at the lowest point in the middle of the interface. With
the passage of time, the central point accelerates downward, which shows that coning
is about to occur. Once the surface pulls down, the water in the upper layer begins
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Figure 5.13: Free surface of the linear unsteady solution at (a) initial elevation H = 0.8
and the hole width a = 0.5 with flow rate G = 0.25. (b) elevation H = 0.8 and the hole
width a = 0.5 with flow rate G = 1.25. Note the vertical scales are different.
to flow into the sink outlet.










































Figure 5.14: The highest and lowest points on the free surface. (a) The free surface drops
down at time t ≈ 0.31 for initial height H = 1 with flow rate G = 0.5 and hole width a =
0.1. The code breaks down as the surface accelerates at t=0.312. (b) The free surface drops
down at time t ≈ 0.23 for initial height H = 1 with flow rate G = 1 and hole width a =
0.1. The code breaks down as the surface accelerates at t = 0.24.
At initial surface height H = 1, the height of the middle of the surface at the
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Figure 5.15: Height of the lowest point η(0, t) for different times up to the simulations
break down, when the initial surface height H = 1 and the hole width a = 0.7 at flow rate
G = 0.4166.




















Figure 5.16: Height of the outer edge η(1, t) at which the simulations break down, when the
initial surface height H = 1 and the hole width a = 0.7 at flow rate G = 0.4166.
moment at which the simulations break down, when the flow rate G =0.4166 is
shown in Figure 5.15. The lowest points of the free surface are pulling down farther
when the time value gets bigger.
Figure 5.16 shows the height of the outer edge at which the simulations break
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down, when the initial surface height H = 1 and the hole width a = 0.7 at flow rate
G = 0.4166. The rapid change in slope near t ≈ 15 is due to the sudden drop in the
middle of the interface as coning begins numerically caused.
Some of the unsteady solutions give free surface oscillations at the last step for
a considerable flow rate and at low elevations of the surface. The oscillations are an
indication that the method is failing due to the rapid acceleration of the surface as
coning occurs.




























Figure 5.17: The free surface shape at a particular initial height H = 0.8 and fixed flow
rate G = 4.8 for different hole width a = 0.1, 0.25, 0.5, 0.7, 0.9 at different times t = 7
and t = 14. The larger hole width a takes a longer time to drawdown because the flow speed
out of the hole a is smaller for a fixed flow rate G and so the interface does not pull down
as far.
Figures 5.17 and 5.18 show the surface shapes at a particular initial height H =
0.8 and fixed flow rate G = 4.8 for different hole radii a = 0.1, 0.25, 0.5, 0.7, 0.9
at different times t = 7 and t = 14. At early times the free surfaces are drawing
down at nearly the same time rate but later they become slightly different as shown
in Figure 5.17. As for Figure 5.18, it illustrates the final drawing down shape of the
free surfaces. The coning occurs earlier as the hole size a decreases. The coning at
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Figure 5.18: The critical withdrawal at different times for different hole sizes a = 0.1,
0.25, 0.5, 0.7, 0.9 with a particular initial height H = 0.8 and fixed flow rate G = 4.8. The
wider cone width for larger hole sizes means the flow is smoother with less deceleration in
the middle. The interface shape is shown at the time when the numerical code failed.
hole size a = 0.1 goes down earlier than other larger values of the hole size and so on.
The deviation of the coning is a bit narrower for smaller hole sizes, due to the fact
that the force of the pump is stronger and over a narrower radius whenever the hole
radius is getting smaller. When a = 1 the hole occupies the full base and the flow is
one dimensional. As a decreases the size of the affected area on the surface decreases,
leading to the formation of a narrower deeper cone.
Figure 5.19 shows computer code fails as the surface accelerates at time t = 0.3,
0.39, 0.53, 0.64, 0.75 when the hole width a = 0.1, 0.25, 0.5, 0.7, 0.9 respectively when
the flow rate G = 4.8 and the initial height H = 0.8. The corresponding surface shapes
for these cases are shown in Figure 5.18. Again, we see that the drawdown or the
coning takes less time when the hole size a is small.
Figure 5.20 presents the various values of hole size a = 0.1, 0.25, 0.5, 0.7, 0.9
versus the critical height at a particular height H = 0.8 for fixed flow rate G = 4.8.
This figure confirms that hole size affects the drawdown times for fixed flow rate
G at a particular initial height H.
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Figure 5.19: The free surface drops down to the bottom at the initial height H = 0.8 with
flow rate G = 4.8 for different hole sizes a = 0.1, 0.25, 0.5, 0.7, 0.9. These times correspond
to the surface shape shown in figure 5.18.
















Figure 5.20: The critical height at a particular initial height H = 0.8 versus different values
of hole size a = 0.1, 0.25, 0.5, 0.7, 0.9 when the flow rate G = 4.8.
5.5 Conclusion
The extraction of fluid from aquifers is an important problem in fluid mechanics and
is of considerable practical interest. The fluid is withdrawn from the tank, through
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some extraction outlet, located within the fluid. Distortion of the free surface occurs
in response to this disturbance, and a velocity flow field is set up in the fluid. We have
modelled the circular cylindrical problem considering a potential flow of an inviscid
fluid with a boundary condition and a kinematic condition at the free surface.
A Bessel function series method was used to solve both the steady and unsteady
problems. The numerical solution for the steady case is compared with the analytic
solution to the approximate, linearised equations. The model identifies the important
factors in the process, and the behaviour of the interface as water is withdrawn. If
the flow rate is larger, the critical depth is larger, but as the hole in the bottom gets
larger time to drawdown increases. This means that more fluid can be withdrawn
before coning either by drawing more slowly or increasing the size of the hole. The
results we have obtained in this chapter and the previous using MatlabTM will now
be compared with the COMSOLTM Multiphysics software package.
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Chapter 6




COMSOLTM Multiphysics is a modelling package for a variety of applications. It has
an interactive interface that simplifies the set up of different situations and allows
easy coupling of different physical processes. The subsurface flow module extends
the COMSOLTM modelling environment to enable consideration of fluid flow in sat-
urated and variably saturated porous media [3]. It solves the relevant nonlinear
system of partial differential equations using the finite element method in two and
three-dimensions. It provides an opportunity to solve the physical problem as a math-
ematical formulation. Numerical modelling of such a problem is of high interest as
aquifers are widespread and an important source of fresh water. The physical style
can use pre-defined equations for the majority of the phenomena taking place in sci-
ence and technology, for example, the transfer of heat and electricity, diffusion and
fluid flow [16].
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6.2 Using COMSOLTM and MatlabTM
The main goal of this work was to develop two and three-dimensional mathematical
models for the problem of withdrawal from a porous medium containing layers of
fluid of different density and explore the capabilities of COMSOLTM and the spectral
method in MatlabTM for drawdown of an interface in layers of fluid. In this chapter,
COMSOLTM Multiphysics (4.2.0.150) is used for simulations of flow to compare with
the work in the earlier sections of Chapters 4 & 5. The accuracy of COMSOLTM is
highlighted by comparison against the MatlabTM solutions for homogeneous aquifers.
The effectiveness was calculated by considering the fluid flow into the line sink from a
layered fluid in a porous medium horizontally confined by a solid boundary as in the
earlier sections. Volume flux and free surface equations were solved using a spectral
method in MatlabTM (2014a) software, while COMSOLTM Multiphysics manages out-
flow mass flux, time, width, and continuity equations using a finite volume method.
A comparison of unsteady solutions in both two and three-dimensions was conducted
in COMSOLTM and MatlabTM.
6.3 Mathematical model of COMSOLTM
In COMSOLTM the velocity field is determined by the pressure gradient, the fluid
viscosity, and the structure of the porous medium according to Darcy’s law. It applies
when the gradient in hydraulic potential drives fluid movement in the porous medium.
In this chapter, we will use the notation and formulation used in the COMSOLTM
package. The potential field considers the difference in both pressure and elevation
potential from the start to the endpoints of the flow line. The measurement units
system (SI) is used in the COMSOLTM multiphysics software package. According to




where u is specific discharge vector or the Darcy velocity (m/s), k is the permeability
of the porous medium (m2), µ is the fluid dynamic viscosity (Pa.s), p is the fluid
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pressure (Pa), and ρ is density (kg/m3), and ∇z is a unit vector in the direction in
which the gravity acts. Here the permeability, κ, represents the resistance to flow
over a representative volume consisting of many solid particles and pores. Turning off
gravity effects sets the elevation z to zero. Models can define the capacity to transmit
flow using the permeability of the porous medium, κ, and the viscosity of the fluid, µ,




. The Darcy’s Law inter-
face combines Darcy’s law with the continuity equation. The hydraulic conductivity
combines properties of both the fluid and porous matrix, while the permeability is a
property of the porous matrix only. The hydraulic potential in the equation comes
from the pressure, p, and gravity, ρgz. COMSOLTM multiphysics solves for the pres-
sure, p. By default, g is a physical constant, the predefined acceleration of gravity
and z is the vertical coordinate which has a significant impact on the results and the
physics involved. The mass transport equation is
∂
∂t
(ρε) + O.ρu = Qm (6.2)
where ρ is the fluid density (kg/m3), ε is the porosity, and Qm is a mass source term
(kg/(m3.s)). Porosity is the fraction of the control volume that is occupied by pores.
Substituting (6.1) into the continuity equation (2.6) and then defining the porosity






























where S is a storage coefficient ( 1
Pa
), which can be interpreted as a weighted com-
pressibility of the bulk aquifer material and the fluid in the pores. S is an expression
involving results from a solid-deformation equation and concentrations from other
analyses. The Subsurface Flow Module explicitly includes an option to define S as
the linearized storage ( 1
Pa
) using the compressibility of fluids and solids. The Darcy’s
Law interface implements equation (6.4) using this feature. The subsurface flow mod-
ule can be used to consider problems with variable soil and water properties, but in
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this work we will focus on homogeneous and uniform situations to better compare
with the spectral method.
6.4 Two-dimensional confined vertical duct
We set up COMSOLTM to compare with the work in Chapter 4 in which we considered
withdrawal through a line sink in a vertical drain confined below. In this study, the
following assumptions are considered. There is a two-dimensional sand column, and
neither flow through the bottom nor the two vertical sides of the region is allowed.
There are two layers of different density separated by the interface. However, there is
flux coming down from the top into the upper layer and the lower layer flows into the
line sink , which is situated on the line x = 0 above the bottom at different heights
hs to determine the effect of sink elevation on the behaviour of the interface. The
unknown interface will be symmetric about x = 0, as shown in Figure 6.1. The flux
from the top does not cross the interface and so simply serves to replenish the water
in the top layer. It is the behaviour of the interface that is of interest.
Figure 6.1: The set up of the two dimensional problem considered in COMSOLTM.
The outflow mass flux 2qa value in COMSOL
TM equals the flow value ερm in the




+ p2,j + OΓj + uOcj = Rj + Sj (6.5)
102
Parameters 2D
NAME EXPRESSION V ALUE DESCRIPTION
L 01[m] 1m Basin Depth
rho0 1000[kg/m3] 1000kg/m3 Pristine water density
rhos 1200[kg/m
3] 1200kg/m3 brine density
c0 0[kg/m3] 0kg/m3 Zero salt concentration
cs 1[kg/m3] 1kg/m3 Normalized salt concentration
beta (rhos − rho0)/(cs − c0) 200 Increase in density due to salt con-
centration
P0 0[atm] 0Pa Reference pressure
mu 1e− 3[Pa ∗ s] 0.001pa.s Dynamic viscosity
kappa 500[mD] 4.935E−13m3 Permeability
epsilon 0.1 0.1 Porosity
DL 3.56e− 6[m2/s] 3.56e− 6m2/s Molecular diffusion
Pe beta ∗ (cs − c0) ∗ g const ∗
kappa∗L/(mu∗epsilon∗DL)
2.719 Peclet number
qa −1[kg/s] −1kg/s Outflow mass flux
Table 6.1: Parameters of the vertical confined problem-2D as given in COMSOL
where P1,j, P2,j = f(θs).
The table 6.1 shows the parameters that were used in COMSOLTM software, to
solve this confined vertical duct problem in two-dimensions.
6.4.1 Results and comparison of COMSOLTM and MatlabTM
In COMSOLTM, computations were performed for different values of flux mass qa at
an initial height L and sink locations y = pt1.
In Figure 6.2, the contours of pressure and vector fields were computed when the
initial height L = 1 and the flux mass volumes qa = 0.83 and qa = 1.2 at sink locations
pt1 = 0.1 and pt1 = 0.25 were used.
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(a) (b)
Figure 6.2: Contours of pressure and the flow vectors at initial height L = 1 when (a) the
flux mass volume qa = 0.83 and the sink location pt1 = 0.1, (b) the flux mass volume qa =
1.2 and the sink location pt1 =0.25.
Some results of the interface, contours and streamlines with the velocity field
vectors (arrow surface) are shown in Figures 6.3, 6.4 and 6.5.
Figure 6.3 shows a sequence where the interface is drawing down into a cone
starting with an initial height, L = 1, and the line sink situated at pt1 =0.1 with
the outflux mass value qa = 0.83 at different times t = 20, 30, 50, 61. Figures 6.4,
presents another sequence of steps including the interface, contour and streamline
with vector plots for the pressure gradient with initial height L = 1 and sink location
pt1 = 0.1 and the flux qa = 1.2 at times t = 12, 20, 30, 38. In addition, Figure 6.5,
displays the same quantities, but when the flux mass value qa = 0.2, initial elevation
L = 0.75 and the sink is located at pt1 = 0.1 and the times are t = 70, 90, 120, 165.
The surface starts horizontally but then begins to dip over the location of the exit
point, gradually deepening until it appears to reach the vicinity of the sink. In the
region close to the sink in the COMSOLTM model, there appears to be considerable
mixing of the two fluids of different density, probably due to the very high velocity




Figure 6.3: The interface, streamlines (black lines) and the gradient of the pressure (white
vectors) at initial height L = 1 and the sink location pt1 = 0.1 with out flux mass value qa
= 0.83 at times t = 20, 30, 50, 61.
mixing decreases when the qa value is reduced. This mixing of the two layers makes
it difficult to determine exactly when the interface “enters” the sink.
Figure 6.6 shows the computational grid of some of the results when the location
of the sink pt1 = 0.1 and the initial height L = 1 at time t = 61 and t = 40 when the




Figure 6.4: The interface, streamlines (black lines) and the gradient of the pressure (white
vectors) at initial height L = 1 and sink depth pt1 = 0.1 with out flux mass value qa = 1.2
at times t = 12, 20, 30, 38.
Moreover, in the above computations, we compared some of the MatlabTM and
COMSOLTM results for the same cases. The first comparison was for the highest and
lowest points on the interface related to time for COMSOLTM with the same points
on the free surface for the spectral method. The time scales for the MatlabTM code




Figure 6.5: The interface, the streamline (black vectors) for the case with the arrow surface
of the pressure (white vectors) and the velocity field for a case with initial height L = 0.75
and sink location pt1 = 0.1 out flux mass value qa = 0.2 at times t = 70, 90, 120, 165.
Computations were performed for initial height H = L = 1 , and the sink location




The free surface drops down at time t ≈ 120 and the COMSOLTM code breaks
down as the surface accelerates at t = 125. The similarity of the computations of
both methods is clear through Figure 6.7 with the two interface locations remaining
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(a) (b)
Figure 6.6: The computational grid when the sink depth pt1 = 0.1 and the initial height L
= 1 at (a) time t = 61 and the flux mass volume qa = 1.2, (b) time t = 40 and the flux
mass volume qa = 0.83.
























Figure 6.7: Comparison of the highest and lowest points on the free surface related to time
steps in COMSOLTM and MatlabTM. The initial height H = L = 1, and the sink location
hs = pt1 = 0.1 with same flow rate for both models qa =
ερm
2 = 0.4998.
almost identical throughout. The other comparison was of the critical height η∗ − hs
versus time for cases with initial height H = 1 and sink location hs = 0.1 for the
same flow rate for both models qa =
ερm
2
= 0.4998 as shown in Figure 6.8. Again
the comparison shows good agreement between the COMSOLTM solution and the
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Comsol− − − −
Matlab
Figure 6.8: The critical height η∗ − hs versus time at height H = 1 and the sink location
hs = 0.1 for the same flow rate for both models qa =
ερm
2 = 0.4998.























Figure 6.9: Comparison of the highest and lowest points on the free surface related to time
steps in COMSOLTM and MatlabTM. The initial height H = 1, and the sink location hs =
0.25 with same flow rate for both models qa =
ερm
2 = 1.
MatlabTM spectral solution. The MatlabTM spectral calculation also had difficulties in
computing the time when the interface approached the sink. Therefore the MatlabTM
and COMSOLTM simulation produce very similar qualitative and quantitative results.
In all cases we considered with both the spectral method in MatlabTM and the finite
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Figure 6.10: The critical height η∗ − hs versus time at height H = 1 and the sink location
hs = 0.25 for the same flow rate for both models qa =
ερm
2 = 1.
volume method of COMSOLTM there was a strong correlation between the interface
shapes and the timing of the withdrawal coning. This provides excellent validation
of the results obtained in the earlier sections of this thesis for the two-dimensional
drain.
6.5 Three-dimensional axisymmetric cylinder
We have shown that the two-dimensional spectral method and the finite volume
method give good agreement in two-dimensions and so now we consider the three-
dimensional axisymmetric case. In this section, we assume that there is an initially
horizontal interface at some elevation, H and impermeable vertical sides with no flow
through them. Also there is an outflow flux qa coming down from the top to the
hole pd1 over 0 < r < a, i.e. located on the bottom as shown in Figure 6.11. The
outflow mass flux 2qa value in COMSOL
TM equals the flow value ερm in MatlabTM
and the equation of the time dependent problem is the same equation (6.5), where
P1,j, P2,j = f(θs).
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Figure 6.11: Sketch of axisymmetric flow considered in COMSOLTM.
Table 6.2 shows the parameters that were used in the COMSOLTM software to
solve the confined vertical duct problem in three-dimensions
6.5.1 Results and comparison of COMSOLTM and MatlabTM
In this section, we are going to present the solutions of the confined axisymmetric
cylindrical tank, using the COMSOLTM software. In addition, we will give a compari-
son of some of the COMSOLTM results with the corresponding results from MatlabTM
using the spectral method as in Chapter 5.
Recall that in Chapter 5 we analysed the axisymmetric flow through a drain and
out through a hole in the bottom as shown in Figure 6.11
Figure 6.12 presents the pressure through the region, and it shows that the pressure
contours are almost horizontal except as the hole is approached when there is a rapid
and almost radial drop.
Figure 6.13 shows the initial density concentration surfaces used in the simula-
tions. The initial configuration is set to have a very thin interface to enable a better
comparison with the solutions with a sharp interface using the spectral method.
Figure 6.14 presents the computational grid of the surface concentration at a
different time t = 1 and t = 19 at initial height H = L = 1 and hole radius pd1 =
0.7 when the flux mass volume qa =0.5 and t = 19 respectively with time.
In Figures 6.15, 6.16 and 6.17 we can observe the density contours for the case
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Parameters of 3D
NAME EXPRESSION V ALUE DESCRIPTION
L 01[m] 1m Basin Depth
rho0 1000[kg/m3] 1000kg/m3 Pristine water density
rhos 1200[kg/m
3] 1200kg/m3 brine density
c0 0[kg/m3] 0kg/m3 Zero salt concetration
cs 1[kg/m3] 1kg/m3 Normalized salt concetration
beta (rhos − rho0)/(cs − c0) 200 Increase in density due to salt con-
cetration
P0 0[atm] 0Pa Reference pressure
mu 1e− 3[Pa ∗ s] 0.001pa.s Dynamic viscosity
kappa 500[mD] 4.935E−13m3 Permeability
epsilon 0.1 0.1 Porosity
DL 3.56e− 6[m2/s] 3.56e− 6m2/s Molecular diffiusion




qa −1[kg/s] −1kg/m2/s flux of hole
hole 0.5 0.5 Proportion of hole
v 0.05 0.05 Inflow velocity
Table 6.2: Parameters of the axisymmetric cylinder problem-3D, as given in COMSOL
with a hole of width a = 0.7 with initial heights L = 0.8 and L = 1 and flux qa
=1 and qa =0.5 respectively. The behaviour of the density contour in the middle of
the interface appears to be very similar to the behaviour of the free surface in the
spectral method. The pressure surface plot of the density contour in the middle of the
interface and the surface concentration when time is zero are shown in Figures 6.12
and 6.13 for cases with initial height L = 1, the radius of the hole pd1 = 0.7 and
with flux mass volume qa =0.5.
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(a) (b)
Figure 6.12: The pressure field at time = 0 when the width of the hole pd1 = 0.7 with (a)
the initial height L = 1 and the mass flux volume qa = 0.5, (b) the initial height L = 0.8
and the mass flux volume qa = 1.
(a) (b)
Figure 6.13: The surface concontord when the width of the hole pd1 = 0.7 with (a) the
initial height L = 1 and the mass flux volume qa =0.5, (b) the initial height L = 0.8 and
the mass flux volume qa = 1.
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(a) (b)
Figure 6.14: The computational grid of the surface concentration when the width of the
hole pd1 = 0.7 at initial height L = 1 and the mass flux volume qa =0.5, when (a) time t
= 1, (b) time t = 19.
Comparison results for some solutions using the spectral method in MatlabTM as
well as COMSOLTM are shown in Figures 6.18 and 6.19. The results in Figure 6.18
show a comparison of the lowest points on the free surface with time when the initial
elevation H = 1, the flux mass value G = 0.42, which corresponds to qa = 0.5 and the
radius of the hole a = 0.7. Figure 6.19 compares between time and the height of the
outer edge at the same values as those in Figures 6.18. The results of the comparison
shows very good agreement between the two simulations. Once again, as in the
two-dimensional case, these results indicate that the spectral method provides an
accurate representation of withdrawal flow from a three-dimensional, axisymmetric
domain. Therefore, the critical flow rates and surface elevations computed in the
earlier chapters can be taken to describe the behaviour of the water in the aquifers.
6.6 Conclusion
Knowledge of the physical and flow characteristics of a porous medium is requisite as




Figure 6.15: The interface and contour curve at initial elevation L =0.8 and the width of
the hole pd1= 0.7 with the mass flux volume qa =1 at times t = 5, 11, 13, 15.
Moreover, determining these properties can significantly improve the predictions of
the flow behaviour. In this chapter we have implemented COMSOLTM multiphysics
package, using the subsurface flow module, to reconsider the flows in the vertical
two-dimensional and axisymmetric drains considered in the three preceding chapters.
Identical problems were set up and directly compared to those considered earlier.




Figure 6.16: The interface and contour curve at initial elevation L = 1 and the width of
the hole pd1 = 0.7 when the mass flux volume qa = 1 and at times t = 8, 10, 15, 18.
almost identical using both COMSOLTM and the spectral method implemented in
MatlabTM. An important consideration in these problems is the timing of coning into
the sink. In both methods, this was found to match, and both methods had some
difficulty in tracking the interface all of the way into the sink. The simulation results
show strong similarities in results of the solutions to the 2D and 3D problems. There-




Figure 6.17: The interface and contour curve at initial elevation L = 1 and the width of
the hole pd1 = 0.7 when the flux mass volume qa = 0.5 times t = 7, 11, 14, 19.
instrument for simulation of this kind of flow. The good agreements obtained with
the 2D and the 3D problems suggests that either mathematical formulation can be
used on this and other porous media flow problems involving free boundaries or mov-
ing interfaces. Which formulation is chosen will depend on the particular application.
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Comsol− − − −
Figure 6.18: The comparison between COMSOLTM and MatlabTM of the minimum depth
versus time at the height H = L = 1 and the G = 0.42 which matches to qa = 0.5 and hole
a = pd1 = 0.7.

























Comsol− − − −
Matlab
Figure 6.19: The comparison between COMSOLTM and MatlabTM of the maximum depth





In this thesis, we have presented three different problems of steady and unsteady flow
using two different approaches, one involving a spectral method (solved in MatlabTM)
and another using COMSOLTM, and compared the results.
In the first case a spectral method was used to solve the equations describing the
withdrawal of fluid from a vertical, horizontally confined aquifer in two-dimensions.
The second problem was a model for a similar flow in a two-dimensional sand column
that is confined below. In each case, a base solution for flow in the column with no
free surface was computed using conformal mapping techniques and the appropriate
sine and cosine series’ were added and used to satisfy the surface and boundary
conditions both for linearized and nonlinear flow. The third problem is the flow from
a three-dimensional axisymmetric sand column with withdrawal through a hole in the
bottom of the cylinder. In that case the appropriate series is in Bessel Functions to
both define the background flow and also to satisfy all of the boundary and surface
conditions.
In each case, the factors that are important in the process and the behaviour of
the interface as water is withdrawn were considered.
For the first case, we were able to calculate exact, steady solutions for a very
simple geometry and compare these with those of the spectral method. Once the
spectral method had been verified in this way, we modified the technique to consider
unsteady flows which reveal how the free surface approaches the steady-state. It was
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found that in each case, there was a limiting flow rate beyond which steady solutions
do not exist, and so then we presented what was happening at flow rates exceeding
the maximum steady flow rate. The steady flows were found to form around the
mean height of the original free surface when an unsteady simulation was conducted,
while if the flow rate exceeded the “critical” flow at which a steady-state solution
was available, then the interface would pull down directly into the sink. For each
starting height there was a “critical” value of flow, and for each value of flow rate
there was a “critical height”. If the conditions of the flow started in the “subcritical”
regime (either lower flow rate or greater depth), then the interface would evolve to
the steady-state. In this case, solutions with a drawn down cusp, obtained using the
hodograph method, existed at the change from steady to unsteady flow regimes and
for each value of the heights H they occur at a unique flow rate. Therefore, the flux
outcome will be coning and eventual drawdown of the interface directly into the outlet
if the value of the initial height H is below the value of the critical coning solution. In
addition the steady solution to which any starting flow will evolve depends on the flow
history. Which steady solution will evolve depends on the initial surface elevation,
the sink location and the flow rate.
In aquifers of finite dimension, if there is no recharge, then the drawdown of
the interface (coning) is inescapable for these two and three-dimensional problems.
In these problems with a finite domain, steady solutions were obtained by allowing
recharge through the surface that matched the withdrawal volume. The resulting
solutions for the 2D and 3D confined problems were compared with results obtained
using the COMSOLTM software. The comparison of the simulation results showed
reasonable agreement between the two method. No cusped solutions were obtained
for any of these cases.
One of the important features of the results is that as the flow rate becomes
larger, the critical distance (from the sink to the surface) becomes larger. However,
the critical flow rate decreases slightly when the sink is located closer to the base.
The other feature is that the surface simply adjusts to the steady-state solution if the
flow rate is small, while the middle of the surface draws down in a narrowing cone at
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an approximately linear rate up to the sink if it is sufficiently large. The linearized
and the nonlinear formulations for the steady and the unsteady flow solutions were
found and agreed very well in 2D and 3D. In the 2D case the critical parameters
and flows for different sink heights were computed, while in 3D similar values were
computed as the size of the hole varied.
Both COMSOLTM and the spectral method had difficulty in accurately simulating
the moments leading up to the interface entering the sink in the 2D case. In the
spectral method the series was unable to resolve the rapid variation in the interface
shape, while in COMSOLTM there seemed to be an extreme and unrealistic amount
of mixing of the fluid above and below the interface due to the very high velocities
generated close to the outlet. In the 3D simulations the behaviour could be traced
for longer, but again ultimately the simulations broke down. However, comparison
of the important parameters between the two methods showed that both give very
similar results.
The spectral method and COMSOLTM can be accurate instruments for simulation
of this kind of flow. The spectral method is limited to homogeneous media, but can
be adapted to consider cases with a capillary fringe or other interfacial conditions.
COMSOLTM can be used for much more complicated media. The value of conformal
mapping and spectral solutions is in their relative simplicity and in developing un-
derstanding of the process, while the finite element techniques in COMSOLTM can be
used to extend this understanding to non-homogeneous media situation. The tech-
niques are not limited to withdrawal flows, but can be used for any situation with
a free surface or interface, and the spectral techniques provide an alternative to the
more traditional methods of boundary element methods such as presented in Mi and
Jiang et al. [60] and many subsequent works.
This thesis has considered a very specific set of idealized problems, but the un-
derstanding generated can be extended to a range of much more realistic problems in
complicated domains with very variable conditions. In considering such problems it is
possible of course to consider many other factors and methods such as the fractional
calculus Zakariya et al. [83]. Withdrawal flow in particular situations such as islands
121
surrounded by seawater, in the presence of ocean saltwater intrusion and also the
three layer water-oil-gas situation of oil reservoir engineering could also be considered
using these methods. These considerations could form the basis of future work.
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