The University of Maine

DigitalCommons@UMaine
Electronic Theses and Dissertations

Fogler Library

Fall 12-2021

Determination of Bridge Behavior Through Live-load Testing and
Advanced Numerical Analysis
Andrew Schanck
University of Maine, andrew.schanck@maine.edu

Follow this and additional works at: https://digitalcommons.library.umaine.edu/etd
Part of the Civil and Environmental Engineering Commons

Recommended Citation
Schanck, Andrew, "Determination of Bridge Behavior Through Live-load Testing and Advanced Numerical
Analysis" (2021). Electronic Theses and Dissertations. 3535.
https://digitalcommons.library.umaine.edu/etd/3535

This Open-Access Dissertation is brought to you for free and open access by DigitalCommons@UMaine. It has
been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of
DigitalCommons@UMaine. For more information, please contact um.library.technical.services@maine.edu.

DETERMINATION OF BRIDGE BEHAVIOR THROUGH LIVE-LOAD TESTING AND
ADVANCED NUMERICAL ANALYSIS

By
Andrew Philip Schanck
B.S. University of Maine, 2017
M.S. University of Maine, 2019

A DISSERTATION

Submitted in Partial Fulfillment of the
Requirements for the Degree of Doctor of Philosophy
(in Civil Engineering)

The Graduate School
The University of Maine
December 2021

Advisory Committee:
William Davids, Professor of Civil Engineering, Advisor
Eric Landis, Professor of Civil Engineering
Roberto Lopez-Anido, Professor of Civil Engineering
Mohammadali Shirazi, Professor of Civil Engineering
Senthil Vel, Professor of Mechanical Engineering

DETERMINATION OF BRIDGE BEHAVIOR THROUGH LIVE-LOAD TESTING AND
ADVANCED NUMERICAL ANALYSIS

By: Andrew Philip Schanck
Dissertation Advisor: William Davids

An Abstract of the Dissertation Presented
in Partial Fulfillment of the Requirements for the
Degree of Doctor of Philosophy
(in Civil Engineering)
December 2021

Bridges represent critical nodes in the United States’ transportation network, and an
accurate understanding of their strength and durability is paramount to their continued use to
transport people and goods. Traditionally, bridge assessment has been conducted through
conventional beam-line analysis of isolated bridge components as specified by the American
Association of State Highway and Transportation Officials (AASHTO). Although this method is
reasonable for relatively new structures whose behavior are well understood, it can lead to
significant over-conservative estimates of live-load capacity for older structures and for new
types of structure for which design bases are still being developed. For such structures,
investigation by experimental and numerical analysis can lead to much more accurate predictions
of live-load capacity, potentially reducing the need for repair and remedial action, or further
design optimization. This dissertation presents the results of experimental and numerical analysis
of a series of older reinforced concrete (RC) T-beam bridges and a novel fiber reinforced
polymer (FRP) composite tub (CT) girder bridge, as well as the development of a novel
numerical analysis technique, Proxy Finite Element Analysis (PFEA).

RC T-beam bridges are common in the state of Maine and are often much older than their
initial design life. These bridges frequently do not rate adequately based on AASHTO
procedures, despite continuing to carry modern loading without signs of distress, leading to
expensive, possibly unneeded remedial actions. To better assess their live-load capacity, a series
of ten such bridges is subjected to non-destructive live-load testing (NDLLT) under high
vehicular load. The strain response of each is extracted, allowing a better understanding of its
behavior and updated capacity estimates to be determined. Based on the results of these tests, the
flexural ratings factors (RFs) of each of these structures could be increased, with six increasing
to above 1.0, demonstrating their adequacy for modern loading. The behavior of these bridges is
further investigated through numerical analysis of detailed, linear finite element (FE) models.
To allow straightforward inclusion of the complex nonlinear constitutive behavior of RC
T-beam bridge girders in nonlinear FE analysis for capacity rating, a novel technique, PFEA is
developed and later expanded for generality. This technique extracts a girder section’s nonlinear
moment-curvature relationship and applies it to a fictitious, “proxy” section for which nonlinear
analysis is much less cumbersome. The technique is verified against previous destructive tests of
individual girders and a full bridge, and its utility is expanded, demonstrating its generality.
Finally, it is used to load rate the previously tested RC T-beam bridges, resulting in significant
increases to each structure’s flexural RF.
The Hampden Grist Mill Bridge (HGMB) in Hampden, Maine is the first bridge in the
world to use the FRP CT girder system developed by the University of Maine and was
constructed in 2020. As such, its behavior was relatively unknown. To better characterize the
bridge’s behavior, it is subjected to NDLLT and its response measured. It is found that the
structure behaves much more rigidly than designed, with more uniform load distribution and

significant unintended rotation end fixity. This testing also allows for an updates capacity load
rating to be determined, further displaying the structure’s adequate and conservative design.
These aspects of the HGMB’s behavior are further investigated through analysis of detailed,
linear FE models.
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CHAPTER 1
INTRODUCTION
1.1. Background
The United States’ continued economic strength depends greatly on its ability to move people and
goods across its transportation system, with greatest emphasis placed on its roads and highways. Bridges
are crucial nodes within this system over which traffic must flow to overcome natural and man-made
obstacles. The American Society of Civil Engineer’s 2017 annual Infrastructure Report Card (2017)
assigned the United States’ bridge inventory a grade of C+, noting that 9.1% of all bridges had been rated
as structurally deficient, and nearly 40% were over 50 years old. Further, in 2016, Maine’s bridge
inventory received a grade of C-, with 14.8% of its bridges classified as structurally deficient and 58%
older than 50 years. These determinations give a sense of the extent of bridges’ deterioration and the need
for actions to be taken, either to directly resolve the deterioration or gain better insight into these bridges’
actual capacities.
To address their deterioration (real or assumed) and for the safety of the public, old and structurally
deficient bridges are often subject to remedial action such as limiting loads, repairs, full replacement, or
even closure. These actions can be quite costly, requiring large capital expenditure and temporary or
permanent reduction of service. However, ignoring these bridges’ conditions could lead to potential
failure, resulting in greater costs and/or loss of life. It is clear therefore that understanding a bridge’s
capacity is of vital importance and that mischaracterization of capacity can be exceedingly costly. Actions
must be taken both to better characterize the capacity of existing bridges and make the most of available
resources and minimize delays and closures, and to implement new technologies in bridge design which
lead to improved durability.
The University of Maine (UMaine) and the Maine Department of Transportation (MaineDOT) have
long partnered to assess the capacity of MaineDOT’s older bridges both by live-load testing and

1

numerical analysis. Bridge capacity is quantified by its rating factor (RF), which is defined by AASHTO
(2010) as the ratio of a bridge’s live-load capacity (its factored strength less the factored dead-load that it
carries) to the factored live-load demand placed upon it. A RF less than one indicates that a bridge has
insufficient strength to safely carry the live-loading placed upon it with the acceptable level of statistical
reliability. UMaine has tested reinforced concrete (RC) T-beam bridges (Goslin & Davids 2014b), RC
slab bridges (Davids et al. 2013; Davids & Tomlinson 2016), steel slab-on-girder bridges (Goslin &
Davids 2014a; Albraheemi et al. 2018) and steel truss bridges (Goslin & Davids 2014c), resulting in
increases to these structures’ RFs from their base analytical ratings calculated based on AASHTO code
(2010, 2012). In many cases, these increases have been great enough to justify a reduction in the level of
intervention these bridges have required, freeing up resources to be used for bridges of higher need. In
addition, UMaine has performed advanced numerical analysis on these bridges and others (Davids et al.
2013; Tomlinson et al. 2017; Albraheemi et al. 2018) leading to further improvements to RF and
enhanced understanding of their behavior.
Because of this long and successful partnership, MaineDOT again contracted with UMaine to test ten,
older RC T-beam bridges, a bridge type whose members often possess low RFs of less than one, but
routinely carry modern loading with little distress. The scope of this project was initially limited to liveload testing of these bridges and assessment of their behavior through the use of calibrated, linear finite
element analysis. However, this project also led to the development of a novel nonlinear analysis
technique designed to load rate these and other bridges without needing to resort lo live-load testing,
model calibration, or extrapolation of linear effects.
In addition to its testing and load-rating partnership with MaineDOT, UMaine has recently developed
a novel bridge girder system for new, short to medium span bridge construction. This girder system,
termed the composite tub (CT) girder system, is based on a hybrid fiber reinforced polymer (FRP) tubshaped girder which acts compositely with a precast or cast-in-place RC deck by means of discrete shear
connectors and/or roughened friction surfaces. Because the girder’s main flexural components are made
2

from FRP composites and the deck can be reinforced with FRP or stainless-steel reinforcing rod, entire
bridges can be constructed using this system that contain little to no mild steel. This effectively eliminates
corrosion damage, significantly improving a bridge’s long-term durability.
A prototype CT girder was designed and built at UMaine and was tested to its full flexural capacity
(Diba 202x). This test demonstrated the CT girder’s considerable flexural strength and stiffness and
showed that it could be a viable option for new construction. Because of this, MaineDOT decided to use
CT girders as the main structural system for a new bridge built in Hampden, Maine in 2020. This bridge
replaced a very old, under-capacity T-beam bridge which had carried a busy arterial highway (US Route
1A) over the Soudabascook Stream at the site of an old grist-mill. Although the single girder test
demonstrated the CT girder’s considerable capacity, it had never before been used as the main structural
system of a full-scale bridge. For this reason, UMaine was tasked with observing the bridge’s
construction from first manufacturing tests to final construction, live-load testing it prior to opening, and
characterizing its live-load behavior based on the results of testing and subsequent numerical analysis.
1.2. Dissertation Objectives
The overarching objective of this dissertation is to extend the lifespan of a portion of Maine’s bridge
inventory by increasing understanding of the ultimate behavior of both older concrete bridges and a new
design FRP bridge. This is done with a combination of field observation, live-load testing, and numerical
analysis. Older RC T-beam bridges are live-load tested under high levels of moment to investigate their
behavior in comparison to that predicted through conventional analysis. The results of these tests are then
used to calibrate detailed, linear finite element models which reveal possible explanations of their
observed behavior. Subsequently, a novel, nonlinear finite element analysis technique is developed to
assess the capacity of these bridges, and this technique is subsequently expanded to be more widely
applicable to other girder bridge types. Design considerations for a new FRP CT girder bridge are then
described, with specific behavioral aspects simulated with finite element analysis. This FRP bridge is then
observed through its entire manufacture and construction process and then live-load tested to analyze its
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actual behavior. The bridge’s behavior is finally explored more deeply with calibrated, detailed finite
element models.
1.3. Dissertation Organization
This dissertation is organized into seven Chapters (including this first Chapter) within which the
efforts undertaken in this research are described, relevant literature is reviewed, and conclusions are
drawn. Additional data, calculations, and other supplemental information are given separately in
appendices.


Chapter 2: Non-Destructive Live-Load Testing of Reinforced Concrete T-Beam Bridges
describes the selection and non-destructive live-load testing of ten, older reinforced concrete Tbeam bridges, and subsequent estimation of their live-load capacity based of the results.



Chapter 3: Linear Finite Element Analysis of Reinforced Concrete T-Beam Bridges describes the
creation, calibration, and analysis of linear finite element models of the ten previously tested
bridges and describes inferences made of their observed behavior.



Chapter 4: Proxy Finite Element Analysis – Mechanics and Development describes the
theoretical basis, numerical implementation, and subsequent extension of Proxy Finite Element
Analysis, a novel analysis technique designed to accurately assess the capacities of older, in-situ
bridges.



Chapter 5: Proxy Finite Element Analysis – Validation and Application to Load Rating describes
the validation of Proxy Finite Element Analysis against data measured during testing of real
reinforced concrete beams and a real, full-scale prestressed slab-on-girder bridge, and also
describes the use of Proxy Finite Element Analysis to load-rate the ten previously tested bridges.



Chapter 6: Hampden Grist-Mill Bridge: Non-Destructive Live-Load Testing describes live-load
testing and subsequent analysis of the Hampden Grist-Mill Bridge, a newly constructed bridge
utilizing CT girders as its main structural members.
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Chapter 7: Hampden Grist-Mill Bridge: Finite Element Analysis describes the creation,
calibration, and analysis of finite-element models of the Hampden Grist-Mill Bridge to enhance
understanding of its in-service behavior.

The final chapter of this dissertation (Chapter 8) summarizes the completed research and presents
important conclusions drawn from the results.
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CHAPTER 2
NON-DESTRUCTIVE LIVE-LOAD TESTING OF REINFORCED CONCRETE T-BEAM
BRIDGES
2.1. Introduction
Cast-in-place reinforced concrete (RC) T-beam bridges make up more than 7.5% of the United
States’ bridge inventory, with 35,812 such bridges nationwide (Federal Highway Administration, FHWA
2016). Further, they make up more than 11% of the State of Maine’s bridge inventory. Many of these
bridges are 60 or more years old, but are in good condition, carrying modern traffic loads with little
apparent sign of distress. Despite their condition and performance, around 10% of these bridges are
classified as “structurally deficient” in the United States’ National Bridge Inventory (FHWA, 2016) many
due to low flexural rating factors (𝑅𝐹s) as determined through beam-line analysis prescribed by the
American Association of State Highway and Transportation Officials (AASHTO, 2010, 2012). A bridge’s
𝑅𝐹 describes its capacity relative to the live-load demand placed upon it, with a 𝑅𝐹 of 1.0 or greater
indicating sufficient capacity for modern loading. Bridges with 𝑅𝐹s less than 1.0 require remedial action
to carry modern loading, including strengthening, load restriction, or replacement. These remedial actions
can pose a significant cost to bridge owners and to the public, providing great incentive for bridge owners
to invest in procedures that yield more accurate 𝑅𝐹s. Diagnostic, nondestructive live-load testing
(NDLLT) can be performed to evaluate a bridge’s live-load response, which in turn can lead to increased
𝑅𝐹s based on extrapolation of results to ultimate load levels. As has been shown by numerous researchers
(for instance, Yost et al. 2006; Sanayei et al. 2016; Wang et al. 2011), many older bridges possess
significant additional capacity beyond that predicted by AASHTO (2010, 2012) and some of this capacity
can be identified through NDLLT.
The general procedure for diagnostic NDLLT involves three straightforward steps that, when
given proper attention and followed in adequate detail, can yield positive updates to flexural 𝑅𝐹. First, the
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need and justification for, desired data from, and details involved in testing must be identified. Second
sufficiently large levels of live-load must be applied to the subject bridge while data describing its
behavior (often flexural strains) are continuously recorded. Third, the recorded data describing the
structure’s behavior must be compared with its expected behavior predicted using conventional
engineering analysis. If this comparison shows that a bridge behaves more favorably to loading than
conventional analysis would predict, AASHTO (2010) allows the bridge’s flexural 𝑅𝐹to be increased to
reflect it. Along with this potential improvement to 𝑅𝐹, if other information beyond the bridge’s basic
flexural behavior is sought, additional specific data can be collected, or additional analyses performed.
The Maine Department of Transportation (MaineDOT) has had a long-standing partnership with
the University of Maine (UMaine) in which UMaine performs perform diagnostic NDLLT on
MaineDOT’s bridges and performs the required subsequent analyses. As a result, numerous MaineDOT
bridges have had their 𝑅𝐹s positively updated; with significant numbers of these bridges’ load-restrictions
relaxed or eliminated (Davids et al. 2013.; Goslin & Davids, 2014a; Goslin & Davids, 2014b; Davids &
Tomlinson, 2016, Davids et al., 2016; Albraheemi et al., 2019). In light of this prior success and of the
poor state of its RC T-beam inventory (as predicted by conventional analysis), the MaineDOT
commissioned UMaine to perform NDLLT on a representative sample of its T-beam bridge population.
This testing regime was meant to update the sample’s flexural 𝑅𝐹s, providing evidence of the
population’s actual capacity, as well as to more accurately characterize its live-load distribution behavior
and the effects of skewed alignment. In this chapter, the NDLLT and its resulting 𝑅𝐹 updates will be
described. Analyses of bridge live-load distribution and skew-specific behavior are discussed in the next
chapter with the aid of detailed finite element analyses.
2.2. Selected Bridges
Ten RC T-Beam bridges were selected for diagnostic NDLLT. Five bridges, tested during the
summer of 2017, had perpendicular alignment (0° angle of skew). The other five bridges, tested during
the summer of 2018, had moderately skewed alignments (angles of skew ranging between 15° and 35°).
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These bridges were selected based on their relatively low flexural 𝑅𝐹s and their reasonably similar
geometries and ages, which are typical of a significant portion of Maine’s RC T-beam bridge inventory.
This provided immediate incentive to perform NDLLT on these bridges due to the potential for relaxation
of load restrictions, which may then imply similar additional capacity in other bridges. The bridges’
similarities in geometry (excluding alignment) and age also allowed for more direct comparison of
behavior between the un-skewed and skewed bridges.
2.2.1. Un-Skewed Bridges
NDLLT was performed on five un-skewed, RC T-beam bridges in Maine during the summer of
2017. These were each built between 1936 and 1950, with span lengths ranging between 8.23 and 12.2 m.
Prior to NDLLT, these bridges’ operating flexural 𝑅𝐹s ranged between 0.279 and 0.924. Table 2.1 lists a
number of relevant general, geometric, material, and rating parameters for each bridge. Where two values
are listed, the first refers to interior girders while the second refers to exterior girders.

8

Table 2.1: Un-Skewed Test Bridge Characteristics
Bridge

2390

3307

3356

3776

5432

Location (Maine, USA)

Alna

Franklin

Canton

Jackson

Peru

Year Built

1939

1941

1936

1941

1950

Test Date (2017)

July 20

July 25

July 11

July 18

July 13

Span (m)

8.23

12.2

8.23

10.1

12.2

Number of Girders

4

5

6

5

5

Girder Spacing (m)

1.75

1.75

1.71/1.01

1.74

1.93

Web Width (mm)

406/305

483

470/356

495

508

Web Depth (mm)

838

800

711

775

909

Slab Thickness (mm)

203

146

165

140

140

Area of Flexural
Reinforcement (in2/girder)

6450/2580

9810

5850/1710

5850

8450

Operating HL-93 Flexural

0.915

0.924

0.981

0.685

0.746

Operating HL-93 Flexural

1.02

2.78

2.48/0.279

2.08

2.04

2.2.2. Skewed Bridges
NDLLT was performed on five skewed, RC T-beam bridges in Maine during the summer of
2018. These were each built between 1931 and 1952, with span lengths ranging between 10.4 and 15.2 m.
Angles of skew ranged between 15° and 35°. Prior to NDLLT, these bridges’ operating flexural 𝑅𝐹s
ranged between 0.69 and 1.09. Table 2.2 lists a number of relevant general, geometric, material, and
rating parameters for each bridge. Again, where two values are listed, the first refers to interior girders
while the second refers to exterior girders.
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Table 2.2: Skewed Test Bridge Characteristics
Bridge

2390

2879

3848

5109

5489

Location (Maine, USA)

Unity

Atkinson

Columbia

Hampden

Levant

Year Built

1950

1931

1951

1951

1952

Test Date (2018)

August 4

August 9

August 28

July 31

August

Span (m)

11.3

15.2

10.4

14.3

14.3

Skew Angle (°)

30

30

30

35

15

Number of Girders

5

4

5

5

5

Girder Spacing (m)

1.87

2.29

1.79

2.18

2.08

Web Width (mm)

610/381

559/431

495/406

579

483

Web Depth (mm)

648

1070

610

851

775

Slab Thickness (mm)

146

203

146

159

140

Area of Flexural Reinforcement
(mm2/girder)

8190/5040

14100/7740

6520/4900

9810

11800

Operating HL-93 Flexural 𝑅𝐹, Interior

0.689

1.09

0.887

0.686

0.784

Operating HL-93 Flexural 𝑅𝐹, Exterior

1.21

2.57

1.41

1.59

2.36

2.3. Testing Protocol
To ensure that all required data were produced, collected, and properly processed, a testing
protocol was developed that allowed meaningful comparisons and analyses to be performed.
2.3.1. Loading
Significant levels of live-load were applied to the bridges with Maine DOT standard three-axle
dump trucks as shown in Figure 2.1. Each truck wheel or pair of wheels was weighed using state patrol
certified portable scales as shown in Figure 2.2. These trucks were loaded with gravel and soil to well
above the legal limit, averaging gross vehicle weights if 255 kN each. Additional details of these trucks
can be found in Schanck and Davids (2017, 2018) and Schanck (2020). Three series of tests were run
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with trucks arranged on the bridges to maximize applied moment at three levels of increasing applied
moment. In the first level test (referred to as an “SBS” test), load was applied with two trucks, one in each
lane, with their rear axles straddling the bridge’s longitudinal centerline. In the second test (referred to as
an “ALT” test), two trucks were positioned similarly to the SBS test, with an additional truck in each lane
positioned as close to the first as possible, increasing the applied moment at midspan, but not maximizing
it. Finally, in the third test (referred to as a “MAX” test), four trucks (two in each lane) were arranged
back-to-back., equidistant from midspan to maximize applied moment. Each test was performed three
times with three different transverse truck positions, maximizing load to the exterior and interior girders.
In the case of the skewed bridges, it was assumed that positioning the trucks relative to the bridge’s
skewed centerline (as shown in Figure 2.3) would produce the maximum moment effects at midspan.
However, an additional SBS, ALT, and MAX test was performed for each bridge with trucks arranged
relative to the perpendicular centerline (as shown in Figure 2.4) and transversely centered for comparison.
In all cases however, the arrangement of trucks relative to the skewed centerline resulted in higher strains,
and thus higher flexural moment.

Figure 2.1: Maine DOT Three-Axle Trucks used for Loading
11

Figure 2.2: State Highway Patrol Certified Portable Truck Scales used to Measure Vehicle Weight

Figure 2.3: Truck Positioning relative to Skew Centerline
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Figure 2.4: Truck positioning relative to Perpendicular Centerline
During each test, trucks were systematically driven onto the bridge and parked at the
predetermined locations corresponding to the load level and transverse positioning. Each truck was
backed onto the bridge in sequence, allowing the bridge to reach static equilibrium before moving the
next truck. When all trucks had been moved onto a bridge, their positions relative to curbs, bridge
centerline, and other trucks were measured and recorded. The trucks’ individual wheel weights, axle
spacings, and tire contact areas had been measured beforehand to determine the total load applied.
2.3.2. Instrumentation
The strain measurement system used in this research was the Wireless Structural Testing System
(STS-Wi-Fi) produced by Bridge Diagnostics Inc. (BDI, 2010). The system uses a mobile base station to
communicate with up to six nodes, with up to four strain transducers connected to each node. Strain
transducers measured strain continuously during tests at a sampling rate of 10 Hz. The system
communicates with a dedicated laptop running BDI-specific WinSTS data acquisition software, which
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automatically performs analog to digital signal conversion and rectification of voltage to strain data using
built-in calibration factors. A sample setup in the field is shown in Figure 2.5, with strain sensors
mounted under the bridge at mid-span connected to battery-operated wireless nodes. The sensors used in
these tests were equipped with aluminum gage-length extensions, which are also visible in Figure 2.5.
These extensions increase the gauge length of the transducers so as to minimize the effect of local stress
concentrations and concrete cracks. A schematic of the entire network is shown in Figure 2.6 including
strain and displacement sensors, wireless nodes, and the data recording laptop.

Figure 2.5: Typical Strain Transducer Mounting, Equipped with Extension

Figure 2.6: BDI STS-Wi-Fi Network Setup
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Strain transducers were mounted under the bridges using a MaineDOT Under-Bridge Inspection
Truck. The sensors were mounted to the girders by first grinding the concrete to be as flat as possible,
then using LOCTITE 410 rubberized instant adhesive with LOCTITE SF7453 accelerant to attach the
strain transducer mounting tabs to the cleaned concrete. All structures had three strain gages mounted to
each girder at midspan - one to the bottom of the slab, one at mid-depth of the web, and one at the web
bottom face at mid-span - to measure load distribution and peak flexural strains. Strain transducers were
also installed near the ends of selected girders (generally exterior and central girders as the number of
remaining transducers allowed) to determine the extent of any rotational restraint at the supports. Strain
sensor layouts varied slightly for some bridges to accommodate the number of girders or specific details,
but were, in general, similar.
2.3.3. Data Processing
After all data had been extracted, they were processed to make them more useful for analysis.
Initially, all data were rectified to correct for the BDI transducers’ tendency to zero-drift over the course
of a test. This was done for the data recorded by each transducer by finding the slope of the line between
the first and last recorded data points (both of which were known to be recorded at points of zero liveload strain) and subsequently offsetting each strain data point proportional to the elapsed time and the
slope of the zero-drift line. In this way, all data could be referenced to a common zero. This correction
was generally small, with the difference between raw, measured data and corrected data for maximum
strains averaging 3.3% on each bridge and not surpassing 8.2% for any.
With initial rectification completed, specific subsets of the recorded data from each test could be
extracted for analysis. For these analyses, it was most important to capture the bridges’ behavior under the
maximum static loading condition applied. Therefore, the data recorded from the most heavily loaded
girder in each test was examined, and a point occurring during the load plateau following application of
the last truck per test was selected as the reference point. This ensured that the bridge’s maximum
response to the load case in question was captured, while also eliminating any dynamic effects produced
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as trucks were positioned. The elapsed time at which the reference point was recorded was noted and used
as a reference time at which the data points from all other transducers were extracted. These strains were
then arranged in tabular form for analysis.
Although care was taken to measure strains accurately, it is inevitable during experimental
testing, and especially during testing under field conditions that some recorded data be unreliable for a
number of reasons, few of which can be confidently identified. In this study, field-testing errors were
encountered as recorded strains which were unreasonably low relative to other strains recorded at the
same section, thus grossly violating the assumption of linear strain variation through the girder depth. For
data recorded at a bridge’s midspan, correcting unreliable data was straightforward (assuming that only
one transducer’s data was unreliable) as three sensors are used across the depth of the section. In such
cases, the depth of the girder’s neutral axis was estimated using the readings from the remaining two
transducers and, assuming linear strain distribution, the corrected reading calculated based on the height
of the third transducer within the section. This phenomenon was more prevalent in skewed bridges than in
un-skewed bridges, with four of the five skewed bridges having at least one sensor displaying this
behavior. However, only one bridge, Bridge 5489, required rectification of data from more than two
sensors. In this bridge, for all tests, four of the five sensors mounted to girder section’s bottoms recorded
strains less than or approximately equal to those recorded at the middle of the sections. The remaining
section-bottom sensor recorded much higher strains, which were reasonable based on strain linearity and
strains recorded from other, similar bridges under similar load. Calculation of section bottom strains
based on the strains recorded at mid-depth and at the top of the sections resulted in strains which were
similar to those recorded by the fifth, reliable sensor, and gave a similar overall strain distribution to other
bridges. Unreliable strains at girder ends were much less straightforward to identify and rectify, because,
at most, only two sensors were used at a girder’s end and the assumption of linear strain distribution could
not be easily used to identify unreliable data. Thus, data were only deemed unreliable at the girder end if
the particular transducer from which they were collected did not change its reading, regardless of the
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actual loading. When that was the case, these data were discarded, but this was much rarer an occurrence
than the occurrence of unreliable data at midspan.
2.4. Results
2.4.1. Un-Skewed Bridges
Maximum strains recorded under two-truck (SBS) and four-truck (MAX) loading cases for unskewed bridges as well as the percentage of HL-93 live-load moment (with impact) are presented in Table
2.3 for each un-skewed bridge. Results from a representative test of one of the five un-skewed bridges are
presented in this section to overview the general trends. Bridge No. 3307 had typical geometry and results
for all tests on un-sked bridges. Strains recorded through the depths of girders at midspan confirmed
linear strain distribution. This can be seen in Figure 2.7 which presents the strains recorded at midspan of
the center girder, G3, of Bridge 3307 under four-truck loading as a function of time. In most cases, the
increase in strain with increase of load was found to be linear. The strains recorded at girder ends tended
to be very low, usually no more than ±10 µε, indicating little if any unintended rotational restraint at the
supports. Apart from Bridge 2130, linear functions fit to data of maximum strain and applied moment
yielded coefficients of determination of at least 0.954 indicating a good functional fit. In the case of
Bridge 2390, increase of load between 2 and 4 trucks led to an increase in measured strains. However,
between the “MAX” and “ALT” tests, within which applied moment was decreased by moving trucks
away from the position of maximum moment, the recorded strains increased. This phenomenon is
puzzling but can likely be attributed to participation by the bridge’s heavy railing. During “MAX” tests,
wheel loads were closer to the railing’s posts, allowing them to draw a greater amount of load than during
the “ALT” tests where they were further away.
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Table 2.3: Measured Strains at Midspan – Un-Skewed Bridges

Bridge

2130

3307

3356

3776

5432

Girder
Number

Maximum Strain (µε)
SBS Test

MAX Test

G1

22.0

30.3

G2

54.6

67.7

G3

44.6

57.7

G4

27.4

44.8

G1

30.9

44.3

G2

41.3

58.2

G3

55.7

76.2

G4

45.3

62.4

G5

25.2

38.7

G1

9.93

17.2

G2

22.0

30.4

G3

49.1

63.9

G4

59.1

75.4

G5

49.8

69.8

G6

50.6

81.7

G1

22.0

30.3

G2

54.6

67.7

G3

44.6

57.7

G4

39.0

53.9

G5

27.4

44.8

G1

30.0

46.5

G2

40.5

61.0

G3

56.3

78.0

G4

60.5

87.3

G5

24.8

55.2
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Applied Percentage of HL-93
Moment (with Impact)
SBS Test

MAX Test

34%

75%

44%

84%

52%

75%

47%

70%

55%

87%

Microstrain

Figure 2.7: Recorded Strains in Bridge 3307 G3 under MAX Loading
2.4.2. Skewed Bridges
Maximum strains recorded under two-truck (SBS) and four-truck (MAX) loading cases, as well
as the percentage of HL-93 moment (with impact) applied for skewed bridges are presented in Table 2.4
for each bridge. Results from a representative test of one of the five skewed bridges are presented in this
section to overview the general trends. Bridge No. 3848 had typical geometry and results for all tests on
skewed bridges. Figure 2.8 shows a time history of the strains measured at midspan of the center girder
during a MAX test, and Figure 2.9 shows a time history of the strains recorded at the ends of the same
girder during the same test. The sequential application of load is seen in the strain plateaus in Figure 2.8,
which demark a truck backing onto or pulling off the bridge. This demonstrates the typical linear response
to flexure seen across all bridges. The sensor at the section bottom recorded modestly high positive
(tensile) strain at the maximum strain plateau, while the sensor at the top of the section recorded very
small compressive strains and the sensor at the mid-depth of the section roughly split the difference. This
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strain distribution across the section indicates that section’s neutral axis lies in the web, close to the
bottom of the slab. The location of the neutral axis within the section, as well as the relatively low strains
recorded, indicate that many of the sections behaved as uncracked under test loading and had not
experienced significant flexural cracking due to prior loading. Figure 2.9 shows the typical behavior of
girder ends. At both ends of the girder, the bottom of the section experienced small compressive strains
throughout the section depth at one end, indicating that some unintended end restraint was present. This
was common for each of the skewed bridges, except Bridge 2879 for which no appreciable fixity was
recorded.
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Table 2.4: Measured Strains at Midspan – Skewed Bridges
Applied Percentage of HL-93 Moment
(with Impact)

Maximum Strain (µε)
Bridge

2390

2879

3848

5109

5489

Girder
Number

SBS Test

MAX Test

G1

29.9

50.4

G2

66.1

83.1

G3

97.5

117

G4

74.2

90.6

G5

28.9

52.2

G1

34.6

56.4

G2

45.5

65.5

G3

35.8

54.9

G4

39.9

65.5

G1

28.4

53.6

G2

55.9

74.2

G3

53.0

72.2

G4

32.5
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Figure 2.8: Recorded Midspan Strains in Bridge 3848 G3 under MAX Loading

Figure 2.9: Recorded Girder End Strains in Bridge 3848 G3 under MAX Loading
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2.5. Rating Factor Modification
As previously mentioned, AASHTO (2010) allows the results of NDLLT to be used to update
bridges’ 𝑅𝐹s when code-based analysis yields unsatisfactory results. For the results of diagnostic
NDLLT, the updates reflect a better understanding of the bridge’s live-load behavior under serviceconditions, which are then linearly extrapolated to higher levels of loading. This, although inherently
conservative due to the neglect of nonlinear effects, ductility, and system behavior, often allows
significant improvement of flexural 𝑅𝐹s, as is the case for many of the bridges tested here.
2.5.1. Calculation
Modification to 𝑅𝐹s from the results of diagnostic NDLLT are found through comparison of the
bridge’s expected and measured strain response to a given load on a per-girder basis. Because the loading
trucks’ wheel weights, axle spacings, tire-contact areas, and positions on the bridges were measured, the
total moment applied to a bridge at midspan in a particular test could be calculated. This total applied
moment could then be used to estimate each girder’s expected strain response using Equation 2.1, in
which 𝜀 is the predicted strain at the section’s extreme tension fiber, 𝑀 is the total applied midspan
moment, 𝐷𝐹 is the AASHTO distribution factor (a code-based, semi-empirical factor for distributing
live-load to individual girders of a multi-girder bridge) for the girder of interest, 𝐸 is the elastic modulus
of concrete, and 𝑆 is the girder’s section modulus.

𝜀 =

𝑀 ∗ 𝐷𝐹
𝐸𝑆

(2.1)

Based on the measured strain responses, each girder from each bridge behaved as essentially
uncracked, assuming an elastic modulus based on nominal concrete compressive strength (17.2 MPa,
leading to an elastic modulus of 19.9 GPa) per AASHTO (2010). Therefore 𝑆 was taken as the girders’
uncracked section moduli, accounting for curbs and integral wearing surfaces where applicable. In
addition, uncracked behavior was examined assuming a concrete compressive strength of 34.5 MPa,
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which is more typical of older, cast-in-place concrete (Buckle et al. 1984; Saraf 1998; Alkhrdaji et al.
2001) and leads to smaller, more conservative strains. This, however, also tended to indicate uncracked
behavior.
The expected and measured strains in each girder were then used to update the flexural 𝑅𝐹s of
each bridge. This was done, again, on a per-girder basis with the interior and exterior girders with the
smallest updated 𝑅𝐹s controlling their respective updated ratings. 𝑅𝐹s were updated using Equation 2.2,
in which 𝑅𝐹 is the updated 𝑅𝐹 for the girder in question, 𝑅𝐹 is the corresponding pre-updated 𝑅𝐹, 𝐾
is a factor that accounts for confidence in test results and extrapolation, and 𝜀

is the measured strain in

the girder at its extreme tension fiber.

𝑅𝐹 = 𝑅𝐹 ∗ 1 + 𝐾 ∗

𝜀
−1
𝜀

(2.2)

The factor 𝐾 accounts for the confidence placed in extrapolating the results of NDLLT to higher
levels of loading and the percentage of HL-93 live-load effects applied during the test (AASHTO, 2010).
As indicated earlier, between 70% and 93% of and HL-93 live-load with impact was applied to all tested
bridges, which allows 𝐾 to be taken as 0.5. The fact that 𝐾 is less than one leads to a reduction in the
increase in 𝑅𝐹 that would be computed based on linear extrapolation of measured strain response.
2.5.2. Results and Discussion
Updated 𝑅𝐹s for each girder of each bridge were calculated, with the minimum controlling the
overall rating for each bridge. Table 2.5 presents the original and updated 𝑅𝐹s for each bridge. It also
reports the girder from which the controlling updated 𝑅𝐹 was taken.
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Table 2.5: Field-Test Updated Flexural 𝑅𝐹 s
Bridge

Skew (deg.)

Initial 𝑅𝐹

Updated 𝑅𝐹

Number of Girders

Controlling Girder

2130

0

0.915

1.28

4

3

3307

0

0.924

1.61

5

3

3356

0

0.279

0.300

6

6

3776

0

0.685

1.20

5

2

5432

0

0.746

1.10

5

4

2390

30

0.757

0.838

5

3

2879

30

1.09

1.35

4

2

3848

30

0.887

1.15

5

2

5109

35

0.686

0.942

5

3

5489

15

0.784

1.10

5

3

As Table 2.5 shows, nine of the ten tested bridges experienced significant increases to controlling
𝑅𝐹s as a result of NDLLT. In fact, updated 𝑅𝐹s for six of the nine bridges having initial 𝑅𝐹s of less than
1.0 were able to be increased to above 1.0, which suggests that the remedial actions to which they are
subject may be unnecessary. However, for three bridges – Bridges 3356, 3848, and 5109 – NDLLT was
unable to provide benefits to 𝑅𝐹 great enough to justify full relaxation of live-load restriction. The
possible reasons for this, as well as other observations of these results will be discussed next.
The lack of significant improvement to Bridge 3356’s 𝑅𝐹 is immediately apparent when details
of its construction and service history are examined. Bridge 3356 was initially built with its roadway
supported by five girders, and with a sidewalk supported by an additional, lighter girder. However,
around 30 years into its service life, the bridge’s roadway was widened, removing the sidewalk and
requiring the light, exterior girder to be used to carry traffic loads. Design drawings of the bridge’s
original cross section and plans for the expansion are shown in Figures 2.9 and 2.10, respectively. This
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lighter girder’s strength controlled the bridge’s initial 𝑅𝐹 as well as its updated 𝑅𝐹F for the load case in
which trucks were positioned close to its curb. Due to the high strains measured in this girder, NDLLT
resulted in very little 𝑅𝐹 improvement.

Figure 2.9: Bridge 3356 Original Cross-Section

Girder 1 after
Extension

Figure 2.10: Bridge 3356 Road Widening
Contrary to those of Bridge 3356, the reasons for the relatively small increases in 𝑅𝐹s for Bridges
2390 and 5109 are not as self-evident. Bridge 2390’s 𝑅𝐹 increased the least of all of the skewed bridges,
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which could result from two possible main contributing factors. First, the bridge’s initial 𝑅𝐹 was
depressed by the presence of a thick bituminous concrete wearing surface, which can be seen in Figure
2.11. This wearing surface, approximately 127 mm thick, could not be assumed to act compositely with
the superstructure, such as was the case of the RC wearing surfaces of other bridges. It therefore added
significantly to the bridge’s non-structural dead-load but not to its stiffness. This high dead-load and low
stiffness (relative to other bridges) significantly limited the bridge’s initial 𝑅𝐹. Secondly, the width of the
bridge’s interior and exterior girders was significantly different, being equal to 610 mm and 381 mm,
respectively. The interior and exterior webs of most other bridges were less varied. The smaller width of
the exterior girders reduced their stiffness, which may have reduced the load drawn towards the exterior
girders and resulted in a more centrally concentrated load distribution than many of the other skewed
bridges (as will be explored in Chapter 4). The inability for NDLLT to raise Bridge 5109’s 𝑅𝐹 to above
1.0 may simply be a result of its low initial 𝑅𝐹. Bridge 5109 had the lowest initial 𝑅𝐹of any of the
skewed bridges at 0.686. However, its 𝑅𝐹 increase due to NDLLT of 0.256 was close to the average
increase across the skewed bridges (which was equal to 0.235). Despite careful investigation of design
drawings and observable condition, the reasons for this bridge’s low initial 𝑅𝐹 was not able to be
ascertained.
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Figure 2.11: Thick Bituminous Concrete Wearing Surface on Bridge 2390
2.6. Summary and Conclusions
NDLLT was performed on ten, older RC T-beam bridges in the State of Maine under loads
approaching HL-93 loading with impact to assess their performance and modify their flexural 𝑅𝐹s. Like
many similar RC T-beam bridges throughout the state, each of these bridges had relatively low initial
flexural 𝑅𝐹s despite carrying modern loading without apparent sign of distress. These bridges were
selected for their typical geometries and ages, as well as their alignments, which allowed for direct
comparison of the effects of skew on behavior (as will be discussed in Chapter 3). An instrumentation
plan was developed and implemented which allowed monitoring of midspan strains through the depth of
the bridges’ webs, and to identify any unintended end fixity. The weights and dimensions of the trucks
used to load the bridges, as well as their position on the bridges, were measured in order to accurately
estimate the moment applied, and to position loads on subsequent finite element models.
Using the midspan strains measured during testing, the initial flexural 𝑅𝐹s of the tested bridges
were updated to better reflect their actual conditions, as is allowed by AASHTO (2010). This enabled
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𝑅𝐹s for six of the nine bridges that were initially predicted to be under capacity to be raised above 1.0.
The 𝑅𝐹 of the one bridge initially predicted to have sufficient capacity was raised further past 1.0. These
increases in 𝑅𝐹 give confidence in these bridges’ ability to carry modern loading without the need for
remedial action. This also suggests that benefits like these could be seen as a result of NDLLT of similar
bridges throughout the state and the nation.
Some conclusions can be made from the results of these of tests and the associated increases to
bridge 𝑅𝐹s. First, it is clear that diagnostic NDLLT can be beneficial to the understanding of, and reliance
on the actual capacities of older bridges. This testing also allowed for direct observation of these bridges’
behavior under large levels of loading, resulting in better understanding of live-load distribution and
behavioral differences incurred when a skewed alignment is utilized (as will be explored further in
Chapter 3). However, this testing also highlights some of the risks of diagnostic NDLLT. Performing
NDLLT on in-situ bridges is economically and logistically demanding. The use of heavy equipment,
labor, and specialized instrumentation can be expensive and, as was seen for three of the bridges tested,
does not guarantee relaxation of load restriction. Based on a very rough estimate of labor, operation, and
mobilization, NDLLT of a single bridge (including preparation work and two days of testing) by UMaine
and MaineDOT costs around $20,000. This cost would be significantly increased if tests were performed
by a contracting engineering firm rather than by a public university. However, depending on the bridge’s
details, the conditions of the test, and the bridge’s initial AASHTO 𝑅𝐹, updated 𝑅𝐹s based on NDLLT
may still imply the need for remedial action. Without a reasonable method to estimate the possible
benefits to a specific bridge’s 𝑅𝐹 based on NDLLT, performing such tests may prove to be a poor
investment of public funds. The procedure for 𝑅𝐹 updating is also inherently conservative, as it relies
upon extrapolation of the bridge’s behavior in the linear regime to ultimate loading levels, without
accounting for material nonlinearity and ductility. It can therefore be concluded that, although NDLLT is
a useful tool for assessing the actual service-level behavior of in-situ bridges and can often result in
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beneficial 𝑅𝐹 updates, the development of a cost-effective, advanced analytical method for routine load
rating of older bridges that can account for the bridge’s actual ultimate-level behavior is warranted.
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CHAPTER 3
LINEAR FINITE ELEMENT ANALYSIS OF TESTED, REINFORCED CONCRETE T-BEAM
BRIDGES
3.1. Introduction
As described in Chapter 2, diagnostic, non-destructive live-load testing (NDLLT) was performed
on ten reinforced concrete (RC) T-beam bridges in the State of Maine. These bridges were subjected to
live-load moments of between 70% and 93% of HL-93 with impact, and their resulting strain responses
measured and analyzed. This information was used both to update their generally low flexural rating
factors (𝑅𝐹s) and to help assess their actual behavior relative to the behavior predicted by conventional
engineering analysis as prescribed by the American Association of State Transportation and Highway
Officials (AASHTO 2010, 2012). While the strain data recorded during NDLLT offer useful information
on bridges’ behavior, additional data and analyses are required to interpret these behaviors and to
formulate hypotheses as to their possible causes.
To aid understanding of bridge behavior observed from NDLLT, linear, three-dimensional (3D)
finite element (FE) models were generated of each bridge, which simulated the conditions during testing.
These models were highly detailed, incorporating many of the features present in the real bridges that
may affect live-load response, including discrete reinforcing steel, composite curbs and wearing surfaces,
and railings. These models were first built with their respective bridge’s nominal geometric and material
parameters, and then were systematically calibrated to improve their predictions of the real bridges’
responses to loading. These calibrated models were then used to simulate test loading, with the resulting
calibrated responses studied to examine underlying behavioral trends and form conclusions.
Calibration of FE models of bridges based on live-load test results is a well-established and
accepted practice that can lead to better understanding of bridge behavior and improved 𝑅𝐹s, both for the
bridges tested and for similar bridges within the population. For instance, Bień et al. (2015) performed
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load tests on a cable-stayed, segmented box girder bridge near Wroclaw, Poland, the results of which they
used to calibrate a number of FE models of increasing complexity. They found that, of the parameters
they altered to increase the models’ complexity, element type and discretization had the most significant
effect on the models’ accuracies. They also found that, for efficient use of computer and time resources,
an efficient technique for investigation of experimental results is to begin with simplified models and
increase complexity thereafter as more specific information is sought. Based on the results of live-load
testing of several RC T-beam bridges in Pennsylvania, Catbas et al. (2012) calibrated a series of detailed,
3D FE models. Using these calibrated models as a base, they altered geometric parameters based on
statistical sampling of the Pennsylvania T-beam bridge population, reanalyzing after each update to form
a representative inventory of models. From the results of this inventory, they were able to create equations
for distribution factors (𝐷𝐹s) that are better representative of the population than those provided by
AASHTO (2012). Davids et al. (2013) created a stand-alone FE modeling and analysis package tailored
for load rating of RC flat slab bridges. This package, termed SlabRate, generates an influence surface for
the entire bridge using geometric and material parameters passed in by the user to find the critical
moment-capacity-to-moment-demand ratio. These influence surfaces were verified against the results of
extensive live-load testing and were found to give accurate predictions, which could then be made
adequately conservative for the purpose of load rating.
As will be discussed in detail later, a skewed alignment (abutments and bridge ends being aligned
at an angle to the road’s centerline as opposed to being perpendicular) can significantly affect a bridge’s
behavior, especially as pertains to live-load distribution. This was first rigorously investigated by
Newmark et al. (1948), who constructed and tested models of deck-on-steel-girder bridges and tested
them to failure. They noted that for high angles of skew, maximum moments carried by individual girders
were decreased, prompting them to suggest reduction factors be applied to the moment distributed to
girders in design. This observation was further investigated by Chen et al. (1957) using numerical finitedifference analysis. These analyses showed significant reduction in midspan moment for angles of skew
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ranging from 30° to 60°. These skew angles are still specified by AASHTO (2012) for limits of
applicability on 𝐷𝐹skew correction factors. More recently, Menassa et al. (2007) studied the effects of
skew on RC slab bridges through a series of FE analyses with models of varying span-length, width, and
angle of skew. They found that AASHTO (2012) predicted maximum longitudinal bending moments that
could exceed those from the FE models by as much as 40% for bridges with 30° skew, and up to 50% for
bridges with 50° skew. However, they also note that for bridges with skews less than 20%, overestimation
of moment was minimal, and that the AASHTO recommendation of designing such bridges as un-skewed
was reasonable.
3.2. Modeling
In all, a maximum of 24 discrete strain values were available from each test of each bridge.
Therefore, for the calibrated FE models to predict response faithfully, they required a level of detail that is
not often justifiable for models used for design or capacity prediction. Modeling and analysis were
performed using the commercial FE software ABAQUS (n.d.) due to its availability and ability to
simulate specific bridge features.
3.2.1. Assembly and Discretization
As indicated in the previous chapter, the strains recorded during testing indicated that each of the
bridges remained linearly elastic at all levels of applied loading. It was therefore assumed that the
measured response of the tested bridges and the predicted responses of the models would be primarily
driven by structural stiffness. For this reason, all bridge components that could be reasonably assumed to
contribute to the structure’s stiffnesses were included in the FE models with a relatively high level of
detail and with geometries based on field-verified dimensions.
Bridge components constructed from concrete were modeled as elastic, isotropic continua using
C3D20R 20-node, quadratic, brick elements with three degrees of freedom per node and reduced
integration. These elements are able to yield accurate results with a coarser mesh than linear continuum
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elements. Nearly all concrete components were modeled, including girders, deck, diaphragms, curbs,
railings, and integral wearing surfaces. These components were kinematically constrained to behave as
perfectly bonded to one another as is reasonable for monolithically cast concrete. Reinforcing steel was
explicitly modeled as isotropic, elastic beams using B32 quadratic, three-node beam elements with six
degrees of freedom per node. All significant reinforcing bars, including girder longitudinal reinforcement,
shear stirrups, and deck longitudinal and transverse reinforcement were modeled and kinematically tied to
the concrete elements with embedment constraints.
The concrete components were assigned elastic moduli calculated per AASHTO (2012) using
Equation 3.1. Here, 𝑓′ is the concrete’s compressive strength (in ksi). Initially, 𝑓′ was taken as the
nominal value of 17.2 MPa (2.5 ksi) based on the bridges’ ages (AASHTO, 2010), but this was treated as
a calibration parameter as discussed later. Concrete Poisson’s ratio was assumed equal to a typical value
of 0.2. Steel components were assigned an elastic modulus of 200 GPa as prescribed by AASHTO (2012),
and a typical Poisson’s ratio of 0.3.

𝐸 = 1820 𝑓′

(3.1)

To determine the required level of discretization, a simple convergence study was performed in
which the mesh refinement of the concrete elements was refined, with the predicted midspan strains from
the most heavily loaded center girder monitored. This is presented in Figure 3.1 for an un-calibrated
model of Bridge 3776. It should be noted that meshing was established by ABAQUS’ automatic meshing
algorithm with general mesh density controlled by varying the initial mesh seed size, and that levels of
discretization coarser than those pictured were not considered as they led to numerically unreasonable
displacements in railing components.
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Bridge 3776 Midspan Strain Convergence
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Figure 3.1: Mesh Convergence Study Results
A can be seen in Figure 3.1, the model converged to a maximum midspan strain of about 81.8 µε
with a mesh density of around 125,000 concrete elements. However, it is also evident that the coarsest
model gave a relatively accurate solution. The difference between the “worst” solution and the best
solution is only 0.11 µε, which is an error of only 0.15%. This suggests that the model could be used with
minimal mesh refinement. However, due to the small difference in computation time required, a
moderately refined mesh was selected. Typically, a model consisted of between 100,000 and 300,000
elements (including concrete, steel, abutment, and constraint elements) with 500,000 to 1,000,000 nodes
and 1,000,000 to 3,000,000 degrees of freedom. For illustration, a fully meshed model of Bridge 2390 is
given in Figure 3.2.
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Figure 3.2: Meshed 3D Linear Model of Bridge 2390
3.2.2. Loads and Boundary Conditions
Load was applied to mimic the loading from trucks during testing while also accounting for the
bridge’s initial (dead-load) conditions. To simulate the effects of dead-loading and test live-loading
independently, load was applied in two separate steps with the effects of subsequent steps adding to the
effects of previous steps. In the first load-step, gravitational dead-load was applied by assigning concrete
elements a unit weight of 23.6 kN/m3 and subjecting the entire model to a unit, downward gravitational
field. The dead-load contributions from un-modeled, nonstructural components (for instance bituminous
concrete wearing surfaces) were applied as pressure loads across the area of the superstructure over which
they acted. In the live-load step, the test trucks’ wheel weights were assumed to act uniformly over their
tire contact areas and so were applied to the models as pressure loads. These pressure loads were
distributed over areas corresponding to tire contact area, which were in turn located on the model in the
locations measured during testing.
Boundary conditions were enforced to reasonably approximate the conditions of the real bridges.
None of the bridges used true pin or roller type bearings. Instead, most were designed such that one end
rested on the abutment with a layer of roofing felt between the girder and support, and the other rested on
flat, bronze or steel expansion bearings. Additionally, the “pinned” end (the end of the bridge without the
expansion bearing) was often connected to the abutment with steel dowels embedded into both the foot of
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the girders and the top of the abutment. To emulate these conditions, rigid abutments were modeled upon
which the bridge sat, with a frictionless contact condition enforced between them. This reasonably
approximated the conditions of the actual bridge much better than would ideal displacement boundary
conditions. Where present, the dowel rods were explicitly modeled and embedded within both the
superstructure and rigid abutment. This prevented instability due to transverse rigid body motion and
rotation of the superstructure. Where dowel rods were not present, minimally restrictive horizontal
springs were added to prevent rigid body displacements and rotations.
3.2.3. Calibration to Test Data
After all the models were constructed, they were calibrated such that their predicted strains
agreed reasonably well with strains measured during NDLLT. Being that the models were perfectly
linearly elastic, their responses could be controlled by altering their stiffnesses from the base-model state.
This allowed calibration to be controlled primarily by changing the elastic modulus of the concrete
components of the models. In nearly all cases, the pre-calibrated models predicted much larger strains
than were measured in the field. This indicated that the models were more compliant than the actual
structures and that increases to the concrete’s elastic modulus in some or all of the concrete components
would likely bring predictions into better agreement with measurements. The models’ concrete elastic
moduli were systematically updated and simulations rerun until the moduli giving the best predictions
were obtained for each bridge. A study showing systematic increases to compressive strength (and
therefore elastic modulus through Equation 3.1) for un-skewed and skewed bridges can be seen in Figures
3.3 and 3.4, with the square root of the sum of the squares (SRSS) error defined as the 2-norm of the
difference between measured and predicted strains at all locations of measurement on the real bridge in
the load-case producing maximum overall strains.
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Figure 3.3: Error in Strain Prediction with Increasing Compressive Strength - Un-Skewed Bridges
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Figure 3.4: Error in Strain Prediction with Increasing Compressive Strength - Skewed Bridges

As Figure 3.3 shows, the error in predicted strains for the un-skewed bridges decreases with
increased compressive strength, and thus increased concrete stiffness. This approaches a minimum error
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for 𝑓′ approaching 55.2 MPa. This trend was typical for all bridges, although many bridges reached their
minima at compressive strengths less than 55.2 MPa. The difference between the nominal 17.2 MPa
compressive strength and 55.2 MPa minimum error strength (in the case of Bridge 3776) is quite large
and when first considered seems unlikely. However, previous studies have revealed that, due to the
continuation of the concrete curing reaction over large time-spans, very large compressive strengths can
occur. Table 3.1 lists a number of previous studies in which concrete cores taken from older bridges have
yielded compressive strengths significantly exceeding the nominal 17.2 MPa specified by AASHTO
(2011). This suggests that increasing elastic moduli of concrete components in the FE models to the
values corresponding with a concrete compressive strength of 55.2 MPa in order to calibrate predicted
strains may be entirely justifiable. However, as no prior studies had found compressive strengths
significantly exceeding 55.2 MPa, this value was adopted as an upper-limit.
Table 3.1: Reported Compressive Strengths for Older RC Bridges
Study

𝑓′ (MPa)

Bridge’s Year of Construction

Scanlon & Mikhailovsky, 1987

36.5

1952

55.2

1946

50.3

1952

Alkhrdaji et.al, 2001

56.5

1932

Miller, Aktan, & Shahrooz, 1994

53.8

1956

50.3

1937

53.8

1937

46.2

1940

Saraf, 1998

Buckle, Dickson, & Philips, 1984

As seen in Figure 3.4. the SRSS error between measured and predicted strains for the skewed
bridges tended to improve with an increase in compressive strength, but to a much smaller extent than for
the un-skewed bridges. Additionally, these bridge’s optimal SRSS error tended to occur for compressive
strengths that were generally smaller than predicted for the un-skewed bridges, despite being built within
the same time period. The reason for this difference is likely due to these bridge’s skew and their
40

tendency to exhibit partial end restraint. As will be discussed later, three of these bridges (the three whose
SRSS error was not significantly improved by increasing compressive strength) exhibited significant
unintended end restraint associated with their skew. The error present from not accurately capturing this
fixity likely overcomes any accuracy gained by increasing compressive strength. Table 3.2 presents the
compressive strengths used for the elastic moduli of concrete of each of the ten RC T-beam bridge
models. For 7 of the 10 bridges, the optimal solution (minimal error between measured and predicted
strains) occurred at 17.2 MPa < 𝑓′ < 55.2 MPa, but for three of the structures the error was still
decreasing at the upper limit of 55.2 MPa
Table 3.2: Effect of Concrete Strength and Modulus on SRSS Error in Strains

Bridge

Best 𝑓′ (MPa) and Corresponding SRSS Error

SRSS Error with 𝑓′ =
17.2 MPa (𝜇𝜀)

𝑓′ (MPa)

SRSS Error (𝜇𝜀)

2130

127

55.2

64.8

3307

76.0

55.2

23.5

3356

79.6

41.4

39.8

3776

94.3

55.2

24.6

5432

60.8

37.9

29.2

2390

70.1

3.0

66.1

2879

68.1

48.3

21.2

3848

68.1

44.8

55.0

5109

68.4

27.6

61.3

5489

100

51.7

43.7

3.2.4. Significance of Non-Structural Components
The FE models constructed to simulate the results of NDLLT were made under the assumption
that most of the concrete components present on the bridges contributed to their stiffness, including
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components not often considered in conventional analysis. These non-structural components such as
curbs, railings, and integral concrete wearing surfaces are normally assumed to only contribute to deadload, without adding to stiffness or capacity. However, numerous studies (for instance Eom and Nowak
2001; Bakht and Jaeger 1990; Catbas et al. 2005; Davids & Tomlinson 2016) have shown that these
components contribute significantly to bridge response, and that their neglect can be conservative. It was
therefore assumed from the outset that including these components would improve the accuracy of the
models’ predictions, but this assumption was not initially tested.
To test the assumption that inclusion of non-structural components improved the FE models’
accuracy, two calibrated models were selected and analyzed multiple times with increasing numbers of
non-structural components. The selected models – Bridge 3776 and Bridge 2390 – were selected as being
typical of the un-skewed and skewed test bridges, respectively, and for both utilizing each of the nonstructural components tested. Each model was analyzed four times under centered, 4-truck loading: once
with no non-structural components; once with just curbs; once with curbs and railings; and once with
curbs, railings, and integral wearing surface. The predicted midspan live-load strains from each of these
analyses were extracted and compared with those measured during NDLLT. Figures 3.5 and 3.6 present
the percent error between predicted and measured strains for Bridges 3776 and 2390, respectively. The
plot legends indicate which non-structural components were included in a particular analysis, with, for
instance “NNN” representing “No curb, No railing, No wearing surface”, “YNN” representing “Yes curb,
No railing, No wearing surface”, etc.
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Percent Error

Midspan Strain Error with Non-Structural
Component Addition - Bridge 3776
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Figure 3.5: Percent Error in Midspan Strain with Increasing Non-Structural Components – Bridge 3776

Midspan Strain Error with Non-Structural
Component Addition - Bridge 2390
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Figure 3.6: Percent Error in Midspan Strain with Increasing Non-Structural Components – Bridge 2390
The results presented in Figures 3.5 and 3.6 clearly show that inclusion of each additional nonstructural component to the two FE models significantly improved the overall accuracy of the predicted
midspan strains, as was initially assumed. It is noted here that the overall error is larger here than was
previously presented as only the largest midspan strains were included, neglecting the strains at other
points in the sections and at girder ends. It is interesting to note that the improvements to prediction of
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individual girder’s strains were also consistent with expectations considering the concentration of added
stiffness. The addition of the components with stiffness concentrated near the bridges’ edges (curbs and
railings) tended to cause very significant improvements to the predicted strains in exterior girders,
moderate improvements in non-central interior girders, and little change to the center girder. On the other
hand, the addition of the integral wearing surface significantly improved the prediction of interior strains,
and either did not change, or somewhat worsened the prediction of exterior girder strains. This result
shows that non-structural components do indeed provide significant additional local stiffness, and that
their inclusion is important to accurately reproducing the behavior of the actual bridges, but that their
inclusion does not uniformly affect the structure.
3.3. Comparison of Skewed and Un-Skewed Bridge Behavior
NDLLT of samples of both un-skewed and skewed RC T-beam bridges allowed the opportunity
to compare their behavior by direct measurement of response to heavy loading. However, the comparison
of measured strains can only lead to identification of differences and does not provide adequate evidence
to identify causes of these differences. Because the 3D linear models were highly detailed and calibrated
to the measured responses of the bridges they represented, they allowed for a much greater amount of
information from which conclusions can be drawn. In this section, the measured strains of the un-skewed
and skewed bridges are compared to identify apparent differences in behavior. The FE models are then
used to expand the available information so that hypotheses of the causes of these differences can be
made.
3.3.1. Load Distribution
A major point of interest when analyzing bridge structures is the way in which live-loads applied
to the deck are distributed to individual girders. This has a significant impact on a bridge’s 𝑅𝐹 as liveload distribution directly scales the demand placed on a particular girder from a given load. Therefore,
gaining a better understanding of a bridge’s live-load distribution characteristics is instrumental to
understanding its overall behavior and live-load capacity. It should be noted that the load distribution
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properties discussed here are related to, but not the same as, 𝐷𝐹s as defined by AASHTO (2012) for
design and analysis. 𝐷𝐹s represent the maximum fraction of HL-93 live-load that can be carried by any
individual girder from all possible live-loading scenarios. The fractions of live-load discussed here,
termed girder lane fractions (𝐺𝐿𝐹s), describe the portion of live-load carried by a particular girder under
one specific loading condition. However, due to the narrow, two-lane geometry of the bridges subjected
to NDLLT, and the fact that multiple load-cases were applied in the field where trucks were shifted both
longitudinally and transversely, the maximum 𝐺𝐿𝐹s derived from testing are expected to be very good
approximations of the true girder 𝐷𝐹s. Therefore, comparison between the 𝐺𝐿𝐹s and AASHTO 𝐷𝐹s as
presented later is appropriate. 𝐺𝐿𝐹s, whether from live-load testing or FE analysis, are calculated by
Equation 3.2 (adapted from Eom and Nowak 2001), where 𝑆 , is the uncracked section modulus of the
𝑖 or 𝑗 girder, 𝜀 , is the measured or calculated strain in the 𝑖 or 𝑗 girder, 𝑛 is the total number of
girders, and the 2 in the numerator indicates that two lanes of loading were applied in the load-cases
considered.

𝐺𝐿𝐹 =

2𝑆 𝜀
∑ 𝑆𝜀

(3.2)

3.3.1.1. Girder Lane Fractions from NDLLT
𝐺𝐿𝐹s were calculated from a set of three tests in which the applied loading was the same but the
loads were placed in separate transverse positions (for instance, three tests in which four trucks were
located longitudinally to produce maximum midspan moment but transversely close to the left curb,
centerline, and right curb respectively). These were then examined to observe the particular bridges’
sensitivity to transverse load position. To illustrate this, an example from an un-skewed bridge (Bridge
3307) and skewed bridge (Bridge 5489) are presented in Figures 3.7 and 3.8 respectively. Table 3.3
presents the difference between maximum and minimum calculated 𝐺𝐿𝐹 for each girder of each bridge
from the three, 4-truck load-cases.
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GLF
GLF

Figure 3.7: 𝐺𝐿𝐹s Calculated from Live-Load Testing – Bridge 3307 (Un-Skewed)

Figure 3.8: 𝐺𝐿𝐹s Calculated from Live-Load Testing – Bridge 5489 (Skewed)
Table 3.3: Maximum Change in 𝐺𝐿𝐹 from Live-Load Testing
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Change in 𝐺𝐿𝐹
Bridge

Skew Angle (deg)
Girder 1

Girder 2

Girder 3

Girder 4

Girder5

2130

0

0.018

0.054

0.039

0.102

-

3307

0

0.069

0.019

0.017

0.028

0.060

3776

0

0.118

0.098

0.009

0.071

0.142

5432

0

0.090

0.074

0.029

0.046

0.088

2390

30

0.110

0.088

0.039

0.070

0.162

2879

30

0.143

0.084

0.052

0.175

-

3848

30

0.157

0.098

0.051

0.084

0.119

5109

35

0.282

0.195

0.063

0.291

0.130

5489

15

0.232

0.170

0.068

0.146

0.317

As can immediately be seen, the skewed bridges tended to display much larger changes in 𝐺𝐿𝐹
than un-skewed bridges under similar load configurations. Additionally, the largest changes in 𝐺𝐿𝐹
tended to occur in exterior girders, while smaller changes tended to occur in the central girders. The large
changes in load distribution of skewed bridges as compared with un-skewed bridges is likely due in part
to differences in load-paths.
3.3.1.2. Girder Lane Fractions Form FE Models
To investigate whether differences in load-path could contribute to the differences in load
distribution between un-skewed and skewed bridges, the results of the linear FE models were examined,
paying attention to the live-load reactions at each end of each girder under load from the three tests with
differing transverse truck placement. This revealed the percentage of load attracted to each end of the
bridge as well as the amount of load attracted by each girder for the same levels of loading placed in three
transverse positions across the deck. Figures 3.9 and 3.10 show the live-load reaction forces calculated for
each support of Bridge 5432 (an un-skewed bridge) as fractions of the total load attracted by each end,
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and Figures 3.11 and 3.12 show the live-load reaction forces calculated for each support of Bridge 3848

Fraction of Reaction

(a skewed bridge), also as fractions of the load attracted by each end.

Figure 3.9: Fractions of Live-Load Reaction Force Attracted to Each Support at Side 1 – Bridge 5432

Fraction of Reaction

(Un-Skewed)
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Figure 3.10: Fractions of Live-Load Reaction Force Attracted to Each Support at Side 2 – Bridge 5432

Fraction of Reaction

(Un-Skewed)

Figure 3.11 Fractions of Live-Load Reaction Force Attracted to Each Support at Side 1 – Bridge 3848

Fraction of Reaction

(Skewed)
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Figure 3.12: Fractions of Live-Load Reaction Force Attracted to Each Support at Side 2 – Bridge 3848
(Skewed)
Figures 3.9 and 3.10 show that the support reactions are roughly consistent with those expected
for the un-skewed bridge: reactions are reasonably symmetric about the transverse centerline with a small
amount of offset due to the different weights of the trucks used and their transverse positions. On the
other hand, Figures 3.11 and 3.12 show very different behavior. For each end of Bridge 3848, one
transverse side attracts significantly more load than the other. The preferred side corresponds with the
lateral side with the obtuse corner for each longitudinal end. It should also be noted that the live-load
reactions at the acute corners are negative for live-loading. The net reaction was still positive due to deadloads.
As noted before, the 𝐺𝐿𝐹s inferred from the results of live-load testing and calculated based on
results of FE analyses are related to AASHTO (2012) 𝐷𝐹s in that they describe the distribution of loads
to individual girders, but are valid only for the loading configuration from which they were inferred or
calculated. However, the tested bridges were relatively narrow, allowing the three transverse loading
positions considered to capture the effects of most possible transverse loading conditions. This allows
flexural 𝐷𝐹s to be reasonably approximated as the maximum 𝐺𝐿𝐹s from any interior and exterior girder
inferred or calculated for each bridge. Table 3.4 presents the AASHTO calculated 𝐷𝐹s and 𝐷𝐹s
approximated from testing and FEA for each bridge (with the exception of Bridge 3356).
Table 3.4: Comparison of AASHTO 𝐷𝐹s and Approximate 𝐷𝐹s
Bridge

Skew (°)

AASHTO 𝐷𝐹

Max 𝐺𝐿𝐹 from Testing

Max 𝐺𝐿𝐹 from FEA

Interior

Exterior

Interior

Exterior

Interior

Exterior

2130

0

0.707

0.485

0.870

0.351

0.808

0.315

3307

0

0.600

0.432

0.516

0.425

0.506

0.358

3776

0

0.635

0.396

0.579

0.439

0.471

0.484

5432

0

0.680

0.473

0.522

0.382

0.474

0.387

2390

30

0.635

0.428

0.629

0.325

0.560

0.411

50

2879

30

0.701

0.498

0.660

0.543

0.642

0.499

3848

30

0.611

0.431

0.528

0.440

0.526

0.460

3848

35

0.686

0.506

0.646

0.440

0.531

0.567

5489

15

0.685

0.483

0.577

0.463

0.491

0.495

As Table 3.4 shows, nearly all of the AASHTO interior girder 𝐷𝐹s were conservative, whereas
more than half the AASHTO exterior 𝐷𝐹s were unconservative relative to the approximate 𝐷𝐹s from
testing and/or FEA. This may be due to both the NDLLT’s and FEA’s incorporation of curbs and railings,
which tend to stiffen the exterior girders and cause them to draw more load. For the skewed bridges, two
exterior AASHTO 𝐷𝐹s were unconservative relative to the 𝐺𝐿𝐹s from field-testing, as compared to one
unconservative 𝐷𝐹 for the un-skewed bridges. To examine whether a trend exists, the percent error in
approximate 𝐷𝐹s relative to AASHTO 𝐷𝐹s were calculated and are plotted in Figure 3.13. In these plots,
a negative percent error represents a conservative estimation of 𝐷𝐹 by AASHTO and a positive percent
error represents an unconservative estimation. These plots do not show a clear trend in 𝐷𝐹 prediction
accuracy with increasing angle of skew, suggesting that such a correlation may not exist.
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Percent Error (%)
Percent Error (%)

Figure 3.13: Percent Error in Approximate 𝐷𝐹s Relative to AASHTO 𝐷𝐹s
3.3.1.3. Discussion
𝐺𝐿𝐹s calculated from the results of NDLLT appear to indicate a correlation between skewness
and a bridge’s sensitivity to load position. As seen from Figure 3.6, movement of trucks transversely from
the left side of Bridge 3307 to the center and then to the right side had very small effects on individual
girders’ 𝐺𝐿𝐹. The opposite is true for Bridge 5489 as seen in Figure 3.7, where transverse movement of
loads resulted in large changes of 𝐺𝐿𝐹, especially for exterior girders. The changes in 𝐺𝐿𝐹 presented in
Table 3.3 largely confirm this trend for other un-skewed and skewed bridges. This behavior is likely due
to the differences in live-load load path between bridges with and without skew. In un-skewed bridges, a
load applied at the center (longitudinally and transversely) of the deck is equidistant to each of the four
corners of the bridge and so, all else being equal, load will be attracted evenly by both ends
longitudinally. Consequently, at each end, load would be attracted to supports symmetrically about the
transverse centerline. Conversely, in a skewed bridge, the same load is closer to the obtuse corners than to
the acute corners, and so the load-path will tend to favor the obtuse side much more heavily.
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Results taken from the FE analyses appear to confirm the hypothesis that changes in 𝐺𝐿𝐹 with
load position seen in skewed bridges is likely due to differences in load-path. Whereas movement of
trucks across the bridge’s deck had only a small effect on the distribution of reaction forces on the unskewed bridges (as exemplified in Figures 3.9 and 3.10), it caused very significant changes to the
fractions of total reaction force carried by different girders on the skewed bridges (as seen in Figures 3.11
and 3.12). This behavior is consistent with the assumption that the bridge’s load-path is significantly
affected by the load’s proximity to the obtuse corner. As predicted by the FE models, the reaction force at
the obtuse corner was highest then trucks were closest to it, with that proximity also being exaggerated by
the skew. It therefore tended to collect the highest percentage of the total applied load. This behavior
predicted by the FE models could explain why the skewed bridges’ load distributions appear to be more
sensitive to transverse load as observed in the results of NDLLT.
3.3.2. Girder End Fixity
Support conditions play a vital role in a bridge’s behavior – especially as pertains to the level of
strain to which a girder is subjected (and thus the resulting midspan moment). Although many bridges
(including all of the bridges investigated as part of this study) are designed to behave as simply supported,
actual conditions can result in a certain amount of unintended bearing fixity that affects their behavior.
This fixity can be caused by numerous factors, and can often be detected through live-load testing as
negative strains recorded close to the girder supports.
3.3.2.1. NDLLT Observations
As noted in Chapter 2, some girders of each bridge were instrumented at their ends to monitor
unintended fixity. At a minimum, for the instrumented girders, one transducer was applied to the girder’s
bottom at around one web-depth from the abutment face, although some also had a second transducer at
the girder’s mid-height with the same longitudinal position. The bottom-mounted transducers recorded
the maximum negative or positive strain response at the girder’s end depending on whether or not the
girder experienced fixity, with large negative strains indicating a significant degree of unintended fixity.
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Table 3.5 presents the average, maximum, and minimum strains measured at the bottom of the ends of
each girder for each bridge under 4-truck loading.
Table 3.5: Recorded Strains at Girder Ends from Live-Load Testing
Bridge

Skew Angle
(deg.)

Average Strain (µε)

Maximum Strain (µε)

Minimum Strain (µε)

2130

0

2.27

8.12

-2.88

3307

0

-0.43

7.62

-7.17

3356

0

6.21

13.73

-3.13

3776

0

6.39

13.14

1.55

5432

0

4.51

14.88

-5.13

2390

30

-15.50

1.24

-36.77

2879

30

7.89

11.04

5.69

3848

30

3.43

4.61

-22.82

5109

35

-10.33

4.61

-22.82

5489

15

-5.83

8.01

-24.19

The strains measured at the bottoms of girders near bearings were small relative to the maximum
strains recorded at midspan. However, relative to each other the data recorded for skewed and un-skewed
bridges show very different behavior. For all of the un-skewed bridges, the recorded strains were
generally positive or at most only slightly negative indicating little to no fixity. The direct opposite is true
for four of the skewed bridges. Relatively large negative strains were recorded from four of the five
skewed bridges, indicating a high degree of support fixity, which likely reduced the strains recorded at
midspan.
3.3.2.2. FE Model Behavior
It was initially attempted to identify the sources of the skewed bridges’ apparent fixity as part of
the model calibration process. However, this strategy proved ineffective. The method used to reach better
predictions of actual behavior – changing the elastic moduli of all or individual girders – improved the
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prediction of midspan strains, but could not produce negative girder end strains since it did not affect
loading or support conditions. Adding fixity at the supports – either by enforcing additional boundary
conditions or by applying resistance in the form of linear spring elements to the girder ends – tended to
moderately improve the prediction of strains at girder ends, but was severely detrimental to the prediction
of midspan strains. Because of this, it was decided to ignore girder end strains in the calibration process in
order to better predict midspan strains, as these were deemed more important to accurately predict.
With end fixity ignored, calibration of the skew bridge models commenced as described
previously with the models analyzed under the load conditions from live-load testing. However, in
reviewing the analysis results, a response was observed that had not been seen for the un-skewed bridges.
Figure 3.14 presents images taken from the results of the analysis of the model of Bridge 3776 loaded by
four trucks in the centered position from a top and bottom perspective (the model’s deflected shape has
been highly exaggerated for clarity). The colors on the model represent longitudinal displacement. This is
contrasted with similar images from the results of Bridge 2390 under the same type of loading. As can be
seen, Bridge 3776’s longitudinal extension is reasonably symmetric, with the difference between the
extension of the center girder and the exterior girders being around 0.102 mm. This is in contrast with the
results from similar loading of the model of Bridge 2390 in Figure 3.15, which shows asymmetrical
displacement and a difference in extension between the exterior girders of around 0.330 mm.
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u3 = 0.183 mm

u3 = 0.076 mm

Figure 3.14: Calculated Longitudinal Displacement of Bridge 3776 (Left: Top View, Right: Bottom
View)

u3 = 0.191 mm

u3 = -0.152 mm

Figure 3.15: Calculated Longitudinal Displacement of Bridge 2390 (Left: Top View, Right: Bottom
View)
3.3.2.3. Discussion
The identification of asymmetric longitudinal displacements exhibited by the FE models of
skewed bridges provides some insight into the possible causes of girder end fixity measured during
NDLLT. While asymmetrical extension and twisting effects in skewed bridge FE models do not lead
directly to the cause of apparent girder end fixity, they point to the bridges’ behaviors absent the cause of
the observed fixity. It is reasonable to assume that restriction of this asymmetric movement could induce
the negative strains recorded during testing. Consideration of the actual conditions of the bridges (as
opposed to the models) allows for some speculation into a reasonable cause for the restriction of
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movement. Each of these bridges includes end diaphragms forming their backwalls. These backwalls are
battered by a few degrees at the rear with granular fill behind. It is possible that due to their twisting
motion, the skewed bridges have allowed more granular backfill to migrate underneath their backwalls,
fouling their motion more than on the un-skewed bridges. This restriction of motion by debris, though
difficult to identify and model, could lead to some of the apparent end fixity observed during testing.
As additional evidence of the hypothesis that skewed bridges’ motion may be restricted by
increased amounts of debris, photographs of the individual bridges taken during test set-up were
examined, focusing on images that revealed the conditions of the girder ends and bearing areas. Figure
3.16 presents an image taken of one of the abutments and backwalls from Bridge 5432, an un-skewed
bridge. As the image shows, the gap between the back-wall and the top of the abutment is reasonably
clean, with only a small amount of visible debris. This is contrasted with Figure 3.17, which presents a
similar image taken from Bridge 5109. A significant amount of debris is visible in the gap between
abutment and backwall, which could partially restrict the bridge’s end rotation causing negative strains to
develop.

Backwall
Girder

Relatively Clean Gap

Abutment
Figure 3.16: Condition of Gap between Abutment and Backwall – Bridge 5432
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Girder

Debris-Filled
Gap

Backwall
Abutment

Figure 3.17: Condition of Gap between Abutment and Backwall – Bridge 5109
Finally, this hypothesis of skewed bridges’ tendency to collect bearing-fouling debris also
explains why one of the five skewed bridges, Bridge 2879, did not appear to exhibit any significant girder
end fixity. Bridge 2879 consists of four, nominally identical, simple spans, with interior spans resting on
piers and exterior spans resting on piers and abutments. The span that was live-load tested was an interior
span, without any fill behind its backwalls. Without any fill available to restrict its motion, the tested span
was able to deform much more freely, exhibiting end conditions that were much closer to simply
supported than were observed for the other four skewed bridges. This may not have been the case had an
exterior span been tested, as one of the ends would have had the potential to collect debris, restricting its
motion.
3.4. Conclusions
3D FE models were created, calibrated, and analyzed to simulate the NDLLT performed on ten,
older RC T-beam bridges throughout the State of Maine. These models were highly detailed and utilized a
minimum number of simplifying assumptions such that the actual bridges’ live-load behavior would be
reproduced with the greatest possible level of fidelity. From the process of creating and calibrating these
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models, and from the results they produced, a number of conclusions could be made regarding the actual
tested bridges and the ability for this type of FE modeling to be used to make predictions of bridge
behavior under loading other than that applied during NDLLT.
The process of creating, and especially calibrating the linear FE models allowed some
conclusions to be made regarding the bridges they represented, and bridge FE models in general. First, it
is clear that consideration of non-structural components is essential for accurately reproducing bridges’
live-load response, at least when linear elasticity is assumed, and that FE predictions of live-load behavior
are conservative when these components are neglected. As was systematically shown for both un-skewed
and skewed bridges alike, the overall accuracy of the strains predicted by the models increased with each
successive non-structural component considered. In all cases, non-structural components increased the
model superstructures’ local stiffness in their vicinity, reducing predicted strains, and bringing them into
closer agreement with those recorded during NDLLT. This observation is supported by numerous
previous studies (Eom and Nowak 2001; Bakht and Jaeger 1990; Catbas et al. 2005; Davids &
Tomlinson, 2016) which have shown non-structural components to add significantly to structural
stiffness.
In addition to showing the importance of nonstructural components to bridge behavior, the
process of model calibration led to the conclusion that the nominal elastic modulus of older concrete (as
calculated using Equation 3.1 with the AASHTO (2010) specified nominal compressive strength of 17.2
MPa) may be quite conservative as compared with actual conditions. The bridge models’ linear-elastic
behavior allowed calibration to results of NDLLT to be controlled by structural stiffness. With all nonstructural elements included, this left concrete elastic modulus as the primary tuning parameter. As seen
in Table 3.2, the compressive strengths of each of the models were increased significantly (although not
unreasonably given the previous studies cited in Table 3.1), with all but one being increased to a level
greater than 34.5 MPa, a typical specified compressive strength for modern, cast-in-place construction.
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This shows that the assumption of a nominal concrete compressive strength can lead to a significant overprediction of strains.
In addition to the conclusions made from observations of the calibration process, the results of
NDLLT simulation also led to conclusions of RC T-beam bridge behavior, especially as pertains to the
differences in behavior between un-skewed and skewed bridges. The FE models allowed extraction of the
reaction forces at the ends of each girder, allowing comparison of the total distribution of live-loads
between girders for un-skewed and skewed bridges. It was seen from NDLLT that the distribution of liveload strains in skewed bridges changed significantly as loads were shifted to different lateral positions,
while this shifting had only minimal effect for the un-skewed bridges. Analysis of the reaction forces
extracted from the FE models revealed that this trend was likely due to the loads being moved closer to
one obtuse corner or the other for a skewed bridge, which increased that corner’s tendency to attract load.
From this behavior, it can be concluded that the transverse position of loads on skewed bridges plays an
important role in how those loads are distributed to individual girders. This should be considered when,
for instance, permits are granted to overweight vehicles crossing skewed bridges.
The results from the FE models also allowed some conclusions to be made regarding the end
fixity measured during NDLLT of the skewed bridges, which was not seen from the un-skewed bridges.
Comparison of the longitudinal displacements predicted for both alignment styles revealed that skewed
bridge models tended to displace asymmetrically between exterior girders, and for torsional rotations to
develop, with total relative movements much greater than those developed by un-skewed bridge models.
It can be concluded that restriction of these larger movements, whether by the incursion of debris or other
forces, would tend to induce higher strains that restriction of the small longitudinal displacements
predicted for un-skewed bridges, leading to the observed partial fixity. This conclusion is supported by
the minimal fixity observed for Bridge 2879, which was supported on intermediate piers without debris
and therefore had end conditions that tended to allow relatively free movement.
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Creating detailed, linear FE models to simulate the behavior observed from real bridges subjected
to NDLLT allowed for several conclusions to be made regarding that observed linear behavior. However,
their ability to predict behavior at the high load levels required to compute capacity is limited. As stated
earlier, the strains observed during NDLLT indicated that each of the bridges behaved as linearly elastic,
allowing the assumption of linear elasticity in the models. To accurately predict bridges’ behavior at or
near failure, it is essential that material nonlinearity be considered. Without this consideration, predictions
are simply extrapolations of linear behavior, and cannot take into account ductility and load redistribution.
This generally reduces the amount of load predicted to reach a strength limit state, neglecting potentially
significant increases in 𝑅𝐹.
Two additional factors contribute to these models’ shortcomings when used for 𝑅𝐹 analysis,
which are more practical in nature. First, to be accepted by the engineering community, a method of
predicting ultimate capacity must include a certain level of conservatism. Through calibration of these
models to measured response, a great deal of conservatism from, for instance, discounting non-structural
components and using nominal material parameters, is lost. Restoring these conservative assumptions
would then reduce the accuracy of the models’ predictions. Secondly, the time and effort to create these
models and their computational expense makes them prohibitive for use in practice. The detail that these
models include takes a significant amount of time to reproduce, and tends to make analysis quite timeconsuming. If material nonlinearity were to be considered so as to improve prediction of response at
ultimate levels, the computational expense of a single analysis would increase even further. These factors
and considerations combined lead to the conclusion that, if the finite element method is to be used to
improve our estimates of bridge 𝑅𝐹s beyond what can be achieved with NDLLT and linearly elastic
finite-element analysis, a new technique is required which includes material nonlinearity and a reasonable
level of conservatism, while also remaining straightforward to implement and numerically tractable. The
development and implementation of such a nonlinear FE modeling strategy is the focus of the next two
chapters of this dissertation.
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CHAPTER 4
PROXY FINITE ELEMENT ANALYSIS – MECHANICS AND DEVELOPMENT
4.1. Introduction
The current method by which bridge live-load capacity is most often evaluated, using AASHTO
(2010, 2012) code-based calculations to determine rating factors (𝑅𝐹s), is analogous to the design of new
bridges, using most of the same assumptions and empirical relations, and is thus subject to similar
capacity requirements. 𝑅𝐹s are a convenient method to report a bridge’s live-load capacity, taken as the
ratio of available live-load capacity (factored nominal strength less factored dead-load) to factored liveload demand, with a 𝑅𝐹 greater than or equal to 1.0 indicating adequate capacity, and less than 1.0
indicating insufficient capacity. However, for older bridges designed to carry much lighter loads than are
demanded today, this method often predicts inadequate flexural capacity, leading to the perceived need
for remedial actions, such as load posting, repair, or replacement. Many of these older bridges, such as
most of the bridges live-load tested and reported upon in Chapters 2 and 3, carry modern loads with no
apparent signs of distress despite their low analytical 𝑅𝐹s. This suggests that these bridges have higher
capacities than are able to be identified under the assumptions from normal load rating, and that a method
of load rating is required that overcomes the assumptions and limitations leading to this under-prediction
of capacity.
To address the need for a new, more accurate method of load rating older RC T-beam bridges, a
novel, nonlinear finite element (FE) analysis technique, dubbed proxy finite element analysis (PFEA), has
been developed. This method overcomes the shortcomings of analytical bridge flexural rating by
accounting for the full, nonlinear constitutive properties of the materials making up a bridge’s
superstructure and by treating the bridge as a system of interrelated, interdependent components rather
than a collection of individual, disparate members. Despite this increased accuracy, it also endeavors to
remain consistent with AASHTO’s specifications and recommendations (2010, 2012), and retains a
number of AASHTO’s conservative assumptions which are inherent in its analytical rating method.
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Perhaps most importantly, PFEA is much simpler to implement and more computationally tractable than
fully three-dimensional (3D) nonlinear FE continuum analyses that account for complex material
behavior in 3D such as concrete cracking and crushing, and require the explicit modeling of reinforcing
steel.
The basic premise of PFEA is to capture a bridge girder’s full longitudinal flexural behavior up to
failure, including contributions from its geometry and possibly complicated material nonlinearity, and
condense it into a single nonlinear relationship. This relationship is then imparted onto an equivalent
section (a proxy section) whose geometry and constitutive behavior are straightforward to implement into
commercial or custom-written FE software. Proxy section girder models are then assembled into 3D
models of a full bridge which is loaded by both dead-load and increasing multiples of HL-93 live-load to
complete bridge failure. The multiple of HL-93 live-load required to cause model failure directly
corresponds with the bridge’s live-load capacity, from which its flexural 𝑅𝐹 may then be calculated.
4.2. Theory and Mechanics
Despite its practical novelty, the theory upon which PFEA functions is based solely on
fundamental mechanics principles. Like any structure, the behavior of a bridge girder is governed by
kinematics of deformation and strain compatibility, material response, and force equilibrium. Using
Euler-Bernoulli bending theory, these concepts are combined, resulting in the bending response of a beam
element when subjected to a transverse load. This response can be fully encapsulated into a single
relationship: the element’s moment-curvature (M-𝜅) relationship. This relationship (be it functional or
tabular) describes the member’s bending response when subjected to a given flexural moment and, for
reasonably shallow beams, can be assumed to completely characterize its bending and load-deflection
response. Moment-curvature analysis has been widely used for the nonlinear analysis of individual beams
made of a variety of materials including concrete (Kwak & Kim 2002; Yao et al. 2018), steel (Barsan &
Chiorean 1999; Gong 2006) and reinforced wood (Davids (2001), Weaver et al. 2004).
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With the assumption that a member’s behavior can be completely characterized by its M-𝜅
relationship comes the proposition upon which PFEA hinges: two members with the same M-𝜅
relationship will exhibit the same load-deflection response, regardless of their individual material or
geometric details. The implication made by this proposition is that a member that is difficult to analyze
using 3D FEA due to complex constitutive behavior or geometry, but whose M-𝜅 relationship can be
ascertained or reasonably approximated, can be replaced by a simpler member with the same M-𝜅
relationship. This simpler, “proxy” member is subsequently analyzed in place of the original member,
with results directly taken from the proxy analysis or transformed back to the actual member through
straightforward mapping. This replaces the difficult, possibly numerically intractable task of analyzing the
actual complex member, with the comparatively straightforward task of creating and analyzing its proxy.
In this section the theoretical basis of PFEA will be examined as well as the specific considerations made
for the process to be applied to bridge load rating.
4.2.1. Moment-Curvature Analysis
Most bridge girders making up slab-on-girder bridges can be reasonably assumed to behave as
Euler-Bernoulli beam elements for structural analysis. These elements’ behavior is predicated on two
assumptions: First, load is applied only normal to the element (no axial effects), and second, shear
deflections are negligible. These assumptions lead to the element’s relationship between vertical
displacement 𝑣 and curvature 𝜅 as given in Equation 4.1., which in turn leads to the governing
relationship of compatibility, given in Equation 4.2, in which 𝜀 is longitudinal bending strain and 𝑦 is the
vertical distance from the beam’s neutral axis.
𝑑 𝑣
𝑑𝑥

(4.1)

𝜀 = −𝑦𝜅

(4.2)

𝜅=
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When a beam remains linearly elastic, the longitudinal strains calculated with Equation 4.2 would
be multiplied by the material’s modulus of elasticity to arrive at the longitudinal stresses. However, this
linear relationship does not hold for materials like steel or concrete as the beam is loaded to capacity..
Instead, stresses are described by Equation 4.3, in which 𝑓 is a nonlinear function relating stresses and
strains and depends on the material.
𝜎 = 𝑓(𝜀)

(4.3)

Finally, internal equilibrium is enforced such that tensile and compressive forces are balanced on
either side of the neutral axis, and internal moments are balanced by the external, applied moments. These
conditions are described by Equations 4.4 and 4.5, in which 𝑀 is the external moment applied to the
section.

𝜎𝑑𝐴 = 0

(4.4)

𝜎𝑦𝑑𝐴 − 𝑀 = 0

(4.5)

The compatibility, constitutive, and moment equilibrium equations can then be combined into
Equation 4.6, the non-linear M-𝜅 relation governing the nonlinear behavior of the girders of slab-ongirder bridges modeled as Euler-Bernoulli beams. From this equation, the external moment resisted by a
beam can be calculated for a given curvature, or inversely, the curvature response when a given external
moment is applied.

𝑀=

𝑓(𝑦, 𝜅)𝑦𝑑𝐴

(4.6)

4.2.2. Proxy Sections
The governing relationship given in Equation 4.6 can be used to determine the external moments
resisted by an actual section – for instance an RC T-beam section like that from one of the tested bridges
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– under a given range of curvatures. This will describe the section’s response at any level of curvature for
which Equations 4.1 through 4.5 are valid (e.g. up to the section’s failure), forming a continuous curve or
tabular function like the one plotted in Figure 4.1. For a given constitutive model, this relationship is
unique, with different geometries leading to different external moments for the same curvatures.
However, the relationship is not universally unique, as other combinations of constitutive models and
corresponding sectional geometries can be found which, implemented into Equation 4.6, produce the
same M-𝜅 relation. The effect of this is that two completely different sections and material models can be

Moment (kN-mm)

used to represent the same structural member if Euler-Bernoulli assumptions apply.

Figure 4.1: Example Moment-Curvature Relationship
The equivalence between one member and another through their shared M-𝜅 relationship allows
one section to represent another in order to simplify analysis while maintaining a consistent flexural
response. The representational section, termed a “proxy section”, need not follow the potentially complex
constitutive behavior of the actual section it represents. It can in fact be assigned relatively simple
constitutive behavior (for example, combinations of elastic and elastic-plastic behavior) so long as it
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carries the same applied moment for a given curvature. Using proxy sections to represent actual sections
can allow structures whose complex material behavior makes their analysis computationally intensive or
inherently difficult to be analyzed with relative ease and with little loss in accuracy, so long as EulerBernoulli assumptions remain valid. Then, the challenge is no longer analysis, but rather generating a set
of properties for the proxy section which result in the same M-𝜅 relationship displayed by the actual
section. As will be seen, this challenge is overcome by selection of proper constitutive models for the
proxy section and an efficient optimization algorithm for selection of properties.
4.2.3. PFEA Load Rating
PFEA can be used to analyze structures for which complex constitutive models prevent the
analysis of the actual structure itself and so require the analysis of a proxy structure instead. However, the
initial aim of the technique was nonlinear analysis of older RC bridges for the purpose of load rating.
Therefore, from its initial development, measures have been included to allow for PFEA to track
complex, nonlinear effects which are rarely taken into account during routine rating but can add
significantly to a bridge’s predicted flexural capacity. Additionally, measures can be taken in
development of an analysis to incorporate conservative assumptions and recommendations set forth by
AASHTO (2010, 2012) such that some of the inherent conservatism in these analyses are carried over to
analyses by PFEA.
The main aspect of bridge behavior incorporated into PFEA formulation for bridge rating is the
explicit inclusion of material nonlinearity and the resulting girder ductility into the formulation of actual
section’s M-𝜅 relationships and the proxy sections created to match them. This then leads to the ability for
load to be redistributed from heavily loaded girders to less heavily loaded girders after the onset of
nonlinearity. Nonlinear, load-softening response that is typical of reinforced concrete flexural members
allows them to continue to deform after reaching their proportional limit without failing. Because this
ductile response is incorporated into the M-𝜅 relations of individual girders, and because the bridge’s deck
is modeled as a continuum rather than being lumped into discrete elements, additional load beyond that
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causing load-deformation softening in individual girders can be redistributed to other members as they
continue to deform plastically. In this way, significant additional load can be applied before total failure
relative to that which would be assumed for a single girder if it was treated as linearly elastic until failure.
4.3. Implementation
As was seen in section 4.2, PFEA relies only on well-established mechanics principles for its
theoretical basis, and its novelty, the use of a proxy member to represent an actual member, is a simple
extension of this mechanics basis. However, the PFEA process is difficult or impossible to implement
analytically due to the complexity of material plasticity, 3D structural behavior, and nonlinear
optimization of proxy section properties to match the M-𝜅 relationship of the actual section. For this
reason, each of the steps in the process – extraction of an actual section’s M-𝜅 relationship; creation of
proxy sections; and analysis of the proxy structure – is implemented numerically and performed by
computer. This requires some compromises and approximations to be made, but also allows for the
computational tractability that PFEA was conceived to provide. In this section, the numerical
implementation of PFEA is described, including efforts made to improve on its tractability over the
course of its initial development. As PFEA was developed with load rating of RC T-beam bridges in
mind, this section will refer to the bridges that had been live-load tested in Chapter 2. However, the
method is not restricted to such bridges, as is explained later.
4.3.1. Moment-Curvature Extraction
To extract an actual bridge girder’s M-𝜅 relationship, its internal moment is calculated for
curvatures between zero (the bridge under no load) and the curvature causing the section to experience
global failure, taken for RC sections as the curvature at which crushing occurs at the extreme compressive
fiber. This is assumed to occur at a compressive strain of 0.003 mm/mm as prescribed by AASHTO
(2012). During development of PFEA, the RC T-beam bridges live-load tested in Chapter 2 were
considered. Therefore, for these bridges concrete was conservatively assumed to have no tensile strength
and was assumed to follow the nonlinear compressive constitutive relations described by Hognestad
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(1951). The longitudinal steel reinforcement was assumed to follow the constitutive relations suggested
by Belarbi and Hsu (1994) for reinforcing steel stiffened due to embedment within concrete. The
concrete’s compressive strength was taken as 17.2 MPa, and the steel’s elastic modulus and yield strength
were taken as 200 GPa and 228 MPa, respectively per AASHTO (2010) based on the age of these
structures.
For each increment of curvature to which a section is subjected, the concrete cross-section is
discretized into 𝑛 layers of equal thickness. In development of this procedure, 𝑛 was generally taken as
1000 as, in most cases, a higher level of discretization was not necessary to achieve accurate results. In a
manner similar to previous studies employing M-𝜅 analysis (for instance, Davids 2001; Lou & Xiang
2006), compatibility is enforced by assuming strain in a layer to be proportional to curvature and height.
For development, the stresses corresponding to these strains were calculated through the Hognestad’s
suggested constitutive relations (1951) along with the assumption that concrete in tension carried no
stress. The sections’ longitudinal reinforcing steel was assumed to be lumped at the steel’s centroid
(accounting for the first moments of area of each layer of reinforcing steel) and its stress was determined
using the relations suggested by Belarbi and Hsu (1994) in which the embedment of the steel in the
concrete allows for significant tension stiffening. Depending on the required response, any other
constitutive modes can also be used.
Once strains are established through the assumed compatibility condition and used to calculate
corresponding stresses based on the assumed constitutive laws in the discretized section, equilibrium is
used to determine the section’s neutral axis and internal resisting moment. For a given curvature,
Equation 4.7 is solved to determine the neutral axis location required for horizontal force equilibrium, and
Equation 4.8 is then used to compute the internal bending moment corresponding to the given curvature.
In Equations 4.7 and 4.8, 𝑏 and 𝑦 are the width of the 𝑗

discretized layer and its mid-height distance

from the bottom of the section, respectively, 𝑡 is the layer thickness (which is convenient, but not
necessary, to be taken equal for all layers), and 𝑓 is the stress in the 𝑗
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layer. For the RC sections

considered for development, Equations 4.7 and 4.8 were modified slightly for convenience to consider the
action of concrete and reinforcing steel separately, yielding Equations 4.9 and 4.10, in which 𝑓 is the
stress in the 𝑗 discretized concrete layer (calculated using the constitutive model by Hognestad (1951)
and assuming no available tensile strength), 𝑓 is the stress in the reinforcing steel (calculated using the
constitutive model by Belarbi and Hsu (1994)), and 𝐴 and 𝑦 are the cross-sectional area of the
reinforcing steel and the height of its centroid for the section’s bottom, respectively. The process of
iteratively solving Equation 4.7 and using Equation 4.8 (or 4.9 and 4.10) to determine moment is repeated
for increasing values of curvature a defined until failure condition – defined for the T-beam bridges by the
concrete reaching its ultimate compressive strain of 0.003 mm/mm – is reached. Figure 4.1 shows a
representative M-𝜅 relationship for a girder from one of the tested bridges.

𝜎𝑑𝐴 ≈

𝑓𝑏 𝑡 = 0

𝜎𝑦𝑑𝐴 − 𝑀 ≈

𝜎𝑑𝐴 ≈

𝜎𝑦𝑑𝐴 − 𝑀 ≈

𝑓𝑏 𝑦 𝑡 −𝑀 = 0

𝑓 𝑏 𝑡 +𝑓𝐴 = 0

𝑓 𝑏 𝑦 𝑡 +𝑓𝐴 𝑦 −𝑀 = 0
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(4.7)

(4.8)

(4.9)

(4.10)

4.3.2. Proxy Section Creation
Once a real section’s M-𝜅 relationship has been extracted, a matching proxy section must be
created whose constitutive models allow M-𝜅 matching, yet can also be easily implemented into FE
software. This is performed numerically using constrained, nonlinear optimization. As will be seen, the
original implementation made few assumptions of a proxy section’s material or geometric properties, and
so required a very robust optimization algorithm. However, further development allowed for some
rational simplifications to be made, improving the proxy section development process’s computational
efficiency immensely.
4.3.2.1. Initial Implementation
With an actual girders’ M-𝜅 relationships known, simplified geometric and constitutive models
are chosen from which base proxy sections with similar mechanical behavior can be built. As
development used the live-load tested RC T-beam bridges, geometry was selected to simplify modeling
but retain the behavior of the actual section. For this reason, a “T” shaped section with a flange width
equal to that of the actual girder was assumed. The section’s web height ℎ was constrained to within
±10% of the height of the actual girder to maintain a comparable span-to-depth ratio. However, the other
geometric variables of flange thickness 𝑡

and web width 𝑏 were not further restrained. To mimic the

yield-knee of the actual girders’ M-𝜅 relationship (as shown in Figure 4.1), the web of the proxy T-section
was given an elastic-perfectly plastic constitutive model with initial elastic modulus 𝐸 and yield strength
𝐹 , and the flange was given a linearly elastic constitutive model with elastic modulus 𝐸 . The use of
linearly elastic and elastic-plastic constitutive relationships make finite-element implementation
straightforward in available FE packages.
The geometric variables (ℎ , 𝑡

, and 𝑏 ,) and material variables (𝐸 , 𝐹 , and 𝐸 ) of the proxy

sections were chosen so the M-𝜅 relationship of the proxy section closely matched that of the actual
girder. This requires the solution of a nonlinear inverse problem with six decision variables whose
individual impacts on the solution were unknown a priori and for which good initial guesses were not
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available. Further, the complexity and nonlinearity of this problem were expected to produce numerous
local minima throughout the solution space within which gradient-based algorithms are prone to
becoming trapped. For these reasons, a genetic algorithm (GA) global optimization scheme was used to
determine the required variables. GAs are stochastic optimization routines that mimic the process of
Darwinian natural selection in order to arrive at an optimal solution to general inverse problems
(Goldberg 1989). Simple GAs (such as the one implemented here) use three main, biologically-inspired
operations to arrive at an optimum solution: reproduction, crossover, and mutation. The process of
reproduction, crossover, and mutation is repeated for numerous generations of individual solutions until
an optimal solution is reached. GAs' usefulness in solving complex structural engineering problems is
well documented. For instance, Chou and Ghaboussi (2001) determined the location and extent of
structural damage by comparing measured deflections with those calculated by finite element analysis
with elements’ stiffness determined by GA. Almeida and Awruch (2009) used GAs to optimize the lay-up
design of fiber reinforced composite panels. Li (2015) used a modified GA to optimize the design of a
truss given only its material properties and the coordinates of required nodes.
Optimization was performed with MATLAB (2018) using its built-in GA. The least-squares
fitness (objective) function given to the GA to minimize is presented as Equation 4.11, where 𝜆 is an
individual solution’s fitness (closeness to the global minimum), 𝑓 is a function of the variables to be
optimized which calculates the proxy section’s moment response when subjected to the curvatures used to
find the real section’s M-𝜅 relationship, 𝑀 are the values of bending moment from the actual RC section’s
M-𝜅 relationship, and the double bars indicate the Euclidian norm. The function 𝑓 applies a similar
layered discretization technique as that used to determine the actual RC section’s M-𝜅 relationship while
accounting for the proxy section’s elastic and elastic-plastic constitutive properties (in other words, it
solves Equations 4.7 and 4.8 using the individual solution’s geometry and material constants).
Implementing both the GA and the least-squares objective function was straightforward, owing to its
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modularity. The GA ran the function calculating the individual proxy section’s M-𝜅 relationship, and then
evaluated its fitness with Equation 4.11 automatically.

𝜆=

𝑓 𝐸 ,𝐹 ,ℎ ,𝑏 ,𝐸 ,𝑡

−𝑀

(4.11)

To illustrate the results from optimization by GA, Figure 4.2 presents the actual and proxy
sections for Bridge 3776’s girders. Table 4.1 also lists the optimal variable sets for three of the tested, unskewed T-beam bridges. As can be seen in Figure 4.2 and Table 4.1, the proxy sections tend to have
different geometric properties than the actual RC sections. However, the total section heights are similar
since the height of the proxy section’s web was constrained such that the girder’s span to depth ratio was
within 10% of the actual girder. The wide range of variables leading to optimal solutions demonstrates the
ability of GA optimization routines to search for an optimal solution over a wide solution space rather
than searching locally near an initial guess.

Figure 4.2: Bridge 3776 Real and Proxy Cross-Sections
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Table 4.1: Optimized Geometric and Material Variables
Bridge
𝐸
𝐹
ℎ
𝑏
𝐸
𝑡

(GPa)
(MPa)
(mm)
(mm)
(GPa)
(mm)

3776

3307

9.73
10.5
755
218
152
77.3

18.6
24.9
786
135
90.8
74.0

3356
Original Girders
4.34
5.13
738
429
147
72.2

Extended Girder
1.17
1.04
650
739
122
69.1

As shown in Figure 4.2, the proxy sections’ flanges are made from two layers. The upper layer
was added to maintain the flanges’ transverse flexural rigidity, as the optimized geometry and material
constants in the proxy section were determined without consideration of behavior in the transverse
direction. The upper layer was provided with a plane-stress orthotropic constitutive model with elastic
modulus 𝐸 in the transverse direction and negligibly small longitudinal and shear moduli. The total
transverse flexural rigidity of both flange layers was matched to the actual deck flexural rigidity by
calculating the required thickness of the top layer with Equation 4.12, in which 𝑡

is the thickness of the

top flange layer, 𝐸 is the actual elastic modulus of concrete, and 𝐼 is the uncracked moment of inertia
per unit width of the real bridge’s deck. Independent analyses of the bridges’ decks using AASHTO’s
strip-width method (2012) for the three RC T-beam bridges reported on in Table 4.1 confirmed that the
deck cracking moments of all bridges were well above the moments caused by service-level loading,
justifying the use of uncracked properties.

𝑡

=

12𝐸 𝐼
−𝑡
𝐸

(4.12)

An additional variable that was included in the material model was a failure strain in the web.
This variable allows the explicit consideration of material failure which, as will be seen, enables the
analysis to predict ultimate flexural failure. Theoretically, this strain should be a direct mapping of the
failure strain of the actual structure, which for concrete bridges is assumed equal to 0.003 mm/mm at the
extreme compression fiber. However, as will be discussed later, the failure criterion used for the FE
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implementation does not differentiate between compressive as tensile strains. This causes models to fail
prematurely when a girder’s extreme tensile fiber approaches the absolute value of the defined failure
strain. Therefore, when implemented, this strain was defined as the value of strain in the web of the proxy
section that corresponded to concrete crushing in the actual section and then further tuned such that
models of single girders failed at the correct curvature defined by their M-𝜅 relationship.
4.3.2.2. Improved Implementation
Significant computational expense is incurred during proxy section creation using the original
implementation method as a result of its reliance on GAs to vary the optimized geometric and material
properties needed to match the real section’s M-𝜅 relationship. In general, using a desktop computer with
an Intel Core i7-7700 CPU with 4 cores and 8 logical processors, the GA took between approximately 60
and 120 minutes to converge to a solution within acceptable tolerance. As noted, this reliance on the GA
was driven by the high nonlinearity of the objective function’s solution space, and the potential for
gradient-based optimization algorithms to become trapped in local minima, a failure which GAs are less
likely to succumb. This robustness, however, comes at the cost of numerous objective function (Equation
4.11) evaluations and long run-times. It was hypothesized that reducing the number of variables in the
objective function therefore had the potential of making the solution space less complex, in turn opening
the possibility for use of a deterministic optimization algorithm in place of the GA.
In reducing the number of variables in the proxy section objective function, consideration was
made of the differences in how the real and proxy sections arrive at their shared M-𝜅 relationship. The
nonlinearity in a real concrete section’s M-𝜅 behavior is a combination of nonlinear constitutive behavior
and loss of section due to concrete tensile cracking. However, the same M-𝜅 relationship is achieved by
the proxy section with only constitutive nonlinearity and no cracking behavior, with no effects from a
changing geometry. This led to the hypothesis that using an assumed proxy section geometry in place of
one that was optimized could lead to adequate proxy sections, reducing the number of decision variables
and run time. This was confirmed by optimizing material constants of proxy sections while holding
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geometry constant to that of the actual section, which led to no loss in M-𝜅 matching accuracy. This can
be seen by comparing the curves labeled “Actual Section” and “Proxy Section – GA” in Figure 4.3 for a
girder from one of the three bridges analyzed by the original implementation. As is apparent, a good
match was achieved despite the assumed geometry.
Reduction of the number of variables allowed gradient-based algorithms to be reevaluated, so as
to reduce computational expense. For this purpose, the MATLAB (2018) built-in function lsqnonlin was
selected, which uses a reflective trust-region algorithm (RTRA) (Coleman and Li, 1996) to minimize
nonlinear objective functions with an adequate balance of efficiency and robustness. A simple test was
performed to evaluate the applicability of RTRA to optimizing material constants of a proxy section and
its potential benefits to computational effort. Proxy section optimization was performed twice, once using
the original GA for optimization and once using RTRA. The resulting qualities of predicted M-𝜅
relationship were compared based on their error relative to the relationship of the actual section and the
approximate time required to arrive at the solution. The percent error in moment prediction for proxy
sections optimized using RTRA and GA were essentially identical, being equal to 0.41% and 0.46%,
respectively. This can be seen in Figure 4.3 which presents the M-𝜅 relationships of the actual section and
the proxy sections optimized by the two respective algorithms. This shows that RTRA is viable for the
optimization of material constants for use with proxy sections with relatively equivalent accuracy.
However, RTRA’s main benefit comes with its relative computational expense. Using the machine
described above, the GA required computational time on the order of approximately an hour, solving in
parallel across multiple CPU cores, RTRA was able to find an equivalent solution in mere seconds,
without processing in parallel.
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Figure 4.3: Comparison of Moment-Curvature Relationships Optimized with RTRA and GA
4.3.3. Finite Element Implementation
After the properties required for an accurate proxy section have been acquired, they must be
assigned to a member, and these members must be assembled into a model of the entire structure for
analysis. As previously noted, although proxy member’s constitutive models are simple in comparison to
their actual member counterparts, they are still quite difficult to track analytically. In addition, the
structures for which PFEA was created are complex, requiring consideration of full, 3D behavior to take
advantage of ductility and full flexural capacity. For these reasons the analysis of proxy members and
proxy structures is performed using the finite element method. For the development of the analysis and
the analyses reported on in this document, the commercial FE software, ABAQUS (n.d.) was used.
However, the PFEA analyses can be performed with any commercial or custom FE code that includes 3D
quadratic shell elements, can track geometric and material nonlinearity including plasticity, and can
implement an arc-length solution algorithm.
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Proxy girders are modeled using S8R quadratic, reduced integration shell elements with 8 nodes
and six degrees of freedom per node, to which appropriate geometric and material constants are assigned.
These elements are more accurate that linear shell elements and avoid rotational incompatibilities
between elements at their edges. They also assume Mindlin plate theory, allowing any out-of-plane shear
to be tracked. Each girder is modeled in three sections as a web, lower flange section, and upper flange
section. Each of these sections is assigned the geometry and material constants of the proxy sections they
represent. For generality and to take advantage of orthotropy when it is required, elements are assigned
the “lamina” constitutive model – a plane-stress model allowing independent in-plane elastic moduli,
Poisson’s ratio, and shear modulus, as well as out-of-plane shear moduli. While the moduli of the web
and lower flange sections are set such that they behave as isotropic, the lamina model allows the moduli
of the upper flange to be controlled independently as required to ensure proper transverse stiffness. In
addition, the elements of the web are assigned a classical metal plasticity model to give the required yieldknee to the member’s M-𝜅 relationship. It is noted as well that this plasticity is not enforced at the ends of
the web so as to avoid instability and premature failure due to stress concentration at the supports.
Both girders and full bridge models are restrained to behave as simply supported. At girders’
ends, at the bottom-most node of the web, vertical translations are restrained, with additional, minimal
displacement restraints applied to prevent rigid-body motion. This involves restraining the corners of one
longitudinal end of the lower flange from longitudinal translation, and a similar restraint of motion
longitudinally at the corners of the adjacent side. Load is applied to the models depending on the situation
at hand, but is nearly always applied as a combination of pressures to the upper flange over an appropriate
area. A mesh refinement study revealed that a characteristic element length of around 76 mm consistently
led to accurate results and so was used to form the mesh of individual girder models and full bridge
models alike. This study was performed on a single proxy girder to which simple supports were applied
as explained above, and to which a uniform pressure load was applied over its top flange. The resulting
midspan curvatures were extracted, with the mesh being refined until convergence was achieved.
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A FE analysis of a single girder with proxy section properties is conducted before it is
synthesized into a full bridge model. This is done to verify that the implementation of the proxy section
behaves as expected, and allows fine-tuning of the failure strain parameter. This parameter was designed
to be used as an initiation parameter for material damage. However, in this application it causes
immediate loss of all stiffness in the element at which it is triggered. When reached by any girder, the
failure strain criterion causes the entire bridge to be considered failed (by terminating the analysis) and
corresponds in the case of the T-beam bridges used for development with concrete crushing at the girder’s
extreme compression fiber. This is applied as an additional option to the constitutive behavior of the
models’ webs. The girder models used for verification are simply supported with a known moment
applied. At each load increment in which convergence is achieved, resulting girder curvatures are directly
extracted from the results and compared with the theoretical M-𝜅 relationships for both the actual and
proxy sections. The required failure strain is found by iteration, making adjustments until the model fails
close to the curvature predicted by the M-𝜅 relationship. The results of this matching implementation are
shown in Figure 4.4 for a girder from Bridge 3776, which compares the M-𝜅 response of a single-girder
model implemented in ABAQUS with that of the discretized actual and proxy sections. As can be seen,
the model behaves very similarly to the actual section, providing evidence that the M- 𝜅 matching
assumption is valid and useful.
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Figure 4.4: Moment-Curvature Responses for Bridge 3776
Full bridge PFEA models are constructed by placing the appropriate proxy girders side-by-side
and tying adjacent flange degrees of freedom. Additionally, girder end-diaphragms are added between the
webs of the proxy girders, which are modeled using S8R elements and whose geometry and material
constants were selected to ensure that their flexural rigidities were equal to those present in the actual
bridges. Initially, intermediate diaphragms were also modeled. However, these tended to cause unrealistic
stress concentrations, in-turn leading to unrealistic premature failure, and so were omitted thereafter,
regardless of their presence on actual bridges. This omission aids in modeling, but also is conservative as
it reduces bridges’ ability to transversely distribute load. A meshed model of Bridge 3307 is presented in
Figure 4.5. Load is applied in two loading steps: a dead-load step in which a uniform dead-load pressure
is applied to the entire deck, and a live-load step in which the appropriate HL-93 live-load model is
applied. This allows live-load effects to be isolated from dead-load effects while the entire loading history
of the bridge, up to and including failure, is applied. For the purpose of bridge load-rating, live-loading is
applied to match HL-93 notional loading with impact. Lane loads are applied to 3.05 m wide strips in
each lane as uniform pressures and HL-93 truck or tandem wheel loads are applied in both lanes. The
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wheel loads are positioned to produce maximum moment effects and are applied as pressure loads
distributed over the tire contact pattern specified by AASHTO (2012) (over a 508mm by 254 mm patch).
Figure 4.5 includes the positions of both the lane and tandem wheel loads for illustration.

Figure 4.5: Bridge 3307 Full Proxy Bridge Model (Left: Showing Lane Load, Right: Showing
Tandem Wheel Loads)
The initial, dead-loading step is solved with a standard Newton-Raphson iterative solver with the
effects of geometric nonlinearity considered and results held constant in the subsequent step. However,
rather than using a Newton-Raphson iterative solver to analyze the PFEA models in the live-load step, a
Riks arc-length solver is employed (Riks, 1979). This allows 𝑅𝐹s to be determined directly from the
results of the model without prior knowledge of the load causing failure. At each iteration, the Riks solver
used by ABAQUS scales the applied load by a load proportionality factor (LPF) and solves for the
associated displacements. It then increases the LPF and continues to iterate until a stopping criterion is
met, or until the model becomes unstable. When a very large maximum LPF is used as the solver’s
termination criterion, the solver will increase LPF and solve for additional increments of displacement
until one or more girders reaches their previously defined failure strains, at which point the model
becomes unstable and the solver issues an analysis abort. This instability itself does not hold physical
significance, as it is purely numerical. The material damage model that initializes failure expects elements
to gradually soften rather than immediately lose all stiffness, and as such, the immediate loss of stiffness
causes numerical ill-conditioning. However, as mentioned previously, the strain at which proxy section
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instability occurs directly corresponds with the strain causing top fiber crushing in the actual section,
using their common M-𝜅 relationship and the assumption of linear strain distribution over the section
depth. Therefore, the instability of the PFEA model is a direct mapping of the flexural failure of the actual
bridge as defined by AASHTO, with the LPF causing that instability equal to the multiples of HL-93
loading causing the real bridge’s flexural failure.
4.4. Extensions
As was seen above, PFEA is founded on well-established mechanics principles and has is
numerically implemented with an emphasis placed on practicality. As will be seen in Chapter 5, it also
functions quite well in its initial purpose of improving the load ratings of older, RC T-beam bridges.
However, continued development has allowed the initial PFEA implementation to be extended to further
bridge geometries and superstructure types, and to be used in additional applications. This shows that
PFEA may have a much wider usage than the relatively narrow scope for which it was designed.
4.4.1. Skewness
The bridges used in the development of PFEA all possessed perpendicular alignments, and so the
effects of skew have not yet been considered in the formulation of proxy sections and construction of
PFEA models. This is an important limitation, as approximately 42% of bridges in the United States’
inventory are skewed (Federal Highway Administration, 2018), and generalization of PFEA demands a
method through which the effects of skew can be accounted. Skew tends to affect bridge behavior by
altering load distribution patterns and by inducing torsional effects into bridge girders, causing both their
service and ultimate behavior to differ from un-skewed bridges (Marx et al.1986; Menassa et al. 2007).
Simplified analysis methods like the grillage analogy that lump transverse stiffness into one-dimensional
elements often have difficulty accurately representing the complex transverse behavior of skewed bridges
and are highly sensitive to the layout of the discretization (Hambly, 1991). This makes them much less
suitable for analysis of skewed structures, especially when both geometric and material nonlinearities are
considered. These difficulties are not experienced with the discretization used in PFEA, which treats a
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bridge’s deck as a continuum, thereby more accurately accounting for transverse bending effects. PFEA’s
treatment of a bridge’s deck as a continuum is well suited to accurate prediction of live-load distribution
when compared with data recorded from actual bridges. Therefore, since the already-present continuum
discretization of the deck accounts for load distribution, proxy sections must only be altered to accurately
account for torsional effects from asymmetry in order to account for both skew effects.
To account for torsional effects incurred by asymmetry in skewed bridges, the proxy section
definition was altered such that a proxy section’s Saint-Venant torsional stiffness becomes equal to that of
the associated actual section. By assigning a proxy section the exact torsional stiffness of the actual
section (independent of its axial and longitudinal bending stiffnesses which depend on the results of
optimization), girder models constructed with proxy sections can be confidently assumed to behave
similarly to actual girders under elastic torsion. As the torsional stresses in girders of skewed bridges are
small relative to bending stresses, matching elastic torsional behavior was considered adequate without
need to track nonlinear torsion-twist behavior. Torsional stiffnesses were matched to the actual sections
by determining the correct shear modulus to assign uniformly to all parts of the proxy section rather than
by redeveloping their geometries. This shear modulus is determined using Equation 4.13, in which 𝐺

is

the proxy section’s in-plane shear modulus (where the axes 1 and 2 refer to the plate’s local in-plane
directions), 𝐺 is the shear modulus of the actual section, and 𝐽 and 𝐽 are the torsional constants of the
actual section and of the proxy section, respectively.

𝐺

=

𝐺𝐽
𝐽

(4.13)

Here, an important simplification to proxy-section formulation arising from eliminating
geometric properties as optimized constants as discussed in section 4.3.2.2 is revealed. Because the
geometry of the proxy section is assumed identical or close to the actual section, the torsional constant of
the proxy section becomes equal to that of the actual section, and Equation 4.13 reduces to Equation 4.14,
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where 𝐸 , 𝜈 , and 𝐺 are the elastic modulus, Poisson’s ratio, and shear modulus of the actual section,
respectively, assuming it to behave as isotropic. This simplification is valid for sections with relatively
simple geometries such as T-beams and prestressed I sections, but is also justifiable for other typical
bridge girder sections for which torsional effects are small.

𝐺

=𝐺 =

𝐸
2(1 + 𝜈 )

(4.14)

Implementing this change in in-plane shear modulus for a PFEA model is straightforward and
requires little modification to the original model definition process in ABAQUS (n.d.). The proxy
section’s web and lower flange sections whose ‘lamina’ constitutive model definitions were amended to
no longer reflect perfect isotropy. These components’ elastic moduli in the in-plane normal directions
were kept equal to the values determined by optimization and the out-of-plane shear moduli were set to
equal the shear modulus of an isotropic material having the section’s elastic modulus. The in-plane shear
modulus was changed to reflect the required shear modulus based on Equation 4.14.
The formulation for matching a girder’s torsional stiffness was verified by comparing the
predicted twist of a girder under pure torsion calculated by PFEA with its theoretical twist. A single girder
PFEA model was created using a proxy section of one of the bridges initial T-beam bridges, with
boundary conditions set such that one end was held fixed against displacement and rotation. The other
end was subjected to a concentrated torsional moment, such that the entire girder deformed like a shaft in
uniform torsion. The model was analyzed, with the resulting angle of twist extracted at the free end and
compared with the theoretical angle of twist for the actual section under the same torque and end
conditions using basic mechanics principles. The proxy model prediction resulted in a 0.46% error
relative to the theoretical angle of twist. This result shows that this small change in material definition
allows PFEA models to accurately simulate the torsional effects inherent to skewed bridges, thereby
enabling skewed bridges to be modeled.
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4.4.2. Prestressing
To improve its overall utility and provide evidence of its broad applicability to numerous
structures, the PFEA process was expanded to account for the mechanical behavior of composite
prestressed concrete slab-on-girder (PCSG) sections. Throughout the entire process, a number of new
considerations needed to be made. For geometric modeling of the section, a general flange-on-stem type
section was still assumed. However, changes in width of the stem (such as those present in standard
AASHTO I-girders) needed to be taken into account both when summing force and moment effects
through the section.
To account for the fact that many PCSG bridges use cast-in-place decks on precast girders,
different concrete compressive strengths and elastic moduli were used depending on the sectional layer of
interest. Additionally, the concrete in the girder was also allowed to develop small amounts of tensile
stress as required in prestressed concrete design. However, this tensile stress was limited to the concrete’s
modulus of rupture (as defined by AASHTO, 2012) after which the concrete was conservatively assumed
completely cracked. In compression, concrete was assumed to follow the constitutive model suggested by
Hognestad (1951). However, it was not justifiable to model the constitutive behavior of prestressing steel
by the model suggested by Belarbi and Hsu (1994) as was done previously for mild reinforcing steel.
Instead, the measured stress-strain relationship of prestressing steel reported by Burdette and Goodpasture
(1971) was used. The constitutive relation for the prestressing strands in different structures could also be
taken from data supplied by the manufacturer, or from material testing.
In addition to the general changes made to account for the geometric variables and constitutive
behavior of PCSG bridges, a number of additional steps were included to the M-𝜅 relationship
development process to account for the sections’ complete load histories. Prestressing induces tensile
strain into the prestressing tendon which, at release (and before deck placement), causes an initial,
negative curvature to develop through the girder section due to the strand’s eccentricity relative to the
girder’s centroid. Therefore, the initial prestressing strain was calculated (taking into account prestress
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losses) which was later added to the strain developed during all subsequent loading. The initial prestress
was also used to calculate the stress in the extreme fibers of the bare girder, which were used to determine
the initial curvature. After the initial strain in steel and curvature of the section had been determined, the
strain through the section was calculated for the state of zero curvature. This state is assumed to have
occurred after the deck had been poured, but before it had developed strength, ensuring that the zerocurvature strain was locked into the concrete of the girder and the prestressing tendon through subsequent
loading, but not into the concrete making up the deck. This locked-in strain was found using a simple
Newton-Raphson minimization scheme which varied the strain until the tensile force provided by the
prestressing tendon balanced the compressive force provided by the concrete girder under uniform
compression.
Once the locked-in strain in the girder and prestressing steel had been determined, the remainder
of the section’s M-𝜅 relationship was tabulated as before, taking into account the previously mentioned
changes and assuming that the deck had fully cured and was able to develop its full strength. Internal
moment was determined for each small increment of curvature from the state of zero curvature, to the
curvature causing either concrete crushing (still taken equal to 0.003 mm/mm as specified by AASHTO,
2012) or fracture of the prestressing tendon. This procedure gives the relationship labeled “Actual” in
Figure 4.6. To eliminate the need to model the initial curvature and strain present in the actual section, the
actual M-𝜅 relationship was simplified by fitting a straight line from the origin to the point at which first
cracking occurs, keeping the remaining relationship the same. This is shown in Figure 4.6 labeled
“Simplified”.
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Figure 4.6: PCSG Section Actual and Simplified Moment-Curvature Relations
Once the actual PCSG section M-𝜅 relationship had been extracted and simplified, a proxy
section was developed for implementation in ABAQUS (n.d.). As seen in Figure 4.6, the simplified M-𝜅
relationship consists of three distinct regimes: a linear regime from zero moment to first concrete
cracking, a cracking regime (from around 3400 kN-m to 6000 kN-m in this case), and a yielding regime
leading to failure. To reasonably approximate this behavior while also facilitating implementation, a
three-segment “T” shaped section was selected which consisted a two-part web, one part being stacked on
top of the other and with each part requiring its own optimized elastic modulus and yield strength, and a
flange segment with an optimized elastic modulus. As demonstrated previously, proxy sections can be
made with assumed geometries without loss of M-𝜅 relationship accuracy. Therefore, the web segments’
heights and widths were kept fixed at half the actual girder’s height, and the average girder width
respectively. The flange height and width matched that of the actual section’s deck. Figure 4.7 presents a
comparison of the actual and proxy sections for a PCSG bridge girder which formed part of a bridge
tested by Burdette and Goodpasture (1971), discussed in greater detail in Chapter 5.
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Figure 4.7: Visualization of Proxy PCSG Section
4.5. Example Simulations
In Chapter 5, PFEA will be validated against recorded test data for individual girders and a full
bridge destructive test. Additionally, the results of performing 𝑅𝐹 analysis of the live-loaded RC T-Beam
bridges will be presented and compared to ratings produced by more conventional methods. However, in
this section selected results of analysis by PFEA will be presented for the purpose of exemplifying its
capabilities. Specifically, PFEA’s ability to capture ductility and girder distribution at higher loads and its
ability to capture the effects of skew will be displayed.
4.5.1. Ductility and Load Redistribution
Each of the un-skewed RC T-beam bridges that had been live-load tested was load rated using
PFEA. As is the case with PFEA load rating simulations, the live-load applied to the models were
increased by the Riks (1979) solver until failure. For the case of two typical bridges, Bridges 3776 and
3307, the results of intermediate load steps were examined to investigate the distribution of moment to
individual girders as the total load applied to the models was increased. The moments carried by
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individual girders with increasing load are presented in Figures 4.8 and 4.9 for bridges 3776 and 3307,

Moment (kN-m)

respectively.

Moment (kN-m)

Figure 4.8: Moment Carried by Individual Girders with Increasing Load – Bridge 3776

Figure 4.9: Moment Carried by Individual Girders with Increasing Load – Bridge 3307
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As both Figures show, the girders making up each model are ductile and the structures themselves
exhibit load redistribution. Initially, the interior girders carry most of the moment as expected since they
are somewhat stiffer than the exterior girders and much closer to the location of load application. At a
certain LPF (approximately 0.6 and 0.7 for Bridges 3776 and 3307 respectively), the center girder begins
to yield, shedding additional load to the non-central interior girders. These carry nearly as much moment
as the central girder, and so begin to yield soon after. Additional load is then distributed to the exterior
girders. These have, to this point, not carried much moment comparatively, and so continue to accept
moment without yielding for a significant increment of load. During this time (between a LPF of about
0.6 and 1.0, and 0.7 and 1.1 for bridges 3776 and 3307 respectively) very little additional load is carried
by interior girders, as indicated by the plateaus in the curves. However, after the onset of exterior girder
yielding, each girder shares approximately equal marginal load. This continues until the center girder has
plastically deformed to the point where it meets the defined failure strain, and so the structure fails.
This behavior exemplifies PFEA’s ability to capture the ductility and load-redistribution
exhibited by real structures as their members become nonlinear. As each consecutive girder begins to
yield, more and more marginal load is redistributed to girders that can carry it, and thus have retained
their stiffness. All the while, the yielded members continue to experience ductile deformation without
failing and continue to do so until the strain limit is reached. This ability for the structure to redistribute
load and continue to deform plastically allows for much greater ultimate capacity than is available to
single, disparate girders. PFEA’s simulation of this behavior therefore suggests that it is able to capture
this additional available capacity.
4.5.2. Shear and Skew Behavior
PFEA is intended to take advantage of the ductile, nonlinear behavior of slab-on-girder bridge
girders (especially those of RC T-beam bridges) and the system behavior they exhibit at higher loads, up
to and including ultimate flexural capacity. The beneficial nonlinear behaviors of these bridges’ girders
do not readily extend to their response in shear, as their shear resisting mechanisms tend to be non92

ductile. However, bridges’ system responses do affect how shear load is distributed to individual girders,
which can significantly affect the shear demand placed upon them. Since PFEA predicts the way in which
a bridge works as a system to distribute loads more accurately than through AASHTO (2012) distribution
factors, there is a potential to achieve a better understanding of shear demand through more realistic shear
load distribution predicted by PFEA. The 10 bridges that had been live-load tested were therefore
analyzed for shear with PFEA, with the aim of gaining additional understanding of the bridges’ system
response to shear loading.
The bridges’ shear distributive response was investigated by analyzing two separate load cases: a
case with loads applied to maximize shear, and one with loads arranged to maximize moment. To
maximize shear, live-loads that had been applied at the bridges’ midspans were moved so that the
rearmost load patches were applied one girder depth away from the bearing line. The bridges’ dead-loads
and the lane load were kept in their original positions. These models were then analyzed with the resulting
reaction forces at the loaded bearings assumed equal to the corresponding girders’ maximum shear forces.
To determine the shear resulting from loads positioned to maximize moment, the reaction forces from the
original, moment-rating models were recovered and were again assumed equal to the maximum shear
force in the respective girder. Table 4.2 presents the numbers of HL-93 trucks (with lane loads and impact
factors included) applied to each bridge that were predicted by PFEA and conventional shear capacity
analysis to cause shear failure for trucks positioned to maximize moment and shear.
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Table 4.2: Shear Capacity Predictions

PFEA Shear– Moment Loading
Skew
(deg)

Number of
Girders

2130

0

3307

Bridge

PFEA Shear– Shear
Loading

Capacity
(HL-93)

Controlling
Girder

Capacity
(HL-93)

Controlling
Girder

4

4.31*

2/3

3.30

2/3

0

5

3.32*

3

2.46

3

3356

0

6

4.26

4

2.33

3

3776

0

5

3.41*

3

1.79

3

5432

0

5

3.95

3

2.15

3

2390

30

5

2.70

5

1.82

3

2879

30

4

2.61

2

1.59

2

3848

30

5

3.00

5

1.83

3

5109

35

5

2.94

2

1.71

3

5489

15

5

3.27

3

1.67

3

*Bridge fails in flexure, larger loads cannot be applied
From the results presented in Table 4.2, difference in behavior between skewed and un-skewed
bridges can be observed. For four of the five un-skewed bridges, the girder controlling the shear ratings
was the center girder (or girders), which did not change with the positioning of the load. In the case of
Bridge 3356, the controlling girder switched between two of the central girders as load was moved, and
so can be thought to experience similar behavior, taking into account its unique geometry. Similar
behavior can also be observed for Bridge 5489, which had the smallest angle of skew of the skewed
bridges. For the remaining skewed bridges, a different behavior can be observed. When the loads were
placed at midspan, the controlling girder for each of these bridges was an exterior girder or one of the
non-central interior girders. These controlling girders correspond with the respective bridges’ obtuse
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corners. However, when the loads are moved closer to the bearing line, each of these bridges’ controlling
girders shifted to their center girder (or one of the central girders in the case of Bridge 2390).
The tendency for the obtuse corner bearing of a skewed bridge to attract additional load has been
observed and documented in previous studies. For instance, Ebeido & Kennedy (1996) observed from
scale models of slab-on-girder bridges that the bearing at the obtuse corner tended to attract much greater
amounts of load for concentric load cases than the acute corner bearing, which they were able to simulate
using FE analysis. Barr & Amin (2006), and Théoret et al. (2012) analyzed FE models of skewed slab-ongirder and flat-slab bridges (respectively), both noting that the obtuse corners tended to attract significant
additional shear load. The results of this behavior were also observed during live-load testing of the
skewed bridges, as discussed in detail in Chapter 3. This behavior arises as a result of the skewed bridges’
geometries and the fact that the truck or tandem wheel loads used are not parallel to the angle of skew.
When the loads on the more highly skewed bridges are distant from the bearing line, a significant amount
of load is attracted to the bearing at the bridges’ obtuse corners due to the shorter distance relative to the
distance to interior bearings. However, when the loads are moved closer to the bearing line, much less
load is attracted to that bearing due to the shorter distance to the center girder bearings. The prediction of
this behavior by the PFEA models suggests that they are accurately predicting the system-behavior of the
bridges, thus distributing shear load accurately, and thus accurately predicts skew behavior in general.
4.6. Conclusions
PFEA is a novel method for the analysis of structures that exhibit complex constitutive behavior
by, instead, analyzing a much simpler, fictitious structure that behaves the same under flexural loading.
Using well-established Euler-Bernoulli beam mechanics, the behavior of a member is reduced to its M-𝜅
relationship, which is then applied to a fictitious, proxy member by nonlinear optimization of material
constants with constitutive models selected to mimic the actual section’s M-𝜅 relationship. This proxy
section can then be implemented in a three-dimensional FE analysis without needing to describe the
complex constitutive behavior of the accrual structure. Using the developed discretization, loading, and
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analysis scheme, this proxy member can be constructed into a proxy bridge and load-rated using
increasing levels of applied live-load. PFEA was then extended to become more generalizable and
broadly applicable, allowing for the analysis of skewed bridges and prestressed girder bridges, and
selected analyses were presented that exemplify PFEA’s consideration of ductility and skew effects. In
the next chapter, PFEA will be verified by comparing its predictions to results of destructive tests of
individual girders and an entire bridge structure. PFEA will then be used for the flexural load rating of the
ten RC T-beam bridges that were live-load tested in Chapter 2 and the resulting ratings will be compared
with those computed by AASHTO (2010,2012) and updated by live-load testing and linear FE analysis.
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CHAPTER 5
PROXY FINITE ELEMENT ANALYSIS – VALIDATION AND APPLICATION TO LOAD
RATING
5.1. Introduction
In Chapter 4, proxy finite element analysis (PFEA) was introduced as a novel analysis method for
structures whose complex constitutive behavior prohibits conventional analytical methods. The theory
and mechanics principles upon which it is based were described, and its numerical implementation was
detailed. Finally, its primary intended usage – flexural load rating older, reinforced concrete (RC) bridges
taking into account member ductility and load redistribution – was presented and expanded upon to
consider other bridge geometries and superstructure types and to give insight into other behavior affected
by realistic distribution of load. In this chapter, aspects of the PFEA modeling method and its results are
validated against data from single girder, laboratory scale-destructive tests, and a full-scale destructive
test of an in-situ prestressed concrete slab-on-girder (PCSG) bridge. Then, PFEA is used to load rate the
ten RC T-beam bridges live-load tested in Chapter 2, with the resulting rating factors (𝑅𝐹s) compared
with those calculated using the conventional analysis method prescribed by AASHTO (2010, 2012),
updated by nondestructive live-load testing (NDLLT), and linear finite element (FE) analysis.
The use of nonlinear finite element analysis to aid in or fully perform bridge load ratings has been
demonstrated in many previous studies. Huria et al. (1994) compared the results of rating using calibrated,
nonlinear FE analysis with code-based and linear FE rating for RC slab bridges. They noted that the
nonlinear FE analyses predicted 𝑅𝐹s of more than double the code-based values even when nominal
material parameters were assumed. They attributed these significant increases to the simulation of thickslab behavior and redistribution of load after the onset of nonlinearity. Ju et al. (2014) used the results of
a destructive test of a PCSG bridge to calibrate a nonlinear FE model for the purpose of load rating. They
found that the calibrated model yielded results that agreed well with the test results and were applicable to
other structures. Albraheemi et al. (2019) calibrated nonlinear FE models of concrete slab-on-steel girder
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bridges to agree with actual bridge response based on nonlinear optimization of forces applied to girder
ends, simulating partial rotational fixity. They demonstrated the significant additional capacity of these
bridges above that predicted by AASHTO, even when the deck was assumed fully cracked and no
unintended composite action between the deck and girders was considered. Nagavi & Aktan (2003)
examined the redundancy inherent in heavy steel truss bridges from rotational restrain at connection
points using a combination of nonlinear truss elements and discrete plastic hinge beam elements. They
found that simulation of the formation of plastic hinges at rivetted, gusset connections led to substantial
increases in ultimate capacity and led to much more accurate prediction of load-deflection behavior in
comparison with live-load test measurements.
5.2. Validation – Single Girder Tests
As was previously mentioned, the initial intention for PFEA was the nonlinear analysis of older
RC T-beam bridges for load rating, avoiding the difficult and computationally expensive task of defining
and tracking RC’s complex, 3D nonlinear constitutive behavior. This resulted in the consideration of
bridge girders as Euler-Bernoulli beams whose flexural response could be completely defined by their
moment-curvature (M-𝜅) relationships, with constitutive models for concrete in compression and
reinforcing steel in tension suggested by Hognestad (1951) and Belarbi and Hsu (1994), respectively. In
this section, the method by which a member’s M-𝜅 relationship is extracted (described in detail in Chapter
4), and the assumed constitutive models were validated by comparison with data measured during labscale destructive tests of RC beams in flexure.
5.2.1. Validation against Loring and Davids (2015)
As part of a study on using mechanically fastened fiber reinforced polymer (FRP) strips to
strengthen RC bridge girders, Loring and Davids (2015) tested a series of RC beams in four-point
bending. Many of these beams were strengthened with the FRP strips, and so were not relevant for
validation. However, three un-strengthened control beams were tested and reported on with sufficient
detail to generate M-𝜅 relationships using the Hognestad (1951) and Belarbi and Hsu (1994) constitutive
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models. The resulting M-𝜅 relationships could then be used to estimate deflections which could be
compared with those reported.
Using the geometric and strength parameters of the control beams described by Loring and
Davids (2015), which included experimentally determined yield strength of the reinforcing and concrete
compressive strength, M-𝜅 relationships were developed using the method described in Chapter 4. These
were then be used to estimate deflections under the loads applied during testing. To estimate deflections,
the beams were modeled as simply supported and discretized with 500 nodes for analysis as a boundary
value problem. Deflections were found using a 5th-order boundary value problem solver in MATLAB
(2018), bvp5c (Kierzenka & Shampine 2007). For a range of loads from zero to failure, the moment was
determined at all nodes and the corresponding curvature found by interpolating the tabular relationship
previously defined. This curvature equaled the second derivative of the beam differential equation which
the boundary value problem solver used to calculate midspan deflection. Figure 5.1 compares the loaddeflection results published by Loring and Davids (2015) for their rectangular control beams with the

Applied Load (kN)

estimates made through the calculated M-𝜅 relationship.

Figure 5.1: Comparison of Predicted and Measured Load-Deflection Behavior from Loring & Davids
(2015)
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5.2.2. Validation against Xing et al. (2010)
As seen above and discussed below, the use of the Hognestad (1951) and Belarbi and Hsu (1994)
constitutive models for development of RC beam M-𝜅 relationships led to reasonable prediction of loaddeflection behavior. However, additional verification was deemed beneficial, especially verification
against tests of T-beams rather than rectangular beams. For this reason, control beams tested by Xing et
al. (2010) were considered. In their study, they examined the strengthening of RC members using
externally applied steel wire mesh in polymer mortar. However, like Loring and Davids (2015), they
provided sufficient geometric and material detail of their control specimens for modeling. M-𝜅
relationships were extracted for their control specimen and deflections predicted identically as before,
taking into account the T-flange present. Figure 5.2 compares the load deflection behavior predicted with

Applied Load (kN)

that which was measured.

Figure 5.2: Comparison of Predicted and Measured Load-Deflection Behavior from Xing et al. (2010)
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5.2.3. Discussion
Comparison of the load-deflection response of the control beams reported by Loring and Davids
(2015) and Xing et al. (2010) in Figures 5.1 and 5.2, respectively with the predictions based on extracted
M-𝜅 relationships shows that they are generally accurate and lead to good results. The predictions
captured the general shape of the experimental load-deflection curves, the onset of yielding, and ultimate
loads for both beams. The major difference is the under-prediction of average ultimate deflection by about
26% and average capacity by about 12% compared to the test of Loring and Davids (2015) and the slight
over-prediction of ultimate deflection compared with the results of Xing et al. (2010). However, the
predictions are consistent with the model’s use of the AASHTO-specified value of 0.003 mm/mm for the
concrete crushing strain (2012). Loring and Davids (2015) and Xing et al. (2010) reported concrete
compressive strengths of 27.7 MPa and 40.1 MPa, respectively, and it is well-known that crushing strain
tends to decrease with increasing compressive strength (MacGregor 1997). With this in mind, the load
deflection behavior predicted matches the measured behavior quite well.
5.3. Validation – Full Bridge Test
Validation of the M-𝜅 relationships developed with PFEA is of vital importance, as all subsequent
steps in the technique and all of its predictions depend on the accuracy of the M-𝜅 relationships. The
generally positive comparison of single girder destructive tests with PFEA predictions instills confidence
in the method’s underlying accuracy. Additionally, validation of the ability to use the Hognestad (1951)
and Belarbi and Hsu (1994) constitutive models helps to justify their use, allowing for greater capacity
and ductility to be accounted for than is available with more conservative constitutive models. However,
these validations were not able to provide verification of PFEA’s ability to predict the behavior of entire
structures, making additional verification necessary. To verify PFEA’s ability to predict the behavior of
full bridge structures, as well as its ability to accurately model PCSG structures, a full-scale PCSG bridge
that had been previously load tested to failure was modeled and analyzed with PFEA.
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5.3.1. Description of Test
To test PFEA’s accuracy in predicting full bridge capacity, it was used to model a bridge that had
been previously tested to failure. This bridge, tested by Burdette and Goodpasture (1971), was a 20.1 m
simple-span PCSG bridge composed of four AASHTO Type-3 I-sections with a 30° angle of skew built
in 1962 in Tennessee, USA. This bridge had been scheduled for demolition due to imminent inundation
from a new water reservoir, providing opportunity for destructive testing. Additional details on the bridge
and the tests which were performed can be found in Burdette and Goodpasture (1971), as well as
Miklofsky (1974, 1975). During the final, destructive test, the bridge was loaded by hydraulic actuators
anchored to bedrock which pushed on its deck through load spreaders placed to mimic loading from an
HS-20 truck. At a load between 200 and 250 kN per actuator (1600 – 2000 kN total), composite action
was lost between one of the interior girders and deck, likely due to shear failure of the stirrups connecting
the components. This led to eventual failure due to diagonal shear cracking of the interior girders.
5.3.2. Modeling
To achieve the most accurate prediction of ultimate capacity possible in comparison with the
destructive test, many of the conservative assumptions made when formulating proxy sections and
performing PFEA rating simulations were eliminated due to the availability of destructive test data.
Burdette and Goodpasture (1971) performed material testing on cores taken from the bridge’s deck and
girders, as well as tensile tests of prestressing tendons taken from girders after collapse. Therefore, rather
than conservatively assuming nominal concrete compressive strength (20.7 MPa and 25.9 MPa for deck
and girder concrete, respectively) as instructed by AASHTO (2010) based on the structure’s age, the
structure’s actual concrete compressive strength (37.9 MPa and 60.0 MPa for deck and girder concrete,
respectively) was used, along with the reported prestressing steel constitutive behavior when formulating
girder M-𝜅 relationships.
In addition to using reported material strengths in place of conservative assumptions, the accuracy
of the failure-test simulation was increased by including the effects of integral curbs. As noted by many
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researchers (for instance, Eom & Nowak, 2001), integral curbs and barriers tend to significantly increase
a bridge’s overall flexural stiffness and therefore their inclusion is likely to affect the accuracy of the
simulation. The inclusion of the effects of integral curbs is straightforward when extracting M-𝜅
relationships as they merely add to the sectional area over which to stresses are integrated. The effects of
curbs are assumed concentrated in the exterior girders, necessitating the creation of separate interior and
exterior M-𝜅 relationships regardless of the girder’s web geometries. M-𝜅 relation extraction then
proceeded as before, with strain still assumed proportional to curvature and distance from the neutral axis
and concrete assumed to crush at a strain of 0.003 mm/mm as prescribed by AASHTO (2010). Because
they were considered when extracting the actual section’s M-𝜅 relationship, the curbs are automatically
considered when optimizing material constants for the proxy section. As was discussed in Chapter 4
regarding the development of PFEA for PCSG bridges, “T”-shaped proxy sections were selected to
represent the actual bridge members. In order to arrive at a reasonably sized upper flange segment for
exterior proxy sections, the bottom flange segment’s thickness is assumed to be the sum of the actual
section’s deck and the height of the curb. An interior girder proxy section can be seen in Figure 4.7,
which also shows the section’s optimized material parameters. These parameters were optimized and
implemented into a single-girder model in ABAQUS, with the resulting M-𝜅 relationship shown in Figure
5.4. This shows that a reasonable M-𝜅 relationship match is possible with this procedure and proxy
modeling scheme.
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Figure 5.3: PCSG Section Simplified, Optimized, and Implemented Moment-Curvature Relations –
Burdette & Goodpasture (1971) Interior Girder
5.3.3. Results and Discussion
M-𝜅 relationships developed for interior and exterior girders of the PCSG bridge were used to
form the full bridge model shown in Figure 5.5. As was the case previously, the model was implemented
with the commercial FE software, ABAQUS (n.d.). The modeling procedure and mesh density were
identical to those developed for T-beam bridges as described in Chapter 4. In fact, the only significant
difference in implementation for the PCSG bridge model relative to the T-beam bridges was the need to
divide the webs into multiple sections for the multiple material constants found through optimization.
Although not specifically discussed by Burdette and Goodpasture (1971) or Miklofsky (1974, 1975),
girder end diaphragms were expected to have existed and to be of similar size to bridges from the same
era and so were included. The model was given the same previously described simple boundary
conditions.
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Figure 5.4: Meshed PFEA Model of Burdette & Goodpasture (1971) PCSG Bridge
As is the case for PFEA models used for load rating, loading was provided in two steps – a deadload and a live-load step – allowing the live-load effects to be examined independently. However,
because the goal for this analysis was to numerically reproduce recorded data, no load or resistance
factors were applied in the dead-loading step, and live-loading was applied over patches of deck
partitioned to emulate the loading devices used by Burdette and Goodpasture (1971) to load the actual
bridge. The initial distributed load applied over these patches was selected to produce a total load of 44.5
kN on each of the eight patches. After this, live-load was increased until flexural failure of one of the
girders using the Riks (1979) arc-length solver. To compare with the published results, total live-load
applied to each patch and vertical deflection at the model’s transverse centerline were tracked at each
additional load increment. Figure 5.6 compares the reported and PFEA-predicted load and deflection data
at the bridge centerline, with dead-load deflections subtracted for direct comparison.
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Figure 5.5: Comparison of Recorded and PFEA Predicted Load-Deflection Response of Burdette &
Goodpasture (1971) PCSG Bridge
As is clear from the results shown in Figure 5.6, PFEA predicts the bridge’s load-deflection
response very well up to a load of around 210 kN per actuator, but overpredicts both ultimate load and
deflection relative to the recorded data. However, as mentioned previously, the actual bridge failed as a
result of loss of composite action between the deck and girders. This means that relevant comparisons can
only be made up to the point of that loss of composite action. Up to loss of composite action, measured
and predicted load-deflection behavior compares exceptionally well. In addition, two other observations
can be made that support the PFEA model’s excellent prediction of failure. First, Burdette and
Goodpasture (1971) reported a calculated ultimate load of around 285 kN per girder based on M-𝜅
analysis they had performed. This compares quite well with the 289 kN per girder ultimate load predicted
by PFEA. Second, by extracting vertical reactions at the girder ends predicted by PFEA, a conservative
estimate of maximum shear flow at the interface between deck and girder of the actual bridge could be
made. Using AASHTO design specifications (2012) and plans of the bridge provided by Miklofsky
(1974), a maximum shear flow resistance from concrete interlock and horizontal shear reinforcement was
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calculated to be about 1.49 kN/mm using Equation 5.1 (an adapted form of AASHTO (2012) Equation
5.8.4.1-3), in which 𝑐 is a concrete-to concrete cohesion factor taken as 1.93 MPa for clean concrete
surfaces intentionally roughened to an amplitude of 6.4 mm, 𝑏 is the width of the girder, 𝜇 is a friction
factor taken as 1.0, 𝐿 is the length of the girder, 𝐴

is the sum of the areas of all shear connectors, and 𝑓

is the yield strength of the connectors, taken as 414 MPa.

𝑣 = 𝑐𝑏

+

𝜇
𝐴 𝑓
𝐿

(5.1)

At the load which caused loss of composite action in the actual bridge, PFEA predicted a maximum shear
flow of 1.55 kN/mm (averaged across the two interior girders) at the interface between the deck and the
girder, which is within about 4% of the expected value of 1.49 kN/mm.
5.4. PFEA Load-Rating of Tested Bridges
As has been noted throughout, PFEA was developed primarily as a tool for the load rating of
older RC T-beam bridges, taking into account the reserve capacity available through their ductility and
ability to redistribute load at higher load levels. Additionally, it was desirable that PFEA’s results could
be used for load rating while adhering to the AASHTO specifications.
Equations 5.2 through 5.5 describe how a PFEA model’s results can be used for bridge rating,
where 𝑅𝐹 is the bridge’s rating factor, 𝜙 is the AASHTO strength reduction factor (taken as 0.9 for
under-reinforced concrete members in flexure), 𝑀 is the bridge’s moment capacity, 𝛾 and 𝛾 are the
AASHTO dead-load and live-load factors (taken as 1.25 and 1.35 respectively for operating conditions),
𝑀

and 𝑀

are the applied dead and live-load moments, respectively, and 𝐿𝑃𝐹

is the maximum

model-predicted LPF. The conventional capacity rating equation for individual members (taken from
AASHTO (2010)) is given in Equation 5.1, but is here used to describe the rating of the entire bridge
acting as a system of interrelated members (as is seen in the behavior of actual structures and the PFEA
model). Equation 5.2 is subsequently re-arranged in Equations 5.3 and 5.4 to solve for a term representing
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the maximum LPF predicted by the model, which can then be used to determine the 𝑅𝐹 with Equation
5.5. This development shows that when dead-loading applied to the model is amplified by both the
AASHTO dead-load factor and the inverse of the strength reduction factor, the bridge’s 𝑅𝐹 can be
computed that explicitly follows AASHTO guidelines for rating (2010) and analysis (2012). To
demonstrate PFEA’s ability to produce improved, yet reasonable updated 𝑅𝐹s for older RC bridges, the
ten bridges that were live-load tested and described in Chapter 2 were analyzed and load rated with
PFEA.

𝑅𝐹 =

𝜙𝑀 − 𝛾 𝑀
𝛾 𝑀

𝛾
𝑅𝐹 ∗ 𝑀
𝜙

+

𝛾
𝑀
𝜙

𝛾
𝑀 −
𝑀
𝛾
𝜙
𝑅𝐹 =
𝜙
𝑀

𝑅𝐹 = 𝜙

(5.2)

=𝑀

(5.3)

= 𝐿𝑃𝐹

(5.4)

𝐿𝑃𝐹
𝛾

(5.5)

5.4.1. Model Generation
PFEA models of each of the skewed, RC T-beam bridges that had been live-load tested in
Chapter 2 were created following the method described in Chapter 4. As is the convention for
conservative ratings performed with PFEA, nominal concrete compressive strength (17.2 MPa) and steel
elastic modulus and yield strength (200 GPa and 227 MPa, respectively) were assumed based on the
structures’ ages (AASHTO 2010). These nominal, code-based values are typically conservative as they
were chosen to cover all structures built during a certain time period. However, their use adds to the
inherent conservatism in these ratings, and eliminates the need to obtain in-situ properties by destructive
testing. For bridges whose interior and exterior girders were geometrically similar (such as Bridges 5109
109

and 5489), a single M-𝜅 relationship and proxy section were developed and used to represent both interior
and exterior girders. Bridges whose interior and exterior girders were significantly different were given
separate relations and sections for interior and exterior girders. Proxy sections were given the material
parameters determined using nonlinear optimization as detailed previously and implemented within
ABAQUS (n.d). Figure 5.7 presents a full, meshed PFEA model of Bridge 5489.

Figure 5.6: Meshed PFEA Model of Bridge 5489
Loading was again applied in two load-steps. In the first step, factored dead-load was introduced
using a pressure load applied across the entirety of the deck. In the second step, HL-93 loading (including
a 33% increase for impact effects as specified by AASHTO (2012)) was applied as a collection of
pressure loads distributed over the AASHTO (2012) defined tire contact areas in both lanes for the truck
or tandem loading, and as pressure loads in both lanes for the lane load portion. The dead-load step was
solved with a standard, Newton-Raphson solver, whereas the live-load step was solved with a Riks (1979)
arc-length solver to increase the applied live-load to failure. After solution of the final load-step (the liveload sub-step at which 𝐿𝑃𝐹

is applied), 𝑅𝐹s were calculated with Equation 5.5. These analyses tended

to converge to a reasonable 𝐿𝑃𝐹

within around an hour.
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5.4.2. Results and Comparison with other Ratings
The previously described PFEA rating process was applied to each of the 10 RC T-beam bridges
that was live-load (Chapter 2). The resulting flexural 𝑅𝐹s are presented in Table 5.1, along with their
original AASHTO determined 𝑅𝐹s, and 𝑅𝐹s updated by field live-load testing. As can be seen, PFEA
resulted in significant increases to flexural 𝑅𝐹 for all bridges with respect to their respective original,
AASHTO-determined 𝑅𝐹s. Additionally, all but one bridge saw additional increases relative to the 𝑅𝐹s
updated based on live-load testing. While some of these predictions seem optimistic, they are based solely
on the mechanics of the problem at hand and assume nominal concrete compressive strength and steel
yield strength, neglect any concrete tensile strength, and neglect of the effects of integral curbs, wearing
surfaces, and railings. The predictions also incorporate the load factors and strength reduction factors
required by AASHTO for rating and design and the truck or tandem loads applied to each land were offset
longitudinally based on the bridges’ angles of skew, further limiting any increases in 𝑅𝐹 due to the use of
a single load position.
Table 5.1: Flexural Rating Factors

2130

Skew
(deg)
0

AASHTO Flexural
𝑅𝐹
0.920

Field-Test Updated Flexural
𝑅𝐹
1.28

PFEA Updated Flexural
𝑅𝐹
1.87

3307

0

0.920

1.61

1.30

3356

0

0.280

0.300

1.83

3776

0

0.690

1.20

1.43

5432

0

0.750

1.10

1.96

2390

30

0.757

0.838

1.56

2879

30

1.09

1.35

2.23

3848

30

0.887

1.15

1.72

5109

35

0.686

0.942

2.35

5489

15

0.784

1.10

1.91

Bridge
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As was briefly discussed in Chapter 4, examining the predicted reaction forces at girder ends
allows PFEA to be used to estimate the maximum shear in the bridge girders. This, and the fact that live
and dead-loads can be considered separately, allows PFEA to be used to estimate shear 𝑅𝐹, taking into
account a more realistic distribution of shear loads than is assumed by AASHTO (2012). To demonstrate
this, the ten, previously live-load tested bridges were again analyzed, and their updated shear 𝑅𝐹s
calculated. In contrast with the models used for flexural rating, the shear distribution models’ 𝑅𝐹s could
not be automatically determined by the maximum achieved LPF from the Riks solver. This is because the
proxy models’ behaviors are not calibrated to the shear response of the corresponding actual structures
like they are the flexural response. Instead, the real bridges’ shear capacities were calculated based on
AASHTO (2012) as implemented in a separate MATLAB function which takes as input a model’s deadload and total dead and live-load reaction forces from the PFEA model results and reports each girder’s
resulting rating factor while using AASHTO load and resistance factors. These rating factors are
presented in Table 5.2, along with shear 𝑅𝐹s calculated using the same MATLAB code, but using shear
forces determined with conventional AASHTO loading and distribution factors. It must be noted that the
𝑅𝐹s reported here are based on shear at the supports, and therefore reflect capacity at girder ends only. In
reality, the critical location for shear may be at a location away from the girders’ ends, due to the girders’
variable shear reinforcement spacing. Determining shear rating factors at locations other than the girder
ends would require different load positioning and capacity calculations that account for reinforcing at
those locations.
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Table 5.2: PFEA Estimated Shear 𝑅𝐹s
Bridge

AASHTO Shear 𝑅𝐹

PFEA Shear 𝑅𝐹

2130

1.71

2.20

3307

1.32

1.64

3356

1.14

1.55

3776

1.22

1.19

5432

0.886

1.43

2390

0.650

1.21

2879

0.710

1.06

3848

0.560

1.22

5109

0.570

1.14

5489

0.726

1.11

5.4.3. Discussion
5.4.3.1 Rating Factors
As seen in Table 5.1, some of the increases in flexural 𝑅𝐹 are quite dramatic. However, the most
dramatic is that of Bridge 3356, whose 𝑅𝐹 was increased by over 550% relative to its AASHTO 𝑅𝐹. This
seems overly optimistic, until the actual conditions of the bridge and the PFEA results are considered. The
controlling 𝑅𝐹 for Bridge 3356 came from an extended, exterior girder that was originally designed to
carry a sidewalk but was required to carry vehicular traffic after the roadway was widened. Even after
live-load testing, the bridge’s 𝑅𝐹 could not be significantly increased because of the individual strength
of that one girder. On the other hand, analysis with PFEA revealed a much less conservative prediction of
the ultimate behavior of the bridge as a whole rather than as a collection of individual members. When
loaded, the extended girder responded nonlinearly before the other girders. However, because of this
girder’s ductility (captured accurately by the proxy section’s M-𝜅 relationship), it was able to deform
inelastically while additional load was redistributed to the other girders. This continued until one of the
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interior girders reached its failure strain. In fact, the reported 𝑅𝐹 is based on an analysis in which the
loads were moved as close to the exterior girder as was allowable, yet the girder was still able to avoid
premature failure due to its ductility and the bridge’s ability to redistribute load. This displays PFEA’s
ability to account for a bridge as a whole, allowing for realistic redistribution of load when nonlinearity is
incurred and the ability to account for the ductility of lightly reinforced members.
Comparison of the PFEA and AASHTO shear 𝑅𝐹s reveals additional insight into the differing
accuracy between PFEA and AASHTO code-based predictions of shear load distribution. For the unskewed bridges, the AASHTO 𝑅𝐹s are generally conservative relative to the PFEA 𝑅𝐹s, but the disparity
between them is not unreasonably large (with the exception of Bridge 3776, for which PFEA predicted a
shear 𝑅𝐹 slightly lower than AASHTO). For each of these bridges, PFEA predicted a 𝑅𝐹 between 97.5%
and 161% of AASHTO. Since the shear capacities for both 𝑅𝐹s are calculated identically, this suggests
that the AASHTO 𝐷𝐹s for shear are reasonably accurate, yet conservative in describing shear force
distribution between girders.
However, a different picture emerges for the skewed bridges. The AASHTO 𝑅𝐹s for shear in the
skewed bridges are very conservative relative to those calculated based on the results of PFEA, with
PFEA predicting between 150% and 200% of AASHTO 𝑅𝐹s. Again, given that shear capacities were
calculated identically for AASHTO and PFEA ratings, these differences are largely due to shear force
distribution. These differences suggest over-conservatism in AASHTO shear 𝐷𝐹s or their skew correction
factors which is not present in PFEA. This is consistent with findings reported by Barr and Amin (2006)
who noted that AASHTO shear 𝐷𝐹s to be conservative compared with the shear load distribution inferred
by linearly elastic finite element analysis. Because PFEA treats bridge models as systems rather than
individual members, it can accurately simulate distribution of shear force in skewed bridges, leading to
better predictions of shear rating. However, these predictions should also remain reasonably conservative
as they use girder capacities calculated with AASHTO specifications (2012).
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5.4.3.2 Consistency of PFEA with AASHTO Provisions
The results presented here indicate that analysis of bridges by PFEA can provide a more accurate
assessment of bridge behavior than conventional beam-line analysis, tracking both ductility and load
redistribution up to and including failure. However, for the technique to be acceptable in practice, it must
reflect the standards and specifications governing bridge design and assessment, namely the AASHTO
LRFD Bridge Design Specifications (2012) and Manual for Bridge Evaluation (2010). This section
explicitly addresses PFEA’s adherence to the practices allowed by the standards, and addresses the few
discrepancies that exist. The three general steps of load rating by PFEA – M-𝜅 relation extraction;
development of proxy sections; and analysis with the finite element method – will be addressed, and it is
shown that the techniques used in PFEA are generally allowable under the current code and/or abide by
the letter and spirit of the current code.
Extraction of M-𝜅 relationships as a method of member analysis is a well-accepted method and is
fully allowed in the current AASHTO specifications (2012). The code specifies that, “[a]ny method of
analysis that satisfies the requirements of equilibrium and compatibility and utilizes stress-strain
relationships for the proposed materials may be used” (AASHTO 2012, 4.4). As described in Chapter 4,
PFEA M-𝜅 extraction ensures equilibrium of internal forces and moments, and uses conventional beam
theory assumptions to ensure strain compatibility through the section. Additionally, stress-strain relations
are used for both concrete and reinforcing steel. The relation used for concrete, that proposed by
Hognestad (1951), is fully acceptable by the code which allows stress distributions which are, “assumed
to be rectangular, parabolic, or any other shape that results in a prediction of strength in substantial
agreement with the test results” (AASHTO 2012, 5.7.2.1). The use of a concrete crushing strain of 0.003
is generally conservative and in line with AASHTO for bridges in good condition, like those tested here.
For bridges in poorer condition whose ductility is in doubt, reduction of the concrete crushing strain (to
0.002 for instance) will effectively reduce predicted girder ductility, thus reducing the PFEA model’s
ability to redistribute load and increase the conservatism in the analysis.
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The constitutive relation for steel proposed by Belarbi and Hsu (1994) and utilized by PFEA is
not explicitly allowed by AASHTO, but is widely cited and used in the literature. Although the relation
represents a “stress-strain curve representative of the steel” (AASHTO 2012, 5.7.2.1), it leads to ultimate
moment capacities in excess of those determined assuming an elastic-perfectly plastic model, which may
cause some concern. However, as shown in this chapter through comparison with experimental results,
M-𝜅 relationships developed using the Belarbi and Hsu (1994) constitutive model resulted in accurate
prediction of load deflection behavior when compared with recorded data, justifying the use of the model.
Additionally, if this deviation were deemed unacceptable, a more traditional and conservative elasticplastic model could be used. This would reduce the maximum moment carried by individual girders, but
still allow for ductility and moment redistribution.
The creation of proxy sections to represent a bridge’s actual girders is not specifically addressed
by AASHTO (2012), but does falls under the analysis category of “Equivalent Members” defined in
section 4.5.5 of AASHTO (2012) given below.
Components or groups of components of bridges with or without variable cross-sections may be
modeled as a single equivalent component provided that it represents all the stiffness properties of
the components or group of components. The equivalent stiffness properties may be obtained by
closed-form solutions, numerical integration, submodel analysis, and series and parallel
analogies.
Modeling real girders with proxy sections is consistent with this provision. The stiffness characteristics of
the real girders are determined by numerical integration, which are then given to the proxy sections based
on the results of nonlinear optimization. Proxy sections mimic all of the relevant stiffness and strength
characteristics required for flexural analysis of the actual section and thus are a valid option.
Finally, the use of 3D, nonlinear FE models for analysis is accepted by AASHTO, and the model
formulation explicitly considers the requirements for bridge rating factor evaluation. As mentioned above,
AASHTO specifies that “[a]ny method of analysis that satisfies the requirements of equilibrium and
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compatibility and utilizes stress-strain relationships for the proposed materials may be used” (AASHTO
2012, 4.4), and specifically lists FE analysis as an example of an approved analysis technique. In addition,
the use of inelastic material behavior (4.5.2.3) and geometric nonlinearity (4.5.3.2) are explicitly allowed,
solidifying the models’ formulations. Finally, as discussed and presented in Equations 5.2 through 5.5, the
application of dead-loads and live-loads are formulated such that 𝑅𝐹s governed by AASHTO (2010) can
easily be computed while incorporating the requisite strength reduction factors, load factors, and impact
factors.
5.5. Conclusions
In this chapter PFEA was validated through comparison with experimental results to verify the
accuracy of its predictions, and was used to calculate updated rating factors for a series of 10 bridges. By
extracting the moment-curvature (M-𝜅) relationships from laboratory-tested RC beams, the deflections of
those beams under load were estimated, and those estimations were in good agreement with test data.
This provides evidence that the process of M-𝜅 extraction, and the constitutive models assumed for RC
girder bridges, yield generally accurate results. This in-turn means that the M-𝜅 relationships developed
are likely representative of the beams’ actual behaviors and so can be relied upon for further predictions.
Simulation of a full-scale destructive test of a PCSG bridge enabled validation of both the method by
which prestressing is considered and of the entire PFEA method itself. The good agreement between the
load-deflection behavior predicted by PFEA and that measured during the field test shows that the method
by which prestressing was considered for M-𝜅 extraction is sufficiently accurate. More importantly
however, the good agreement of behavior between PFEA and the full-scale bridge test verifies the
accuracy of the PFEA method as a whole. Further, the reasonable prediction of shear-flow between the
girders and deck shows that the model was accurately predicting the problem’s mechanics. This provides
evidence that the initial assumption, that a bridge girder’s M-𝜅 relationship is sufficient to describe most
of its behavior, is accurate for analysis of bridge structures.
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With the PFEA procedure sufficiently validated it was used it was used to load rate the ten RC Tbeam bridges that had been live-load tested. The resulting flexural load ratings were all significantly
improved over the analytical, code-based ratings, suggesting that each of these bridges has significant
additional reserve capacity above what would normally be considered. For nine of the ten bridges, this
reserve capacity exceeded that which was predicted using non-destructive live-load testing. This reserve
capacity is due chiefly to the explicit consideration of girder ductility by PFEA and redistribution of
moment at higher loads, which is ignored in conventional load rating analysis. The results of PFEA for
these bridges was also shown to reveal additional shear capacity resulting from a more accurate prediction
of load distribution, especially for skewed structures.
Accessing the available additional capacity revealed through PFEA can be significantly beneficial
to bridge owners and the public in general. PFEA has the potential to lessen the need to provide remedial
action for older bridges that are predicted to be under-capacity using conventional analysis, allowing
repair and maintenance resources to be more efficiently applied. In addition, it was shown that the PFEA
method is generally permissible, or can be modified to be permissible by AASHTO (2012) specifications
for analysis of bridge structures. For these reasons, development of the method should continue,
extending it to other superstructure types. It must be noted that in its current form, PFEA is only
applicable to simply supported structures, and its extension to the analysis of continuous structures would
be very beneficial.
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CHAPTER 6
HAMPDEN GRIST-MILL BRIDGE: NON-DESTRUCTIVE LIVE-LOAD TESTING
6.1. Introduction
The Hampden Grist Mill Bridge (HGMB) – Maine Department of Transportation bridge number
2334 – is a 22.9m simple-span bridge in Hampden, Maine carrying U.S. Rte. 1A/Maine Rte. 9 across
Souadabscook Stream. As part of a larger project to reconstruct U.S. 1A between mid-2019 and mid2021, an existing reinforced concrete T-beam bridge was removed and replaced with a new structure,
which is the first in the United States to use the fiber reinforced polymer (FRP) composite tub (CT)
girders developed by the University of Maine (UMaine) as its main structural members (. This type of
girder was developed by the University of Maine (Diba 2021, Dagher et al. 2019)) as an alternative to
medium span girders made from steel or concrete. Relative to these conventional materials, CT girders
are light, easily transported, and highly durable.
Owing to the novelty of the CT girder system and limited previous full-scale testing (Diba 2021,
Diba & Hepler 2019), more information on its in-service performance is desired. Although basic
mechanics principles, design guidance for conventional materials (AASHTO 2012a), and design guidance
for other FRP components (AASHTO 2012b,c) allowed a reasonable, conservative design to be produced,
the system’s actual behavior and the accuracy of the assumptions made remained uncertain. Due to its
original development of the CT girder system and experience in the spheres of research of FRP materials
and bridge live-load behavior, the University of Maine was enlisted to help fill the knowledge gap
between design and reality, and inform the design, manufacture, and construction of future bridges.
Once substantial construction of the HGMB had been completed and in parallel with readiness for
bridge opening, non-destructive live-load testing (NDLLT) of the HGMB in its near-virgin state was
performed using a high level of service loading. Four overloaded dump trucks were driven onto the bridge
and positioned at several critical locations while the bridge’s longitudinal strain response was
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simultaneously measured. The data collected during this testing were used to assess the bridge’s actual
stiffness and live-load distribution for comparison with original design assumptions, to update its capacity
rating factor based on its actual response relative to theory, and as a benchmark for future behavior
predictions.
6.2. Non-Destructive Live-Load Testing of the HGMB
6.2.1. Loading
As in previous NDLLT conducted in this work (see Chapter 2), the HGMB was loaded by two or
four overloaded wheeler-type dump trucks positioned in one of five loading scenarios. These dump trucks
were furnished by MaineDOT, and their individual wheel weights, tire contact areas, and wheel bases
were measured on site. Each truck had an average gross vehicle weight of 292 kN, for a total applied load
of 1,168 kN with all trucks on the bridge. Two of these trucks can be seen in Figure 6.1. The specified
truck positions and test runs were selected to maximize moment applied to different parts of the bridge
and to examine the bridge’s response to differing load levels. Test naming convention follows the pattern:
“Test Series_Load Position_Repetition”, where “Test Series” denotes the type of test (“SBS”, “MAX”, or
“ALT” as explained below), “Load Position” denotes transverse truck position (1 = downstream, 2 =
centered, and 3 = upstream), and “Repetition” denotes the repetition number when multiples of the same
test configuration were conducted. In the “SBS” series of tests, two trucks were placed on the bridge with
their tandem back wheels straddling the midspan line. In the “MAX” series of tests, all four trucks were
positioned on the bridge such that they were roughly equidistant from midspan in each lane, as close to
midspan as possible. Finally, in the “ALT” test, two trucks were positioned identically to the “SBS”
configuration, with the remaining two trucks backed as close as possible to the first two. Table 6.1 shows
each of these configurations graphically and lists the Positions and repetitions for each series, and Figure
6.2 presents an aerial photo of the MAX_1_1 test in progress.
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Table 6.1. Explanation of Test Series
Test Series

Positions Run

Number of Tests

SBS

2

2

1

1

2

2

3

1

2

1

MAX

ALT

Graphical Representation

Figure 6.1. Wheeler-Type Dump Trucks Used for Loading
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Figure 6.2: Aerial Photo of MAX_1_1 Test (Courtesy of Advanced Infrastructure Technologies)
6.2.2. Instrumentation
Instrumentation used to monitor bridge response during loading was again very similar to that
used in NDLLT performed previously as part of this work (See Chapter 2). The response of the bridge to
loading was measured as strain using the Wireless Structural Testing System (STS-Wi-Fi) produced by
Bridge Diagnostics Inc. (BDI, 2010). Strain transducers were mounted under the bridge with the aid of a
MaineDOT Under-Bridge Inspection Truck using LOCTITE 410 toughened instant adhesive with
LOCTITE SF7453 accelerator (see Chapter 2 for details). Because of the cold temperature (around -1°C)
and smooth surface of the girders, more hold-time was needed to ensure secure adhesion than under
normal conditions. Despite this, the majority of the sensors provided reliable data throughout testing,
suggesting a strong bond had been achieved.
Figure 6.3 shows the arrangement of sensors applied to each girder at its midspan cross-section.
One sensor was located at the bottom flange, one was located on the web 514 mm above the bottom, and
one on the web 1029 mm above the bottom. Using three sensors in this arrangement allowed linear
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distribution of strains through the cross section to be verified, and allowed calculation of each girder’s
neutral axis height with redundancy. With the exception of Girder 1, which was instrumented only at
midspan, each of the girders also had at least one sensor applied to its bottom flange near the support.
These sensors were applied to identify unintended end fixity, manifested as large negative girder end
strains. Figure 6.4 presents a plan-view schematic of the bridge showing the location of each sensor, with
the terms “BOT”, “MID”, and “TOP” referring to the same vertical positions shown in Figure 6.3.

Figure 6.3: Midspan Sensor Arrangement

Figure 6.4: Plan View of Sensor Layout
6.2.3. Results
From the strains measured during NDLLT (and described in greater detail below), updates to the
flexural RFs for each of the girders can be computed. These load-test updated RFs are specified by the
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Manual for Bridge Evaluation (AASHTO 2011) as shown in Equation 6.1. Definitions of all variables in
Eq. 6.1 are given in Chapter 2.

𝑅𝐹 = 𝑅𝐹

1+𝐾

𝜀
−1
𝜀

(6.1)

The bridge’s nominal rating factors (𝑅𝐹 in Eq. 6.1) were calculated on a girder-by-girder basis
using nominal geometric and material properties. The controlling flexural failure mode was determined to
be rupture of the bottom flange in tension. Rather than using a first-ply failure criterion, wherein the
bottom flange would be considered “failed” as soon as any ply reaches a limit state, the girder’s flexural
strength was based on the bottom flange carbon plies reaching their ultimate tensile strain. This results in
a somewhat higher resistance than would be available using fist-ply-failure as the glass fiber laminae do
not drive down the failure strain of the entire laminate. However, this is more than adequately offset by
the high degree of strength reduction AASHTO requires for FRP bridge components. In this case, the
nominal resistance of the girder is reduced by 62%. In addition, during previous structural testing (Diba &
Hepler 2019), a similarly designed girder was able to withstand moment equivalent to 2.65 times
AASHTO Strength 1 loading using the Maine Modified HL93 truck. This compares quite well with the
reciprocal of the product of strength reduction factors, which equals 2.61.
To incorporate the effects of staged construction into the bridge’s initial, nominal rating factors,
both the girder’s resistance and the loads placed upon it were converted to equivalent strains in the bare
girders or composite sections as appropriate. This is derived in Equations 6.2. Eq. 6.2a gives the standard
AASHTO (2011) RF equation for flexural members, where 𝜙 is the appropriate strength reduction factor
for bending, 𝑀 is the member’s nominal flexural capacity, 𝛾 , 𝛾

, and 𝛾

are the load factors for

dead-load from structural components, dead-load from non-structural components, and live-load,
respectively. 𝑀 , 𝑀

, and 𝑀

are the dead-load moment from structural components, the dead-load
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moment from non-structural components, and live-load moment, respectively, and 𝑔 is the live-load
distribution factor.
Using Euler-Bernoulli beam theory and assuming linear elasticity, the moment applied to a beam
can be expressed as the curvature in the beam (computed as strain divided by the distance to the neutral
axis (𝑦)) multiplied by the girder’s flexural rigidity, 𝐸𝐼. This is done separately for loads applied to the
bare, pre-composite girder prior to curing and participation by the deck (including girder self-weight,
hanging utilities, and weight of uncured concrete), and those applied to the composite girder (including
dead-load from curbs, sidewalk, railings, and wearing surface, and live-load). Additionally, in anticipation
of concrete shrinkage, a distinction is made between the long-term and short-term composite section,
wherein the deck effective width for the long-term section is reduced and applied to composite deadloads. This is the same procedure as is used for composite steel girder bridges (AASHTO 2011) and leads
to somewhat more conservative rating factors in comparison to those for which this distinction is not
made. It should be noted however, that the reduction in deck effective width used here was calibrated
specifically to steel girder bridges, and additional study is needed to determine if the same reduction is
appropriate for CT girders.
Equation 6.2b presents the final rating factor equation after moments have been transformed to
strains with appropriate flexural rigidities, where 𝜀′
laminae in the girder’s bottom flange, 𝜀

is the reduced ultimate tensile strain of the carbon

and 𝜀

are the dead-load strains from structural

components before and after the deck curing, respectively, 𝜀

and 𝜀

are the dead-load strains

from non-structural components before and after the deck curing, respectively, and 𝜀

is the extreme

tension flange strain from live-loading. For live-loading, the Maine Modified HL93 truck (which is
similar to the standard HL93 with the truck/tandem load increased by 25%) was used for inventory-level
rating and the standard HL93 loading for operating-level rating. To be consistent with standard load rating
practice, AASHTO distribution factors (DFs) were used for distribution of live-load (as explained further
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below), and nonstructural fixtures (i.e. sidewalks, curbs, and railings) were assumed not to contribute any
resistance.

𝑅𝐹 =

𝑅𝐹 =

𝜙𝜀′ − 𝛾

𝜙𝑀 − 𝛾

(𝜀

𝑀 −𝛾
𝛾 𝑔𝑀

𝑀

)−𝛾
𝛾 𝑔𝜀

(𝜀

+𝜀

(6.2a)

)

+𝜀

(b)

Table 6.2 presents the nominal and updated flexural RFs for each girder at both the operating
(using the AASHTO HL93 truck and operating load factors) and inventory (using the Maine modified
HL93 truck and inventory level load factors) levels. In addition, although the nominal rating factors
discounted them, calculated strains (𝜀 in Eq. 6.1) for exterior girders included the stiffening effects of
sidewalks and curbs for consistency with the bridge’s observed stiffness. As is immediately apparent, the
increases in RF are significant, with percent increases of 23%, 45%, and 60% for Girder 1, the interior
girders, and Girder 5, respectively.
Table 6.2: Comparison of Initial and Updated Flexural RFs
Rating Level

Initial/Updated

Girder 1

Girders 2,3,4

Girder 5

Inventory (Maine Modified HL93

Initial

1.58

1.17

1.03

Loading)

Updated

1.94

1.70

1.64

Operating (HL93 Loading)

Initial

2.54

1.86

1.64

Updated

3.12

2.69

2.61

6.3. Analysis of Test Data and Girder Behavior
The strains recorded during live-load testing were analyzed to examine the bridge’s behavior
under loading, to update its flexural RF, and as a benchmark for subsequent finite element analyses.
Strain data were recorded continuously throughout the course of each test. Plots of these strain histories
are provided within Appendix C. However, for these analyses the maximum strain recorded in any girder
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by any sensor was selected as the representative point of interest, and the corresponding strains from other
sensors at this point taken to complete the data set for the particular test. The points of maximum strain
are noted on the strain histories and in the corresponding data sets.
6.3.1. General Behavioral Trends
Apart from some notable exceptions that will be thoroughly discussed later, trends in the recorded
strain data suggest that the bridge behaved much as would be expected under the applied loading. When
trucks were positioned closer to a particular girder, that girder was strained to a greater degree than when
trucks were positioned further away. In repeated tests (e.g. SBS_2_1 and SBS_2_2, MAX_2_1 and
MAX_2_2), measured strains were practically identical, with small observed differences likely reflecting
minor variations of truck position. In cases of similar truck position and increased load (e.g. the SBS_2
and MAX_2 tests), the increased recorded strains were roughly proportional to the increase in load.
Finally, the midspan strains measured through the depth of each girder tended to confirm a linear
distribution of strain. The exception to this was Girder 2, for which the mid-height sensor consistently
measured higher-than-expected strain. This is assumed to result from either improper sensor bonding or
sensor malfunction, as the girder did not display any other behavior that deviated from that of the other
girders.
The linear distribution of strains measured during testing allowed girder neutral axis heights to be
inferred and compared with theoretical heights based on transformed section analysis. For this analysis,
the integral sidewalk and curb were assumed to act compositely with their respective girders.
Additionally, neutral axis heights were calculated for each girder: one assuming a concrete elastic
modulus corresponding to the nominal compressive strength (27.6 MPa), and one using the modulus
corresponding to the cylinder test-confirmed average concrete compressive strength measured at 28 days
(45.2 MPa). With the exception of Girder 2, the inferred neutral axis heights from testing were taken as
the average height determined using the top and bottom, top and middle, and bottom and middle sensor’s
strain readings. These were then averaged across all tests to determine final, inferred neutral axis heights.
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These values are presented and compared with the theoretical values in Table 6.3. As can be seen, in all
cases the inferred neutral axis was close to, but slightly higher than the corresponding theoretical neutral
axis height using the measured concrete strength. This indicates either that the deck was stiffer than
expected, or that the girder was more compliant than expected. As seen later, the second option is quite
unlikely, considering the inferred increase in flexural rigidity relative to the theoretical value. This stifferthan-expected deck may result partially from the concrete having a higher elastic modulus than expected,
but may also be attributed in part to participation by non-structural fixtures (for instance, the wearing
surface and guardrails).

Table 6.3: Comparison of Theoretical and Inferred Neutral Axis Heights
Neutral Axis Height above Bottom of Girder (mm)

Calculation Method
Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Theoretical, 𝑓′ = 27.6MPa

1450

1260

1260

1260

1340

Theoretical, 𝑓

= 45.2MPa

1460

1280

1280

1280

1360

Top and Mid

1970

3510

1240

1230

1560

Top and Bot

1570

1390

1380

1370

1340

Mid and Bot

1480

1260

1420

1420

1300

Average

1670

1320

1350

1340

1400

Inferred from
Strains

6.3.2. Unintended End Restraint
Although the bridge’s behavior as represented by measured strains generally tended to align with
expectations, one significant observed deviation was the negative bottom flange strains measured near
girder ends. As can be seen in the data sets provided in Appendix C, significant negative strains were
measured at the girder ends with magnitudes tending to be between 20% and 40% of the strains measured
at midspan, and up to 54% in some cases. These negative strains suggest partial end fixity – that is, girder
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ends were somewhat rotationally restrained but not perfectly restrained as would be provided by ideal
clamped boundary conditions. Despite this restraint being obviously present from the recorded strains, the
bridge was designed assuming ideal pin-roller boundary conditions. As this behavior is a major aberration
from expected, the causes and effects were be investigated.
One possible cause of the apparent partial end restraint measured during live-load testing is the
buried approach slabs that are present at both ends of the bridge. These are shown in Figure 6.5 from the
bridge’s original design drawings, which are shown resting on the abutment backwall into which the
girders are embedded. The slabs are also connected to the backwall with inclined dowels, indicating that
at least some moment can be transferred between the integral backwall and slab. Despite being a real,
measureable phenomenon during live-load testing, this end restraint cannot be assumed to be present
under all loading and environmental conditions, or to remain over the full course of the bridge’s lifespan.
Additionally, rotational restraint tends to reduce strains at midspan leading to higher ratios of computed to
measured strains and thus greater increases to RFs when modified based on nondestructive load testing,
which is unconservative. For this reason, a method was developed by which the effects of apparent
rotational restraint could be eliminated from the measured midspan strains to better represent simplysupported conditions.
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Figure 6.5: As-Designed Girder Ends with Approach Slab
The strains measured were assumed to be a superposition of negative end moments from the
restraint onto the structure’s simple span behavior. In theory therefore, the bridge’s simply supported midspan strains could be recovered by adding each girder’s average end restraint moments to their midspan
moments. However, three problems exist which prevent this technique from being implemented directly.
First, although the total moment applied to the bridge in each test (assuming simple supports) could be
calculated from the bridge span and known truck dimensions and wheel weights, the proportion of total
moment carried by each girder was not equivalent to the proportion of total strain measured, and so the
individual observed girder mid-span moments (and end moments) were unknown. Said differently, it was
not necessarily true that a girder strained twice as much as another carried twice the moment as the other.
Second, although the theoretical flexural rigidity of each girder could be calculated, the girders’ actual
flexural stiffnesses likely differed from the theoretical stiffnesses, and so test moments could not be
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directly inferred from measured strains using nominal section properties. Finally, because the flexural
rigidity of each girder was not constant along its length due to bottom flange ply-drops, measured end
strains could not be directly added to mid-span strains to eliminate them. Despite these difficulties, the
basic concept of adding end moments to mid-span moment to find the simply-supported midspan moment
could still be applied per the analysis detailed next.
From basic, linearly elastic Euler-Bernoulli beam theory, the strain 𝜀 in a linearly elastic beam
under a certain moment 𝑀, can be calculated as

𝜀=

𝑀𝑦
𝐸𝐼

(6.3)

where 𝑦 is the distance from the neutral axis (taken as the distance to the extreme tension fiber for
maximum strain), and 𝐸𝐼 is the beam’s flexural rigidity. By rearranging Eq. 6.3, the magnitudes of the
midspan and average end moments due to test loads, 𝑀 and 𝑀 can be calculated as

𝑀 =𝜀

𝐸𝐼
𝑦

(6.4)

𝑀 = |𝜀 |

𝐸𝐼
𝑦

(6.5)

where |𝜀 | is the absolute value of the average of two measured negative end strains in one girder
and 𝜀 is the measured positive midspan strain. Here, both 𝑀 and 𝑀 are treated as positive quantities.
At this point, it is assumed that the ratio of flexural rigidity at a girder’s ends to the flexural
rigidity at midspan is the same for the girder under nominal design conditions as for measured, in-situ
conditions during live-load testing. That is,
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𝐸𝐼
𝐸𝐼

𝐸𝐼

𝑦

=

𝐸𝐼

𝑦

𝑦

=𝑟

(6.6)

𝑦

This definition of the ratio 𝑟 allows it to be computed using nominal properties, and Eqs. 6.4 and
6.5 can be combined as

𝑀 = 𝑟𝑀

|𝜀 |
𝜀

(6.7)

and the simply-supported mid-span moment can then be expressed as

𝑀 = 𝑀 + 𝑀 = 𝑀 (1 + 𝑟

|𝜀 |
)
𝜀

(6.8)

Assuming the ratio of simply-supported to measured mid-span strain equals the ratio of simplysupported to “measured” mid-span moment, the expected strain at midspan under simply-supported
conditions (that is, eliminating the observed rotational restraint) is determined as

𝜀

= 𝜀 (1 + 𝑟

|𝜀 |
)
𝜀

(6.9)

It should be noted that in a few cases, the measured girder end strains were slightly positive, in
which case they were assumed equal to zero as they did not represent any effective end restraint.
Additionally, as will be seen later, preliminary finite element analyses indicate that the monolithic
backwall into which the girders were cast may provide some rotational fixity, although the amount is
unknown. If this is the case, this fixity could likely be relied upon through the bridge’s life span, proving
this method of eliminating all fixity to be conservative.
Although this method is rational, it does required that strains at both ends of all girders be known.
However, strains were only measured at the West end of Girder 4, and no strains were measured at either
end of Girder 1. It was observed that the ratios of end strain to midspan strains for each end of the bridge
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were roughly parabolically distributed across the bridge’s width. To predict the missing end strains for
Girders 1 and 4, parabolic functions were fit to the ratios

𝜀

𝜀 and plotted as shown in Figures 6.6 and

6.7 for the east and west ends of the bridge, respectively. Using these projected ratios, the missing end

End to Midspan Strain Ratio

strains were calculated, again taking positive end strains equal to zero.

Figure 6.6: End-to-Midspan Strain Ratios – East End
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End to Midspan Strain Ratio

Figure 6.7: End-to-Midspan Strain Ratios – West End
Table 6.4 compares the strains measured at the bottom of girders at midspan with those corrected
to eliminate end restraint. As can be seen, the corrected strains are generally much larger than the strains
measured with the effect of rotational end restraint by up to a factor of two. This increase in test strains
helps to increase the conservatism in RF updates by significantly reducing the ratio of predicted to
measured strains. This also increases confidence in the resulting RF increase by eliminating the effects of
end fixity, the reliable degree of which is unknown and cannot necessarily be relied upon at higher loads
or through the bridge’s entire service life.
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Table 6.4: Comparison of Measured and Restraint-Corrected Mid-Span Strain
Midspan Strain (µε)

Test

SBS_2_1

SBS_2_2

MAX_1_1

MAX_2_1

MAX_2_2

MAX_3_1

ALT_2_1

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Measured

72.33

113.8

174.8

136.6

118.6

Corrected

94.99

226.5

364.1

253.1

178.0

Measured

69.69

112.0

176.2

138.8

119.6

Corrected

91.51

221.0

365.4

263.5

177.0

Measured

80.24

153.0

304.4

279.8

345.3

Corrected

105.4

223.0

536.6

501.9

458.7

Measured

125.0

198.4

318.0

237.7

208.0

Corrected

169.2

349.8

612.2

435.2

249.0

Measured

134.4

202.1

309.6

229.8

202.0

Corrected

176.6

354.1

583.5

412.9

240.8

Measured

206.6

251.1

303.3

164.6

103.6

Corrected

271.4

457.2

560.3

273.5

103.6

Measured

124.9

202.4

321.4

239.2

206.0

Corrected

147.5

328.8

600.8

451.7

235.4

6.3.3. Girder Flexural Rigidity and Deflection
The Manual for Bridge Evaluation (AASHTO 2011) allows a bridge’s RF to be updated based on
the results of nondestructive live-load testing as was performed on the Hampden Grist Mill Bridge. To
accomplish this, the strains measured under a given loading are compared with the expected strains under
the same moment, using the AASHTO (2012) recommended live-load distribution factors (DFs).
However, the expected strains must be calculated based on the structure’s as-built or observed stiffness.
Therefore, in order to calculate the expected strain, the bridge’s actual mid-span flexural rigidity needed
to be determined. The total simply-supported moment 𝑀 applied to the bridge during each test can be
calculated by simple statics, and can then be expressed as the sum of the moment carried by each
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individual girder or the corresponding strain multiplied by the girder’s flexural rigidity at the extreme
tension fiber

𝑀 =

𝜀

𝐸𝐼
𝑦

(6.10)

where 𝑖 is the girder number, counted from North to South. Because they are designed to be
identical, the flexural rigidities of the interior girders (𝑖 = 2,3,4) are assumed equal. Additionally, it can
be assumed that the ratio of the flexural rigidities of exterior girders to interior girders using nominal
dimensions and moduli are equal to the ratios for the actual girders. These ratios, denoted 𝑁 and 𝑁 ,
respectively can be inserted into Eq. 6.10 and the equation rearranged to give the actual flexural rigidity at
the extreme tension fiber of the interior girders

𝐸𝐼
𝑦

=

𝑀
𝑁 𝜀 +𝜀 +𝜀 +𝜀 +𝑁 𝜀

(6.11)

Table 6.5 compares the flexural rigidity of each girder determined through standard transformed
section analysis using nominal girder properties with the actual rigidities determined by Eq. 6.11. It is
apparent that all girders of the bridge are much stiffer than they were designed to be, despite the
elimination of apparent end restraint. Increased girder rigidity reduces computed strains, which will in
turn reduce the corresponding updated RF.
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Table 6.5: Extreme Tension Fiber Flexural Rigidities
𝐸𝐼
∗ 10 (𝑘𝑁 ∗ 𝑚𝑚)
𝑦

Analysis Method
𝑓′ or Test

Girder 1

Girder 2,3,

Girder 5

Transformed Section

𝑓′ = 27.6𝑀𝑃𝑎

206.8

150.3

174.1

Transformed Section

𝑓′ = 45.2𝑀𝑃𝑎

218.1

151.5

179.7

SBS_2_1

338.0

245.3

283.7

SBS_2_2

336.8

244.1

283.7

MAX_1_1

349.3

253.2

293.9

MAX_2_1

354.9

256.6

298.4

MAX_2_2

362.8

262.2

305.2

MAX_3_1

378.7

273.5

317.6

ALT_2_1

352.7

255.4

296.1

Equation 6.11

To assess the realism of the large increases in girder rigidity, additional analyses were performed
to predict bridge deflections under test live-load which could be compared with the deflections of the
bridge measured during the live-load tests. Before testing and during two specific tests, SBS_2_2 and
MAX_1_1, engineers from AIT took elevation measurements of the bridge deck above the girders with a
transit level and leveling rod. This allowed rough estimates of the bridge’s average deflection to be
computed and compared to predictions. Although it was preferable to compare predictions for measured
deflections under higher loads (such as those produced during tests using four trucks instead of two), the
transverse positioning of trucks to one side of the bridge during the MAX_1_1 test made comparison
more complicated. Therefore, deflection predictions were compared with the measured deflections during
the SBS_2_2 test.
The deflection of the bridge under SBS_2_2 loading was predicted by solving
𝑑 𝑣 𝑀(𝑥)
=
+𝑀
𝑑𝑥
𝐸𝐼(𝑥)
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(6.12)

as a boundary value problem using a finite difference approximation, where 𝑣(𝑥) is the average
deflection of the bridge at a distance 𝑥 from the support, 𝑀(𝑥) is the moment at the point 𝑥 produced by
SBS_2_2 loading, and 𝑀 is the negative moment resulting from the rotational fixity observed during
testing. The flexural rigidity, 𝐸𝐼(𝑥), of the bridge is taken as the sum of the flexural rigidities of each
girder, and is a function of 𝑥 to account for ply drops in the girder’s bottom flange 3.05 m from either
support. Simple boundary conditions were enforced at the supports, and the problem was formulated and
solved in MATLAB (2018), using its built-in boundary value problem solver, bvp4c.
For comparison with measured deflections, the bridge’s deflections under SBS_2_2 loading were
predicted both with and without the consideration of observed rotational fixity, and using both the
nominal (27.6 MPa) and measured (45.2 MPa) concrete compressive strength, for a total of four analyses.
The effect of rotational fixity was included using the average end strains recorded in each girder and the
nominal flexural rigidity of each corresponding girder at its end. When summed, these moments give 𝑀
in Eq. 7.12, which was assumed independent of 𝑥. To neglect the effects of observed rotational fixity, 𝑀
was simply taken as zero with the remainder of the analysis identical. Figure 6.8 presents the results of
these analyses and compares them with the average deflection measured by AIT at midspan. As can be
seen, the maximum deflections from each of the predictions significantly exceeded the measured average
deflection, even when the effects of rotational restraint were considered. This suggests that the overall
bridge system is significantly stiffer than nominal properties would indicate.
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Comparison of Predicted Deflections
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Figure 6.8: Comparison of Predicted and Measured Deflections
In addition to predicting overall deflections using the bridge’s nominal sectional properties, an
analysis was performed using the flexural rigidities inferred from testing and calculated with Eq. 6.11 and
given in Table 6.5. For this analysis, rotational fixity was neglected (as the flexural rigidities were
computed after elimination of fixity from the measured mid-span strains), and the ratio of girder end
flexural rigidity to midspan flexural rigidity was assumed constant (as stated by Eq. 6.6). The results of
this analysis are also presented in Figure 6.8. As can be seen, the average measured deflection is underpredicted in this analysis. However, the difference between the measured and maximum predicted
deflections for this analysis is smaller (in an absolute sense) than the same difference for any of the
predictions using nominal properties. Additionally, the average measured deflection is based on only two
measurements, one being from the center girder, the girder that would presumably have the highest
deflection. With additional measurements, the average measured deflection would likely decrease, further
aligning the maximum predicted and measured deflections It must be mentioned that the measured
deflections and the prediction methods used are relatively crude, and so caution must be taken before
using the numeric results presented. However, in terms of general trends and comparisons, these results
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suggest that using flexural rigidities that significantly exceed nominal values is reasonable. Additionally,
the use of greater flexural rigidity reduces the increase to the girder RF inferred from non-destructive liveload testing per the Manual for Bridge Evaluation (AASHTO 2011).
Using the inferred flexural rigidities calculated in Eq. 6.11 and additionally by comparing
predicted and measured deflections, the expected strain 𝜀 in each girder resulting from test loading (and
assuming simple boundary conditions) can then be determined as
𝑔𝑀

(𝜀 ) =
𝑁

𝐸𝐼
𝑦

(6.13)

where 𝑔 is the AASHTO DF calculated for the girder and 𝑁 = 1 for 𝑖 = 2,3,4.
6.3.4. Live-Load Distribution
In addition to updates in RF, the results of live-load testing can be used to estimate live-load
distribution. AASHTO’s DFs represent the highest fraction of one lane of live-load that can be applied to
a particular girder. During testing, trucks were positioned in discrete positions, which may or may not
have caused the absolute maximum live-load to be carried by a particular girder. For this reason, the
estimation of live-load implied by the results of testing are not DFs in the strictest sense and so have been
called “Girder Lane Fractions” (GLFs) to avoid confusion. GLFs are the number of lanes of loading
carried by a particular girder under a particular loading scenario and, when multiple loading scenarios are
run along the width of a bridge, can reveal trends in live-load distribution that can be used to assess the
accuracy of AASHTO DFs. A girder’s true DF is additionally equal to or greater than the largest GLF
observed for that girder. For the 𝑖 girder, the GLF is calculated as

𝐺𝐿𝐹 =

2𝑁 𝜀
∑

𝑁𝜀

where the “2” in the numerator accounts for the two lanes of loading used during testing.
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(6.14)

Table 6.6 compares the AASHTO calculated DFs for each girder with the GLFs calculated in
each test, with the girder’s maximum GLF in bold face. As is immediately apparent, the maximum GLFs
of two of the five girders exceeded the AASHTO specified DFs, indicating that the DFs used in design
could be unconservative. For the remaining girders, the test GLFs are smaller than the specified DFs. For
the most heavily loaded interior girder, the AASHTO DF is 7.1% less than the value inferred from
testing, which indicates that the AASHTO DFs are reasonable for interior girder design, but somewhat
unconservative. It should be noted that the bridge’s AASHTO DFs were calculated assuming it to behave
as a concrete type “c” superstructure as shown in AASHTO Table 4.6.2.2.1-1 (cast-in-place concrete slab
on precast concrete box beams) and with the corresponding equations from AASHTO Tables 4.6.2.2.2b-1
and 4.6.2.2.2d-1 (AASHTO 2012). Presumably, the girders’ stiffness would align more closely with that
of a steel type “c” superstructure (cast-in-place concrete slab on steel box beams), but the bridge’s details
(specifically the ratio of number of design lanes to number of girders) precludes the use of the
corresponding equations from Tables 4.6.2.2.2b-1 and 4.6.2.2.2d-1.
Table 6.6: Comparison of AASHTO DFs and Test Computed GLFs
Test

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

AASHTO

0.286

0.601

0.601

0.601

0.609

SBS_2_1

0.222

0.383

0.616

0.429

0.350

SBS_2_2

0.214

0.374

0.619

0.446

0.347

MAX_1_1

0.150

0.230

0.554

0.518

0.549

MAX_2_1

0.243

0.364

0.638

0.453

0.301

MAX_2_2

0.260

0.378

0.623

0.441

0.298

MAX_3_1

0.420

0.512

0.628

0.306

0.135

ALT_2_1

0.219

0.354

0.647

0.486

0.294

As seen in Table 6.6, the predicted AASHTO DF for Girder 1 was much smaller than the
corresponding GLF computed for the MAX_3_1 test. Without additional context, this brings into question
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this girder’s rating and design. However, additional information can help temper this concern. The
distance between the center of Girder 1’s exterior web and the inside face of the sidewalk (denoted 𝑑 by
AASHTO) is slightly over 1.22 m, taken as negative because the face of the curb is inboard of the exterior
web. Using AASHTO Table 4.6.2.2.1-1, this bridge most closely resembles a type “c” superstructure
(“concrete deck on spread box beams”). According to Table 4.6.2.2.2d-1, a negative 𝑑 eliminates this
girder from being described by the corresponding AASHTO exterior DF equations, meaning that DF
must be calculated by the lever rule with the hinge placed at Girder 2. Accordingly, and due to the
relatively close girder spacing, only a single wheel line (half of a lane) of load is applied, leading to a low
calculated DF, even when the 1-lane multiple presence factor is applied.
During the MAX_3_1 test, trucks were positioned transversely to maximize the load applied to
Girders 1 and 2. The center of the wheel line placed nearest to Girder 1 was about 56 cm from the inside
edge of the sidewalk, 5 cm closer than the minimum specified by AASHTO and slightly increasing the
lever-rule-calculated DF. More importantly however, the hinge at Girder 2 assumed in the lever-rule is
fictitious and far from the actual behavior exhibited by the bridge. A significant portion of the load
applied over Girder 2 was also distributed to Girder 1, increasing the GLF above that which it would have
carried if the hinge did actually exist. A final consideration is that in the design documentation, a single
DF was calculated for use on both Girders 1 and 5. This DF, reported as 0.613 exceeds the maximum
GLF for Girder 1 and suggests that the girder’s design is in fact adequate. This being said, a more
thorough review of the bridge’s load distribution is warranted, and will be addressed with subsequent
finite element analyses.
6.4. Conclusions
As a newly built structure, the Hampden Grist Mill Bridge offered a unique opportunity to
capture data from before, during, and after construction. These data can act as a base-line for future load
tests conducted to identify long-term deterioration or damage. The results of live-load testing indicate that
the HGMB specifically, and perhaps CT-girder superstructure bridges in general, behave differently from
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equivalent, conventional superstructure bridges. This leads to some particular conclusions that highlight
these differences. First, as evidenced by the girders’ inferred neutral axis heights and flexural rigidities,
the HGMB’s CT girders are much stiffer than theoretical analysis would suggest. The high, inferred
flexural rigidities cannot be attributed to one specific cause such as a higher-modulus FRP girder or deck.
However, the higher-than-expected neutral axis heights would tend to suggest that the stiffness of the
deck relative to the girder is higher than expected.
The second conclusion drawn from live-load testing and subsequent analysis is that a set of
distribution factor formulae should be developed for these girders that mimic those presented by
AASHTO (2012) for other superstructure types. The GLFs calculated from recorded strains and inferred,
corrected flexural rigidities are not DFs in the strictest sense. However, because multiple live-load tests
were conducted with trucks placed at various transverse positions across the deck, they tend to envelope
the worst-case loadings required for DFs and thus the highest GLF from a particular girder from any test
can be considered its effective DF. Using this distinction, it is clear that the DFs used in design (those
presented by AASHTO for precast concrete box girders with concrete deck) can lead to un-conservative
results. For interior girders, the highest calculated GLF was 0.638, compared with the design DF of
0.601, giving a difference of only 6.2%. However, for exterior girders and Girder 1 in particular, the
highest calculated GLF was 0.420 compared with the design value of 0.286, a difference of 46.9%.
Further study should be conducted that includes both physical and numerical testing that will lead to a set
of DF formulae that maintain the conservatism and reliability required in design.
Finally, the existence of significant, unexpected girder end fixity highlights the need for
continued monitoring of the HGMB to assess the continued presence of this partial fixity. Throughout
design, construction, and test planning, it was assumed that the CT girders used on the HGMB would
behave much more like simply-supported beams with minimal end fixity. For this reason, only a small
portion of the sensing resources were allocated to girder ends during live-load testing, leaving the nature
of this fixity an uncertainty. Better understanding of the HGMB specifically, and CT girder bridges in
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general, justifies additional monitoring of this phenomenon to more accurately locate its cause, determine
if it will be maintained over the bridge’s life, and whether it should be expected from other CT-girder
bridges with similar end diaphragm details. Further monitoring may also reveal other behavioral
phenomena, which can also help more fully characterize CT girder bridges’ behavior.
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CHAPTER 7
HAMPDEN GRIST-MILL BRIDGE: FINITE ELEMENT ANALYSIS
7.1. Introduction
Live-load testing and analysis of the Hampden Grist Mill Bridge (HGMB) allowed its behavior to be
investigated and a base-line to be established with which future investigations could be compared.
However, the measurements taken can only provide information regarding behavior at the discrete points
at which they were taken, and information from elsewhere within the structure must be predicted using
appropriate interpolation. For this reason, a detailed finite element model of the HGMB was created and
calibrated to the results of live-load testing. It was then used to simulate each of the tests that had been
performed, with the response at all points within the structure to be tracked. Analyzing calibrated models
allows behavior at other locations within the structure to be predicted or inferred and can allow additional
conclusions to be drawn regarding its behavior.
7.2. Modeling
The FE models used in this study were constructed in, and analyzed with the commercial FE
software, ABAQUS (n.d.) to take advantage of its sophisticated modeling and analysis environments. The
models were highly detailed, explicitly incorporating most of the components that could be reasonably
assumed to contribute to the structure’s response in a significant way. These components included the
bridge’s girders, FRP top plates (which span the girders’ top flanges, creating a closed section), concrete
backwalls, deck, wearing surface, curb and sidewalk, and railings.
Concrete components (deck, sidewalk and curb, and backwalls), as well as asphalt components
(wearing surface) were modeled with C3DR20 three-dimensional, quadratic, 20-node, reduced integration
brick elements with three degrees of freedom per node. These were assigned isotropic, linearly elastic
constitutive behavior with appropriate elastic moduli and Poisson’s ratio and uniform mass density. FRP
components (girder and top plates) and the steel components making up the bridge’s railings were
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modeled with S8R three-dimensional, quadratic, 8-node, reduced integration shell elements with six
degrees of freedom per node. Like the concrete components, the steel components were modeled as linear
elastic and isotropic. The top plates were given a single, uniform orthotropic constitutive model based on
properties reported by the manufacturer, with material coordinates assumed to be aligned with the plates’
axes.
The girders were much more complex, owing to the multiple plies of differing materials, thicknesses,
and orientations, with each ply being orthotropic relative to its own material axes. Fortunately, ABAQUS
allows most shell elements to be assigned laminate lay-ups, which explicitly incorporate a lamina’s
constitutive properties, material orientation, and thickness, and assembles them together when assigning
an element’s constitutive behavior. Using this constitutive definition, the elements making up girders’ top
flanges, webs, transition fillets, and bottom flanges were assigned their own specific laminate properties.
In addition, two separate laminates were defined for and assigned to bottom flanges (for the ends and for
the center portion of the girder) to account for ply drops incorporated into the actual girders’ layups.
Finally, the reinforcing bars embedded within the deck were explicitly modeled as B31 threedimensional, linear, 2-node beam elements with six degrees of freedom per node. These were assigned
geometric properties corresponding to the particular rebar section and elastic constitutive behavior. A
fully meshed model can be seen in Figure 7.1.
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Figure 7.1: Meshed FE Model
In total, the models each contained around 160,000 elements and 339,000 nodes. The mesh density of
different components was determined by a convergence study, which tracked maximum vertical
deflection as a function of number of elements. The results of this study can be seen in Figure 7.2. It
should be noted that the number of elements determined from this convergence study did not include the
elements making up the wearing surface, deck reinforcement, or rails, which contribute the remaining
elements. Additionally, although it appears that deflection does not converge when increasing the number
of elements in the backwalls, a large number of data points exist at the end with very little increase in
deflection, and the scale of the plot makes these hard to see.
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Maximum Deflection (mm)

Figure 7.2: Mesh Refinement Convergence Study
In general, the various components of the models were connected rigidly using tie constraints. These
constraints kinematically couple the degrees of freedom of the nodes on adjacent surfaces such that they
act perfectly adhered. The exception to this was the connection between the girders and the backwall, and
the rebar within the deck. These connections used an “embedment” constraint, which mimics the behavior
of one material encased within another (such as reinforcing bar encased within concrete). Global stability
was enforced by assigning appropriate boundary conditions along the girders’ bearing centerline. The
bearing line of one side of the bridge was assigned translational restraint in all directions, whereas the
opposite side was assigned translational restraint in the transverse and vertical directions. This effectively
produced the simple-support conditions for which the bridge was designed.
Load was applied in separate dead-load and live-load steps. In the dead-load step, uniform
gravitational acceleration was applied to the entire model which, when acting on individual materials’
mass density applied an accurate representation of dead-load weight. In the subsequent live-loading step,
load was applied to mimic that from the load applied during individual live-load tests. Using trucks’
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measured wheel weights, axle spacings, tire contact areas, and positions on the bridge, the areas of the
wearing surface components were partitioned and appropriate surface tractions were applied and given
magnitudes equivalent to the trucks’ applied tire contact pressure. Both load steps were solved with a
standard Newton-Raphson solution algorithm, with the results of the first load-step propagating to the
beginning of the next. Separate load-steps were used because the analyses considered geometric
nonlinearity, and thus the principle of superposition could not be applied. Geometric nonlinearity was
considered to better account for the bridge’s actual conditions and uncertainty of its overall behavior,
although deformations were small and the response was not likely significantly impacted by geometric
nonlinearities. It is possible that additional accuracy could be achieved by explicitly considering the
effects of staged construction within the model formulation. However, incorporating these effects would
be quite complex and would likely increase solution time and probability of non-convergence.
7.3. Model Calibration
After having created the FE models, developed an appropriate mesh, and verified their basic
functionality and solution, the process of calibration against the measured behavior of the HGMB began.
In its initial state, the model predicted live-load strains which significantly exceeded those measured
during load testing. In addition, the base models predicted some rotational fixity at girder ends as
indicated by small, negative longitudinal strains. These negative strains were likely a result of restraint
from the backwall. The area at which these negative strains were detected, as well and its proximity to the
backwall can be seen in Figure 7.3. However, these negative strains were significantly smaller than those
measured during live-load testing, suggesting additional factors and sources needed to be included in the
models. For these reasons, calibration focused mainly on factors that could lead to an increase in overall
stiffness and/or add rotational restraint to girder ends.
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Region of Negative Strain

Backwall

Figure 7.3: FE Predicted Minor Rotational Restraint from Backwall
The initial changes made to the model focused on increasing its overall stiffness so as to bring
predicted strains into closer alignment with measured strains before examining end fixity. This began by
updating some of the nominal elastic moduli used to reflect measured, more realistic values. The initial
longitudinal modulus used for the uniaxial carbon for the girders’ bottom flanges was 99.1 GPa as
reported by the manufacturer (Vectorply, 2017). However, coupon testing of infused samples of the same
material yielded longitudinal moduli of up to 103 GPa (Heathcote, 2020), and so this modulus was used.
In addition, concrete cylinders cast concurrently with the bridge’s deck were tested periodically for
concrete quality control. At 28 days after casting, these cylinders’ compressive strengths ranged between
40.5 and 54.1 MPa, corresponding with elastic moduli ranging between 30.4 and 35.1 GPa (AASHTO,
2012), significantly greater than the nominal 27.6 MPa and 25.1 GPa compressive strength and elastic
modulus, respectively. To maximize the stiffening effect, an elastic modulus of 54.1 GPa was used. These
changes led to a reduction in predicted longitudinal strain as desired, but additional calibration was
required to further reduce them and to address girder end restraint.
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As previously mentioned, a possible source of some of the measured end restraint was the
approach slab bearing on the bridge’s girder end-walls, which could have applied load eccentrically to the
girder ends, inducing a negative end moment. This was incorporated by discretely modeling the
backwall’s ledge and applying a surface traction to simulate load from the slab and overlying soil and
pavement. Because the approach slab would be continuously supported (by either the backwall ledge or
underlying soil), the magnitude of the applied traction was unknown. Therefore, initially, two extreme
cases were examined: the minimum case of the ledge carrying only the force from the material directly
above it, and the case of all load being carried. However, neither case resulted in neither a significant
decrease in midspan strains, nor an increase in negative girder end strains. Therefore, alternative methods
of incorporating end fixity were explored.
The next possibility explored for simulating the end fixity measured during live-load testing was
the incorporation of discrete spring elements into the model. Initially, linear translational spring elements
were added to the girders’ ends coincident with the center of the roller support. These elements added
axial restraint to the girders, which could be varied from no restraint to near complete translational fixity
(e.g. pin-roller boundary conditions to pin-pin conditions). Each girder’s spring was assigned identical
spring stiffness to facilitate modeling, and several analyses were performed with increasing values of
spring stiffness. Figures 7.4 and 7.5 present the locations of springs in these and subsequent analyses
where they were applied to the model. Here, the girders, deck, and backwall are colored green, red, and
blue respectively and springs are represented as triangles. These are further described in Table 7.1. In
these first analyses, only Type 1 springs were used.
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Figure 7.4: Locations of Spring Elements – Bottom View

Figure 7.5 Locations of Spring Elements – Side View
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Table 7.1: Description of Restraining Spring Elements
Name

Description & Location

Symbol in Figures 7.4 & 7.5

Linear spring at girder ends, centered on
Type 1

bottom flange at support, resists longitudinal

Orange triangle

motion of girder
Linear spring at girder ends, centered on top
Type 2

of deck above girder centerline, resists

Green triangle

longitudinal motion of girder
Springs on backwall base, in pairs resisting
Type 3

Purple triangle
rotation of the backwall

Figure 7.6 presents the resulting sum-of-squares error between predicted and measured strains
using increasing spring stiffness for midspan strains, girders end strains, and a combination of the two for
spring stiffnesses ranging from zero to effectively infinite.
𝐸𝑟𝑟𝑜𝑟 = |𝜀
where 𝜀

(7.1)

|

−𝜀

is the strain predicted by the FE model, 𝜀

is the corresponding strain measured

during live-load testing, and the double bars indicate the Euclidian norm (2-norm).As can be seen, each
increase in spring stiffness led to a corresponding increase in accuracy for predicted midspan strains,
while a minimum error exists at girder ends and for the model as a whole. This minimum error occurs for
a spring stiffness of around 128 kN/mm, roughly midway between negligible and (effectively) full
restraint. This behavior can possibly be attributed to the effects of shear-lag, as the locations of measured
girder end strain were quite close to the locations of longitudinal springs.
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|
Measured

| Predicted -

Figure 7.6: Error in Strain Prediction with Single, Discrete Type 1 Spring Elements
While the addition and manual tuning of single, linear spring elements to girder bottom flanges
resulted in improvements to the model’s strain predictions both at midspan and at girder ends, the sum-ofsquares error remained relatively high. Therefore, alternative methods of incorporating partial girder end
fixity were investigated which had the potential to further improve these predictions. Initially, it was
hypothesized that the previously used linear springs at girder bottom flanges could be replaced with
rotational springs arranged to act at girders’ neutral axes. These were meant to provide rotational restraint
without inducing shear-lag effects or placing undue additional strain on girders’ bottom flanges. The
location of neutral axes corresponded roughly to the girders’ top flanges, so rotational springs were
applied in these locations. However, this method proved either detrimental for the solver, or simply
unsuccessful. Because of the various constraint functions used to kinematically couple the girders, top
plates, and backwalls, the introduction of additional constraints to the degrees of freedom of the top
flanges at girder ends led to solution errors and simulation termination. The over-constraint problems
could not be solved by moving the springs to less highly restrained regions of the upper flange. However,
because of its relatively flexible behavior, the upper flange was only affected locally by the rotational
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springs, with negligible effects felt throughout the rest of the girder. For this reason, two additional
alternatives were sought and tested.
Although introducing discrete rotational springs did not provide the desired restraining effects,
the concept itself was not immediately abandoned. Rather than using discrete rotational springs at the
neutral axis, tandem displacement springs were incorporated, one at girder’s bottom flange and one at the
top of the deck above each girder which could produce a couple. This scheme used both Type 1 and Type
2 springs which were assigned equal stiffnesses. Although this restraint method could not fully eliminate
the shear-lag effect, its severity was reduced by inducing a more even distribution of stress into the
girders. As before, all springs were assigned a uniform stiffness, which was varied across numerous
simulation runs from zero to essentially infinite stiffness to find the most appropriate stiffness value. In
addition, the horizontal restraint boundary conditions initially placed at one end of each girder were
removed, as placing spring elements at both sides of a girder ensured adequate horizontal stability. Figure
7.7 presents the error calculated with Eq. 7.1 between measured and predicted strains using this restraint
method for strains at midspan, girder ends, and girders as a whole.
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| Predicted - Measured |

Figure 7.7: Error in Strain Prediction with Equal, Paired, Discrete Spring Elements
An additional method explored for introducing partial end restraint into the models’ girders was
to simulate rotational restraint from the girders’ bottoms. This was accomplished by adding Type 3
springs, linear spring elements to the bottom of the backwalls, which acted in the vertical direction. The
springs forward of the centerline-of-bearing would apply upward forces to the backwall (and by extension
the girders), and the springs behind would apply downward forces, both proportional to their distance
from centerline-of-bearing. Again, springs were provided uniform stiffnesses, with stiffness changed
across numerous analysis runs. Figure 7.8 presents the error calculated with Eq. 7.1 resulting from each of
these increases in spring stiffness. As can be seen from Figures 7.7 and 7.8, use of a combination of Type
1 and 2 springs, or using Type 3 springs resulted in similar minimum total error between FEA predicted
and measured strains, 227 µε with 297 kN/mm springs and 240 µε with 394 kN/mm springs respectively.
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| Predicted - Measured |

Figure 7.8: Error in Strain Prediction with Distributed Spring Elements
As a final attempt to reduce the error in predicted strain relative to measured strain, the use of
Type 1 and 2 springs was again investigated. However, rather than remaining equal, the stiffness of both
types were allowed to vary from one another. This was done so that both the magnitude and vertical
position of the couple formed could be tuned simultaneously. Rather than adjusting the two variables
(upper and lower spring stiffness) manually, a nonlinear optimization algorithm was employed. This
algorithm, a gradient-free, interior-point trust-region method (Lagarias et al. 1998), was implemented
within MATLAB (2018) with its built-in function fminsearch. The algorithm was configured to run
simulations automatically, altering the spring stiffnesses used in each run by updating the pre-written
input file, and used as its objective function the minimization of the square root of the sum of the errors
between predicted and measured strains. The initial values were based on stiffnesses leading to low
midspan and girder-end strains as shown in Figure 7.7. However, after several iterations of the algorithm,
it became clear that this particular optimization implementation was unlikely to lead to significant
increases in accuracy of predicted strains. The algorithm converged (to within a practical level of
precision) to a constant total error equal to that of the best-case implementation of Type 1 and 2 springs
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(around 227 µε) and little significant further improvement seemed likely. Therefore, the final, calibrated
model was taken as the one using Type 1 and 2 springs with a stiffness of 298 kN/mm. This configuration
and stiffness of springs was then applied to the models whose loadings represented the other tests
conducted on the HGMB, with all other parameters and previous calibration variables kept constant.
7.4. Results
With the final calibration efforts applied to the models representing each live-load test conducted on
the HGMB, the analyses were conducted and the resulting strains (at the locations they were recorded
during testing) were recovered. Because calibration focused on the results of one test (MAX_2_1), the
resulting accuracies are varied, but in general, the agreement between tests and models increased
significantly between un-calibrated and calibrated models. Tables 7.2 through 7.8 compare the strains
measured during each test to those predicted by the corresponding un-calibrated and calibrated FE
models. In addition, Table 7.9 summarizes the sum-of-squares error between measured and predicted
strains for each test before and after calibration.
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Table 7.2: Comparison of Measured, Un-Calibrated, and Calibrated Strains – SBS_2_1
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

25.6

33.6

49.0

38.1

28.5

Mid

54.1

101.7

105.3

82.1

79.5

Bot

72.3

113.8

174.8

136.6

118.6

Left End

-

-61.6

-79.6

-

-39.3

Right End

-

-34.2

-81.2

-67.3

-17.6

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

44.4

62.0

69.6

60.6

37.6

Mid

95.6

144.5

170.8

165.6

105.8

Bot

140.8

209.4

264.9

259.1

182.0

Left End

-

-66.1

-90.3

-

-1.74

Right End

-

-62.7

-102.5

-98.6

-21.7

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

41.6

57.3

64.2

57.5

38.6

Mid

84.2

121.4

143.1

138.3

94.6

Bot

122.3

172.9

215.3

210.9

155.7

Left End

-

-52.4

-82.0

-

-40.7

Right End

-

-50.9

81.1

-80.0

-42.6
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Table 7.3: Comparison of Measured, Un-Calibrated, and Calibrated Strains – SBS_2_2
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

24.3

32.3

49.7

39.2

29.0

Mid

52.3

99.9

106.8

83.6

80.9

Bot

69.7

112.0

176.2

138.8

119.6

Left End

-

-59.2

-79.6

-

-37.9

Right End

-

-33.4

-81.1

-67.6

-17.0

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

43.8

62.2

69.9

62.8

37.3

Mid

94.8

147.0

173.8

166.7

105.2

Bot

139.5

213.1

269.6

260.4

180.6

Left End

-

-66.8

-95.7

-

0.9

Right End

-

-51.9

106.1

-99.2

-22.1

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

39.6

56.7

63.7

57.3

38.8

Mid

79.9

120.9

143.8

138.3

95.2

Bot

115.6

170.8

217.4

212.0

156.5

Left End

-

-50.4

-83.4

-

-41.0

Right End

-

-49.1

-83.2

-80.3

-42.6
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Table 7.4: Comparison of Measured, Un-Calibrated, and Calibrated Strains – MAX_1_1
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

26.0

32.0

73.7

64.7

78.9

Mid

57.6

117.9

167.2

159.6

226.5

Bot

80.2

153.0

304.4

279.8

345.3

Left End

-

-24.0

84.0

-

-67.6

Right End

-

-35.4

-113.3

-111.3

-40.3

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

51.9

65.3

87.2

99.5

96.9

Mid

111.1

173.4

257.7

291.0

273.7

Bot

165.9

267.9

417.5

478.7

448.6

Left End

-

1.1

-158.8

-

-168.1

Right End

-

-24.0

-153.4

-207.2

-139.9

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

42.8

59.0

82.0

92.8

102.8

Mid

90.2

144.3

214.0

243.8

251.3

Bot

133.6

219.8

336.1

395.2

395.0

Left End

-

-33.6

-112.1

-

-121.2

Right End

-

-54.0

-130.8

-168.9

-160.4
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Table 7.5: Comparison of Measured, Un-Calibrated, and Calibrated Strains – MAX_2_1
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

42.6

49.9

77.4

55.3

47.4

Mid

92.9

166.9

185.9

136.0

139.9

Bot

125.0

198.4

318.0

237.7

208.0

Left End

-

-73.6

-111.7

-

-30.5

Right End

-

-55.0

-138.3

-102.1

-8.7

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

70.4

85.2

100.3

82.2

369.7

Mid

155.7

226.0

282.0

256.9

174.8

Bot

233.2

348.4

458.2

423.6

293.2

Left End

-

-118.8

-212.1

-

39.6

Right End

-

-87.55

-19.0

-184.6

-23.95

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

72.2

83.2

87.2

73.5

59.0

Mid

148.8

195.0

224.0

204.6

151.7

Bot

219.4

296.5

356.0

332.1

244.6

Left End

-

-80.7

-138.0

-

-48.3

Right End

-

-94.1

-147.2

-140.3

-61.2
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Table 7.6: Comparison of Measured, Un-Calibrated, and Calibrated Strains – MAX_2_2
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

46.4

53.0

75.6

54.1

46.5

Mid

99.3

170.1

181.0

131.7

136.2

Bot

134.4

202.1

309.6

229.8

202.0

Left End

-

-76.5

-106.0

-

-30.5

Right End

-

-52.7

-126.6

-92.1

-6.6

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

76.6

84.8

95.9

78.0

58.3

Mid

168.2

226.9

271.4

245.3

169.6

Bot

250.7

355.4

441.8

406.0

283.7

Left End

-

-128.2

-197.7

-

48.5

Right End

-

-90.9

-186.5

-171.5

-18.8

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

73.8

81.3

88.8

75.0

59.1

Mid

151.5

195.8

228.0

207.5

152.1

Bot

222.6

300.4

361.8

335.4

245.3

Left End

-

-85.2

-142.4

-

-49.6

Right End

-

-92.1

-145.9

-140.7

-60.1
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Table 7.7: Comparison of Measured, Un-Calibrated, and Calibrated Strains – MAX_3_1
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

71.6

67.5

72.3

41.9

22.8

Mid

153.9

214.4

180.3

95.2

71.4

Bot

206.6

251.1

303.3

164.6

103.6

Left End

-

-117.6

-110.0

-

3.0

Right End

-

-57.5

-108.3

-47.0

17.9

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

94.2

102.2

113.2

89.1

37.1

Mid

211.7

261.0

286.9

226.6

112.3

Bot

318.4

407.4

450.0

350.3

192.8

Left End

-

199.0

-213.2

-

173.1

Right End

-

-133.7

-199.3

-119.4

39.8

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

80.6

87.3

101.5

77.0

44.8

Mid

167.1

206.0

235.4

197.4

120.8

Bot

246.8

316.8

360.5

311.9

199.0

Left End

-

-95.6

-145.9

-

-21.8

Right End

-

-101.8

-148.4

-125.8

-35.4
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Table 7.8: Comparison of Measured, Un-Calibrated, and Calibrated Strains – ALT_2_1
Measured (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

43.3

46.2

76.6

55.6

45.6

Mid

91.2

164.3

183.8

136.9

135.4

Bot

124.9

202.4

321.4

239.2

206.0

Left End

-

-53.3

-93.0

-

-14.5

Right End

-

-54.0

-144.4

-114.4

-13.7

FE – Un-Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

83.3

104.8

-79.3

103.6

68.3

Mid

180.4

252.9

307.7

280.1

189.9

Bot

270.0

378.6

479.6

447.9

317.2

Left End

-

-127.3

-226.9

-

60.4

Right End

-

-145.1

-222.3

-197.5

-54.2

FE – Calibrated (µε)
Location

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

Top

63.7

82.6

98.8

83.9

58.8

Mid

131.9

183.4

225.7

209.9

150.4

Bot

195.7

270.0

342.8

329.1

243.3

Left End

-

-42.1

-103.6

-

-22.7

Right End

-

-105.5

-163.8

-154.5

-81.0
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Table 7.9: Summary of Error in FE Predicted Strains
Test

Error Before Calibration (µε)

Error After Calibration (µε)

SBS_2_1

252.8

48.3

SBS_2_2

257.4

48.3

MAX_1_1

412.4

252.0

MAX_2_1

536.2

227.2

MAX_2_2

406.2

241.3

MAX_3_1

559.2

275.1

ALT_2_1

539.9

206.9

The comparisons presented in the preceding tables clearly demonstrate that the final calibration
scheme used resulted in a significant improvement in the model’s ability to predict strains accurately
when compared against live-load test measurements. Errors in predicted strains were reduced by a
minimum of 39%, with the best improvements occurring for the strains predicted at girder ends. This
suggests that not only was the rotational restraint measured at girder ends significant and due to more
factors than the presence of the integral backwall alone, but also that inclusion of tandem spring elements
at girder ends in a FE model reasonably and consistently accounts for this restraint.
7.5. Behavior Inferred from FE Models
The midspan strains predicted by the calibrated models allowed girders’ neutral axis heights (relative
to the bottom of the section) to be calculated. For each girder and each test, three heights were calculated
using the predicted strains corresponding to those measured at the bottom and mid-height, bottom and
top, and mid-height and top of the girders, and then averaged to get their final values. These are presented
in Table 7.10, along with the overall average height for each girder. Interestingly, Girder 5 was predicted
to have the lowest average neutral axis height, despite the presence of the overlying curb. This is also
stands in contrast to the neutral axis heights predicted by theoretical calculations and inferred from
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measured strains as presented in Table 6.3, in which Girder 5’s neutral axis was consistently higher in the
section than the interior girders.
Table 7.10: FE Predicted Neutral Axis Heights
Neutral Axis Height above Bottom of Girder (mm)

Test

Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

SBS_2_1

1580.5

1584.5

1482.0

1434.1

1353.8

SBS_2_2

1588.3

1594.7

1470.9

1427.1

1354.7

MAX_1_1

1530.4

1429.0

1374.8

1343.9

1396.4

MAX_2_1

1548.2

1447.6

1368.4

1326.2

1355.1

MAX_2_2

1555.2

1427.1

1370.2

1331.3

1354.8

MAX_3_1

1580.5

1584.5

1482.0

1434.1

1353.8

ALT_2_1

1537.6

1511.8

1459.9

1390.5

1354.1

Average

1560.1

1511.3

1429.8

1383.9

1360.4

Relative to:
Theoretical, 𝑓

= 45.2MPa

NA Inferred from Strains

Percent Error
6.9

18.1

11.7

8.1

0.0

2.6

14.5

5.9

3.3

-2.8

Numerically, the neutral axis height predicted for Girder 5 was close to that inferred from live-load
test strains, and practically identical to the theoretical height using a concrete compressive strength of
45.2MPa as seen in Table 7.10. Additionally, the neutral axis height for Girder 1 is also numerically
accurate. This suggests that some factor has been introduced into the models, which has raised the
predicted neutral axis heights of the interior girders unrealistically. A possible cause is the wearing
surface, which was assumed to act fully compositely with the deck, with an elastic modulus of 13.8 GPa
considering the ambient temperature during live-load testing around 0°C (Newcomb et al. 2002). As the
wearing surface spans across the full effective width of the interior girders and not the exterior girders,
any stiffening effect it may have had would affect the interior girders more than the exterior girders,
possibly raising their neutral axes artificially high. This was tested by significantly reducing the wearing
surface’s elastic modulus to nearly zero (it was kept at a small, non-zero value to avoid numerical
168

problems) and rerunning an analysis. Table 7.11 presents the neutral axis heights calculated from this
analysis, along with the percent error relative to those from live-load testing. As can be seen, this change
had significant beneficial effects for the predicted neutral axis heights of Girders 1, 2, and 3, and
detrimental effects for Girders 4 and 5. This suggests that the wearing surface may play a part in the
differences in between measured and predicted neutral axis height, but that simply reducing its stiffness
will not lead to a uniform improvement in prediction.
Table 7.11: Effect of Reducing Wearing Surface Stiffness on Neutral Axis Heights
Neutral Axis Height (mm)
Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

1534.6

1421.2

1333.5

1293.4

1302.5

Percent Error Relative to Inferred Strains
Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

0.96

7.67

-1.22

-3.48

-6.96

In addition to strains, many other measures of bridge and girder behavior could be extracted directly
from the results of FE analyses. For instance, Table 7.12 presents the midspan live-load deflection
predicted for each girder during each test. These are generally smaller than the deflections measured
during live-load testing (as given in Figure 6.8). In a similar way to the calculated neutral axis heights,
these deflections describe a stiffer response than predicted by theoretical analysis or measured during
live-load testing. This stiffer-than measured response is likely due to a combination of factors, among
them the use of spring elements to improve the overall accuracy of predicted strains, and the remaining
uncertain overall contribution of the wearing surface and elastic moduli of individual components.
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Table 7.12: FE Predicted Midspan Deflection
Midspan Deflection (mm)

Test
Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

SBS_2_1

4.70

6.46

7.80

7.73

6.25

SBS_2_2

4.49

6.40

7.87

7.76

6.22

MAX_1_1

5.35

9.09

13.51

15.99

16.31

MAX_2_1

8.68

11.89

14.21

13.60

10.56

MAX_2_2

8.81

12.04

14.35

13.68

10.58

MAX_3_1

9.78

12.76

14.42

12.68

8.70

ALT_2_1

8.05

11.34

13.96

13.47

10.44

An important result of FE bridge analysis is a more realistic prediction of load distribution than is
available through conventional 1-dimensional analysis. The results available from the final, calibrated FE
models allowed moment distribution to be assessed and compared with the results of live-load testing.
The midspan curvature in each girder resulting from live-loading was inferred from its calculated neutral
axis height and the strain in the bottom flange and used to calculate the moment carried. In this case,
neutral axis heights were determined based on strains form the girder’s bottom flange and top layer of
reinforcing steel within the deck to ensure that the curvature of the entire section was included. These
were consistent with the neutral axis heights calculated using strains in the girder only as presented in
Table 7.10. This method of calculating individual girder moments allows Eq. 6.14 to be modified as

𝐺𝐿𝐹 =

2𝜙 𝐸𝐼
∑ 𝜙 𝐸𝐼

(7.2)

with 𝜙 equal to a girder’s midspan flexural curvature and 𝐸𝐼 equal to its calculated flexural rigidity,
accounting for the updates to model stiffness incorporated during calibration. GLFs calculated from the
results of FE analyses for each girder during each test are presented in Table 7.12 along with the average
GLF for each girder. The GLFs predicted by FE analyses indicate a much more uniform distribution of
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moment than was inferred from live-load testing as presented in Table 6.6. In general, live-load testing
indicated that Girder 3, the central, interior girder, carried significantly more load than other girders
regardless of the testing configuration and that the bridge experienced a high sensitivity to horizontal load
position. In contrast, the FE predicted GLF for Girder 3 is much less dominant, with GLFs between 29%
smaller on average than had been inferred. The opposite was true for Girder 1, for which FE analyses
predicted 12 to 72% higher GLFs than were inferred from live-load testing. However, the general trends
in distribution were similar. For cases in which load was concentrated to one side of the bridge
(MAX_1_1 and MAX_3_1), the GLFs from that side of the bridge tended to increase. This indicates that
the model gives reasonable prediction of live-load distribution in general, but distributes too much
moment to Girder 1 and too little to Girder 3. It is also useful to note that the average predicted GLFs
show the AASHTO design DFs to be very conservative, for interior girders, reasonably accurate for
Girder 5, and unconservative for Girder 1.
Table 7.12: FE Predicted GLFs
GLF

Test
Girder 1

Girder 2

Girder 3

Girder 4

Girder 5

SBS_2_1

0.381

0.343

0.438

0.432

0.405

SBS_2_2

0.364

0.342

0.446

0.438

0.410

MAX_1_1

0.254

0.262

0.406

0.479

0.599

MAX_2_1

0.415

0.353

0.434

0.410

0.387

MAX_2_2

0.416

0.354

0.437

0.409

0.384

MAX_3_1

0.469

0.379

0.443

0.389

0.321

ALT_2_1

0.385

0.334

0.459

0.422

0.399

Average

0.383

0.338

0.438

0.426

0.415

AASHTO DFs

0.286

0.601

0.601

0.601

0.609
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7.6. Conclusions
The results of finite element analysis of models of the HGMB allow some additional conclusions to
be drawn regarding its behavior above those drawn from live-load testing. The addition of coupled spring
elements at the girders’ ends significantly improved the prediction of strains both at midspan and at girder
ends and was much more effective than the addition of single spring elements at girder bottoms alone.
This suggests that the rotational fixity measured during live-load testing is more likely a result of
interaction with backfill behind the backwall and/or the approach slab than rotational or translational
restraint at the bearings. Different details could help eliminate the unintended rotational fixity in future
bridges and additional experimental and numerical study can help to better characterize it if it is to be
relied upon in future analyses.
Finally, the significant differences between measured and FE analysis-predicted load distribution
points further to a complicated transverse load behavior warranting additional detailed investigation. As
was mentioned above, the FE-predicted load distribution was much more uniform than was inferred from
live-load testing, with the difference between the highest and lowest average GLF being only 30%. This is
in contrast to the actual, measured load distribution in which load was less evenly distributed to the
interior girders, with girders closer to the load seeing more load and a difference between maximum and
minimum average GLF of over 150%. As the FE models encapsulated many of the factors traditionally
considered to affect load distribution (skew, cross-slope, deck reinforcement, non-structural elements,
etc.) and predicted longitudinal strains relatively accurately, it would seem that further investigation is
required. This investigation will not only help in increasing understanding of CT girder bridges’ behavior,
but also help inform the creation of distribution factor formulae for future design.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
8.1. Summary
Bridges represent critical nodes in the United States’ transportation infrastructure system, and as such,
an accurate understanding of their behavior, capacity, and durability are essential for continued economic
growth and development. By solidifying understanding of the actual live-load capacity of existing bridges
and through the use of properly understood, more durable bridge technologies in new construction, bridge
owners’ resources can be more efficiently used and the benefits passed to the public at large. In this
dissertation, a combination of experimental and numerical methods were used to investigate the behavior
of existing and newly constructed bridges. Large-scale diagnostic live-load testing helped reveal these
structure’s actual in-service behavior and allowed calibration of detailed finite-element models from
which additional, less apparent behavior could be inferred. This also enabled the creation of a novel
analysis technique by which a structure’s full capacity can be determined, accounting for the effects of
material nonlinearity.
In Chapter 2, ten reinforced concrete (RC) T-beam bridges were subjected to non-destructive liveload testing (NDLLT) under high service loads to evaluate their actual in-situ behavior and more
accurately assess their live-load capacities. Each of these bridges, although in service, had exceeded its
service-life and most had flexural rating factors (RFs) well below 1.0, making them subject to remedial
action. Testing showed that these structures were stiffer than predicted using conventional analysis using
nominal material properties, leading to small measured strains relative to those expected for the given
loading. These low strains allowed for a more accurate estimation of capacity and enabled the RFs for all
ten to be increased and allowing loosening of restrictions previously placed on six.
Results of NDLLT of the ten RC T-beam bridges were then used in Chapter 3 to calibrate finiteelement (FE) models, which were analyzed to further enhance understanding of these structures’
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behavior. The models were highly detailed, incorporating all concrete components (both structural and
non-structural), discrete reinforcing bars, integral railings and wearing surfaces, and simulated frictionstyle bearings. A combination of quadratic continuum elements and linear beam elements was used to
accurately predict the bridges’ 3D response. Load were applied to simulate the effects of truck loading
during NDLLT. These models were calibrated such that their strain predictions agreed with strains
measured during NDLLT and from these calibrated models, additional insights into the tested bridges’
behaviors was determined.
The creation and theoretical mechanics basis of the nonlinear FE analysis technique, Proxy Finite
Element Analysis (PFEA), was detailed in Chapter 4. This technique extracts the nonlinear momentcurvature relationship of a single bridge girder section that is used to develop an equivalent, proxy section
whose elastic and elastic-plastic constitutive models are straightforward to implement within commercial
FE software. This technique is implemented in the analysis of one of the RC T-beam bridges tested and
analyzed in Chapters 2 and 3, showing excellent prediction of moment-curvature. The techniques is
extended to incorporate the effects of skewness and the constitutive modeling of prestressed concrete, and
its ability to predict ductility and redistribution of live-load are demonstrated.
In Chapter 5, PFEA is validated and used to load rate the 10 bridges whose testing is detailed in
Chapter 2. First, the destructive tests of two individual RC beams reported in the literature were simulated
with PFEA to evaluate the soundness of the underlying moment-curvature and proxy section. PFEA
accurately predicted both load-deflection response and failure load. PFEA is then used to model and
recreate the destructive test of a full-scale prestressed girder bridge conducted previously by others, again
with excellent prediction of load-deflection data. PFEA also accurately predicted the loss of composite
action between the prestressed girders and deck that was observed in the test and drove the bridge failure.
Finally, PFEA was used to load rate the ten RC T-beam bridges tested and analyzed in Chapters 2 and 3.
Significantly increases in the RFs of from their base, conventional analysis levels were obtained for all
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bridges, which is attributed to PFEA’s ability to capture the inherent ductility of these RC structures and
the resulting load redistribution.
In Chapter 6, the NDLLT of the Hampden Grist-Mill Bridge (HGMB), the first bridge in the nation to
use fiber reinforced composite (FRP) composite tub (CT) girders for its main structural members, is
detailed. This NDLLT was conducted to establish a behavioral base-line for the bridge which could be
compared to design assumptions and inform future evaluations. Significant service-level live-load was
applied and the bridge’s response measured as strain. It was found that the bridge behaved largely as
expected, with linear strain distribution and linear-elastic behavior. However, significant unintended
rotational restraint at the supports was also detected which demanded further consideration for load rating
and further investigation.
The behavior of the HGMB was further investigated through finite element analysis in Chapter 7.
Initial models were generated to maximize prediction fidelity, and as such FRP, concrete, steel
reinforcing bar and other structural and nonstructural components were explicitly modeled. To improve
predications, the models were systematically calibrated by adjusting material elasticity parameters and
including different combinations of spring elements to introduce rotational fixity. Performing this
calibration also allowed sources of unintended fixity to be speculated upon, with hypotheses made, tested,
and either disproved or confirmed as plausible. The results from the final, calibrated analyses allowed
important facets of bridge elastic and live-load behavior – neutral axis height, live-load deflection, and
live-load distribution – to be investigated.
8.2. Conclusions
From the results of this work, three overarching conclusions can be drawn. Each of these conclusions
seeks to provide closure to its corresponding major topic within the work and to address its primary focus.
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8.2.1. Conclusion 1: Conventional Engineering Analysis Tends to Significantly Under-predict the
Live-Load Capacity of Older RC T-Beam Bridges
The AASHTO specifications and guides by which RC T-beam bridges are analyzed (2012, 2011) lead
to a uniform reliability acceptable for new design and construction. However, this work has shown that
the use of these codes for structures designed and built much before their development leads to inaccurate
and often overly conservative estimates of behavior, especially live-load flexural capacity. The
combination of NDLLT and linear finite-element analysis has shown that these structures do not behave
as predicted, requiring many factors to be considered.
The first, perhaps most consequential difference between predicted and actual behavior for older RC
T-beam bridges is the fact that their live-load capacities tend to significantly exceed those predicted by
conventional analysis. NDLLT of the ten bridges considered in this work resulted in an average increase
in RF of 39%, and no bridge was found to have a lower RF than estimated by conventional analysis. The
AASHTO specifications (2012) were calibrated such that newly designed bridges would have uniform
reliability based on a standard level of confidence and uncertainty. The higher uncertainty associated with
older structures leads to much more conservative estimates of capacity to achieve the same reliability as
newly constructed bridges. However, the higher conservatism used in their original design, combined
with less-severe-than-expected deterioration leads these bridges’ capacities to be significantly underpredicted. NDLLT helped to confirm this for the ten bridges tested, and suggests that this trend may
extend more broadly to the RC T-beam bridge population.
8.2.2. Conclusion 2: PFEA is a Rational, Useful Analysis Method that is Potentially Beneficial to
Bridge Owners
As was demonstrated in this work, the inclusion of material nonlinearity in analysis of bridge
structures allows the accounting of additional, reserve capacity above that accessible through materially
linear analysis. This additional capacity results from explicit consideration of girder ductility and
redistribution of marginal load. However, some materials require complex constitutive models to
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accurately predict their nonlinear behavior, and these models can make analyses intractable and/or
infeasible for many practicing engineers. As was seen throughout Chapters 4 and 5, PFEA eliminates this
significant barrier to nonlinear capacity analysis of bridges, allowing the broader engineering community
to more feasibly account for this significant benefit.
Through the formulation and verification process, it was shown that PFEA is rational, practical, and
can be conservative. Its theoretical basis relies on well-understood mechanics principles with which most
practicing engineers should be familiar, eliminating the need for advanced theoretical knowledge.
Although in this work it was implemented within commercial finite-element software, PFEA could
certainly be implemented from scratch as a self-contained analysis suite, making it accessible to more
engineers and increasing its potential widespread use. Finally, as was done in this work, conservative
considerations and factors can be incorporated into the PFEA load-rating process, bringing the technique
into alignment with more conventional methods of analysis (AASHTO 2011, 2012), and helping to ease
hesitation to its adoption.
PFEA’s theoretical basis, implementation, and conservatism show its potential. However, the most
decisive evidence of its benefit come from the results already achieved by its use. Each of the ten RC Tbeam bridges that had been live-load tested as a part of this work received significant boosts to their
flexural RF from analysis by PFEA. Whereas the results of NDLLT was only able to raise the RFs of six
of the nine initially under-rated bridges to above 1.0, PFEA was able to raise the remaining three to above
1.0 and also significantly increase the RF of the structure that had initially rated well. PFEA’s potential
has been shown through acceptance of its results by the Maine Department of Transportation (Davids,
personal communication, July 1, 2020). Based on the evidence presented of the technique’s rationality
and conservatism, the PFEA-updated RF for Bridge 5109 (whose RF updated through both NDLLT and
linearly elastic FE analysis remained than 1.0) was accepted, removing the limitations and potential
remedial actions placed upon the structure.
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There is one important caveat, however: because the PFEA-predicted RF takes into account material
nonlinearity caused by concrete cracking and steel yielding, the RF is truly a capacity rating factor, and
damage could occur at loads significantly less than the PFEA-predicted capacity. As a result, care must be
taken when using RFs predicted using PFEA to assess the impact of overload vehicles.
8.2.3. Conclusion 3: CT Girder Bridges Show Promise, but Will Benefit from Additional Study and
Monitoring
Using a combination of NDLLT and FE analysis, it was shown that in general, the HGMB behaves
consistently with design assumptions, and no major concerns remain regarding its flexural behavior. The
results presented, along with the CT girder’s inherent long-term durability reveal that the technology
shows promise as a viable design option for medium to long-span bridge structures, replacing
conventional steel or prestressed concrete design. Despite this however, some questions remain regarding
CT girder bridge behavior that should be addressed in future research.
The first point to be considered is the question of girder stiffness. It was found from the results of
NDLLT that the HGMB’s girders were stiffer than predicted by transformed section analysis, regardless
of whether the deck’s actual, recorded elastic modulus was used to represent concrete components. This
was further evidenced by predicting bridge deflection under load, which again indicated stiffer-thanexpected behavior. Although this excess stiffness will generally correspond to conservative design, future
design optimization would benefit from a more accurate prediction of stiffness so that unnecessarily large
beam sections are not used.
More accurate live-load distribution factors should be developed specifically for CT girder bridges.
The HGMB was designed and subsequently analyzed assuming it to follow the live-load distribution
behavior of a precast box section girder. However as seen from the results of both NDLLT and FE
analysis, this assumption leads to predictions of load distribution that can be either conservative or unconservative depending on the girder in question. Since the degree to which load is distributed to separate
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girders has a significant effect on overall behavior, the accuracy of predicted behavior can similarly be
affected.
The uncertainty surrounding these and other facets of the HGMB’s behavior stems primarily from a
lack of prior research and experience. The HGMB is the first bridge of its kind in the United States, and to
date only two destructive tests of a single CT girder have been performed. No full-bridge tests have been
conducted other than the testing reported here, and thus the results can only be compared with tests of
other bridge types. Additionally, the HGMB’s own geometry – with skewed alignment, sag curvature,
and cross-slope – further complicates the ability to generalize CT girder bridge behavior from the results
of testing and analysis of the HGMB. It is clear that although the results of testing show that CT girder
bridges are a very promising technology, additional testing and assessment would be valuable.
8.3. Future Work
In a similar manner to the general conclusions made here, each of the three major topics of this work
can and should be expanded upon with continuing studies and development. This will allow the continued
development of the techniques and developments made here, and help to answer the questions that
remain.
8.3.1. RC T-Beam Bridge Testing and Behavior
Significant progress was made here into increasing understanding of the actual live-load behavior of
older RC T-beam bridges. However, as this type of bridge is common within the State of Maine and the
United States, additional study – in particular the testing of additional structures – is warranted. As with
any experimental study, confidence in results and statistical significance increases with an increasing
number of samples. In this study, a relatively small number of bridges was tested. Although the results
between these bridges was relatively consistent, testing of a greater number of samples of structures will
help allow results be generalized to the entire population of structures.
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In addition to increasing statistical confidence, additional testing can help expand understanding into
specific aspects of RC T-beam bridge behavior. For instance, the alignments of structures in this study
were either un-skewed or included moderate skew. To increase understanding of the effects of skewness
on T-beam bridge behavior, additional structures with larger skew angles (greater than the 35° maximum
skew considered here) should be tested with results compared to those of the structures tested previously.
Additionally, tests performed as a part of this study were all performed in mid to late summer, under
generally hot and humid conditions. Testing these structures again during the winter could either reveal
different behavior attributed to the difference in environmental conditions, or confirm consistent behavior
across seasons. Many other factors and variables could also be investigated by testing additional
structures or by re-testing the structures from this study under differing conditions.
Last and perhaps most important, it would be extremely valuable to test to failure existing RC T-beam
bridges that are scheduled for replacement. Destructive failure tests of full-scale, in-service bridges are
rare, but such tests are the best way to generate experimental data for the critical assessment and
validation of nonlinear modeling techniques such as PFEA.
8.3.2. Development and Implementation of PFEA
PFEA has been shown to be a rational method of analysis that can reveal significant additional liveload capacity beyond what is predicted using conventional engineering analysis and linear FE analysis. It
has also been shown to be more broadly generalizable through the incorporation of the mechanics of
multiple bridge superstructure types. Continued development of the technique and streamlining its
implementation can help to both expand its applicability and encourage the bridge engineering
community to adopt its use. The mechanics of different types of bridge superstructures can be
incorporated into the moment-curvature extraction process, thus broadening the technique’s applicability.
This could include different reinforced or prestressed concrete girder geometries and different materials,
as well as incorporating the effects of negative curvature (such as would exist over the supports of
continuous structures).
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Additionally, research on the extension of PFEA to conduct shear rating would be useful. This was
explored briefly in Chapter 5, and the results are promising: 6 of the 10 tested bridges possessed shear
RFs < 1.0 at the supports per standard AASHTO girder linear analysis, while PFEA indicated their shear
RFs all exceed 1.0. However, more research will be required to fully assess PFEA’s ability to accurately
assess girder shear. One particular challenge will be identifying locations of changes in stirrup spacing
and the calculation of net girder shear force at those interior points.
Once its scope has been sufficiently broadened, PFEA should be incorporated into a self-contained,
stand-alone software package, much like the FE-based rating software SlabRate developed for concrete
slab bridges (Davids et al., 2013). This program suite would take in relevant bridge parameters, perform
moment-curvature extraction, generate PFEA models, and perform rating analysis automatically with
minimal user input. Creation of this software package would encourage the adoption of PFEA as a semiroutine analysis technique for a number of reasons above its previous success. First, the self-contained
nature of the program would reduce the user’s required expertise and training to basic structural
engineering and analysis essentials, which he or she presumably has already gained. Secondly, it would
solve the current disparate nature of the technique, consolidating all processes into a single software
package. Finally, developing a self-contained, free or inexpensive software package would eliminate the
need for uses to purchase or subscribe to multiple, expensive proprietary software packages. This would
reduce many of the barriers to entry from which PFEA currently suffers, and would provide greater
incentive for its use.
8.3.3. CT Girder Bridge Behavior and the HGMB
As has been previously mentioned, NDLLT of the HGMB allowed its behavioral baseline in nearvirgin state to be examined. This baseline is useful for comparison with future evaluation of the structure
and as a starting point for understanding of the behavior of CT girder bridges. However, the conclusions
that can be drawn from the results of a single series of tests on a single bridge are limited, and many
important questions remain. To reduce uncertainty in CT girder bridge behavior and performance and to
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increase confidence in and acceptance of their use, additional testing should be performed both in the
laboratory and in the field.
At this point in development, the flexural behavior of CT girders is relatively well understood.
However, their shear behavior is not as well understood at all levels (material, girder member, and full
structure). This is an important gap in understanding and design, which additional laboratory and fieldtesting can help fill. At the time of writing, material and member-level testing is underway to help
increase understanding. However, to better understand the shear behavior of full CT-girder bridges,
especially their live-load shear distribution, testing of full CT girder bridges is required. This testing
should be performed on the HGMB, as well as the first additional structures constructed.
In addition to the increase in understanding available through shear testing, additional flexural testing
of the HGMB and future structures can help alleviate the major remaining questions of CT girder bridge
flexural behavior. Testing the HGMB in the future, especially under other environmental conditions than
were present during the tests in this work (for instance during the summer) may help to reveal the sources
of rotational fixity discovered during this round of testing, as well as whether this fixity can be relied
upon to be present through the structure’s life. Testing of additional bridges would help to reveal whether
this fixity is an inherent aspect of CT bridge behavior or is unique to the HGMB. Additionally, continued
testing of the HGMB and future bridges can help to increase knowledge of CT girder bridge live-load
distribution, and this knowledge can help to formulate explicit distribution factor equations for future
design.
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APPENDIX A: UN-SKEWED BRIDGE TEST DATA AND CALCULATIONS
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