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Signed and sign-changing solutions for a class Kirchhoff-type problem
involving the fractional p-Laplacian with critical Hardy nonlinearity ∗
R. F. Gabert†; R.S. Rodrigues‡§
Abstract
In this paper, we study the existence of three solutions for a Kirchhoff equation involving the nonlocal fractional
p-Laplacian considering Sobolev and Hardy nonlinearities at subcritical and critical growths. The proof is based
on Mountain Pass Theorem, Ekeland’s variational principle and constrained minimization in Nehari sets.
1 Introduction
The proposal of this paper is to establish the existence of a positive solution, a negative one and a sign-changing one
of following fractional Kirchhoff problem:{
M
(∫
R2N
|u(x)−u(y)|p
|x−y|N+ps dxdy
)
(−∆p)su = λf(x, u) + |u|
q−2u
|x|α in Ω,
u = 0 in RN \ Ω,
(Pλ)
where Ω ⊂ RN is a smooth bounded domain containing 0, 0 < s < 1, 0 ≤ α < ps < N , λ > 0 and 1 < p < q ≤ p∗α
being p∗α :=
(N−α)p
N−sp the fractional critical Hardy-Sobolev exponent. Also, M : [0,∞)→ [0,∞) is a continuous function
and f : Ω × R → R is a Carathe´odory function whose assumptions over them will be introduced later and (−∆p)s
represents the factional p-Laplacian operator, which for u ∈ C∞c (RN ) is defined as
(−∆p)su(x) = C(N, s) lim
ǫ→0
∫
RN\B(x,ǫ)
|u(x)− u(y)|p−2(u(x) − u(y))
|x− y|N+ps dxdy, x ∈ R
N ,
for x ∈ RN , where B(x, ǫ) := {y ∈ RN : |x− y| < ǫ} and C(N, s) is a positive normalizing constant.
When p = 2, the problem (Pλ) is a fractional version of a classical stationary Kirchhoff problem
−M
(∫
Ω
|∇u|2dx
)
∆u = g(x, u), in Ω, (1.1)
where Ω ⊂ RN is a smooth domain, with u satisfying some boundary conditions and g some growth conditions. The
physical motivation for the study of this type of problem is the Kirchhoff equation modeling nonlinear vibrations utt −M
(∫
Ω |∇u|2dx
)
∆u = g(x, u) in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x),
as a generalization of the stationary analogue of the equation proposed by Kirchhoff in [21]
ρ
∂2u
∂t2
−
(
P0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣2 dx
)
∂2u
∂x2
= 0 (1.2)
which takes into account the effects of the changes in the length of the string produced from transverse vibrations. In
equation (1.2), L is the length of the string, h is the area of cross-section, E is the Young modulus of the material, ρ is
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the mass density and P0 is the initial tension. The Kirchhoff’s equation is a nonlinear extension of D’Alemberts wave
equation.
In the last years, a great attention have been devoted to nonlocal operators of the fractional type. These operators
appear in several areas of knowledge such as mathematical finances, quantum mechanics, water waves, phase transition,
minimal surface, population dynamics, optimal control, game theory, Le´vy processes in probability theory, among
others. For more details about these subjects and them applications see [4, 6, 7, 25] and the references therein. As
the studies about fractional problems were spreading, it also made sense to consider the presence of a Kirchhoff term
in these equations. In [19], a physical motivation was proposed taking into account the nonlocal aspect of the tension
in the string in the model proposed by Kirchhoff.
Over the years, in the context of classical Laplacian operator, many authors dealt with problems of Kirchhoff
proving results concerning existence, multiplicity and information about the signal of solutions through variational
methods. Among those which prove existence of non-trivial and positive solutions we can highlight [3], including in
the critical case as [15, 16]. However, to find sign-changing solutions it seem to be more complicated as we can see in
[17]. In that paper, the existence of a least energy sign-changing solution for problem (1.1) was obtained in bounded
domain Ω ⊂ R3, assuming M of class C1, increasing, non-degenerate (M(0) > 0) with M(t)t decreasing in t > 0 and g
of class C1, subcritical growth satisfying 4-superlinear Ambrosetti-Rabinowitz type condition and
g(t)
t3
is increasing in t > 0 and decreasing in t < 0.
In [22], assuming similar conditions for M , but more flexible as M(t)
t
µ−2
2
decreasing in t > 0 for some µ > 2 and g = λf ,
λ > 0 with f of subcritical growth, without 4-superlinear Ambrosetti-Rabinowitz condition and satisfying
g(t)
|t|µ−2t is increasing in t > 0 and decreasing in t < 0,
a ground state solution and a least energy sign-changing solution were obtained in bounded domain Ω ⊂ RN , N ≥ 3,
expanding the main result of [17]. Furthermore, assuming M only increasing, a technique of truncation of function
M proposed in [15] was used to obtain the same results for λ large enough. In the context of fractional Kirchhoff
problems, we cite the articles [23, 10] for sign-changing solutions.
Even with the advances in the studies of existence of sign-changing solutions, there are few works which address
this problem involving critical growth nonlinearities. We highlight papers [26, 20] for solutions of this type involving
Laplacian operator. Recently, existence of least energy sign-changing solutions for fractional Brezis-Nirenberg problem,
number of sign changes and asymptotic behavior of these solutions were established in [12]. In [9], the authors obtained
signed ground state and least energy sign-changing solutions for a problem involving fractional p-Laplacian and critical
Hardy-Sobolev nonlinearities. The techniques developed and adapted in that paper will be strongly used in our paper.
Motivated by the articles cited above, more specifically, by [9, 17, 22], we are interested in obtaining three solutions
with sign information for problem (Pλ) with emphasis on the critical case q = p
∗
α and f satisfying some conditions
similar to those required in [22] and compatible with the fractional p-Laplacian operator.
In view of our problem, we assume that functionM : [0,∞)→ [0,∞) is continuous withM(t) :=M(t)t continuously
differentiable in [0,∞) and it satisfies the following conditions:
(M1) M is increasing;
(M2) there exists γ ∈ (p, q) such that M(t)
t
γ−p
p
is decreasing in t > 0.
A prototype for M is given by M(t) = a + btϑ for t ≥ 0, with a, b ≥ 0, a + b > 0 and 0 < ϑ < q−pp . When
M(t) ≥ m0 > 0 for all t ≥ 0, Kirchhoff problems are said to be non-degenerate and in our model this occurs whenever
a > 0 and b ≥ 0. On the other hand, if M(0) = 0 and M(t) > 0 for all t > 0, the Kirchhoff problems are called
degenerate which is the case of our particular M when a = 0 and b > 0.
In this paper, we deal with the non-degenerate and degenerate problems. Among the papers in which both the
cases were dealt for fractional operators we highlight, for example, [2] in bounded domains with focus in the existence
of positive solutions, and [8, 18] in RN whole with focus in the existence of non-trivial solutions.
Also, we assume that nonlinearity f : Ω × R → R is a Carathe´odory function such that f(x, t) := f(x, t)t is
continuously differentiable in the variable t, for a.e. x ∈ Ω. Furthermore, in the first part of the paper, where we deal
the degenerate case, we assume that f satisfies the following conditions:
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(f0) f(x, t) > 0, for a.e. x ∈ Ω, for all t 6= 0 and there exists C > 0 such that
|∂tf(x, t)| ≤ C(1 + |t|p∗−1),
for a.e. x ∈ Ω and all t ∈ R, where p∗ := p∗0 = NpN−sp is the fractional critical Sobolev exponent.
(f1) given ǫ > 0 and r ∈ (p, p∗), there exists Cǫ,r > 0 such that
|f(x, t)| ≤ ǫ(|t|γ−1 + |t|p∗−1) + Cǫ,r|t|r−1,
for a.e. x ∈ Ω and all t ∈ R.
(f2) there exists µ ∈ (γ, q) such that
µF (x, t) ≤ f(x, t)t
for a.e. x ∈ Ω and all t ∈ R, where F (x, t) := ∫ t0 f(x, τ)dτ .
(f3)
f(x,t)
|t|γ−2t is increasing in t > 0 and decreasing in t < 0, for a.e. x ∈ Ω.
In the second part of the paper, we work in the non-degenerate case. One of the advantages ofM to have a positive
boundedness from bellow is the possibility of to remove the hypothesis (M2), keeping only (M1) and even so to obtain
a similar result for λ > 0 large enough, making a truncation in the functionM as made in [22]. For the non-degenerate
case, we assume that f satisfies (f0) and the following conditions:
(F1) given ǫ > 0 and r ∈ (p, p∗), there exists C > 0 such that
|f(x, t)| ≤ ǫ(|t|p−1 + |t|p∗−1) + Cǫ,r|t|r−1,
for a.e. x ∈ Ω, for all t ∈ R.
(F2) there exists µ ∈ (p, q) such that f(x,t)|t|µ−2t is increasing in t > 0 and decreasing in t < 0, for a.e. x ∈ Ω.
In this case, (F1) replaces (f1) and (F2) replaces both (f2) and (f3).
Examples:
(a) M(t) = arctan
(
tϑ
)
, 0 < ϑ < q−pp , is a degenerate Kirchhoff function which satisfies (M1)-(M2) and
f(x, t) = a(x)|t|r−2t, p(ϑ+ 1) < r < p∗, a ∈ L∞(Ω), a(x) 	 0 a. e. x ∈ Ω,
satisfies the conditions (f0)-(f3).
(b) Examples of non-degenerate Kirchhoff function M satisfying (M1)-(M2) and a function f which is not odd and
satisfies (f0), (F1) and (F2) are, respectively, M(t) = m0 + log(1 + t
ϑ), m0 > 0, 0 < ϑ <
q−p
p and
f(t) = r log(1 + t+)(t+)r−1 +
|t−|r−1t−
1 + |t−| , p < r < p
∗, t+ := max{t, 0}, t− := min{t, 0}.
Our main result related to degenerate case is as follows:
Theorem 1.1 Suppose thatM(0) = 0, M satisfies (M1)-(M2) and f satisfies (f0)-(f3). Then the following statements
hold true:
(1) if p < q < p∗α, we have that, for all λ > 0
(Cλ) problem (Pλ) has a positive solution uλ,1 and a negative one uλ,2 such that one of them is a ground state
solution. Furthermore, problem (Pλ) has a least energy sign-changing solution uλ,3 such that
Iλ(uλ,3) > Iλ(uλ,1) + Iλ(uλ,2),
where Iλ is the energy functional associated to this problem.
(2) if q = p∗α, then there exists λ
∗ > 0 such that (Cλ) holds for all λ ≥ λ∗.
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Our main result related to non-degenerate case is as follows:
Theorem 1.2 Suppose that M(0) = m0 > 0. Then, the following statements are hold true:
(1) if p < q < p∗α, M satisfies (M1)-(M2) and f satisfies (f0), (F1), (f2), (f3), then (Cλ) holds for all λ > 0.
(2) if p < q < p∗α, M satisfies (M1) and f satisfies (f0), (F1), (F2), then there exists λ
∗∗ > 0 such that (Cλ) holds
for all λ ≥ λ∗∗.
(3) if q = p∗α, M satisfies (M1) and f satisfies (f0), (F1), (F2), then there exists λ
∗∗ > 0 such that (Cλ) holds for all
λ ≥ λ∗∗.
Remark 1.3 From conclusion (Cλ), we have that the energy of any sign-changing solution of (Pλ) is larger than
two times the ground state energy, i.e., the least energy of all weak solutions of (Pλ). This property is called energy
doubling by Weth in [28].
-About of method:
Our strategy is minimization on Nehari sets for energy functional
Iλ(u) =
1
p
M̂(‖u‖p)− λ
∫
Ω
F (x, u)dx− 1
q
∫
Ω
|u|q
|x|α dx,
where M̂(t) :=
∫ t
0
M(τ)dτ .
We intend to find three solution for the problem (Pλ) which minimize functional Iλ among, respectively, all
positive, negative or sign-changing solutions and to check that one of the signed solutions, indeed, minimizes Iλ among
all non-trivial solutions. Since we are interested in these types of solutions, we consider the following Nehari sets:
Nλ := {u ∈W s,p0 (Ω) \ {0} : 〈Iλ(u), u〉 = 0};
N+λ := {u ∈ Nλ : u− = 0};
N−λ := {u ∈ Nλ : u+ = 0};
Mλ := {u ∈W s,p0 (Ω) : 〈Iλ(u), u+〉 = 〈Iλ(u), u−〉 = 0, u+ 6= 0, u− 6= 0},
where u+(x) := max{u(x), 0} and u−(x) := min{u(x), 0}.
More precisely, the idea is to show that the infima
cN+
λ
:= infu∈N+
λ
Iλ(u);
cN−
λ
:= infu∈N−
λ
Iλ(u);
cMλ := infu∈Mλ Iλ(u)
are achieved by critical points of Iλ, as well as to show that
cNλ := inf
u∈Nλ
Iλ(u) = min{cN+
λ
, cN−
λ
} and cMλ > cN+
λ
+ cN−
λ
.
Signed solutions:
We apply Mountain Pass Theorem to prove that (Pλ) has ground state solution, namely, that cNλ is achieved
by a critical point of Iλ. Then, using Ekeland’s variational principle, we show that cN+
λ
and cN−
λ
are also achieved
by critical points of Iλ. Once any ground state solution for problem (Pλ) has constant sign, we establish that
cNλ = min{cN+
λ
, cN−
λ
}.
Sign-changing solution in the subcritical case:
In order to find sign-changing solution, the minimization occurs on Mλ, however, it seem to be more difficult,
even in the subcritical setting. Indeed, if u changes sign, namely, u+ 6= 0 and u− 6= 0, then the nonlocal interactions
between u+ and u− result in the inequality
‖u‖p > ‖u+‖p + ‖u−‖p,
as we will see in (2.2), differently of the local case s =1, on which the equality is valid. This, together with the
Kirchhoff term, produce some difficulties even to prove thatMλ is nonempty. In the subcritical setting, we prove that
cMλ is achieved by a critical point of Iλ using Brouwer degree in R
2.
Sign-changing solution in the critical case:
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In critical case, when we try to minimize the functional Iλ onMλ through direct method of Calculus of Variations,
we face with a problem due the lack of weak lower semicontinuity of Iλ. So, we change our strategy by using the
solution obtained in the subcritical case to produce the desired solution in the critical case. This can be made through
quasi-critical approximation as in [11, 26]. We consider a sequence of exponents {qn} ⊂ (p, p∗α) such that qn → p∗α and
a sequence of least energy sign-changing solutions {un} for (Pλ) corresponding to {qn}. We prove that, for λ > 0 large
enough, sequence {un} converges to a least energy sign-changing solution of (Pλ) with q = p∗α, using a concentration
compactness principle with variable exponents developed in [9].
The paper is organized as follows. In Section 2, we introduce a variational setting of the problem and present some
definitions and preliminary results. In Section 3, we construct a truncation of the function M and we present a result
related to the auxiliary problem associated with the truncated function. In Section 4, we prove some technical results
in the degenerate case and we enunciate the corresponding ones in the non-degenerate case. Finally, in Section 5, we
prove the main results of this paper.
2 Preliminaries
2.1 Definitions and functional spaces
We start introducing the fractional Sobolev space and some informations about the weak formulation of problem (Pλ).
For any measurable function u : RN → R, we define the Gagliardo seminorm by setting
[u]s,p :=
(∫
RN
|u(x)− u(y)|p
|x− y|N+ps dxdy
) 1
p
for all p ≥ 1 and the fractional Sobolev space, we define by
W s,p(RN ) := {u ∈ Lp(RN ) : [u]s,p <∞},
equipped with the norm
‖u‖W s,p(RN ) :=
(|u|pp + [u]ps,p) 1p ,
where | · |p is the norm in Lp(RN ) (see [13] for more details). Since our problem involves a bounded domain Ω ⊂ RN ,
we introduce the space
W
s,p
0 (Ω) := {u ∈W s,p(RN ) : u(x) = 0, a. e. x ∈ RN \ Ω}
which is a separable reflexive Banach space with respect to the norm [ · ]s,p and this space can be seen as the completion
of C∞c (R
N ) in the norm [ · ]s,p. We denote the topological dual of W s,p0 (Ω) by W−s,p
′
(Ω), where p′ = pp−1 is the dual
exponent of p, and write 〈·, ·〉 : W−s,p′(Ω)×W s,p0 (Ω)→ R to designate a duality pairing. In W s,p0 (Ω), the Gagliardo
seminorm is actually a norm, which is equivalent to ‖·‖W s,p(RN ) and throughout the text, we will denote by ‖·‖ := [ · ]s,p.
The Hardy-Sobolev inequality (see [9, Lemma 2.1])(∫
RN
|u|p∗α
|x|α dx
) 1
p∗α ≤ C(N, p, α)
(∫
R2N
|u(x)− u(y)|p
|x− y|N+sp dxdy
) 1
p
implies that the embedding
W
s,p
0 (Ω) →֒ Lr
(
Ω,
dx
|x|β
)
is continuous, for all r ∈ [1, p∗β] with 0 ≤ β < ps. Furthermore, this embedding is compact for all r ∈ [1, p∗β) (see [9,
Lemma 2.3]). We denote by
Sα = inf
u∈W s,p
0
(Ω)\{0}
‖u‖p
|u|x|−α/p|pp∗α
(2.1)
the best constant corresponding to the fractional Hardy-Sobolev embedding when r = p∗α.
For each u ∈ W s,p0 (Ω), the fractional p-Laplacian operator (−∆p)su can be seen, in weak sense, as a uniquely
defined element of W−s,p
′
(Ω) by
〈(−∆p)su, v〉 =
∫
R2N
|u(x)− u(y)|p−2(u(x)− u(y))(v(x) − v(y))
|x− y|N+sp dxdy, ∀v ∈W
s,p
0 (Ω).
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Definition 2.1 We say that a function u ∈W s,p0 (Ω) is a weak solution of the problem (Pλ) if
M (‖u‖p) 〈(−∆p)su, v〉 = λ
∫
Ω
f(x, u)vdx +
∫
Ω
|u|q−2uv
|x|α dx,
for all v ∈W s,p0 (Ω).
If f satisfies (f1) or (F1), then energy functional Iλ :W
s,p
0 (Ω)→ R given by
Iλ(u) =
1
p
M̂(‖u‖p)− λ
∫
Ω
F (x, u)dx − 1
q
∫
Ω
|u|q
|x|α dx
is well defined in W s,p0 (Ω), with M̂(t) =
∫ t
0 M(τ)dτ . Moreover, Iλ ∈ C1(W s,p0 (Ω),R) and its derivative is given by
〈I ′λ(u), v〉 = M (‖u‖p) 〈(−∆p)su, v〉 − λ
∫
Ω
f(x, u)vdx −
∫
Ω
|u|q−2uv
|x|α dx, ∀v ∈ W
s,p
0 (Ω).
Consequently, the weak solutions of problem (Pλ) are the critical points of functional Iλ.
Definition 2.2 We say that u ∈ W s,p0 (Ω) \ {0} is a ground state solution of (Pλ) if u is a weak solution of (Pλ) and
Iλ(u) = inf{Iλ(v) : I ′λ(v) = 0, v 6= 0},
and w ∈W s,p0 (Ω) is a least energy sign-changing solution of (Pλ) if w is a weak solution of (Pλ), with w± 6= 0 and
Iλ(w) = inf{Iλ(v) : I ′λ(v) = 0, v+ 6= 0, v− 6= 0}.
Definition 2.3 Let W be a real Banach space and J ∈ C1(W,R). We say that {un} ⊂W is a (PS)c sequence for J
if J(un)→ c and J ′(un)→ 0, as n→∞. Also, we say that J satisfies the (PS)c condition if any (PS)c sequence has
a convergent subsequence.
Since we are also interested in to obtain sign-changing solutions, for each w ∈ W s,p0 (Ω), we consider Ω± = supp(w±)
and in this way, we can write explicitly the decomposition
〈(−∆p)sw,w±〉 = A±(w) +B±(w),
where
A±(w) :=
∫
Ωc∓×Ω
c
∓
|w±(x)− w±(y)|p
|x− y|N+sp dxdy, B
±(w) := 2
∫
Ω+×Ω−
|w+(x) − w−(y)|p−1(w±(x) − w±(y))
|x− y|N+sp dxdy
which implies ‖w‖p = A(w) +B(w) with A(w) := A+(w) +A−(w) and B(w) := B+(w) +B−(w).
Note that the function φp(t) = |t|p−2t satisfies the inequality
φp(a
± − b±)(a± − b±) ≤ φp(a− b)(a± − b±) ≤ φp(a− b)(a− b),
for all a, b ∈ R. Therefore, we have
〈(−∆p)sw±, w±〉 ≤ 〈(∆p)sw,w±〉 ≤ 〈(∆p)sw,w〉, (2.2)
for all w ∈W s,p0 (Ω) with strict inequality when w is sign-changing.
From (M1), we obtain the following inequality about the Kirchhoff function M :
M̂(t+ θ) ≥ M̂(t) + M̂(θ), ∀t, θ ≥ 0. (2.3)
Then, the energy functional Iλ satisfies the inequalities
Iλ(w) ≥ Iλ(w+) + Iλ(w−), (2.4)
〈I ′λ(w), w+〉 ≥ 〈I ′λ(w+), w+〉 and 〈I ′λ(w), w−〉 ≥ 〈I ′λ(w−), w−〉
for all w ∈W s,p0 (Ω) with strict inequality when w is sign-changing.
In what follows, whenever it is necessary to emphasize the dependence of exponent q, we will denote the energy
functional by Iλ,q and the Nehari sets associated with it by Nλ,q, N+λ,q, N−λ,q and Mλ,q. Furthermore, whenever a
functional J :W s,p0 (Ω)→ R is a bounded from below in X ⊂W s,p0 (Ω), we denote its infimum on X by
cX := inf
u∈X
J(u).
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2.2 Compactness results
Lemma 2.4 Let {un} ⊂W s,p0 (Ω) be a bounded sequence with un → u a.e. x ∈ Ω, for some u ∈ W s,p0 (Ω). If f satisfies
(f1) or (F1), then ∫
Ω
f(x, un)undx→
∫
Ω
f(x, u)udx and
∫
Ω
F (x, un)dx→
∫
Ω
F (x, u)dx.
Proof. We will prove the result assuming (f1), because the proof is analogous assuming (F1). Since {un} is bounded
in W s,p0 (Ω), by (f1) we have that {f(x, un)} is bounded in Lp
∗−1(Ω) and, thus, there exists v ∈ Lp∗−1(Ω) such that
f(x, un)⇀ v in L
p∗−1(Ω). Provided that f(x, un)→ f(x, u) a.e. x ∈ Ω, it follows that v = f(x, u) which implies∫
Ω
f(x, un)udx→
∫
Ω
f(x, u)udx. (2.5)
Given ǫ > 0, from (f1) and Ho¨lder inequality we obtain∣∣∣∣∫
Ω
f(x, un)un − f(x, u)udx
∣∣∣∣ ≤ ∫
Ω
|f(x, un)||un − u|dx+
∣∣∣∣∫
Ω
(f(x, un)− f(x, u))udx
∣∣∣∣
≤ ǫ|un|γ |un − u|γ + ǫ|un|p∗ |un − u|p∗ + Cǫ,r|un|r|un − u|r
+
∫
Ω
(f(x, un)− f(x, u))udx
≤ C(|un − u|γ + |un − u|r) + Cǫ+
∫
Ω
(f(x, un)− f(x, u))udx.
Since ǫ is arbitrary, γ, r ∈ (1, p∗) and (2.5) holds, we obtain the first convergence. By similar way, using (f1) again
and the identity
F (x, un)− F (x, u) =
∫ 1
0
(f(x, tun + (1− t)u))(un − u)dt, for a. e. x ∈ Ω,
one can check the second convergence. 
Next we will present three results that will be important to get strong convergence of sequences weakly convergent
in subsequent results. Their proofs can be found in [9].
Lemma 2.5 The operator (−∆p)s :W s,p0 (Ω)→W−s,p
′
(Ω) is weak-to-weak continuous.
Lemma 2.6 Let {un} ⊂ W s,p0 (Ω) be a bounded sequence with un(x) → u(x) a.e. x ∈ Ω, for some u ∈ W s,p0 (Ω) and
p < qn ≤ p∗α with qn → p∗α as n→∞. Then, up to a subsequence, we have∫
Ω
|un|qn−2un
|x|α vdx =
∫
Ω
|u|p∗α−2u
|x|α vdx+ on(1), ∀v ∈W
s,p
0 (Ω).
For u ∈ L1loc(Ω), define the function
|Dsu|p(x) :=
∫
RN
|u(x)− u(y)|p
|x− y|N+sp dy.
Lemma 2.7 (Concentration compactness principle with variable exponents) Let 0 ≤ α ≤ ps < N , Ω be a
bounded open of RN containing 0 and un ⇀ u in W
s,p
0 (Ω). Given p < qn ≤ p∗α) with qn → p∗α, there exist two measures
ν, σ and an at most countable set {xj}j∈J ⊂ Ω such that, up to subsequence,
|Dsun|p ⇀∗ σ, |un|
qn
|x|α ⇀
∗ ν, (2.6)
σ ≥ |Dsu|p +
∑
j∈J
σjδxj , σj = σ({xj}), (2.7)
ν =
|u|p∗α
|x|α +
∑
j∈J
νjδxj , νj = ν({xj}), (2.8)
σj ≥ Sαν
p
p∗α
j , ∀j ∈ J . (2.9)
Moreover, if α > 0, then {xj}j∈J = {0}.
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2.3 Properties of the functions M and f
Firstly, note that M to be continuously differentiable in [0,∞) means that M has a continuous derivative in (0,∞)
which can be continuously extended to [0,∞). Moreover, as immediate consequence, we have that M is continuously
differentiable in (0,∞).
If M satisfies (M1) and (M2), then
M(t) ≤M(1) +M(1)t γ−pp , ∀t ≥ 0, (2.10)
M(t) ≥M(1)min{1, t γ−pp }, ∀t ≥ 0. (2.11)
Moreover, we have that
pM
′
(t)t < γM(t), ∀t > 0, (2.12)
or written in another way
pM ′(t)t < (γ − p)M(t), ∀t > 0 (2.13)
which implies
1
p
M̂(t)− 1
γ
M(t)t is increasing and positive for t > 0. (2.14)
From assumption (f0), it follows that
F (x, t) > 0, (2.15)
for a.e. x ∈ Ω and all t 6= 0. Also, by (f3), we conclude that
∂tf(x, t)t− γf(x, t)t ≥ 0, (2.16)
for a.e. x ∈ Ω and all t ∈ R, which implies
1
γ
f(x, t)t− F (x, t) ≥ 0 and it is increasing in t > 0, decreasing in t < 0. (2.17)
From conditions (f1) and (f2), we have that
F (x, t) ≥ C1(x)|t|µ − C2(x), (2.18)
for a.e. x ∈ Ω and all t ∈ R, where C1(x) := F (x, 1) and C2(x) := maxt∈[0,1] |F (x, t)− C1(x)|t|µ| both in L∞(Ω) with
µ > γ given in (f2).
Moreover, if f satisfies (F1) and (F2), we obtain the following properties:
∂tf(x, t)t − µf(x, t)t ≥ 0, (2.19)
for a.e. x ∈ Ω and all t ∈ R with µ > p given in (F2), which implies
1
µ
f(x, t)t− F (x, t) ≥ 0 and it is increasing in t > 0, decreasing in t < 0. (2.20)
Also, there are non-negative functions C1, C2 ∈ L∞(Ω) such that
F (x, t) ≥ C1(x)|t|µ − C2(x), (2.21)
for a.e. x ∈ Ω and for all t ∈ R.
3 The auxiliary problem
In the case where M is a Kirchhoff function non-degenerate, namely, M(0) = m0 > 0, satisfying only condition (M1),
we shall make a truncation onM such that the new function obtainedMa still satisfies (M1) and satisfies the condition
(M ′2)
M(t)
t
µ−p
p
is decreasing in t > 0,
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with µ > p given in (F2). This truncation is made following the ideas presented in [22].
Suppose that M satisfies condition (M1) and M(0) = m0 > 0. Then, there exists t0 > 0 such that
m0 < M(t0) <
1
p
m0µ, (3.1)
for µ > p introduced in (F2). Furthermore, since M
′
is continuous in [0,∞) and M(0) = m0, we have
lim
t→0+
M
′
(t) =M
′
(0) = m0,
which implies that there exists t1 > 0 such that
pM
′
(t) < µm0 ≤ µM(t), ∀t ∈ [0, t1)
and, therefore,
pM ′(t)t < (µ− p)M(t), ∀t ∈ (0, t1). (3.2)
Let t2 = min{t0, t1} and a =M(t2). Consider the C2 function
m(t) =
{
t, t ∈ [0, δ]
δ + 2π (t2 − δ) arctan
(
π
2 · t−δt2−δ
)
, t ∈ [δ,∞), (3.3)
where δ ∈ (0, t2). Finally, set Ma : [0,∞)→ [0,∞) as
Ma(t) =M(m(t)).
From some calculations we infer that
m′(t) > 0 and m′′(t) ≤ 0, ∀t > 0, (3.4)
which implies
m(t) ∈ (0, t2) and m′(t)t ≤ m(t), ∀t > 0. (3.5)
Then, from (3.2), (3.4) and (3.5), it follows that Ma is continuously differentiable in (0,∞) and satisfies
pM ′a(t)t < (µ− p)Ma(t), ∀t > 0. (3.6)
Thus, Ma will also satisfy (M1) and (M
′
2). Moreover, from (3.1), we have
m0 ≤Ma(t) ≤ a < 1
p
m0µ, ∀t ≥ 0. (3.7)
Also,
Ma(t) =M(t), ∀t ∈ [0, δ]. (3.8)
Putting M̂a(t) :=
∫ t
0 Ma(τ)dτ , from (M
′
2), we get
1
p
M̂a(t)− 1
µ
Ma(t)t is increasing and positive for t > 0. (3.9)
From this truncation, we can consider the following auxiliary problem:{
Ma
(∫
R2N
|u(x)−u(y)|p
|x−y|N+ps dxdy
)
(−∆p)su = λf(x, u) + |u|
q−2u
|x|α in Ω,
u = 0 in RN \ Ω
(Pλ,a)
and we denote by Iλ,a the energy functional, Nλ,a, N+λ,a, N−λ,a and Mλ,a the corresponding Nehari sets associated
with Iλ,a.
We obtain the following result about the auxiliary problem:
Theorem 3.1 Suppose that M(0) = m0 > 0, M satisfies (M1) and f satisfies (f0), (F1), (F2). Then, the following
statements are hold true:
(1) if p < q < p∗α, we have that, for all λ > 0,
(Cλ,a) problem (Pλ,a) has three solutions, uλ,a,1 ∈ N+λ,a, uλ,a,2 ∈ N−λ,a and uλ,a,3 ∈ Mλ,a such that
Iλ,a(uλ,a,1) = cN+
λ,a
, Iλ,a(uλ,a,2) = cN−
λ,a
, Iλ,a(uλ,a,3) = cMλ,a
satisfying cMλ,a > cN+
λ,a
+ cN−
λ,a
and cNλ,a = min{cN+
λ,a
, cN−
λ,a
}.
(2) if q = p∗α, then there exists λ > 0 such that (Cλ,a) holds, for all λ ≥ λ.
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4 Technical results
For each u ∈ W s,p0 (Ω) \ {0}, we define ϕu : [0,∞)→ R by
ϕu(t) = Iλ(tu).
Also, for each w ∈ W s,p0 (Ω) with w+ 6= 0 and w− 6= 0, we consider the function ψw : [0,∞)× [0,∞)→ R given by
ψw(t, θ) = Iλ(tw
+ + θw−) (4.1)
and Ψw : [0,∞)× [0,∞)→ R2 given by
Ψw(t, θ) =
(
t
∂ψw
∂t
(t, θ), θ
∂ψw
∂θ
(t, θ)
)
= (〈I ′λ(tw+ + θw−), tw+〉, 〈I ′λ(tw+ + θw−), θw−〉), (4.2)
which is of C1 class, since f(x, ·) is of C1 class, for a.e. x ∈ Ω and (f0) holds. We denote by ϕu,a and ψu,a the
corresponding functions associate to Iλ,a.
4.1 The degenerate case
In this subsection, we present some previews results considering the degenerate case M(0) = 0. Here, we assume that
M satisfies (M1)-(M2) and f satisfies (f0)-(f3).
Lemma 4.1 Functional Iλ satisfies the following geometric conditions:
(1) For any u ∈ W s,p0 (Ω) \ {0}, we have
Iλ(tu
+ + θu−)→ −∞, as |(t, θ)| → ∞.
(2) There exists R > 0 such that
Iλ(u) ≥ R‖u‖γ and 〈I ′λ(u), u〉 ≥ R‖u‖γ, (4.3)
whenever ‖u‖ ≤ R.
Proof. (1) From (2.10) and (2.15), we have
Iλ(tu
+ + θu−) =
1
p
M̂(‖tu+ + θu−‖p)− λ
∫
Ω
F (x, tu+ + θu−)dx − 1
q
∫
Ω
|tu+ + θu−|q
|x|α dx
≤ M(1)
p
‖tu+ + θu−‖p + M(1)
γ
‖tu+ + θu−‖γ − 1
q
∫
Ω
|tu+ + θu−|q
|x|α dx
≤ 2
p−1
p
M(1)tp‖u+‖p + 2
γ−1
γ
M(1)tγ‖u+‖γ − 1
q
tq
∫
Ω
|u+|q
|x|α dx
+
2p−1
p
M(1)θp‖u−‖p + 2
γ−1
γ
M(1)θγ‖u−‖γ − 1
q
θq
∫
Ω
|u−|q
|x|α dx.
Since p, γ < q, it follows that Iλ(tu
+ + θu−)→ −∞, as |(t, θ)| → ∞.
(2) From (2.11), assumption (f1) and the continuously of embedding W
s,p
0 (Ω) →֒ Lr(Ω, dx|x|β ) with 0 ≤ β < ps and
r ∈ [1, p∗β], there exist C,Cǫ, Cǫ,r, Cq > 0 such that, for u ∈W s,p0 (Ω) with ‖u‖ ≤ 1, we obtain
Iλ(u) =
1
p
M̂(‖u‖p)− λ
∫
Ω
F (x, u)dx− 1
q
∫
Ω
|u|q
|x|α dx
≥ M(1)
γ
‖u‖γ − ǫ
γ
∫
Ω
|u|γdx− ǫ
p∗
∫
Ω
|u|p∗dx− Cǫ,r
∫
Ω
|u|rdx − 1
q
∫
Ω
|u|q
|x|α dx
≥
(
M(1)
γ
− ǫC
)
‖u‖γ − Cǫ‖u‖p∗ − Cǫ,r‖u‖r − Cq‖u‖q.
Take 0 < ǫ ≪ 1 such that
(
M(1)
γ − ǫC
)
> 0. Therefore, since p∗, r, q > γ, there exists R > 0, sufficiently small, such
that Iλ(u) ≥ R‖u‖γ, whenever ‖u‖ ≤ R. Proceeding in a similar way, one can show the same estimative for 〈Iλ(u), u〉.

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Lemma 4.2 For each u ∈ W s,p0 (Ω) \ {0}, there exists unique tu > 0 such that tuu ∈ Nλ. In particular, Nλ 6= ∅ and
N±λ 6= ∅. Moreover, Iλ(tuu) > Iλ(tu), for all t ≥ 0, t 6= tu.
Proof. Fixed u ∈W s,p0 (Ω) \ {0}, from Lemma 4.1, one can show that there exists tu > 0 such that
ϕu(tu) = max
t≥0
ϕu(t) > 0.
Then ϕ′u(tu) = 0 and thus tuu ∈ Nλ. By (M2) and (f3), it is deduced that ϕ
′
u(t)
tγ−1 is decreasing. Since
ϕ′u(tu)
(tu)γ−1
= 0,
it follows that tu is the unique point in (0,∞) with the property ϕ′u(tu) = 0. Finally, by uniqueness, we have
ϕu(tu) > ϕu(t), for all t ≥ 0 with t 6= tu. 
Corollary 4.3 For each u ∈ W s,p0 (Ω) \ {0} with 〈I ′λ(u), u〉 ≤ 0, there exists unique tu ∈ (0, 1] such that tuu ∈ Nλ.
Proof. From Lemma 4.2, there exists unique tu > 0 such that tuu ∈ Nλ. Then, ϕ′u(tu) = 0 and by hypothesis
ϕ′u(1) ≤ 0. Since ϕ
′
u(t)
tγ−1 is decreasing, we conclude that tu ∈ (0, 1]. 
Lemma 4.4 For each w ∈ W s,p0 (Ω) with w+ 6= 0 and w− 6= 0, there exists unique pair (tw, θw) ∈ (0,∞)× (0,∞) such
that
tww
+ + θww
− ∈ Mλ.
In particular, Mλ 6= ∅. Furthermore, for all t, θ ≥ 0 with (t, θ) 6= (tw, θw), we have
Iλ(tw
+ + θw−) < Iλ(tww
+ + θww
−).
Proof. Firstly, we will show the existence of the pair (tw, θw). From item (1) of Lemma 4.1, it follows that
lim
|(t,θ)|→∞
ψw(t, θ)→ −∞,
which together with continuously of ψw imply that there exists (tw, θw) ∈ [0,∞)× [0,∞) such that
ψw(tw, θw) = max
(t,θ)∈[0,∞)×[0,∞)
Iλ(tw
+ + θw−).
Moreover, fixed t ≥ 0, by item (2) of Lemma 4.1, it follows that
ψw(t, 0) = Iλ(tw
+) < Iλ(tw
+) + Iλ(θw
−) ≤ Iλ(tw+ + θw−) = ψw(t, θ),
whenever 0 < θ ≪ 1. Consequently, (t, 0) is not a maximizer of ψw, for all t ≥ 0. Analogously, (0, θ) is not a
maximizer of ψw, for all θ ≥ 0. Thus, we have shown that maximizer (tw, θw) is a inner point of [0,∞)× [0,∞). Then,
(tw, θw) is a critical point of ψw with tw > 0 and θw > 0. Therefore, there exists (tw, θw) ∈ (0,∞)× (0,∞) such that
Ψw(tw, θw) = (0, 0), namely, tww
+ + θww
+ ∈Mλ.
Now, we will work to get the uniqueness. In fact, it is sufficient to show that if w ∈ Mλ and tw++θw− ∈Mλ with
t > 0 and θ > 0, then (t, θ) = (1, 1). Suppose that w ∈ Mλ and tw+ + θw− ∈ Mλ. Then, 〈I ′λ(tw+ + θw−), tw+〉 = 0
and 〈I ′λ(w), w+〉=0, namely,
M(‖tw+ + θw−‖p)〈(−∆p)s(tw+ + θw−), tw+〉 = λ
∫
Ω
f(x, tw+)tw+dx+ tq
∫
Ω
|w+|q
|x|α dx,
M(‖w‖p) 〈(−∆p)sw,w+〉 = λ∫
Ω
f(x,w+)w+dx+
∫
Ω
|w+|q
|x|α dx.
Without less of generality, we can suppose that θ ≤ t. Then,
‖tw+ + θw−‖p = A(tw+ + θw−) +B(tw+ + θw−)
≤ tp(A(w) +B(w)) = tp‖w‖p (4.4)
and
〈(−∆p)s(tw+ + θw−), tw+〉 = tpA+(w) +B+(tw+ + θw−)
≤ tp(A+(w) +B+(w)) = tp〈(−∆p)sw,w+〉. (4.5)
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Since M is increasing, by (4.4) and (4.5), follows that
M(tp‖w‖p)
tγ−p‖w‖γ−p 〈(−∆p)
sw,w+〉‖w‖γ−p ≥ λ
∫
Ω
f(x, tw+)
(tw+)γ−1
(w+)γdx+ tq−γ
∫
Ω
|w+|q
|x|α dx. (4.6)
On the other hand,
M(‖w‖p)
‖w‖γ−p 〈(−∆p)
sw,w+〉‖w‖γ−p = λ
∫
Ω
f(x,w+)
(w+)γ−1
(w+)γdx+
∫
Ω
|w+|q
|x|α dx. (4.7)
Combining (4.6) and (4.7), we get(
M(tp‖w‖p)
tγ−p‖w‖γ−p −
M(‖w‖p)
‖w‖γ−p
)
〈(−∆p)sw,w+〉‖w‖γ−p
≥ λ
∫
Ω
(
f(x, tw+)
(tw+)γ−1
− f(x,w
+)
(w+)γ−1
)
(w+)γdx+ (tq−γ − 1)
∫
Ω
|w+|q
|x|α dx.
From (M2), (f3) and the last inequality, we get 0 < θ ≤ t ≤ 1. Using the same method, but now with the equations
〈I ′λ(tw+ + θw−), θw−〉 = 0 and 〈I ′λ(w), w−〉 = 0, we obtain 1 ≤ θ ≤ t, which implies t = θ = 1.
Finally, by uniqueness of (tw, θw), it follows that
Iλ(tw
+ + θw−) < Iλ(tww
+ + θww
−),
for all (t, θ) 6= (tw, θw). 
Corollary 4.5 For each w ∈ W s,p0 (Ω) with w± 6= 0 and 〈I ′λ(w), w±〉 ≤ 0, there exists unique pair (tw, θw) ∈
(0, 1]× (0, 1] such that tww+ + θww− ∈Mλ.
Proof. By Lemma (4.4), the existence and uniqueness of pair (tw, θw) ∈ (0,∞)× (0,∞) are ensured and proceeding
as in the proof of that lemma, we obtain (tw, θw) ∈ (0, 1]× (0, 1]. 
Lemma 4.6 (1) There exists κ := κλ > 0 such that for all u ∈ Nλ,
‖u‖ ≥ κ
and for all w ∈ Mλ,
‖w+‖, ‖w−‖ ≥ κ.
(2) For all u ∈ Nλ,
Iλ(u) ≥
(
1
γ
− 1
µ
)
M(1)min{1, ‖u‖γ−p}‖u‖p.
(3) If {un} ⊂ Nλ and {wn} ⊂ Mλ are bounded sequences, then
lim inf
n→∞
∫
Ω
|un|q
|x|α dx > 0 and lim infn→∞
∫
Ω
|w±n |q
|x|α dx > 0.
Proof.
(1) If w ∈Mλ, then 〈I ′λ(w), w±〉 = 0. Using (2.11), (M1), (f1) and the Ho¨lder’s inequality, for some constant Cǫ,r > 0
and ‖w‖ ≤ 1, it follows that
M(1)‖w±‖γ ≤ M(‖w±‖p)‖w±‖p ≤M(‖w‖p)〈(−∆p)sw,w±〉 = λ
∫
Ω
f(x,w±)w±dx +
∫
Ω
|w±|q
|x|α dx
≤ λǫ
∫
Ω
(|w±|γ + |w±|p∗)dx + λCǫ,r
∫
Ω
|w±|rdx+
(∫
Ω
1
|x|α dx
) p∗α−q
p∗α
(∫
Ω
|w±|p∗α
|x|α dx
) q
p∗α
From the continuity of embedding W s,p0 (Ω) →֒ Lt(Ω, dx|x|β ) with 0 ≤ β < ps and t ∈ [1, p∗β], we have that
M(1)‖w±‖γ ≤ Cλǫ‖w±‖γ + λCǫ‖w±‖p∗ + λCǫ,r‖w±‖r + (Cα)
p∗α−q
p∗α C‖w±‖q,
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for some constants C,Cǫ, Cǫ,r, Cα > 0. Therefore,
(M(1)− Cλǫ)‖w±‖γ ≤ λCǫ‖w±‖p∗ + λCǫ,r‖w±‖r + (Cα)
p∗α−q
p∗α C‖w±‖q. (4.8)
Taking ǫ > 0 such that M(1) − Cλǫ > 0, we get the conclusion desired, since r, q, p∗ > γ. If u ∈ Nλ, we obtain the
same estimative with ‖u‖ instead of ‖w±‖.
(2) Given u ∈ Nλ, by definition, we have 〈I ′λ(u), u〉 = 0. Then, by (f2), (2.14), (2.11) and since γ < µ < q, we obtain
Iλ(u) = Iλ(u)− 1
µ
〈I ′λ(u), u〉
=
1
p
M̂(‖u‖p)− 1
µ
M(‖u‖p)‖u‖p
+
(
1
µ
− 1
q
)∫
Ω
|u|q
|x|α dx+ λ
∫
Ω
1
µ
f(x, u)u− F (x, u)dx
≥
(
1
γ
− 1
µ
)
M(1)min{1, ‖u‖γ−p}‖u‖p.
(3) Again, we will show the property only for {wn} ⊂ Mλ. Given ǫ > 0, using item (1) of this lemma, assumption
(f1) with r ∈ (p, q), the boundedness of {wn} and the Ho¨lder’s inequality, we obtain
M(1)κγ ≤M(1)‖w±n ‖γ ≤ λǫ
∫
Ω
|w±n |γdx+ λǫ
∫
Ω
|w±n |p
∗
dx+ λCr,ǫ
∫
Ω
|w±n |rdx+
∫
Ω
|w±n |q
|x|α dx
≤ ǫCλ + Cλ,r,ǫ
((∫
Ω
|w±n |q
|x|α dx
) r
q
+
∫
Ω
|w±n |q
|x|α dx
)
,
which implies
lim inf
n→∞
∫
Ω
|w±n |q
|x|α dx > 0.

We use the idea of Tarantello [27] to get the following result:
Lemma 4.7 For each u ∈ Nλ, there exists ǫ > 0 and a differentiable function ξ : B(0, ǫ)→ [0,∞) such that ξ(0) = 1,
ξ(v)(u − v) ∈ Nλ for all v ∈ B(0, ǫ) and
〈ξ′(0), v〉 =
pM
′
(‖u‖p)〈(−∆)p(u), v〉 − λ ∫
Ω
∂tf(x, u)vdx − q
∫
Ω
|u|q−2uv
|x|α dx
pM
′
(‖u‖p)‖u‖p − λ ∫Ω ∂tf(x, u)u − q ∫Ω |u|q|x|α dx , ∀v ∈W s,p0 (Ω).
Proof. For each u ∈ Nλ, define Gu : R×W s,p0 (Ω)→ R by
Gu(ξ, w) = 〈I ′λ(ξ(u− w)), ξ(u − w)〉.
Then, Gu(1, 0) = 〈I ′λ(u), u〉 = 0 and
∂tGu(t, w)|(1,0) = pM ′(‖u‖p)‖u‖p − λ
∫
Ω
∂tf(x, u)udx− q
∫
Ω
|u|q
|x|α dx
≤ γM(‖u‖p)− λ
∫
Ω
∂tf(x, u)udx− q
∫
Ω
|u|q
|x|α dx
= λ
∫
Ω
γf(x, u)u− ∂tf(x, u)udx+ (γ − q)
∫
Ω
|u|q
|x|α dx < 0,
by 2.12, 2.16 and since γ < q. Applying Implicit Function Theorem, there exists ǫ > 0 and ξ : B(0, ǫ) → [0,∞)
differentiable such that
〈ξ′(0), v〉 = −[∂tGu(1, 0)]−1[∂wGu(1, 0)]v, ∀v ∈W s,p0 (Ω)
and
Gu(ξ(v), v) = 0,
for all v ∈ B(0, ǫ), which completes the proof. 
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Lemma 4.8 For each w ∈ Mλ, we have that det J(1,1)Ψw > 0, where J(1,1)Ψw is the Jacobian matrix of Ψw in pair
(1, 1).
Proof. Writing
Ψw(t, θ) := (Ψ
1
w(t, θ),Ψ
2
w(t, θ)),
with Ψ1w(t, θ) = 〈Iλ(tw+ + θw−), tw+〉 and Ψ2w(t, θ) = 〈Iλ(tw+ + θw−), θw−〉, across some calculus, it is shows that
∂Ψ1w
∂t
(1, 1) = pM ′(‖w‖p)(A+(w) +B+(w))2 + pM(‖w‖p)(A+(w) +B+(w)) −M(‖w‖p)C(w)
−λ
∫
Ω
∂tf(x,w
+)w+dx− q
∫
Ω
|w+|q
|x|α dx,
∂Ψ2w
∂θ
(1, 1) = pM ′(‖w‖p)(A−(w) +B−(w))2 + pM(‖w‖p)(A−(w) +B−(w)) −M(‖w‖p)C(w)
−λ
∫
Ω
∂tf(x,w
−)w−dx− q
∫
Ω
|w−|q
|x|α dx,
∂Ψ1w
∂θ
(1, 1) =
∂Ψ2w
∂t
(1, 1) = pM ′(‖w‖p)(A+(w) +B+(w))(A−(w) +B−(w)) +M(‖w‖p)C(w) > 0,
where
C(w) = 2(p− 1)
∫
Ω+×Ω−
|w+(x) − w−(y)|p−2w+(x)(−w−(y))
|x− y|N+sp dxdy.
From (2.13), it follows that
∂Ψ1w
∂t
(1, 1) < γM(‖w‖p)(A+(w) + B+(w))
−pM ′(‖w‖p)(A+(w) +B+(w))(A−(w) +B−(w)) −M(‖w‖p)C(w)
−λ
∫
Ω
∂tf(x,w
+)w+dx− q
∫
Ω
|w+|q
|x|α dx.
Since 〈I ′λ(w), w+〉 = 0, using (2.16), we obtain
∂Ψ1w
∂t
(1, 1) < −pM ′(‖w‖p)(A+(w) +B+(w))(A−(w) +B−(w)) −M(‖w‖p)C(w)
+
∫
Ω
γf(x,w+)w+ − ∂tf(x,w+)w+dx+ (γ − q)
∫
Ω
|w+|q
|x|α dx
≤ −pM ′(‖w‖p)(A+(w) +B+(w))(A−(w) +B−(w)) −M(‖w‖p)C(w)
= −∂Ψ
1
w
∂θ
(1, 1).
Analogously, we can conclude that
∂Ψ2w
∂θ
(1, 1) < −∂Ψ
1
w
∂θ
(1, 1).
Therefore,
detJ(1,1)Ψw =
∂Ψ1w
∂t
(1, 1)
∂Ψ2w
∂θ
(1, 1)− ∂Ψ
1
w
∂θ
(1, 1)
∂Ψ2w
∂t
(1, 1)
>
(
∂Ψ1w
∂θ
(1, 1)
)2
−
(
∂Ψ1w
∂θ
(1, 1)
)2
= 0.

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Remark 4.9 By Lemma 4.6, it follows that cNλ > 0, for all λ > 0. Also, given w ∈ Mλ, there exist tw+ , θw− > 0
such that tw+w
+, θw−w
− ∈ Nλ. So,
Iλ(w) ≥ Iλ(tw+w+ + θw−w−) > Iλ(tw+w+) + Iλ(θw−w−).
Then,
cMλ ≥ cN+
λ
+ cN−
λ
≥ 2cNλ . (4.9)
Furthermore, if cMλ is achieved, we have cMλ > cN+
λ
+ cN−
λ
≥ 2cNλ .
Proposition 4.10 The following asymptotic properties hold:
(1) For Xλ = Nλ,N+λ ,N−λ ,Mλ, it holds that cXλ is non-increasing in λ > 0 and
lim
λ→∞
cXλ = 0.
(2) Let {qn} ⊂ (p, p∗α] be such that qn → p∗α as n→∞. Then,
lim
λ→∞
lim sup
n→∞
cMλ,qn = 0.
Proof. (1) If λ2 > λ1, w ∈ Mλ1 and tw+ + θw− ∈Mλ2 , by Lemma 4.4, we have
Iλ1 (w) = ψ
λ1
w (1, 1) ≥ ψλ1w (t, θ) = ψλ2w (t, θ) + (λ2 − λ1)
∫
Ω
F (tw+ + θw−)dx
> ψλ2w (t, θ) ≥ cMλ2 ,
which implies cMλ1 ≥ cMλ2 . Analogously, using ϕu instead ψw, we obtain the same conclusion to other cXλ .
Let w ∈W s,p0 (Ω) be with w+ 6= 0 and w− 6= 0. By Lemma 4.4, for each λ > 0, there exist tλ > 0 and θλ > 0 such
that
tλw
+ + θλw
− ∈ Mλ.
Now, from (2.15) and (2.10), we get
0 < cXλ ≤ cMλ = inf
v∈Mλ
Iλ(v) ≤ Iλ(tλw+ + θλw−)
≤ M(1)
p
‖tλw+ + θλw−‖p + M(1)
γ
‖tλw+ + θλw−‖γ ,
and, thus, it is enough to show that tλ → 0 and θλ → 0, as λ→∞.
We consider the set
Qw = {(tλ, θλ) ∈ [0,∞)× [0,∞) : Ψw(tλ, θλ) = (0, 0), λ > 0},
where Ψw was defined in (4.2). Since tλw
+ + θλw
− ∈ Nλ, by assumption (f0) and (2.10), we have
t
q
λ
∫
Ω
|w+|q
|x|α dx+ θ
q
λ
∫
Ω
|w−|q
|x|α dx ≤ M(‖tλw
+ + θλw
−‖p)‖tλw+ + θλw−‖p
≤ 2p−1M(1)tpλ‖w+‖p + 2p−1M(1)θpλ‖w−‖p
+2γ−1M(1)tγλ‖w+‖γ + 2γ−1M(1)θγλ‖w−‖γ .
Once q > γ > p, it follows that Qw is bounded. Therefore, if {λn} ⊂ (0,∞) is such that λn → ∞, as n → ∞, up
to a subsequence, still denoted by {(tλn , θλn)}, there exist t, θ ≥ 0 such that tλn → t and θλn → θ.
We will show that t = θ = 0. Suppose, by contradiction, that t > 0 or θ > 0. For each n ∈ N, tλnw++θλnw− ∈ Nλn ,
namely
M(‖tλnw+ + θλnw−‖p)‖tλnw+ + θλnw−‖p = λn
∫
Ω
f(x, tλnw
+ + θλnw
−)(tλnw
+ + θλnw
−)dx
+
∫
Ω
|tλnw+ + θλnw−|q
|x|α dx. (4.10)
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Provided that tλnw
+ → tw+ and θλnw− → θw− in W s,p0 (Ω), by Lemma 2.4 and (f0), we have∫
Ω
f(x, tλnw
+ + θλnw
−)(tλnw
+ + θλnw
−)dx→
∫
Ω
f(x, tw+ + θw−)(tw+ + θw−)dx > 0,
as n → ∞. Once λn → ∞, as n → ∞ and {tλnw+ + θλnw−} is bounded in W s,p0 (Ω), we have a contradiction with
equality (4.10). Thus, t = θ = 0. Therefore, cXλn → 0, as n→∞.
(2) Given w ∈ W s,p0 (Ω) with w+ 6= 0 and w− 6= 0, from Lemma 4.4 we can take (tλ,qn , θλ,qn) ∈ (0,∞)× (0,∞) such
that tλ,qnw
+ + θλ,qnw
− ∈Mλ,qn and (tλ,p∗α , θλ,p∗α) ∈ (0,∞)× (0,∞) such that tλ,p∗αw+ + θλ,p∗αw− ∈Mλ,p∗α .
Claim: (tλ,qn , θλ,qn)→ (tλ,p∗α , θλ,p∗α) as n→∞.
Put ψqnw (t, θ) := Iλ,qn(tw
+ + θw−) and note that, from (2.10) and (2.18), we have
ψqnw (t, θ) ≤
1
p
M̂(‖tw+ + θw−‖p)− λ
∫
Ω
F (x, tw+ + θw−)→ −∞
as |(t, θ)| → ∞, independently of n. Therefore, there exist t˜, θ˜ > 0 such that (tλ,qn , θλ,qn) ∈ (0, t˜] × (0, θ˜], for all n.
Then, up to subsequence, (tλ,qn , θλ,qn) → (t, θ) ∈ [0,∞) × [0,∞). Since ψqnw → ψp
∗
α
w locally uniformly as n → ∞, it
follows that
ψqnw (tλ,qn , θλ,qn)→ ψp
∗
α
w (t, θ)
and
ψqnw (tλ,qn , θλ,qn) = sup
(t,θ)
ψqnw (t, θ)→ sup
(t,θ)
ψ
p∗α
w (t, θ)
as n → ∞. Thus, ψp∗αw (t, θ) = sup(t,θ) ψp
∗
α
w (t, θ) = ψ
p∗α
w (tλ,p∗α , θλ,p∗α). From the uniqueness, ensured by Lemma 4.4, we
obtain tλ,p∗α = t and θλ,p∗α = θ. Moreover, from Dominated Convergence Theorem, we obtain
lim sup
n→∞
cMλ,qn ≤ limn→∞ψ
qn
w (tλ,qn , θλ,qn)
= ψ
p∗α
w (tλ,p∗α , θλ,p∗α).
Since tλ,p∗α , θλ,p∗α → 0 as λ→∞, it follows that
lim
λ→∞
lim sup
n→∞
cMλ,qn = 0.

If {un} is a sequence such that un ⇀ u inW s,p0 (Ω), from a standard argument, one can check that u±n ⇀ u±. Thus,
we can apply Lemma 2.7 to {un} and to both u±n , so that, for u, we obtain measures ν, σ, {xj}j∈J ⊂ Ω satisfying
(2.6)-(2.9) and for u±, correspondents ν±, σ±, {x±j }j∈J± .
Lemma 4.11 Let {un} and {qn} be a sequences satisfying the hypotheses of Lemma 2.7 such that I ′λ,qn(un)→ 0, as
n→∞. With the previous notations, if νj > 0 for some j ∈ J or ν±k > 0 for some k ∈ J ±, we have
νj , ν
±
k ≥ min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
.
Proof. Fix k ∈ J ± such that ν±j > 0, x±j ∈ Ω and for ̺ > 0 consider φ̺ ∈ C∞c (B(xj , 2̺)) such that
0 ≤ φ̺ ≤ 1, φ|B(xj ,̺) = 1, |∇φ̺| ≤
C
̺
.
Since {φ̺u±n } is bounded, we have that 〈I ′λ,qn(un), φ̺u±n 〉 = on(1) and thus∫
Ω
|u±n |qn
|x|α φ̺dx + λ
∫
Ω
f(x, u±n )u
±
n φ̺dx =M(‖un‖p)〈(−∆p)sun, φ̺u±n 〉+ on(1).
Note that, for all n
〈(−∆p)sun, φ̺u±n 〉 =
∫
R2N
|un(x)− un(y)|p−2(un(x) − un(y))(φ̺(x)u±n (x) − φ̺(y)u±n (y))
|x− y|N+sp dxdy
≥
∫
RN
|Dsu±n |pφ̺dx−
∣∣∣∣∫
R2N
|un(x) − un(y)|p−2(un(x) − un(y))u±n (y)(φ̺(x) − φ̺(y))
|x− y|N+sp dxdy
∣∣∣∣ .
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Proceeding as in [24, Lemma 3.1], we obtain
lim sup
n→∞
∣∣∣∣∫
R2N
|un(x)− un(y)|p−2(un(x)− un(y))u±n (y)(φ̺(x)− φ̺(y))
|x− y|N+sp dxdy
∣∣∣∣ ≤ C (∫
RN
|Dsφ̺|p|u±|pdy
) 1
p
.
Then, putting ‖u±n ‖ → τ± ≥ 0 as n→∞, we can take the limit in n to conclude that
M(τp±)
∫
RN
φ̺dσ
± ≤
∫
RN
φ̺dν
± + λ
∫
Ω
f(x, u±)u±φ̺dx + CM(τ
p
±)
(∫
RN
|Dsφ̺|p|u±|pdy
) 1
p
.
Moreover, by [24, (2.14)], it follows that
lim
̺→0
∫
RN
|Dsφ̺|p|u|pdy = 0
which implies in the inequality
ν±k ≥M(τp±)σ±k .
Since |Dsu±n |p ⇀∗ σ±, from (2.7), we have that τp± ≥ σ±k . Then, by (2.11), it follows that
ν±k ≥M(1)min{1, (σ±k )
γ−p
p }σ±k .
From (2.9), we have that
ν±k ≥ min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
.
By similar arguments, the same inequality can be obtained for νj . 
Proposition 4.12 (PS condition) The following statements are hold true:
(1) for p < q < p∗α, Iλ satisfies (PS)c, for all c ∈ R;
(2) for q = p∗α, Iλ satisfies (PS)c, for all
c <
(
1
γ
− 1
p∗α
)
min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
.
Proof.
(1) Let {un} be a (PS)c sequence of Iλ, in other words,
Iλ(un)→ c, I ′λ(un)→ 0 in W−s,p(Ω), n→∞.
Then, by (f2) and (2.14), since γ < µ < q, we obtain
c+ on(1)‖un‖ = Iλ(un)− 1
µ
〈I ′λ(un), un〉
=
1
p
M̂(‖un‖p)− 1
µ
M(‖un‖p)‖un‖p + λ
∫
Ω
1
µ
f(x, un)un − F (x, un)dx
+
(
1
µ
− 1
q
)∫
Ω
|un|q
|x|α dx ≥
(
1
γ
− 1
µ
)
M(‖un‖p)‖un‖p.
Case 1: infn ‖un‖ = dλ > 0.
From (M1), we have that M(‖un‖p) ≥M(dpλ) > 0 which implies in the boundedness of {un} since
c+ on(1)‖un‖ ≥
(
1
γ
− 1
µ
)
M(dpλ)‖un‖p.
Therefore, up to a subsequence, un ⇀ u ∈ W s,p0 (Ω) and since the embedding W s,p0 (Ω) →֒ Lr(Ω, dx|x|β ) is compact for
each r ∈ [1, p∗β) with 0 ≤ β < ps, up to subsequence, we can suppose that
un → u, in Lr(Ω, dx|x|β ),
un(x)→ u(x), a. e. x ∈ Ω,
‖un‖ → τλ > 0.
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Using Lemma 2.4, the weak convergence of {un} and Lemma 2.6, we obtain∫
Ω
f(x, un)(un − u)dx→ 0 and
∫
Ω
|un|q−2un(un − u)
|x|α dx→ 0, n→∞. (4.11)
On the other hand, 〈I ′λ(un), un − u〉 = on(1), which together with (4.11) imply
M(τλ)〈(−∆p)sun, un − u〉 = on(1).
Since M(τλ) > 0, we conclude that
〈(−∆p)sun, un − u〉 = on(1),
which, by Lemma 2.5, implies ‖un‖ → ‖u‖ as n → ∞ and since W s,p0 (Ω) is uniformly convex it follows that {un}
converges strongly to u.
Caso 2: infn ‖un‖ = 0
In this case, either 0 is an accumulation point of the sequence {‖un‖} or 0 is a isolated point of {‖un‖}. If the
first possibility occurs, we have that un → 0 strongly and, consequently, the result is proved. If the second one occurs,
there exists a subsequence {‖unk‖} such that infk ‖unk‖ = dλ > 0 and we can proceed as in case 1.
(2) Let {un} be a (PS)c sequence of Iλ with
c <
(
1
γ
− 1
p∗α
)
min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
.
As in (1), firstly, we address the case infn ‖un‖ = dλ > 0. Then, by similar way, we have that {un} is bounded
and, up to subsequence, un ⇀ u in W
s,p
0 (Ω). Applying the concentration compactness principle (see Lemma 2.7) to
sequence {un} with qn = p∗α, there exist two measures ν, σ and an at most countable set {xj}j∈J satisfying (2.6)-(2.9).
Supposing, by contradiction, that there exists j ∈ J such that νj > 0, we can apply Lemma 4.11 to obtain
c = Iλ(un)− 1
γ
〈I ′λ(un), un〉+ on(1)
≥
(
1
γ
− 1
p∗α
)∫
Ω
|un|p∗α
|x|α dx+ on(1)
≥
(
1
γ
− 1
p∗α
)
νj ≥
(
1
γ
− 1
p∗α
)
min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
,
which is a contradiction. Therefore, J = ∅ and un → u in Lp∗α(Ω, dx|x|α ). By standard arguments un → u in W s,p0 (Ω).
Finally, if infn ‖un‖ = 0, we can proceed as in case 2 of item (1). 
Lemma 4.13 There exists a closed set V ± with N±λ ⊂ V ± ⊂ Nλ and sequences {vn} ⊂ V ±, {un} ⊂ N±λ such that
{vn} is a (PS)c
V±
sequence with
lim
n→∞
‖un − vn‖ = 0, (4.12)
where
cV ± := inf
v∈V ±
Iλ(v).
Proof. We will make the proof only for N+λ , because the proof for N−λ is similar. Let R > 0 be given in Lemma 4.1
and consider the open set
U+ := {u ∈ W s,p0 (Ω) : ‖u−‖ < R}
and the closed set containing N+λ
V + := Nλ ∩ U+.
Let {u˜n} ⊂ V + be a minimizing sequence for Iλ in V +, namely, Iλ(u˜n) → cV + , as n → ∞. Applying the first
inequality of item (2) of Lemma 4.1 to u˜−n , we obtain
〈I ′λ(u˜+n ), u˜+n 〉 ≤ 〈I ′λ(u˜+n ), u˜+n 〉+ 〈I ′λ(u˜−n ), u˜−n 〉
≤ 〈I ′λ(u˜n), u˜n〉 = 0
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and, thus, by Corollary 4.3, there exists tn ∈ (0, 1] such that un := tnu˜+n ∈ N+λ . Furthermore, applying the second
inequality of item (2) of Lemma 4.1 to tnu˜
−
n and using Lemma 4.2, we have
Iλ(un) ≤ Iλ(un) + Iλ(tnu˜−n ) ≤ Iλ(tnu˜n) ≤ Iλ(u˜n).
Therefore, {un} ⊂ N+λ is also a minimizing sequence for Iλ in V +. Applying Ekeland’s variational principle (see [14,
Theorem 1.1]), there exists {vn} ⊂ V + such that
‖un − vn‖ ≤ 1√
n
, Iλ(vn) ≤ Iλ(un) < cV + + 1
n
(4.13)
and
Iλ(vn) < Iλ(v) +
1√
n
‖vn − v‖, (4.14)
for all v ∈ V +, v 6= vn.
Note that vn ∈ U+ if n is sufficiently large. In fact, by Corollary 4.3, there exists θn ∈ (0, 1] such that θnv+n ∈ N+λ .
Since {vn} is bounded, there exists C > 0 such that ‖v+n ‖γ ≤ ‖vn‖γ ≤ C and, thus, by Lemma 4.6,
θγn ≥
κγ
C
,
for all n ∈ N. Then, set N := {n ∈ N : ‖v−n ‖ = R} is finite, because otherwise, using again item (2) of Lemma 4.1, we
get
Iλ(θnv
−
n ) ≥ Rθγn‖v−n ‖γ ≥ Rγ+1
κγ
C
>
1
n
which implies
Iλ(vn) ≥ Iλ(θnvn) ≥ Iλ(θnv+n ) + Iλ(θnv−n ) ≥ cV + +
1
n
,
if n ∈ N , n sufficiently large, contradicting (4.13).
Since U+ is open, there exists δn > 0 such that B(vn, δn) ⊂ U+, for all n sufficiently large. From Lemma 4.7, we
obtain the functions ξn : B(0, ǫn)→ [0,∞) such that, by continuously, ǫn > 0 can be chosen satisfying
|ξn(v)− ξn(0)| < δn
2C
, ∀v ∈ B(0, ǫn),
with ǫn <
δnC
δn+2C
. Then, since ξn(0) = 1, we have that ξn(v)(vn − v) ∈ B(vn, δn) ⊂ U+, for all v ∈ B(0, ǫn).
Let 0 ≤ ρ < ǫn, v ∈W s,p0 (Ω) \ {0}, vρ := ρv‖v‖ and ηρ := ξn(vρ)(vn − vρ). Since ηρ ∈ Nλ ∩ U+, by (4.14), it follows
that
Iλ(ηρ)− Iλ(vn) ≥ − 1√
n
‖ηρ − vn‖.
From definition of Fre´chet derivative, we obtain
〈I ′λ(vn), ηρ − vn〉+ oρ(‖ηρ − vn‖) ≥ −
1√
n
‖ηρ − vn‖.
Thus,
〈I ′λ(vn),−vρ〉+ (ξn(vρ)− 1)〈I ′λ(vn), vn − vρ〉 ≥ −
1√
n
‖vρ − vn‖+ oρ(‖ηρ − vn‖).
Since ξn(vρ)(vn − vρ) ∈ Nλ, we have that
−ρ
〈
I ′λ(vn),
v
‖v‖
〉
+ (ξn(vρ)− 1)〈I ′λ(vn)− I ′λ(ηρ), vn − vρ〉
≥ − 1√
n
‖ηρ − vn‖+ oρ(‖ηρ − vn‖).
Thus, 〈
I ′λ(vn),
v
‖v‖
〉
≤ 1√
n
‖ηρ − vn‖
ρ
+
oρ(‖ηρ − vn‖)
ρ
+
(ξn(vρ)− 1)
ρ
〈I ′λ(vn)− I ′λ(ηρ), vn − vρ〉.
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From inequalities
‖ηρ − vn‖ ≤ |ξn(vρ)− 1|‖vn‖+ |ξn(vρ)|ρ
and
lim
ρ→0
|ξn(vρ)− 1|
ρ
≤ ‖ξ′n(0)‖,
for ρ→ 0 and n fixed, it follows that 〈
I ′λ(vn),
v
‖v‖
〉
≤ C√
n
(1 + ‖ξ′n(0)‖). (4.15)
To conclude that I ′λ(vn) → 0 as n → ∞, it is enough to show that {ξ′n(0)} is uniformly bounded in n. In fact,
consider G(u) := 〈I ′λ(u), u〉 and note that
〈ξ′n(0), v〉 =
〈G′(vn), v〉
〈G′(vn), vn〉 .
Note that G′ maps bounded sets of W s,p0 (Ω) in bounded sets of W
−s,p′(Ω). Moreover, as in the proof of Lemma 4.7,
we have that
〈G′(vn), vn〉 ≤ (γ − q)
∫
Ω
|vn|q
|x|α dx < 0.
So, from Lemma 4.6, we conclude that |〈G′(vn), vn〉| ≥ d, for some d > 0 and all n. Therefore, {ξ′n(0)} is uniformly
bounded and from (4.13), (4.15), it follows that {vn} is a (PS)c
V+
sequence. 
4.2 The non-degenerate case
In this subsection, we address the case non-degenerate M(0) = m0 > 0. Assuming that M satisfies only (M1) and
f satisfies (f0), (F1) and (F2), we enunciate some technical results to truncated functional Iλ,a. The proofs of these
results it will be omitted because they are similar to proofs of the corresponding results presented in subsection 4.1.
In fact, taking into account that m0 ≤Ma(t) ≤ a, for all t ∈ R, it is enough replace (M2) by (M ′2), (f1) by (F1), and
conditions (f2) and (f3) by (F2).
Lemma 4.14 Functional Iλ,a satisfies the following geometric conditions:
(1) for each u ∈ W s,p0 (Ω) \ {0}, we have
Iλ,a(tu
+ + θu−)→ −∞, as |(t, θ)| → ∞;
(2) there exists R > 0 such that
Iλ,a(u) ≥ R‖u‖p and 〈I ′λ,a(u), u〉 ≥ R‖u‖p.
Lemma 4.15 For each u ∈ W s,p0 (Ω) \ {0}, there exists unique tu > 0 such that tuu ∈ Nλ,a. In particular, Nλ,a 6= ∅
and N±λ,a 6= ∅. Moreover, Iλ,a(tuu) > Iλ,a(tu), for all t ≥ 0, t 6= tu.
Corollary 4.16 For each u ∈ W s,p0 (Ω)\{0} with 〈I ′λ,a(u), u〉 ≤ 0, there exists unique tu ∈ (0, 1] such that tuu ∈ Nλ,a.
Lemma 4.17 For each w ∈ W s,p0 (Ω) with w+ 6= 0 and w− 6= 0, there exists unique pair (tw, θw) ∈ (0,∞) × (0,∞)
such that
tww
+ + θww
− ∈ Mλ,a.
In particular, Mλ,a 6= ∅. Furthermore, for all t, θ ≥ 0 with (t, θ) 6= (tw, θw), we have
Iλ,a(tw
+ + θw−) < Iλ,a(tww
+ + θww
−).
Corollary 4.18 For each w ∈ W s,p0 (Ω) with w± 6= 0 and 〈I ′λ,a(w), w±〉 ≤ 0, there exists unique pair (tw, θw) ∈
(0, 1]× (0, 1] such that tww+ + θww− ∈Mλ,a.
Lemma 4.19 (1) There exists κ := κλ > 0 such that for all u ∈ Nλ,a,
‖u‖ ≥ κ
and for all w ∈Mλ,a,
‖w+‖, ‖w−‖ ≥ κ;
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(2) For all u ∈ Nλ,a,
Iλ,a(u) ≥
(
m0
p
− a
µ
)
‖u‖p;
(3) If {un} ⊂ Nλ,a and {wn} ⊂ Mλ,a are bounded sequences, then
lim inf
n→∞
∫
Ω
|un|q
|x|α dx > 0 and lim infn→∞
∫
Ω
|wn|q
|x|α dx > 0.
Lemma 4.20 For each u ∈ Nλ,a, there exists ǫ > 0 and a differentiable function ξa : B(0, ǫ) → [0,∞) such that
ξa(0) = 1, ξa(v)(u − v) ∈ Nλ,a and
〈ξ′a(0), v〉 =
pM
′
a(‖u‖p)〈(−∆)su, v〉 − λ
∫
Ω ∂tf(x, u)vdx − q
∫
Ω
|u|q−2uv
|x|α dx
pMa(‖u‖p)‖u‖p − λ
∫
Ω
∂tf(x, u)udx− q
∫
Ω
|u|q
|x|α dx
Lemma 4.21 For each w ∈ Mλ,a, we have that detJ(0,1)ψw,a > 0, where J(1,1)ψw,a is the Jacobian matrix of ψw,a
in pair (1, 1).
Proposition 4.22 The following asymptotic properties hold:
(1) For Xλ,a = Nλ,a,N+λ,a,N−λ,a,Mλ,a, it holds that cXλ,a is non-increasing in λ > 0 and
lim
λ→∞
cXλ,a = 0.
(2) Let {qn} ⊂ (p, p∗α] be such that qn → p∗α as n→∞. Then,
lim
λ→∞
lim sup
n→∞
cMλ,a,qn = 0.
Lemma 4.23 Let {un} and {qn} be a sequences satisfying the hypotheses of Lemma 2.7 such that I ′λ,a,qn(un)→ 0, as
n→∞. With the previous notations, if νj > 0 for some j ∈ J or ν±k > 0 for some k ∈ J ±, we have
νj , ν
±
k ≥ (m0Sα)
N−α
sp−α .
Proposition 4.24 (PS condition) The following statements are hold true:
(1) for p < q < p∗α, Iλ,a satisfies (PS)c, for all c ∈ R;
(2) for q = p∗α, Iλ,a satisfies (PS)c, for all
c <
(
1
µ
− 1
p∗α
)
(m0Sα)
N−α
sp−α .
Lemma 4.25 There exists a closed set V ±a with N±λ,a ⊂ V ±a ⊂ Nλ,a and sequences {vn} ⊂ V ±a , {un} ⊂ N±λ,a such
that {vn} is a (PS)c
V±
sequence and
lim
n→∞
‖un − vn‖ = 0.
5 Proof of main results
We consider the levels
l1 :=
(
1
γ
− 1
p∗α
)
min
{
(M(1)Sα)
N−α
sp−α ,
(
M(1)S
γ
p
α
) p∗α
p∗α−γ
}
, l2 :=
(
1
µ
− 1
p∗α
)
(m0Sα)
N−α
sp−α
which are important in demonstrations of main results of this work.
The existence of ground state solution can be ensured by Mountain Pass Theorem (see [1]). In fact, let
Γλ := {g ∈ Co([0, 1],W s,p0 (Ω)) : g(0) = 0, Iλ(g(1)) < 0},
Γλ,a := {g ∈ Co([0, 1],W s,p0 (Ω)) : g(0) = 0, Iλ,a(g(1)) < 0}
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and the minimax levels
cλ := inf
g∈Γλ
sup
t∈[0,1]
Iλ(g(t)),
cλ,a := inf
g∈Γλ,a
sup
t∈[0,1]
Iλ,a(g(t)).
Using Lemma 4.1 to Iλ and Lemma4.19 to Iλ,a, we have that both functionals Iλ and Iλ,a satisfy the geometric
conditions of Mountain Pass Theorem:
• there exist positive constants d and d′ such that J(u) ≥ d for all u ∈ W s,p0 (Ω), with ‖u‖ = d′;
• there exists e ∈W s,p0 (Ω) with ‖e‖ > d′ such that J(e) < 0.
In the subcritical case, p < q < p∗α, since both functionals Iλ and Iλ,a satisfy the (PS)c condition, for all c ∈ R, we
can apply Mountain Pass Theorem to conclude that cλ and cλ,a are positive critical values of Iλ and Iλ,a, respectively.
In critical case, q = p∗α, we apply the version of Mountain Pass Theorem without the (PS) condition (see [5,
Theorem 2.2]) for Iλ and Iλ,a which together with item (3) of Proposition 4.12 and item (2) of Proposition 4.24, imply
that cλ and cλ,a are positive critical values of Iλ and Iλ,a, respectively, whenever cλ < l1 and cλ,a < l2.
It is not difficult to see that cλ = cNλ and cλ,a = cNλ,a for all λ > 0. This ensures that any solution obtained in
the minimax level is also a ground state solution.
5.1 Proof of Theorem 1.1
(1) Signed solutions: In order to obtain a positive solution and a negative one for (Pλ), we will show that cN+
λ
and
cN−
λ
are achieved by critical points of Iλ. In fact, let {vn} ⊂ V + and {un} ⊂ N+λ be obtained in Lemma 4.13. By
Proposition 4.12, there exists uλ,1 ∈ W s,p0 (Ω) such that, up to subsequence, vn → uλ,1 as n → ∞ which implies
Iλ(uλ,1) = cV + and I
′
λ(uλ,1) = 0. From (4.12), un → uλ,1 as n → ∞. Since N+λ is closed, it follows that uλ,1 ∈ N+λ
and, thus, Iλ(uλ,1) = cN+
λ
. Analogously, using N−λ , it is shown that there exists a negative solution uλ,2 for problem
(Pλ) with Iλ(uλ,2) = cN−
λ
.
It remains to show that at least one of solutions uλ,1 or uλ,2 is a ground state solution. In fact, let u0 be a arbitrary
ground state solution of (Pλ). Then, u0 ∈ Nλ with Iλ(u0) = cNλ and I ′λ(u0) = 0. We can observe that u0 has constant
sign. Otherwise, u0 ∈Mλ and by Remark 4.9, it follows that
cNλ = Iλ(u0) ≥ cMλ ≥ 2cNλ ,
which is a contradiction. Therefore, if u0 is a positive solution, we have
cN+
λ
≤ Iλ(u0) = cNλ ≤ cN+
λ
,
which implies that uλ,1 is a ground state solution. If u0 is a negative solution, we obtain that uλ,2 is a ground state
solution.
Sign-changing solution: Let {wn} ⊂Mλ be a sequence such that
lim
n→∞
Iλ(wn) = cMλ .
From Lemma 4.6 and the boundedness of {Iλ(wn)}, it follows that {wn} is a bounded sequence in W s,p0 (Ω). Then,
up to a subsequence, still denoted by {wn}, there exists w ∈ W s,p0 (Ω) such that wn ⇀ w and since the embedding
W
s,p
0 (Ω) →֒ Lr(Ω, dx|x|β ) is compact, for all r ∈ [1, p∗β) and all 0 ≤ β < ps, we have that
wn → w, in Lr(Ω, dx|x|β ),
wn(x)→ w(x), a. e. x ∈ Ω.
Furthermore, across simple arguments, we deduce
w±n ⇀ w
±, in W s,p0 (Ω),
w±n → w±, in Lr(Ω, dx|x|β ),
w±n (x)→ w±(x), a. e. x ∈ Ω.
22
From Lemma 4.6, since q < p∗α, we have∫
Ω
|w±|q
|x|α dx = lim infn→∞
∫
Ω
|w±n |q
|x|α dx > 0
which implies that w+ 6= 0 and w− 6= 0. Also, from (M1), Fatou’s Lemma and Lemma 2.4, it follows that
〈I ′λ(w), w±〉 ≤ lim
n→∞
〈I ′λ(wn), w±n 〉 = 0.
Then, Corollary 4.5 implies that there exists (tw, θw) ∈ (0, 1]× (0, 1] such that tww+ + θww− ∈Mλ. Thus, by (2.14)
and (2.17), we get
cMλ ≤ Iλ(tww+ + θww−) = Iλ(tww+ + θww−)−
1
γ
〈I ′λ(tww+ + θww−), tww+ + θww−〉
≤ Iλ(w) − 1
γ
〈I ′λ(w), w〉 (5.1)
≤ lim
n→∞
(
Iλ(wn)− 1
γ
〈I ′λ(wn), wn〉
)
= lim
n→∞
Iλ(wn) = cMλ
and when tw < 1 or θw < 1, inequality (5.1) is strict. Therefore, tw = θw = 1 which implies that w ∈ Mλ with
Iλ(w) = cMλ .
It remains to be shown that w is a critical point for Iλ. Suppose, by contradiction, that I
′
λ(w) 6= 0. Then, there
exists v ∈ W s,p0 (Ω) (which by density can be taken in C∞c (Ω)) such that 〈I ′λ(w), v〉 < −1 and, by continuously, there
exists τ0 > 0 sufficiently small, such that
〈I ′λ(tw+ + θw− + τv), v〉 < −1, (5.2)
whenever (t, θ) ∈ B((1, 1), τ0) and |τ | ≤ τ0. Now, by Lemma 4.4,
Ψw(t, θ) =
(〈
I ′λ(tw
+ + θw−), tw+
〉
,
〈
I ′λ(tw
+ + θw−), θw−
〉) 6= (0, 0), (5.3)
for all (t, θ) ∈ ∂D, where D = B((1, 1), τ0). We consider h(τ, t, θ) = tw++θw−+τv which satisfies h± 6= 0 if (t, θ) ∈ D
and 0 ≤ τ ≤ τ1 with 0 < τ1 < τ0 sufficiently small. We also consider the homotopy H : [0, τ1]×D → R2 defined by
Hτ (t, θ) :=
(
I ′λ(h(τ, t, θ)), h(τ, t, θ)
+, I ′λ(h(τ, t, θ)), h(τ, t, θ)
−
)
.
Note that H0 = Ψw and by (5.3), inf∂D |H0| > 0. Moreover, by uniform continuously, we obtain inf∂D |Hτ | > 0, for
all 0 ≤ τ ≤ τ1 with τ1 sufficiently small. Thus, by Lemma 4.8
deg(Ψw, D, (0, 0)) = sgn detJ(1,1)Ψw = 1
and from invariance under homotopy, we obtain
deg(Hτ1 , D, (0, 0)) = deg(H0, D, (0, 0)) = 1.
Therefore, there exists (t1, θ1) ∈ D such that Hτ1(t1, θ1) = (0, 0), namely, h(τ1, t1, θ1) ∈ Mλ. Applying (5.2) and
Lemma 4.4, we have
cMλ ≤ Iλ(h(τ1, t1, θ1)) = Iλ(t1w+ + θ1w−) +
∫ τ1
0
〈I ′λ(t1w+ + θ1w− + tv), v〉dt
≤ Iλ(t1w+ + θ1w−)− τ1
≤ Iλ(w) − τ1 = cMλ − τ1
which is a contradiction. Hence, I ′λ(w) = 0. Consequently, uλ,3 := w is a least energy sign-changing solution for (Pλ)
and by Remark 4.9, we have that
Iλ(uλ,3) > Iλ(uλ,1) + Iλ(uλ,2).
(2) Signed solutions: From Proposition 4.10 there exists λ∗ > 0 such that for all λ ≥ λ∗, we have
cN±
λ
< l1.
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Let {V ±λ } be obtained in Lemma 4.13. Since cV ±
λ
≤ cN±
λ
, by Proposition 4.12, it follows that Iλ satisfies (PS)c
V
±
λ
, for
all λ ≥ λ∗. As in item (1), applying Lemma 4.13, we get a positive solution uλ,1 and a negative one uλ,2 such that
one of them is a ground state solution, for all λ ≥ λ∗.
Sign-changing solution: Let {qn} ⊂ (µ, p∗α) such that qn → p∗α as n → ∞. By Proposition 4.10, there exists λ∗ > 0
such that for all λ ≥ λ∗
cNλ,p∗α
< l1 (5.4)
and
lim sup
n→∞
cMλ,qn < cNλ,p∗α
+ l1. (5.5)
Fix λ ≥ λ∗. Then, from item (1) with q = qn, there exists a sequence {wqn} ⊂ Mλ,qn such that Iλ,qn(wqn) = cMλ,qn
and I ′λ,qn(wqn) = 0. By Lemma 4.6, we have(
1
γ
− 1
µ
)
M(1)min{1, ‖wqn‖
γ−p
p }‖wqn‖p ≤ Iλ,qn(wqn) ≤ C
which implies in the boundedness of {wqn}. Thus, up to a subsequence, wqn ⇀ w ∈W s,p0 (Ω) and
wqn → w, in Lr(Ω), r ∈ [1, p∗)
wqn(x)→ w(x), a. e. x ∈ Ω,
‖wqn‖ → τ0 ≥ 0.
Since {w±qn} is also bounded, an elementary argument shows that
w±qn ⇀ w
±, in W s,p0 (Ω),
w±qn → w±, in Lr(Ω),
wqn(x)→ w(x), a. e. x ∈ Ω.
Next we will prove that wn → w strongly in W s,p0 (Ω). Applying the concentration compactness principle to {wqn}
and to both w±qn , we obtain for w measures ν, σ and a collection at most countable {xj}j∈J ⊂ Ω satisfying (2.6)-(2.9)
and for w±, correspondents ν±, σ±, {x±j }j∈J± .
Since
cMλ,qn = Iλ,qn(wqn)−
1
γ
〈I ′λ,qn(wqn), wqn〉
=
1
p
M̂(‖wqn‖p)−
1
γ
M(‖wqn‖p)‖wqn‖p
+λ
∫
Ω
1
γ
f(x,wqn)wqn − F (x,wqn )dx+
(
1
γ
− 1
qn
)∫
Ω
|wqn |qn
|x|α dx,
from (2.14) and (2.17), we have
lim sup
n→∞
cMλ,qn ≥
1
p
M̂(‖w‖p)− 1
γ
M(‖w‖p)‖w‖p
+λ
∫
Ω
1
γ
f(x,w)w − F (x,w)dx +
(
1
γ
− 1
p∗α
)
(ν+ + ν−)(RN ). (5.6)
Note that w 6= 0. In fact, suppose that w = 0, then ν+j > 0 for some j ∈ J + and ν−l > 0 for some l ∈ J −
because otherwise, without loss of generality, say ν+j = 0 for all j ∈ J+, by item (1) of Lemma 4.6, we would have the
contradiction
M(κp)κp ≤M(κp) lim
n→∞
‖w+qn‖p ≤ limn→∞M(‖wqn‖
p)〈(−∆p)swqn , w+qn〉 = limn→∞λ
∫
Ω
f(x,w+qn)w
+
qndx+
∫
Ω
|w+qn |qn
|x|α dx = 0.
Thus, by (5.6) and Lemma 4.11, we have
lim sup
n→∞
cMλ,qn ≥
(
1
γ
− 1
p∗α
)
ν+j +
(
1
γ
− 1
p∗α
)
ν−l
≥ 2l1
24
which, from (5.4), contradicts (5.5). Therefore, w 6= 0. Moreover, from Lemmas 2.5 and 2.6, we have
〈I ′λ,p∗α(w), w〉 ≤ lim infn→∞ 〈I
′
λ,qn(wqn), w〉 = 0
and, thus, there exists tw ∈ (0, 1] such that tww ∈ Nλ,p∗α .
Now, we can prove that ν+j = 0, for all j ∈ J + and ν−j = 0 for all j ∈ J −. Supposing not, by (5.6), (3.9), (2.17)
and Lemma 4.11, it follows that
lim sup
n→∞
cMλ,qn ≥ Iλ,p∗α(tww)−
1
γ
〈I ′λ,p∗α(tww), tww〉+ l1
≥ Iλ,p∗α(tww) + l1
≥ cNλ,p∗α + l1
contradicting (5.5). Therefore, ν+j = 0, for all j ∈ J+ and ν−j = 0 for all j ∈ J − which implies∫
Ω
|w±qn |qn
|x|α dx→
∫
Ω
|w±|p∗α
|x|α dx.
Since 〈I ′λ,qn(wqn), wqn − w〉 = 0, follows that 〈(−∆p)swqn , wqn − w〉 = on(1). Then, by Lemma 2.5 and standard
arguments, we conclude that wqn → w in W s,p0 (Ω). Thus, w±qn → w± in W s,p0 (Ω) and from (4.8) with q = qn, we
obtain
‖w±‖ = lim
n→∞
‖w±qn‖ > 0.
Therefore, by Lemma 2.6, we conclude that I ′λ,p∗α(w) = limn→∞ I
′
λ,qn
(wqn) = 0 and w ∈ Mλ,p∗α .
It remains to prove that w has minimum energy. Given v ∈Mλ,p∗α , by Lemma 4.4, there exist tn, θn > 0 such that
vn = tnv
+ + θnv
− ∈Mλ,qn .
Then, proceeding as in the proof of item (2) of Proposition 4.10, we conclude that (tn, θn)→ (1, 1) and since
Iλ,qn(vn) =
1
p
M̂(‖vn‖p)− 1
µ
M(‖vn‖p)‖vn‖p +
∫
Ω
1
µ
f(x, vn)vn − F (x, vn)dx
+
(
1
µ
− 1
qn
)
tqnn
∫
Ω
|v+|qn
|x|α dx+
(
1
µ
− 1
qn
)
θqnn
∫
Ω
|v−|qn
|x|α dx,
from Dominated Convergence Theorem, it follows that Iλ,qn(vn)→ Iλ,p∗α(v). Note that, by construction, Iλ,qn(wqn) ≤
Iλ,qn(vn) which implies
Iλ,p∗α(w) = limn→∞
Iλ,qn(wqn) ≤ limn→∞ Iλ,qn(vn) = Iλ,p∗α(v)
and, therefore, Iλ,p∗α(w) = cMλ,p∗α . Taking uλ,3 := w, we obtain the third solution as intended, for all λ ≥ λ∗. 
5.2 Proof of Theorem 3.1
Replacing the technical results obtained to functional Iλ in subsection 4.1 by the corresponding ones obtained to
functional Iλ,a in subsection 4.2, we can follow the same passes used in the proof of Theorem 1.1 to prove this result.

5.3 Proof of Theorem 1.2
(1) The proof of this item is analogous to proof of item (1) of Theorem 1.1. In fact, since M is non-degenerate, it is
not necessary to use the property (2.11) and, therefore, condition (f1) can be substituted by (F1).
(2) From item (1) of Theorem 3.1, we obtain three solutions for problem (Pλ,a), uλ,a,1, uλ,a,2 and uλ,a,3 for which
(Cλ,a) holds. By Proposition 4.22, there exists λ∗ > 0 such that for all λ ≥ λ∗,
cN±
λ,a
, cMλ,a ≤ δ
(
m0
p
− a
µ
)
.
Thus, from Lemma 4.19, we obtain ‖uλ,a,i‖p ≤ δ, i = 1, 2, 3. By (3.8), it follows that Ma(‖uλ,a,i‖p) = M(‖uλ,a,i‖p),
i = 1, 2, 3. Therefore, for all λ ≥ λ∗, uλ,i := uλ,a,i, i = 1, 2, 3, are solutions of problem (Pλ), for which (Cλ) holds.
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(3) From item (2) of Theorem 3.1, there exist λ > 0 such that for all λ ≥ λ, problem (Pλ,a) has three solutions uλ,a,1,
uλ,a,2 and uλ,a,3 for which (Cλ,a) holds. Also, from Proposition 4.22, there exists λ∗∗ ≥ λ such that for all λ ≥ λ∗∗,
cN±
λ,a
, cMλ,a ≤ δ
(
m0
p
− a
µ
)
.
As in item (2) of this theorem, we can conclude that uλ,i := uλ,a,i, i = 1, 2, 3, are solutions of (Pλ) for which (Cλ)
holds, for all λ ≥ λ∗∗. 
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