An experimental technique for the measurement of thermal properties of air at low pressures using a photopyroelectric ͑PPE͒ thermal-wave cavity ͑TWC͒ was developed. In addition, two theoretical approaches, a conventional one-dimensional thermal-wave model and a three-dimensional theory based on the Hankel integral, were applied to interpret the thermal-wave field in the thermal-wave cavity. The importance of radiation heat transfer mechanisms in a TWC was also investigated. Radiation components were added to the purely conductive model by linearizing the radiation heat transfer component at the cavity boundary. The experimental results indicate that the three-dimensional model is necessary to describe the PPE signal, especially at low frequencies where thermal diffusion length is large and sideways propagation of the thermal-wave field becomes significant. Radiation is found to be the dominant contributor of the PPE signal at high frequencies and large cavity lengths, where heat conduction across the TWC length is relatively weak. The three-dimensional theory and the Downhill Simplex algorithm were used to fit the experimental data and extract the thermal diffusivity of air and the heat transfer coefficient in a wide range of pressures from 760 to 2.6 Torr. It was shown that judicious adjustments of cavity length and computational best fits to frequency-scanned data using three-dimensional photopyroelectric theory lead to optimally accurate value measurements of thermal diffusivity and heat transfer coefficient at various pressures.
I. INTRODUCTION
During the past two decades, photothermal techniques have been extensively employed for the determination of thermophysical properties of materials. These techniques usually apply a modulated laser beam as the heat source to induce a periodical temperature fluctuation ͑thermal-wave field͒ in a sample. By measuring the amplitude and phase lag of the thermal-wave signal a distance away from the heat source and solving the thermal diffusion equations associated with the heat transfer mechanisms, the thermal properties of the investigated medium can be evaluated. The first photothermal experimental device designed to measure heat propagation for liquids and gases, named the thermal-wave cavity ͑TWC͒, was introduced in 1995. 1 In its original configuration, a modulated laser impinging on a thin metallic film was used as a thermal-wave generator ͑TWG͒. The induced temperature oscillations then propagate through the intracavity medium onto a pyroelectric sensor at the opposing side. The pyroelectric sensor ͑usually polyvinilidene fluoride film, PVDF͒ converts the thermal waves into a voltage signal, which can be measured and recorded by a lock-in amplifier. This configuration has been widely used to measure thermal diffusivity of gases [1] [2] [3] [4] [5] and liquids. [6] [7] [8] [9] [10] Several other versions of the original configuration were then introduced in literature. A modification to the classical configuration is the inverse photopyroelectric technique. [11] [12] [13] [14] [15] [16] [17] In this method, the temperature fluctuation is introduced to the back side of the pyroelectric sensor. 14, 16, 17 The advantage of this setup is that the thermal properties of the sample can be determined with very good precision due to the small dc temperature difference across the sample layer. Another variation of the TWC is a photopyroelectric interferometry setup. 18 In this configuration, two laser beams are incident on opposite sides of a PVDF detector after each beam passes through a transparent wall ͑one as the sample and the other as the reference͒. The purpose of this design is to obtain simultaneous measurements of both thermal and optical properties of the sample material.
To our best knowledge, the foregoing applications of the TWC measurement techniques have all adopted a onedimensional thermal-wave theory to describe the detected signal. Although this assumption greatly simplifies the theoretical model, a one-dimensional approach may not be adequate to describe the experimental results, if the laser beam spot size is sufficiently small compared to the cavity diameter, or the cavity length is large compared to the thermal diffusion length.
The first attempt to address the dimensionality issue was published by our group recently. 19 In that study, the four layers of the TWC were studied and attention was paid to the circumferential boundary conditions in order to calculate the theoretical three-dimensional signal by means of eigenfunc-tions of the heat diffusion equation in cylindrical coordinates. Although this method is highly realistic, it also renders the mathematics very cumbersome. In the present study, we introduced an alternative method to determine the lateral contributions of the thermal-wave field to the photopyroelectric signal of a TWC through the use of the Hankel integral. 20 The three-dimensional theoretical signals obtained by this method are used to interpret the experimental results under different hypobaric pressures and cavity lengths. The limits of validity of the conventional one-dimensional models are also explored.
The thermal properties of air at low pressures are poorly described in the literature. To our best knowledge, there are few reports presenting the measured values of thermal conductivity of air at low pressures. The most recent of those were published more than half a century ago. [21] [22] [23] [24] Even fewer papers have been published on the thermal diffusivity measurements at low pressures. 3 In this study, we applied the thermal-wave cavity method and the developed three-dimensional ͑3D͒ theoretical approach to obtain the thermal diffusivity ␣ and heat transfer coefficient H of air at low pressures in the range from 760 to 2.6 Torr at ambient temperature. A combination of cavity length adjustments and frequency scans at each pressure and the application of the least residual criterion of the Downhill Simplex algorithm is shown to yield optimally accurate values of ␣ and H. The fitting procedure is discussed in detail and the results are compared to previous measurements 3 and theoretical data calculated via the thermodynamic equation of state for an ideal gas.
II. EXPERIMENTAL SETUP
The schematic drawing of the thermal-wave cavity is presented in Fig. 1 . The brass film converts the modulated optical energy of the collimated laser beam ͑400 mW, = 806 nm, Coherent Inc.͒ into thermal waves. The induced temperature fluctuations propagate through the intracavity air by conduction and radiation mechanisms and are detected by the photopyroelectric sensor ͑PVDF film͒ at the opposite side.
To evacuate the thermal-wave cavity for performing low pressure experiments, the experimental setup was installed inside a vacuum chamber. The chamber was then connected to a rotary vane vacuum pump ͑"TRIVAC A" D2A, LeyboldHeraeus Vacuum Products Inc.͒ to continuously remove air molecules from the experimental chamber in order to maintain a constant pressure throughout the experiment. All the openings of the vacuum chamber, which allow the wires and the laser fiber-optic cable to pass through, were sealed using vacuum epoxy ͑"Torr Seal," Varian Inc.͒ in order to ensure a sufficiently low experimental pressure. Using the foregoing setup, the lowest operational pressure achieved was 2.6 Torr as indicated by the vacuum gauge ͑Combitron MC330, Leybold-Heraeus Vacuum Products Inc.͒.
In order to enhance the accuracy of the experiments, a special electrical circuit was designed to determine the absolute cavity length of the experimental apparatus. The cavity length of the thermal-wave cavity is an important control parameter and the knowledge of it is crucial to the accuracy of the theoretical fits. However, it is extremely difficult to visually determine the "zero position" ͑the exact position at which the PVDF housing touches the metallic ring that secures the brass film͒. Consequently, a circuit based on electrical continuity measurements was devised and implemented to locate the zero position. A schematic drawing of this circuit is shown in Fig. 2 . Wires were attached separately to the PVDF housing and to the movable part that holds the collimated laser beam. These wires were then connected to a multimeter. The movable laser holder was isolated electrically from all other metallic components of the apparatus to ensure that there is an open circuit unless the PVDF housing contacts it.
Once the PVDF housing makes contact with the laser holder, the circuit is closed as indicated by the multimeter. The cavity length can then be determined accurately by adding the thicknesses of the components that separate the brass film and the PVDF detector. The minimal cavity length ͑at zero position͒ is 1.04 mm. The absolute cavity length was henceforth determined by adding 1.04 mm to the distance from the zero position indicated by the micrometer.
The pressure change during the experiments was per- formed very gradually in order to ensure uniformity of the pressure distribution over the PVDF film and eliminate pressure effects on the sensor. Figure 3 presents the four layers considered in the formulation of the one-dimensional theory. The brass film ͑S͒ converts the modulated optical energy of the collimated laser beam into thermal waves. The induced temperature fluctuations then propagate through the intracavity air ͑G͒ by conduction and radiation mechanisms and are detected by the photopyroelectric sensor ͑P͒. The steel substrate ͑T͒ is considered semi-infinite as its thickness is much greater than the thermal diffusion depth t ͑͒ = ͱ 2␣ t / in steel, where ␣ t is the thermal diffusivity and is the modulation angular frequency.
III. ONE-DIMENSIONAL TWC THEORY
If the spot size of the laser beam is large compared to the thermal diffusion length of the intracavity gas g ͑͒ = ͱ 2␣ g / , the thermal-wave field can be considered one dimensional and the temperature field inside every element of the cavity may be described by the one-dimensional heat conduction equation,
͑2͒
The parameter has units of m −1 and has the physical meaning of a complex thermal diffusion coefficient. k is the thermal conductivity of the medium and Q͑x , ͒ is the thermalwave source term.
With the absence of an internal heat source in each of the layers, the heat conduction equation for the four layers can be simplified as follows:
where the subscript i refers to the ith layer in the experimental geometry, i being S, G, P, or T ͑Fig. 3͒. Experimental results indicate that radiation becomes a prominent contributor to the PVDF signal under room pressure at higher frequencies when the cavity length is sufficiently large. To account for the effects of radiation, we included the radiation heat flux F IR at the brass film-air boundary,
where SB = 5.67ϫ 10 −8 W m −2 K −4 is the Stefan-Boltzmann constant and 0 ഛ s ഛ 1 is the spectrally averaged infrared emissivity of brass. T s is the temperature of the brass film at the boundary L s , which includes a small oscillating component at angular frequency . The ac component of infrared flux can be linearized as follows:
where T s = T sdc + T sac . From this point on, we consider only ac temperature and flux, therefore we omit the ac subscript. The boundary conditions across and at the exterior boundaries of the four layers S, G, P, and T presented in Fig.  3 can be written as
Here, I 0 is the intensity of the laser beam, assumed spatially uniform.
Solving the boundary-value problem with the system of four equations ͓Eq. ͑3͔͒ in regions S, G, P, and T and the boundary conditions ͓Eq. ͑6͔͒ gives the expression for the PVDF temperature T p ͑x , ͒. The thermal-wave signal can then be related to the PVDF output voltage by the following integral:
where S͑͒ is the instrumental transfer function. 
where
The experimental transfer function S͑͒ was normalized out by taking the ratio of the cavity signal to the photopyroelectric signal produced by direct laser light incident on the PVDF sensor. 25 
IV. THREE-DIMENSIONAL MODEL
The three-dimensional thermal-wave field in a cylindrical domain of infinite lateral dimensions, which is generated by a Gaussian laser source, is given by the calculation of a Hankel integral through the transformation of the thermalwave vector from ͑͒ to s͑ , ͒ = ͱ 2 + ͑ / W͒ 2 as follows:
Here, W is the spot size ͑effective radius͒ of the laser beam and J 0 is the Bessel function of the first kind of order zero. T 1D ͑x , ͒ is the one-dimensional ͑1D͒ thermal-wave field T p ͑x , ͒, as calculated in Eq. ͑7͒.
To take into account the finite dimensions of the PVDF detector, the signal is integrated and averaged over the size of the detector and becomes
Here, a is the effective detector size and J 1 is the Bessel function of the first kind of order 1. Employing the expression of photopyroelectric voltage dependence on the temperature ͓Eq. ͑7͔͒, the 3D signal takes the final form
V. RESULTS AND DISCUSSION
Examples of the experimental results of frequency scans are presented in Fig. 4 ͑760 Torr-highest pressure͒, Fig. 5 ͑10 Torr-low pressure͒, and Fig. 6 ͑2.6 Torr-lowest measured pressure͒. Here, the continuous lines correspond to the best fits to the 3D model Eq. ͑11͒. The parameters of the setup used in the fitting algorithm are presented in Table I . The relative humidity of air during the experiments was approximately 43%. One of the important fitting parameter is the thermal conductivity of air. At low pressures, thermal conductivity data can rarely be found in literature. The existing studies contain the data for temperatures of 0 and 100°C only. [21] [22] [23] [24] The experimental data of those authors show slight decrease of thermal conductivity at the pressure range of up to about 50 Torr, which may be explained by the dimensionality of the setup construction. However, the investigated pressure range in our experiments is still far from the ballistic heat transfer, mean-free-path-limited regime for the experimental conditions of our study. Therefore, the ideal gas laws and the diffusion equation are strictly valid for describing the heat transfer mechanisms ͑conductive and radiative͒ throughout this study. The smallest cavity length used in the measurements is 1.54 mm, while the mean free path in air at the lowest pressure ͑2.6 Torr͒ is about 10 m ͑at 760 Torr, it is 0.1 m͒. 28 Based on this fact, we set the thermal conductivity to be a constant value, = 0.026 W m −1 K −1 , for the investigated pressure range. 29 In the fitting process, all the parameters were kept fixed except the thermal diffusivity value. The procedure of finding the best thermal diffusivity included several steps. First, the thermal diffusivity of air at every pressure was fitted to the measurement data at every cavity length. The fitting was repeated for the series of the heat transfer coefficients ͓Eq. ͑5͔͒, which were varied from 0 to 1 ͑Fig. 7͒.
The pair of the fitted ␣ and H values with the least residual error between theoretical and experimental signal was accepted as the best fitted parameters. Figure 7͑b͒ shows that, for smaller cavity lengths ͑L =1-3 mm͒, there is a very slight residual dependence on H. That means that the optimal value of H is not well defined in this region of L. Therefore, larger cavity lengths are preferred for the H evaluation.
The residual used for the fits was defined as where Amp Exp and Phase Exp are the measured amplitude and phase, Amp Theor and Phase Theor are calculated data, n max is a number of frequency-scan points. Here, the overall residual error includes information on both amplitude and phase channels of the output signal. Due to the large change in amplitude during experiments, the amplitude values were analyzed on a logarithmic scale. In the search for minimal residual, the Downhill Simplex minimization algorithm was utilized. 30 Although this algorithm allows finding the minimum of a function of more than one independent variable, the attempt to use two-parameter ͑␣ , H͒ fits resulted sometimes in negative best fits of H, especially for the small cavity lengths where the residual dependence on H is not welldefined ͓Fig. 7͑b͔͒. Negative values of heat transfer coefficient ͓Eq. ͑5͔͒ have no physical meaning. Therefore, we fitted thermal diffusivity ␣ only for a set of fixed positive values of H, and then chose the pair of ͑␣ , H͒ with the lowest residual ͓Eq. ͑11͔͒, as described above.
The minimal residual for all pressures is shown in Fig. 8 as a function of the cavity length. Except for the pressure P = 760 Torr, minimal residuals mostly occur at L = 5.5-7.5 mm. The residual increases for the larger cavity lengths, which can be explained by the fact that the detected thermal-wave transmission signal becomes weaker at larger distances, which can lead to higher measurement uncertainty. This effect is more pronounced at ambient pressure, P = 760 Torr, since the thermal diffusivity here is lowest and, consequently, the thermal diffusion length g ͑͒ is much smaller than at low pressures. Therefore, the transmitted thermal-wave amplitude is smaller, which results in considerably lower TWC signal strength. The smaller cavity lengths at low pressures lead to increase in residual as well ͑Fig. 8͒, due to inaccuracy in the detection of the transmitted energy. Indeed, at higher thermal diffusivity values, thermal diffusion length increases, thus strengthening the transmitted flux in all directions. At the same time, the size of the PVDF detector remains the same throughout the entire series of the experiments. Therefore, at low pressures, the rms radius of the thermal-wave field becomes larger than the radius of the detector, so the active element captures a smaller solid angle of the transmitted thermal-wave flux. This leads to partly unaccounted losses of detected thermal-wave flux and increases the residual of the fittings.
The values of the fitted thermal diffusivity, found according to the minimal residual search, and the corresponding heat transfer coefficients are presented in Fig. 9 as a function of the cavity length. Although the fitted thermal diffusivity should not depend on the cavity length, at the smaller cavity lengths the values exhibit a slight dependence, especially at low pressures, which, again, can be explained by the aforementioned reasons.
As a result of the analysis of the measured data, the optimal cavity length for most reliable measurements at low pressures, according to the described best-fit criteria, was chosen to be L = 7.54 mm at P = 2.6 Torr and P = 4 Torr; L = 5.54 mm at P = 6 Torr and P = 10 Torr; L = 1.54 mm at TABLE I. Parameters of materials used in fitting algorithm. room pressure; and at P = 40 Torr, L = 3.54 mm ͑there were no data for L = 5.54 mm at this particular pressure͒. The thermal diffusivity values fitted at these values of L and the corresponding heat transfer coefficients which provided the minimal residual were accepted as the best fitted parameters ͑Table II͒ and used to plot the theoretical curves for various pressures, Fig. 10 . The analysis of the shape of the curves shows that, for low pressure regimes, there is no significant influence of the radiative component. Indeed, the thermal diffusivity of air increases dramatically at low pressures, 3 so the radiation flux, mostly independent of pressure, becomes negligible in comparison to the conduction flux. At a small cavity length ͑L = 1.54 mm͒, the room pressure curve also did not show the influence of the radiative component ͑Fig. 10͒. However, at larger cavity lengths, the high-frequency end of the room pressure scan exhibits a "flat" transition area ͑Fig. 4͒ associated with decreasing importance of the conduction transport mechanism and increasing dominance of radiation. 25 Consequently, the conduction-only version of the model, which can be obtained by setting H in Eq. ͑8͒ to zero, is still valid at larger cavities for the low pressure measurements ͑Fig. 11͒, but the high-frequency range of the room pressure signal can be adequately described only by applying the radiative component of the theory.
The application of 1D theory ͓Eq. ͑8͔͒ to fitting the data does not give good agreement with experiment, especially the low-frequency phases at low pressures ͑Fig. 12͒. The fitting procedure was the same as applied for the 3D analysis. The fitted curves diverge from the experimental points at lower frequencies, where the thermal diffusion lengths = ͱ 2␣ / are large and the three-dimensionality of the process is more pronounced. The radial expansion of the thermal-wave field here is significant. Consequently, the field cannot be considered as one-dimensional, and threedimensional theory is necessary to take into account the radial energy transfer. This effect is less noticeable for ambient room pressure ͑Fig. 13͒, where thermal diffusivity is lower and the thermal diffusion length is smaller. However, the divergence between the theory and experiment is noticeable at low frequencies, where the nonlongitudinal flux is significant but not accounted for by the 1D model. In this case, the sideways flux contributes to shifting the thermal-wave centroid closer to the pyroelectric detector, thus decreasing the phase lag and the amplitude compared to purely longitudinal ͑1D͒ diffusion. These effects, especially the phase shift, are clearly observed in Figs. 12 and 13. The best parameter pair ͑␣ , H͒ fitted with the 3D model ͑Table II͒ is shown in Fig. 14 as a function of pressure. The error bars correspond to the standard deviation based on the five consecutive measurements of the PVDF signal voltage at exactly the same conditions. The mean of the fitted parameters corresponds to the fitting of the frequency curve of the mean measured signal, while the standard deviation of the parameters is obtained by the fitting of the mean signal plus/ minus standard deviation of the signal. The small values of the error bars demonstrate the stability and robustness of the measurement system. The results of the study are compared to the theoretical values ͑Fig. 14͒ calculated using the definition of thermal diffusivity,
Here, the thermal conductivity k = 0.026 W m −1 K −1 and the specific heat capacity of air, 31 c p , J kg −1 K −1 , are shown in Table II . The density of air is calculated according to the thermodynamic equation of state for an ideal gas,
where R = 8.314 J mol −1 K −1 is the universal gas constant and M = 28.8ϫ 10 −3 kg/ mole is the average molar mass of air. 32 Also, the results at P = 760 Torr and P = 40 Torr are compared to the values of thermal diffusivity measured previously. 3 The lowest pressure measured in that study was 40 Torr, in which the authors used similar methodology for the measurements. There was a difference in the measurement cell, 3 however. Instead of laser-induced temperature oscillations, a thin-film strip resistive heater was used. In this case, the nonuniformity of the generated thermal-wave field most likely introduced some errors during the measurements. Moreover, the authors used a 1D theoretical approach. The comparison of the results shows that a 3D model combined with an azimuthally symmetric thermal-wave source can substantially improve the results.
The radiative heat transfer coefficient increases with decreasing pressure ͓Fig. 14͑b͔͒. A tentative interpretation of the dependence on pressure is that the gradual establishment of relative vacuum on the gaseous side of the brass film-air interface impedes the conductive transfer of heat to the gas, thus increasing the interface temperature and the radiation heat transfer coefficient H =4 SB s T dc 3 with decreasing pressure. However, the radiation component is still small here compared to the conductive component, since the thermal diffusivity at low pressures increases much faster than the heat transfer coefficient ͑Fig. 14͒.
Overall, the measurement technique presented in this study allows quantitative thermal characterization of gases at low pressures. With regard to air, thermal diffusivity increases with decreasing pressure, since the density of air decreases significantly with other parameters changing only slightly with pressure drop. Thermal diffusivity values obtained with best fits according to 3D theoretical modeling are in good agreement with the theoretical values calculated from the Eqs. ͑13͒ and ͑14͒. The heat transfer coefficient at various pressures was also determined simultaneously. In order to achieve the highest possible accuracy of the measurements, adjustment of the cavity length at each particular pressure was involved. At each particular cavity length, values of thermal diffusivity were fitted and the residual of the fitting process was calculated. The cavity length with the lowest residual of the fittings was accepted as a criterion for optimally accurate measurements of ␣ and H.
The presented methodology for the TWC-based measurements at low pressure shows considerable improvement in accuracy compared to the previously published 
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technique. 3 The main reasons for that are the application of laser-induced azimuthally symmetric thermal-wave source, the use of a 3D theoretical approach for the calculation of thermal parameters, and the judicious adjustment of cavity length so as to yield maximum sensitivity to both diffusivity and heat transfer coefficient as functions of pressure. Also, the applied frequency-scan method avoids the position ͑ab-solute cavity length͒ measurement uncertainty, which is an inherent disadvantage of the length-scan methods used in the literature. 3 In conclusion, the TWC was shown to be an effective and accurate tool for the thermal characterization of air. This study becomes even more important due to the lack of published data on the thermal conductive and radiative properties of air at low pressures.
