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Introduction
Several aspects of modern societies are affected by the level and trend of mortality rates. For example, the private and public retirement systems, as well as other components of the social security system, are planned and modified according to the values taken by current and forecast values of death rates.
Several mortality forecasting models have been proposed in the last few decades. Among the extrapolative methods, that of Lee-Carter (see Lee and Carter [17] ) has been the most successful and has since received a great deal of attention. This model has been extensively studied and has been extended in several directions, see Pitacco et al. [22] and De Jong and Tickle [8] for a review.
In many instances, one is interested in forecasting mortality rates for more than one population. Although the separate modelling of each population under scrutiny is possible, it would neglect any existing interaction that motivated the analysis in the first place. Therefore one should focus on a framework where death rates in the populations under study are jointly modelled, in order to allow for correlation between mortality dynamics. As a first example, demographers have long been interested in the study of mortality of males and females in a given population (Lee and Carter [17] ). More generally, a population could be split according to some characteristics -smoking habit, occupation, income -in order to analyse the mortality of each subgroup. A similar investigation may involve the populations of related countries or regions of a given country (see for instance Delwarde et al. [9] , Booth et al. [3] ). As a final example, the joint modelling of two populations is the key of any longevity basis risk assessment exercise, see Coughlan et al. [7] .
The possibility of extending forecasting methods to related populations has been explored by several researchers, including Lee and Carter [17] , Li and Lee [19] , Brouhns et al. [4] , Russolillo et al. [25] , Li and Hardy [18] , Dowd et al. [10] , Jarner and Kryger [16] , Haberman and Villegas [13] . In the context of single population forecasting models, extensive comparisons have been carried out by Cairns et al. [6] and Haberman and Renshaw [11] . In this paper we investigate the relative performance of multipopulation mortality models. More precisely, we considered five parametric structures where death rates of related populations are jointly modelled through a Lee-Carter type formulation. The models include many (but are not limited to) existing contribution in the literature and allow for varying degrees of interaction and complexities between the considered populations. We also examine the performance of five similar parametric structures where the improvement rates, rather than mortality rates themselves, are targeted. The feasibility of such approach has been studied by Haberman and Renshaw [12] . Here, mortality rates are transformed into improvement rates which are then modelled and forecasted. Finally, the inverse transformation is used to calculate the corresponding forecasted mortality rates.
We fit the ten models to a data set of deaths and exposures spanning 18 regions of Italy for the years 1974-2008 and the ages 20-89. We assess the performance of the models against several indicators, including information criteria, in-and outof-sample goodness of fit of individual death rates and truncated residual lifetimes. The analysis seems to indicate that the most preferred models are those achieving a compromise between complexity of the parametric structure and flexibility in fitting past and future trends.
The structure of the paper is as follows. In Section 2, we present a short overview on Lee-Carter model and the proposed variations. In Section 3, the models are applied to the Italian regional mortality data the indicators used to assess and compare the different models are presented. Section 4 discusses the results.
2. The models 2.1. The Lee-Carter model. The original formulation of the model presented in Lee and Carter [17] is
where m x,t is the (central) mortality rate relative to age x and calendar year t. The logarithm of m x,t is then specified through an age specific term, α x , which represents the general mortality shape across age, a bilinear term β x κ t and an error term ε x,t ∼ N (0, σ 2 ). The bilinear term is composed of κ t , an index representing the change in the level of mortality across time, and β x , the age specific response to variations in the time index. As the model written in this way is overparametrised, the two additional constraints are introduced in order to identify the model.
In this formulation the random errors are homoskedastic, which is usually a strong and often unrealistic hypothesis. To overcome this problem, Brouhns et al. [4] proposed a modification of the Lee-Carter model where the number of deaths is specified as a Poisson random variable:
where D x,t is the number of deaths aged x last birthday in calendar year t, ETR x,t is the corresponding central exposed to risk and
which has the form of the Lee-Carter model, except for the error term.
2.2. The mortality improvement rate. An alternative approach proposed in the literature is to model the improvement in mortality rates, rather than the rate itself, see for example Mitchell et al. [21] , Haberman and Renshaw [12] and references therein. In Haberman and Renshaw [12] , the year-on-year mortality improvement rate is defined by
The expression in Equation (2.2) is immediately seen to be the ratio between the incremental mortality improvement m x,t−1 − m x,t and the average (m x,t + m x,t−1 )/2 of two adjacent mortality rates. This formulation allows for some smoothing of improvement rates, which are known to be noisy. Alternative definitions of improvement rates can be found in Richards et al. [24] and Baxter [1] . The values of z x,t are then modelled as realizations of independent Gaussian random variables Z x,t assuming constant dispersion, Z x,t ∼ N (η x,t , σ 2 ). The following first moment predictor structure is then considered:
Clearly, the time indices κ t in (2.3) have a different interpretation than those in (2.1). As noted by Haberman and Renshaw [12] , if mortality rates are modelled through (2.1), the time indices in (2.3) are then approximately equal to the discrete version of the log derivative of the corresponding time indices in (2.1).
2.3. The parametric structures. From now on, the index i = 1, . . . , I denotes subpopulation i among the I (with I ≥ 2) populations under study. For each i, we assume that the following data are available: for ages x = x 1 , . . . , x k and (consecutive) calendar years t = t 1 , . . . , t n ,
x,t -number of deaths aged x last birthday in calendar year t • ETR i x,t -corresponding central exposure. We then compute the corresponding central death rates and year-on-year improvement rates
Note that, for each age and subpopulation, there are n death rates and n − 1 improvement rates that can be computed. From now on we assume, as in Brouhns et al. [4] , that the force of mortality, denoted µ This expression is in spirit similar to those found in Booth et al. [2] and Hyndman and Ullah [15] . When modelling improvement rates, it is assumed that the z i x,t are realizations of Gaussian random variables
, independent across ages, years and subpopulations. Note that the variance is allowed to vary among populations. We express the mean of these variables by generalising (2.3) in a form similar to (2.4) , that is
where again the meaning of the time indices is different from those in (2.4). The aim of (2.4)-(2.5) is to introduce a general framework allowing for different levels of complexities and interactions within and between the subpopulations. The number L of factors will be typically related to the number of populations and the chosen degree of complexity. Some particular cases of (2.4) and (2.5) are considered, in order to make estimation feasible and to ease comparison between models. More precisely, five specifications of (2.4), called P-models, are introduced. Subsequently, the counterparts of these five models in terms of mortality improvement rates (2.5), called M-models, are presented.
(1) P-double: log m 
2.4.
Discussion of the models. Models (1) and (6) (P-double and M-double) are inspired by Renshaw and Haberman [23] and Booth et al. [2] , where a single population Lee-Carter model with two bilinear components is considered. The addition of a bilinear component aims at capturing possible time trends that a single component would fail to reproduce.
Models (2) and (7) (P-common and M-common) exhibit a common and a population specific time index. They can be obtained as a restriction of (1) and (6) respectively, where one of the two time indices is constrained to be the same across all subpopulations. Model P-double, known as augmented common factor model (see Li and Hardy [18] ), is inspired by Li and Lee [19] , where a common factor is estimated on the considered populations and, in a second stage, a second bilinear component, which can be interpreted as the spread from the common trend, is estimated separately for every population.
Models (3) and (8) (P-simple and M-simple) are obtained from (2) and (7) by removing the common factor. In other words, in each subpopulation mortality is specified through a Lee-Carter model featuring a population specific bilinear component.
The idea behind models (4) and (9) (P-division and M-division) is that, among the I subpopulations under study, some can be grouped to form I < I clusters. It is implicit that the populations in each cluster share some common characteristics and can be jointly modelled introducing a common time trend. Groups of subpopulations can be identified through standard clustering techniques.
Finally, models (5) and (10) (P-one and M-one), sometimes known as common factor or joint κ model, assumes that there is a unique cluster of subpopulations. This is equivalent to assuming that mortality improvement in all subpopulations are driven by a single time index, while keeping different age varying coefficients. Alternatively, (5) and (10) can be obtained from (2) and (7) by eliminating the specific time factor. This model, or a version of it, was considered, among others, by Li and Hardy [18] , Russolillo et al. [25] , Delwarde et al. [9] .
Both set of models (1)- (5) and (6)- (10) are presented in decreasing order of complexity and number of parameters, see Table 1 . More precisely, each model can be obtained from the preceding one by restricting appropriately some of the parameters. In other words (1)- (5) and (6)- (10) are complete sequences of nested models.
Note that, in models (1), (2) and (6), (7), where more than one period index appear for each subpopulation, the the orthogonality constraints suggested by Hunt and Blake [14] are used.
The models considered allow for different degrees of interactions between the subpopulations. Trivial correlation between improvement rates in different subpopulations holds in models such as P-one and M-one where a single time index drive changes in all groups. Models P-division and M-division imply perfectly correlated improvement rates within each cluster, while allowing for non perfect correlation between different clusters. Models P/M-simple, -common and -double all feature at least a subpopulation specific time index so that improvement rates correlation is never trivial and its range is allowed to vary with the complexity of the model. number of number of number of model time factors parameters constraints P-double 2I (3k + 2n)I 6I P-common Table 1 . Number of time factors, parameters and constraints for the ten models (n = n − 1).
The application
This section introduces the dataset used and the statistics and indices employed to assess the models. The comments on the corresponding outputs are deferred to Section 4.
3.1. The dataset. The models presented in Section 2 are applied to a multiple population mortality dataset containing the mortality rates of Italian regions. Italy is divided into 18 regions out of the official 20, since two small sized regions (Val d'Aosta and Molise) are merged with one of their neighbours.
In general, regions of a country are related as they share some common characteristics. However, it is also true that Italian regions are inhomogeneous, either economically as well as along other dimensions, and this is reflected in the mortality experience. In this application I = 18, and the index i = 1, . . . , 18 is used for indicating the regions, in this order: Piemonte-Valle d'Aosta, Lombardia, Trentino-Alto Adige, Veneto, Friuli-Venezia Giulia, Liguria, Emilia-Romagna, Toscana, Umbria, Marche, Lazio, Abruzzo-Molise, Campania, Puglia, Basilicata, Calabria, Sicilia, Sardegna. The geographical areas can be seen in Figure 1 .
The data cover a span of 35 years, from 1974 to 2008
1 . In the analysis the focus is on male mortality data for the age range 20-89. Figure 2 , contain four plots representing log m i x,t for four fixed ages and three out of the eighteen populations (Lombardia, Lazio and Sicilia). These plots confirm that the evolution of mortality follows similar patterns for the different populations.
1 The data were provided by Istat (www.istat.it). Before estimating models P-division and M-division, we need to decompose the Italian regions into cluster of similar regions. We use a standard clustering algorithm where the dissimilarity index is given by the life expectancy at birth, computed in [20] . The final I = 5 clusters are the following: The parameters of the ten models are estimated by maximum likelihood using gradient based optimization techniques. The initial values of the parameters in the optimisation algorithm were set using the following criteria:
• for P-models, the starting values are obtained by assuming the normal distribution for the errors and using the procedure described in Lee and Carter [17] ; • for M-models, the starting values are obtained using the first (or the first two) components of the singular value decomposition of the improvement rates matrix; • in all the models containing common factors (that is (2), (4), (5) and (7), (9), (10)), the chosen starting values for the common parameters are those computed on the larger subpopulation.
Note that models where no common time factor is present, namely (1), (3) and (6), (8), the model likelihood factorizes into the subpopulation likelihoods and estimation can then be done separately for each subpopulation. In models (4) and (9), estimation can be done separately for each cluster of subpopulations. We denote bym Table 1 ). When more than one period index appears in each subpopulation -as in (1), (2) and (6), (7) -, then the two (groups of) indices are modelled as independent time series, consistently with the orthogonality constrained imposed in that case, see Hunt and Blake [14] . As a general rule, if a VARIMA(p, 1, q) time series is used to specify the time indices in P-models, then, following Haberman and Renshaw [12] , a VARMA(p, q) should be used for M-models targeting improvement rates. Let then
be the vector of time indices that is to be specified, where the dimension m vary according to the model:
• P-double and M-double -two groups of eighteen time varying coefficients; • P-common and M-common -one group of eighteen specific plus one common time varying coefficient; • P-simple and M-simple -one group of eighteen time varying coefficients; • P-division and M-division -one group of five cluster specific time varying coefficients; • P-one and M-one -one time varying coefficient.
In the present application, for P-models a (multidimensional) random walk with drift, defined by
where Φ 0 is the drift vector and ξ t is a white noise process with ξ t ∼ N (0, Σ ξ ), is used. For M-models, we use a simple regression to a constant
where again ξ t is a white noise process.
Once the time varying coefficients have been forecast, the valuesm i x,t for t > t n can be computed for P-models. As for the M-models, forecast central death rates are computed using forecast improvement ratesẑ 
with d the dimension of the parametrised prediction structure (see the second column in Table 1 ) and g is the sample size (g = I ·k·n for P-models and g = I ·k·(n−1) for M-models). By construction, the BIC puts a higher penalty on the number of parameters compared to the AIC. The maximized log-likelihood is given for Pmodels by 
can be considered, see [5] . Clearly AIC c converges to AIC as g gets large relative to d. The best models are those corresponding to smaller values of the index. Note that the indices cannot be compared across the two main model structures, but only among the P-models and the M-models separately. For this reason, the results are presented separately in Table 2 . To ease the comparison, differences between an index and the minimum value, denoted by ∆, are displayed. 
where n 1 is either the number of in-sample or out-of-sample years. In the current case, k = 70 and n 1 = 25 for P-models and n 1 = 24 for M-models (in-sample) or n 1 = 10 (out of sample). The MAPE for the in-sample fitting are summarized in Table 3 and in Table 4 for the out-of-sample forecast.
A graphical analysis of the residual plots, constructed by plotting the scaled residuals with respect to age, year and cohort, can be useful for investigating if the models are able to describe the general shape of the data and to capture any systematic patterns. The scaled residuals are defined by
for P-models, and by
for M-models. It should be noted that the scaled residuals are computed with respect to the target quantity in the fitting procedure: the number of deaths D i x,t
for P-models and the mortality improvement rates for M-models. The residual plots for the ten models for the region Lombardia are presented in Figures 3 and 4 .
Since the models are used to evaluate the general trend of mortality, an index which spans several years of forecast would be a more appropriate way for comparing Figure 4 . Age, year and cohort residual plots for M-models. Region: Lombardia. Table 3 . MAPE of fitted with respect to observed data.
the predictive capacity of the models. We use the truncated expected residual lifetime computed along cohort trajectories. We truncate the expectation at 10 years in order not to introduce a mortality extrapolation at higher ages. The probabilities of death q 
, where l i x+j (t n + j), j ≥ 1 is the number of survivors after j years in a fictitious population aged x in year t n , with initial arbitrary size l i x (t n ) (the last available year), see Haberman and Renshaw [12] . The population size l i x+j (t n + j) is recursively computed through
This index is computed for all the regions for ages 60, 70 and 80. The results are summarised in Tables 5, 6 and 7, for ages 60, 70 and 80, respectively.
Discussion
In this section we compare the models employing the diagnostic tools, and indices introduced in Section 3. The values of these statistics are presented in Tables 2-7 and Figures 3-4 . The analysis indicates that, when targeting death rates, the P-common model gives the best compromise between parsimony and goodness of fit (in and out of sample), followed by the P-division model. When modeling improvement rates, the corresponding structure M-common again provides a good balance between parsimony and in-sample goodness of fit. Alternatively, M-division and M-simple can be considered, in particular when out-of-sample performance is important.
Parsimony vs. goodness of fit. The penalised log-likelihood indices (see Table 2 ) give mixed indication of the relative model performance among the two families considered. First, the AIC ranks P-and M-models according to their complexity, so that models with more parameters perform better. The BIC reverts this ranking by awarding models with a simpler structure, with the exception of the common structures (models (2) and (6), which turn out to be the most robust with respect to both criteria.
The goodness of fit of the P-and M-common structures is confirmed by Figures  3-4 , where plots of residuals vs. calendar year, age and cohort are depicted for one region (similar plots for other regions, available upon request, present essentially the same behaviour). These plots show that simpler structures, such as P/M-simple, P/M-division and P/M-one seems to evidence a pattern in residuals when plotted against calendar years.
In-and out-of-sample performance. Tables 3 and 4 contain respectively in-and out-of-sample performance for all the regions considered. The values of MAPE seem high, but it should be recalled that individual death rates are rather volatile. Note that models targeting improvement rates in-sample performance is uniformly worse than those targeting death rates. However, the difference between the two approaches is less striking when considering out-of-sample results. It should be mentioned that, in the M-approach, central death rates are obtained from improvement rates through iterative multiplication, see (3.1) . In general, more complex Table 5 . Expected residual lifetime at age 60 (10 years truncated). Each couple of columns refers to a model: the left column contains the estimated index, the right one the percentage error with respect to the observed value. Table 7 . Expected residual lifetime at age 80 (10 years truncated). Each couple of columns refers to a model: the left column contains the estimated index, the right one the percentage error with respect to the observed value. models tend to have a better in-sample performance while the relative difference is again diminished for out-of-sample. An exception is M-common, whose out-ofsample behaviour is notably worse than the other models of the same family.
The predictive capacity of the models can be analysed also through the 10 years truncated expected residual lifetime at ages 60, 70 and 80 and the corresponding MAPE, contained in Tables 5-7 . As these expectations depend on a set of death probabilities, a smoothing effect of the noise embedded in death rates is apparent as can be seen in the performance which is now satisfying in absolute terms. The decreasing performance pattern observed in the three tables is due to the increasing volatility of death rates with age. Among P-models, the most complex structure, P-double, clearly dominates the other models, with P-one predictive capacity being seriously undermined. The intermediate models, P-common, -simple and -division, present a similar performance. As for M-models, results are mixed, with predictive capacity not always related to model complexity. With the exception of age 60, M-common seems to be the most performing model.
