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A CONDITION FOR GENERALIZED SOLUTIONS
OF A PARABOLIC PROBLEM FOR A PETROVSKII SYSTEM
TO BE CLASSICAL
VALERII LOS
Dedicated to the 70th anniversary of Professor V. A. Mikhailets
Abstract. We obtain a new sufficient condition under which generalized solutions
to a parabolic initial-boundary-value problem for a Petrovskii system and the ho-
mogeneous Cauchy data are classical. The condition is formulated in terms of the
belonging of the right-hand sides of the problem to some anisotropic Ho¨rmander
spaces.
1. Introduction
In the theory of partial differential equations, of great importance are explicit condi-
tions that guarantee a required regularity of solutions to the equations under study. As
a rule, initial-boundary-value problems are investigated on appropriate pairs of normed
distribution spaces. Once a solvability result for a problem is obtained, it is natural to
ask when a distributional (i.e. generalized) solution to this problem is classical. In other
words, when one may calculate the left-hand sides of the problem via classical partial
derivatives and via traces of continuous functions. An answer to this question is usually
given in terms of the belonging of the right-hand sides of the problem to relevant dis-
tribution spaces. The more finely a scale of these spaces is calibrated, the more exact
conditions will be got.
Investigating parabolic problems, one usually uses anisotropic Sobolev spaces or Ho¨lder
spaces parametrized with a pair of real numbers [1, 5, 7, 18, 22]. To obtain more precise
results about regularity of solutions of these problems, it is natural to resort to distri-
bution spaces characterized with the help of function parameters. Broad classes of such
spaces were introduced and investigated by Ho¨rmander [2, Section 2.2] and Volevich
and Paneah [23]. Of late years a theory of solvability of general parabolic problems is
developed for some Hilbert anisotropic Ho¨rmander spaces [8, 9, 12–17]. Their order of
regularity is given by a pair of real numbers s and s/(2b), where 2b is the parabolic weight
of the problem, and by a function ϕ : [1,∞) → (0,∞) that varies regularly at infinity.
The function parameter ϕ defines additional (positive or negative) regularity of distri-
butions forming these spaces. The ϕ(·) ≡ 1 case provides the anisotropic Sobolev space
of order s with respect to the spatial variables and order s/(2b) with respect to the time
variable. A core of this theory consists of isomorphism theorems for operators induced
by parabolic problems and acting between appropriate Ho¨rmander spaces. (Somewhat
earlier a theory of elliptic boundary-value problems was built for isotropic versions of
these spaces [19, 20].)
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The present paper investigates a parabolic initial-boundary-value problem for a Petro-
vskii parabolic system and the homogeneous Cauchy data. An isomorphism theorem for
operators generated by this problem on pairs of appropriate inner product Ho¨rmander
spaces is proved in [12]. The purpose of the present paper is to supplement this theorem
with a corresponding sufficient condition for generalized solutions of the parabolic prob-
lem to be classical in the sense mentioned above. The condition is formulated in terms of
the belonging of the right-hand sides of the problem to suitable anisotropic Ho¨rmander
spaces. The use of the function parameter ϕ allows us to achieve the minimal admissible
value of the number parameter s, which is not possible in the framework of Sobolev
spaces or Ho¨lder spaces [3,4,22]. As to scalar parabolic problems, conditions of this type
are obtained in [10, 11].
2. Statement of the problem
We arbitrarily choose an integer n ≥ 2 and a real number τ > 0. Let G be a bounded
domain in Rn with an infinitely smooth boundary Γ := ∂G. We put Ω := G× (0, τ) and
S := Γ× (0, τ); thus, Ω is an open cylinder in Rn+1, and S is its lateral boundary. Then
Ω := G× [0, τ ] and S := Γ× [0, τ ] are the closures of Ω and S respectively.
We consider the following parabolic initial-boundary-value problem in Ω:
N∑
k=1
Aj,k(x, t,Dx,∂t)uk(x, t) = fj(x, t)
for all x ∈ G, t ∈ (0, τ) and j ∈ {1, . . . , N};
(2.1)
N∑
k=1
Bj,k(x, t,Dx,∂t)uk(x, t)
∣∣
S
= gj(x, t)
for all x ∈ Γ, 0 < t < τ and j ∈ {1, . . . ,m};
(2.2)
∂ rt uk(x, t)
∣∣
t=0
= 0
for all x ∈ G, k ∈ {1, . . . , N} and r ∈ {0, . . . ,κk − 1}.
(2.3)
Note that the initial data (2.3) are assumed to be zero. The linear partial differential
operators (PDOs) used in the problem are of the form
Aj,k(x, t,Dx, ∂t) :=
∑
|α|+2bβ≤2bκk
aα,βj,k (x, t)D
α
x∂
β
t ,(2.4)
Bj,k(x, t,Dx, ∂t) :=


∑
|α|+2bβ≤lj+2bκk
bα,βj,k (x, t)D
α
x∂
β
t if lj + 2bκk ≥ 0,
0 if lj + 2bκk < 0
(2.5)
for all admissible values of the indexes j and k. Here, the positive integers N ≥ 2, b, and
κ1, . . . ,κN are arbitrarily chosen; m := b(κ1 + · · ·+ κN ), and l1, . . . , lm ∈ Z. The even
number 2b is called the parabolic weight of this problem. All coefficients of the PDOs
Aj,k and Bj,k are supposed to be infinitely smooth complex-valued functions given on Ω
and S respectively; i.e., each
aα,βj,k ∈ C
∞(Ω) :=
{
w ↾ Ω: w ∈ C∞(Rn+1)
}
and each
bα,βj,k ∈ C
∞(S) :=
{
v ↾ S : v ∈ C∞(Γ× R)
}
.
We use the notation Dαx := D
α1
1 . . . D
αn
n , with Dk := i ∂/∂xk, and ∂t := ∂/∂t for the
partial derivatives of functions depending on x = (x1, . . . , xn) ∈ R
n and t ∈ R. Here, i
is imaginary unit, and α = (α1, ..., αn) is a multi-index, with |α| := α1 + · · · + αn. In
formulas (2.4) and (2.5) and their analogs, we take summation over the integer-valued
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nonnegative indices α1, ..., αn and β that satisfy the condition written under the integral
sign.
We assume that the initial-boundary value problem (2.1)–(2.3) is Petrovskii parabolic
in the cylinder Ω. Let us recall the corresponding definition [22, Section 1, § 1]. Define
the principal symbols of the PDOs (2.4) and (2.5) as follows:
A
(0)
j,k(x, t, ξ, p) :=
∑
|α|+2bβ=2bκk
aα,βj,k (x, t) ξ
αpβ ,
B
(0)
j,k (x, t, ξ, p) =:


∑
|α|+2bβ=lj+2bκk
bα,βj,k (x, t) ξ
αpβ, if lj + 2bκk ≥ 0,
0, if lj + 2bκk < 0.
These symbols are homogeneous polynomials in ξ := (ξ1, . . . , ξn) ∈ Cn and p ∈ C jointly
(as usual, ξα := ξα11 . . . ξ
αn
n ). Consider the matrices
A(0)(x, t, ξ, p) :=
(
A
(0)
j,k(x, t, ξ, p)
)N
j,k=1
,
B(0)(x, t, ξ, p) :=
(
B
(0)
j,k (x, t, ξ, p)
)
j=1,...,m
k=1,...,N
.
The problem (2.1)–(2.3) is said to be Petrovskii parabolic in Ω if it satisfies the fol-
lowing three conditions:
(i) For arbitrary points x ∈ G and t ∈ [0, τ ] and every vector ξ ∈ Rn, all the
roots p(x, t, ξ) of the polynomial detA(0)(x, t, ξ, p) in p ∈ C satisfy the inequality
Re p(x, t, ξ) ≤ −δ |ξ|2b for some number δ > 0 that does not depend on x, t,
and ξ.
(ii) Each equation in the system (2.1) is solvable with respect to the derivative ∂
κj
t uj ,
where j is the number of this equation, and does not contain any derivative of the
form ∂κkt uk where k 6= j. Thus, we may and do assume that a
(0,0,...,0),κk
j,k (x, t) ≡
δj,k whenever j, k ∈ {1, . . . , N} (as usual, δj,k is the Kronecker delta).
To formulate the third condition, we fix a number δ1 ∈ (0, δ), where δ has appeared
in Condition (i), and then arbitrarily choose a point x ∈ Γ, real number t ∈ [0, τ ], vector
ξ ∈ Rn tangent to the boundary Γ at x, and number p ∈ C such that Re p ≥ −δ1|ξ|2b and
|ξ|+ |p| 6= 0. Let ν(x) denote the unit vector of the inward normal to Γ at x. It follows
from Condition (i) and the inequality n ≥ 2 that the polynomial detA(0)(x, t, ξ+ζν(x), p)
in ζ ∈ C has m roots ζ+j (x, t, ξ, p), j = 1, . . . ,m, with positive imaginary part and m
roots with negative imaginary part provided that each root is taken the number of times
equal to its multiplicity.
The third condition is formulated as follows:
(iii) For each positive number δ1 < δ and for every choice of the parameters x, t, ξ
p indicated above, the rows of the matrix
B(0)(x, t, ξ + ζν(x), p) · A˜(0)(x, t, ξ + ζν(x), p)
are linearly independent modulo the polynomial
∏m
j=1(ζ − ζ
+
j (x, t, ξ, p)). Here,
A˜(0) is the transposed matrix of the cofactors of entries of A(0).
Note that Conditions (i) and (ii) means that the system (2.1) is uniformly 2b-parabolic
in the sense of Petrovskii in Ω [21], whereas Condition (iii) claims that the collection of
boundary conditions (2.2) covers the parabolic system (2.1) on S.
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3. Ho¨rmander spaces related to the parabolic problem
Following [14, Section 3], we consider Ho¨rmander spaces used for the investigation of
the parabolic problem (2.1)–(2.3). They are parametrized with two numbers s and sγ,
where s ∈ R and γ := 1/(2b), and with a function ϕ ∈ M. The class M is defined to
consist of all Borel measurable functions ϕ : [1,∞)→ (0,∞) such that
(∗) both the functions ϕ and 1/ϕ are bounded on each compact interval [1, d], with
1 < d <∞;
(∗∗) ϕ is a slowly varying function at infinity in the sense of J. Karamata [6]; i.e.,
ϕ(λr)/ϕ(r) → 1, as r →∞, whenever λ > 0.
By definition, the complex linear space Hs,sγ;ϕ(Rk+1), where 1 ≤ k ∈ Z, consists of
all tempered distributions w on Rk+1 whose (complete) Fourier transform w˜ is locally
Lebesgue integrable over Rk+1 and satisfies the condition
(3.1) ‖w‖Hs,sγ;ϕ(Rk+1) :=
( ∫
Rk
∫
R
r2sγ (ξ, η)ϕ
2(rγ(ξ, η)) |w˜(ξ, η)|
2 dξ dη
)1/2
<∞,
where
rγ(ξ, η) :=
(
1 + |ξ|2 + |η|2γ
)1/2
for all ξ ∈ Rk and η ∈ R.
This space is Hilbert and separable with respect to the norm (3.1).
It is a special case of the spaces Bp,µ introduced by Ho¨rmander [2, Section 2.2]; namely,
Hs,sγ;ϕ(Rk+1) = Bp,µ provided that p = 2 and µ(ξ, η) ≡ rsγ(ξ, η)ϕ(rγ(ξ, η)). If ϕ(·) ≡ 1,
the space Hs,sγ;ϕ(Rk+1) becomes the anisotropic Sobolev space Hs,sγ(Rk+1). Generally,
we have the dense continuous embeddings
(3.2) Hs1,s1γ(Rk+1) →֒ Hs,sγ;ϕ(Rk+1) →֒ Hs0,s0γ(Rk+1) whenever s0 < s < s1.
Basing on Hs,sγ;ϕ(Rk+1), consider some Hilbert function spaces relating to the prob-
lem (2.1)–(2.3). Let V be an open nonempty set in Rk+1. (Specifically, we need the case
where V = Ω, with k = n.) Put
(3.3) Hs,sγ;ϕ+ (V ) :=
{
w ↾V : w ∈ Hs,sγ;ϕ(Rk+1), suppw ⊆ Rk × [0,∞)
}
.
The norm in the complex linear space (3.3) is defined by the formula
‖u‖Hs,sγ;ϕ
+
(V ) := inf
{
‖w‖Hs,sγ;ϕ(Rk+1) :
w ∈ Hs,sγ;ϕ(Rk+1), suppw ⊆ Rk × [0,∞), u = w ↾V
}
,
(3.4)
with u ∈ Hs,sγ;ϕ+ (V ). This space is Hilbert and separable with respect to this norm.
Specifically, the set
C∞+ (Ω) :=
{
w ↾ Ω : w ∈ C∞(Rn+1), suppw ⊆ Rn × [0,∞)
}
is dense in Hs,sγ;ϕ+ (Ω).
We also consider the space Hs,sγ;ϕ+ (S) on the lateral boundary S of the cylinder Ω, we
restricting ourselves to the s > 0 case. Briefly saying, this space consists of all functions
v ∈ L2(S) that yield functions from the space H
s,sγ;ϕ
+ (Π) on Π := R
n−1× (0, τ) with the
help of some local coordinates on S. Let us turn to a detailed definition.
We arbitrarily choose a finite atlas on Γ of class C∞. Let this atlas be formed by some
local charts θj : R
n−1 ↔ Γj , with j = 1, . . . , λ. Here, Γ1, . . . ,Γλ are open nonempty
subsets of Γ such that Γ := Γ1∪· · ·∪Γλ. We also arbitrarily choose functions χj ∈ C∞(Γ),
with j = 1, . . . , λ, such that suppχj ⊂ Γj and χ1 + · · · + χλ = 1 on Γ. Thus, these
functions form a partition of unity on Γ.
By definition, the complex linear space Hs,sγ;ϕ+ (S) consists of all functions v ∈ L2(S)
such that the function vj(y, t) := χj(θj(y))v(θj(y), t) of y ∈ Rn−1 and t > 0 belongs
to Hs,sγ;ϕ+ (Π) for each j ∈ {1, . . . , λ}. (As usual, L2(S) denotes the space of all square
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integrable functions on the surface S.) The space Hs,sγ;ϕ+ (S) is separable Hilbert with
respect to the norm
‖v‖Hs,sγ;ϕ
+
(S) :=
(
‖v1‖
2
Hs,sγ;ϕ
+
(Π) + · · ·+ ‖vλ‖
2
Hs,sγ;ϕ
+
(Π)
)1/2
.
This space does not depend up to equivalence of norms on the indicated choice of an
atlas and partition of unity on Γ.
To formulate the main result of the paper, we need local versions of the spaces just
considered. Let U be an open subset of Rn+1 such that Ω0 := U ∩ Ω 6= ∅, and put
Ω′ := U ∩ ∂Ω, S0 := U ∩ S, and S′ := U ∩ ∂S. We let H
s,sγ;ϕ
+,loc (Ω0,Ω
′) denote the
linear space of all distributions u ∈ D′(Ω) such that χu ∈ Hs,sγ;ϕ+ (Ω) for every function
χ ∈ C∞(Ω) subject to suppχ ⊂ Ω0 ∪ Ω′. Analogously, H
s,sγ;ϕ
+,loc (S0, S
′) denotes the
linear space of all distributions v ∈ D′(S) such that χv ∈ Hs,sγ;ϕ+ (S) for every function
χ ∈ C∞(S) subject to suppχ ⊂ S0 ∪ S′. Here, as usual, D′(Ω) and D′(S) stand for the
linear topological spaces of all distributions on Ω or S, resp.
If ϕ(·) ≡ 1, we will omit the index ϕ in the designations of the spaces considered in
this section.
4. Main result
Analyzing the problem (2.1)–(2.3), we put u := (u1, . . . , uN), f := (f1, . . . , fN ),
and g := (g1, . . . , gm). Let σ0 := max{0, l1 + 1, . . . , lm + 1}. Consider the mapping
(C∞+ (Ω))
N ∋ u 7→ (f, g), where f and g are defined by (2.1) and (2.2). It follows
from [1, Theorem 5.7], that this mapping extends uniquely (by continuity) to an isomor-
phism
Λ : G+(Ω) :=
N⊕
k=1
H
σ0+2bκk,(σ0+2bκk)/(2b)
+ (Ω)
↔
(
H
σ0,σ0/(2b)
+ (Ω)
)N
⊕
m⊕
j=1
H
σ0−lj−1/2,(σ0−lj−1/2)/(2b)
+ (S).
Let f ∈ (D′(Ω))N and g ∈ (D′(S))m; then a vector function u ∈ G+(Ω) is said to be
a (strong) generalized solution of the problem (2.1)–(2.3) if Λu = (f, g).
To give a notion of a classical solution of this problem, we let l0 := max{l1, . . . , lm}
and put Sε := {x ∈ Ω : dist(x, S) < ε} and Gε := {x ∈ Ω : dist(x,G) < ε} for sufficiently
small ε > 0.
Definition 4.1. A generalized solution u ∈ G+(Ω) of the problem (2.1)–(2.3) is called
classical if generalized partial derivatives of each scalar function uk = uk(x, t), where
k ∈ {1, . . . , N}, satisfy the following conditions:
(a) Dαx∂
β
t uk is continuous on Ω whenever 0 ≤ |α|+ 2bβ ≤ 2bκk;
(b) Dαx∂
β
t uk is continuous on Sε∪S for some ε > 0 whenever 0 ≤ |α|+2bβ ≤ l0+2bκk;
(c) ∂rt uk is continuous on Gε ∪G for some ε > 0 whenever 0 ≤ r ≤ κk − 1.
This definition claims the minimal conditions under which the left-hand sides of the
problem are calculated with the help of continuous classical derivatives. Note that con-
ditions (b) and (c) allow us to take the traces on S and G in (2.2) and (2.3) in the sense
of restriction of a continuous function.
The main result of the paper reads as follows:
Theorem 4.1. Let σ1 := b+ n/2, σ2 := l0 + b+ n/2, and σ3 := −b+ n/2, and suppose
that σ2 > σ0 and σ3 > σ0. Assume that a vector function u ∈ G+(Ω) is a generalized
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solution of the parabolic problem (2.1)–(2.3) whose right-hand sides satisfy the conditions
(4.1) f ∈ (H
σ1,σ1/(2b);ϕ1
+,loc (Ω, ∅))
N ∩ (H
σ2,σ2/(2b);ϕ2
+,loc (Sε, S))
N ∩ (H
σ3,σ3/(2b);ϕ3
+,loc (Gε, G))
N
and
(4.2) g ∈
m⊕
j=1
H
σ2−lj−1/2,(σ2−lj−1/2)/(2b);ϕ2
+,loc (S, ∅)
for some function parameters ϕ1, ϕ2, and ϕ3 such that
(4.3)
∞∫
1
dr
rϕ2j (r)
<∞ for each j ∈ {1, 2, 3}.
Then u is a classical solution of this problem.
The use of Ho¨rmander spaces allows us to attain the minimal admissible values of
the number parameters in conditions (4.1) and (4.2). If we formulate an analog of this
theorem using anisotropic Sobolev spaces (i.e. restricting ourselves to the case where
ϕ1 = ϕ2 = ϕ3 = 1), we have to claim that the right-hand sides of the problem under
investigation satisfy these conditions for certain σ1 > b + n/2, σ2 > l0 + b + n/2, and
σ3 > −b+ n/2.
5. Proof of the main result
The proof is based on the following regularity property of the generalized solutions to
the considered problem [12, Theorem 3]:
Proposition 5.1. Let an integer k ∈ {1, . . . , N}, and let an integer p ≥ 0 satisfy
(5.1) p+ b+ n/2 > σ0 + 2bκk
Assume that a vector function u ∈ G+(Ω) is a generalized solution of the parabolic problem
(2.1)–(2.3) whose right-hand sides satisfy the conditions
(5.2) f ∈
(
H
σ,σ/(2b);ϕ
+,loc (Ω0,Ω
′)
)N
and
(5.3) g ∈
m⊕
j=1
H
σ−lj−1/2,(σ−lj−1/2)/(2b);ϕ
+,loc (S0, S
′)
for σ := p+ b+ n/2− 2bκk and some function parameter ϕ ∈ M subject to
(5.4)
∞∫
1
dr
rϕ2(r)
<∞.
Then the generalized derivatives Dαx∂
β
t uk(x, t) of the component uk(x, t) of u are contin-
uous on Ω0 ∪Ω′ whenever 0 ≤ |α|+ 2bβ ≤ p.
Here, Ω0, Ω
′, S0, and S
′ are the sets defined at the end of Section 3.
Note the cited paper [12, Section 4] defines the number σ0 in another way; namely,
σ0 is defined to be the smallest integer such that σ0 ≥ max{0, l1 + 1, . . . , lm + 1} and
σ0/(2b) ∈ Z. However, the results of this paper remain true without the assumption
σ0/(2b) ∈ Z. To make sure of this, it is enough to use Zhitarashu and Eidelman’s
result [1, Theorem 5.7] instead of Solonnikov’s theorem in the proof of [12, Theorem 1].
Let us turn to the proof of Theorem 4.1. Choose an integer k ∈ {1, . . . , N} arbitrarily.
To show that uk satisfies condition (a) of Definition 4.1, we use the inclusion
f ∈ (H
σ1,σ1/(2b);ϕ1
+,loc (Ω, ∅))
N
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from hypothesis (4.1) of this theorem and apply Proposition 5.1 in the case where Ω0 = Ω,
Ω′ = S0 = S
′ = ∅, p = 2bκk, and ϕ = ϕ1. Then σ1 := b+n/2 = σ, and condition (5.1) is
satisfied because σ3 := −b+n/2 > σ0 by a hypothesis of Theorem 4.1. Now we conclude
by Proposition 5.1 that uk satisfies condition (a).
To demonstrate that uk satisfies condition (b), we make use of the hypotheses
f ∈ (H
σ2,σ2/(2b);ϕ2
+,loc (Sε, S))
N
and (4.2) of Theorem 4.1 and hence apply Proposition 5.1 in the case where Ω0 = Sε,
Ω′ = S0 = S, S
′ = ∅, p = l0 + 2bκk, and ϕ = ϕ2. Then σ2 := l0 + b + n/2 = σ, and
condition (5.1) is satisfied because σ2 > σ0 by a hypothesis of Theorem 4.1. Thus, we
conclude by Proposition 5.1 that uk satisfies condition (b).
Finally, to show that uk satisfies condition (c), we use the inclusion
f ∈ (H
σ3,σ3/(2b);ϕ3
+,loc (Gε, G))
N
from hypothesis (4.1) and apply Proposition 5.1 in the case where Ω0 = Gε, Ω
′ = G,
S0 = S
′ = ∅, p = 2bκk−2b, and ϕ = ϕ3. Then σ3 := −b+n/2 = σ, and condition (5.1) is
satisfied because σ3 > σ0 by a hypothesis of Theorem 4.1. We conclude by Proposition 5.1
that the derivative Dαx∂
β
t uk is continuous on Gε ∪ G whenever |α| + 2bβ ≤ 2bκk − 2b.
This means in the |α| = 0 case that uk satisfies condition (c).
Theorem 4.1 is proved.
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