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We consider the question of uniqueness of limit cycles of some normal form 
equations of vector fields with singularities of codimension two. By using suitable 
choices of scaling on the normal form equations, we give simple proofs on unique- 
ness of periodic orbits. cp 1989 Academic Press, Inc 
1. INTRODUCTION 
Consider a system of autonomous differential equations in IW’, d> 3, or 
in some infinite dimensional space. Suppose that the origin is a critical 
point and its linear variational equation in a center manifold has one of the 
following linear parts: 
0 1 0 
A= [ 1 -1 0 0 ) 0 0 0 
- 
In order to unfold this vector field near such singularities, one will usually 
transform the equation into a normal form equation and then classify and 
unfold the truncated normal form equations. These truncated equations are 
differential equations in the plane with polynomial right-hand sides and 
they have some symmetric properties. They are of the forms 
~=&EIX+axy+d,X3+d,xy*, 
p = e2 + bx* + cy* + d,x*y + d, y3, 
(A) 
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where a, b, c, 4 E R’, j= 1, 2, 3, 4, abc # 0, si and s2 are small parameters, 
and 
~=x(E,+p,X2+pZy2+qlX4+q*X2y2+q3y4), 
3 = Y(&2 + P3x2 + P4 Y2 + q4x4 + q5x2Y2 + 96 v"h 
03) 
where x 3 0, y > 0, p,, q, E R’, i = 1, 2, 3,4, j = 1, . . . . 6, ei and s2 are small 
parameters. For more detail, see Arnold Cl], Chow and Hale [S], 
Guckenheimer and Holmes [ll], Carr, Chow, and Hale [3], Iooss and 
Langford [12], Langford [13], and Zoladek [16, 173. 
By the scaling 
x -+ ICI 1’2x, y + lb1 “‘y, t E, + -Ibl”2cs,, e2 + -161 e2 
(the above notation means that if x = ICI ‘j2X, y = I bl ‘12j, . . . . where X, j, . . . . 
are the new variables, then we change (X, j, i, Ei, E2) back to (x, y, t, si, s2)), 
Eq. (A) becomes 
where B = -a/c # 0, d, E R’, q = 1 corresponds to bc < 0 and q = - 1 
corresponds to bc > 0. 
By changing (x, y) + (xi”, y112) and t + t/2, Eq. (B) takes the form 
i=x(El +p,x+ P2Y+41x2+q2xY+q3Y2)? m 
I’= d&2 + Pjx + P4 Y + q4x2 + q5xy + q6 Y’). 
In the classification of the vector fields (A) and (B), the most important 
and difficult part is to prove the existence and uniqueness of periodic orbits 
when parameters are in certain regions in the &,&,-plane for different 
choices of coefficients in the higher order terms. For Eq. (A), Cushman and 
Sanders [7] considered the case B = 2, q = -1 (d, = 1, d2 = ds = d4 = 0). 
Their main result was obtained by using a third-order Picard-Fuchs 
equation. In Carr, Chow, and Hale [3] the case B > l/2, rl= - 1 (d, = 1, 
d2 = d3 = d4 = 0) was studied by using an infinite dimensional Picard-Fuchs 
equation. van Gils [S] gave a proof for B > 0 by using similar ideas as in 
[3]. Zoladek [16] discussed a system which is equivalent to Eq. (A) by a 
completely different method. All discussions mentioned above are quite 
hard and complicated. In Carr, Chow, and Hale [3] and Guckenheimer 
and Holmes [l 1 ] bifurcations of phase flows of Eq. (B) are discussed. 
However, the proof for the uniqueness of periodic orbits has only been 
UNIQUENESS OF PERIODIC ORBITS 233 
given recently by Zoladek in a long paper [17] in which similar methods 
as in [16] are used. In van Gils and Sanders [lo], Carr, van Gils, and 
Sanders [4], and van Gils and Horozov [9], simpler proofs on the 
uniqueness of periodic orbits for (B) were given in some special cases by 
using Picard-Fuchs equations as in [3,7]. 
The purpose of this paper is to give simpler new proofs on the unique- 
ness of periodic orbits for (A) and (8) without any restrictions (Sect. 2 and 
Sect. 3). In addition, we consider the case B < 0 and r] = 1 for Eq. (A) which 
has not been discussed before. The basic idea is to choose a suitable change 
of variables in the normal form equation, and to obtain directly the 
monotonicity of a ratio of two abelian integrals. Thus, we avoid the deriva- 
tion of Picard-Fuchs equations and we make the proofs simpler and more 
elementary. In Appendixes A and B, we show why it is sufficient to work 
with only the special normal form equations (Eqs. (2.1) and (3.5)) 
considered in this paper. A complete discussion of unfoldings of Eqs. (A) 
and (B) may be found in Chow, Li, and Wang [6]. 
2. UNIQUENESS OF PERIODIC ORBITS FOR EQUATION (A) 
We first consider the equation 
i=~,x+Bxy+xy~, (2.1) 
j=E2+qXZ-y2, 
where B # 0, u = +l, E, and .s2 are small parameters. This is a special case 
of Eq. (A). The uniqueness problem for (A) can be reduced to a uniqueness 
problem for (2.1) as is shown in Appendix A. 
System (2.1) has an invariant line x = 0 and it is symmetric with respect 
to the y-axis. Hence, we will only consider the half plane x 2 0. In a small 
neighborhood of (x, y) = (0, 0), Eq. (2.1) has at most one equilibrium 
(x,, y3) satisfying xg > 0. In fact, for certain si, s2 and B, Eq. (2.1) has two 
equilibria x = Jm, y = ( -B &- dm))/2 satisfying x > 0. But 
only one of them exists in a small neighborhood of the origin if Isi 1 and 1~~1 
are sufficiently small. Furthermore, if vB>O, then (x3, y3) is a saddle; if 
q = -1, B > 0, and (x,, y3) exists, then s2 > 0; if q = 1 B < 0, then a Hopf 
bifurcation occurs at (x3, y3) for E, = 0, e2 < 0. Therefore, for the discussion 
of periodic orbits, we only need to consider Eq. (2.1) satisfying one of the 
following conditions (see also Guckenheimer and Holmes [ 11, p. 3891): 
(I) q= -1, B>O, c2>0, 
(II) q=l, B-CO, E~<O. 
505/77/Z-3 
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Since any periodic orbit of (2.1) must be in an open half plane (we only 
consider x>O), we can take the following scaling, 
x=6X, y=& &I = acs, E2 = --f/d=, (2.2) 
where 6 > 0, q + 1 = 2/B, and c1 and 6 are the new parameters, and Eq. (2.1) 
is transformed into the following form (still use (x, y, t) instead (2, J, 0): 
f = xq(Bxy + 6(ax + xy’)). 
j=xq-q++x=-y=). 
(2.3) 
As in [3-l 1, 1, 151, we study (2.3) 6 > 0 as a perturbation of (2.3) 6 = 0. 
If 6 = 0, then Eq. (2.3) becomes 
f = xqBxy (2.4) 
j=x9(-tj+qx=-y2), 
with a first integral H(x, y) = h, where 
H(x, y)=fxq+l 
X2 
-v+‘tBfl-Y2 if B+ 1 #O, (2.5) 
or 
1 + y2 
Nx, y)=F+lnx, if B+ 1 =O. (2.6) 
Note that [ -H(x, y)] is the Hamiltonian function of (2.4). 
The closed level curves {x, y): H(x, y) = h} are shown in Fig. 1 (see also 
Remark 2.3 at the end of this section). The corresponding values of h 
(a) B>O (b)-l<B<O (c) B(-1 
FIG. 1. The level curves for Eq. (2.4). 
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belong to the different intervals .I, (i = 1,2, 3,4) for different values of B. J, 
is defined as follows: 
B2 
J,=(O,h,*),h:=- 
2(B+ 1)’ 
if B>O, 
B2 <o Jz=(hT,O),h2*= -- 
2(B+ 1) 
) if -l<B<O, 
(2.7) 
if B= -1, 
B2 >o J4=(h4*, +co),h4*= -- 
2(B+l) ’ 
if B-C -1. 
The level curve H= h:, i= 1,2,3,4, corresponds to the center (x*, y*) = 
(1,0) of (2.4), and the level curve H = 0 for the case B > 0 corresponds to 
the heteroclinic orbit. 
We consider Eq. (2.3) as a perturbation of Eq. (2.4). As in [ 1, 3 - 111, an 
orbit r= r(6, B, CC) of Eq. (2.3) is periodic if and only if 
f 
dH 
- dt = 0. 
I- dt 
Thus, we obtain a bifurcation function G(h, 6, B, a) for periodic orbits of 
Eq. (2.3) which for 6 = 0 is given by 
GI,=,=~r~x”(rx+xy2)dy= -(q+1)lrhxq(My+:y3)dx, (2.8) 
where r, is the level curve H = h and h EJ,. The orientation of r, is 
defined by the direction of the vector field (2.4). The condition Gls =0 = 0 
is equivalent to the condition CX 6 = 0 = -iP(h, B), where a is defined by 
(2.2), and 
(2.9) 
where 
Zi(h, B) = jrh xqy’ dx, i= 1, 3. (2.10) 
THEOREM 2.1. Zf B # 0, then there exists a small neighborhood A of the 
origin in the E 1 E,-plane and a small neighborhood Jf of the origin in the half 
plane {(x, y): x > 0} such that for all (Ed, c2) E A Eq. (2.1) has at most one 
periodic orbit in N. 
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Proo$ We will show that there exists a small neighborhood of 6 =O, 
or equivalently, a small neighborhood A in the &,a,-plane such that 
Eq. (2.3) has at most one periodic orbit. Since Eq. (2.3) is scaled by 
(2.2) from Eq. (2.1), the uniqueness result is valid for Eq. (2.1) in a 
small neighborhood A’” of the origin. The uniqueness of periodic orbits of 
Eq. (2.3) is equivalent to the monotonicity of the ratio P(h, B) with respect 
to IIEJ, (see [3-11, 151). Thus, the proof follows directly from Lemma 2.4 
below which gives the monotonicity property of P(h, B). 1 
LEMMA 2.2. We have that P(h, B) > 0 for h E J,, and 
lim P(h, B) = 0, i= 1,2, 3,4. 
h - h,? 
ProoJ: For simplicity, we denote P(h, B) and Zi(h, B) by P(h) and Zi(h), 
respectively. Using Green’s theorem, we have 
R(h) xqY2 dx 4 P(h)=3; 
R(h) x4 dx 4 
>o (2.11) 
for h E J,, where 52(h) is the region surrounded by rh, and it is contained 
in the open right half plane. From (2.11) it is easy to see 
lim P(h)= lim 3y2=0 
h - h: Y-rY. 
because Q(h) tends to the point (x*, y*) as h --) h* and (x*, y*)= 
(130). I 
LEMMA 2.3. Zf P’(h,) = 0 for h, E Ji, where i= 1, 2, 3,4, then P(h) - 
P(h,) > Ofor 0 < Ih - h,,l 4 1. 
Proof: Suppose y = y,(x, h) >O and y = y,(x, h) < 0 are defined by 
H(x, y) = h for he J, and a,(h) < x < a2(h), where a,(h) and a,(h) are the 
intersection points of rh and the x-axes. Obviously, 0 <a,(h) < 1 < a,(h). 
We will use y(x, h), or simply y, to denote yl(x, h) or y,(x, h) if there is no 
confusion. Using (2.5), (2.6), and (2.10), we have 
(2.12) 
and 
Z,(h) = lrh xqy dx = 2(sgn B) /0~:~~’ xqy,(x, h) dx. (2.13) 
UNIQUENESS OF PERIODIC ORBITS 
By using L’HGpital’s rule and (2.4), we obtain for any fixed h E J, 
because 0 <a,(h) < 1 -C a,(h). This says that 
lyl =O(Ix--,(h)l”‘),asx-,a,(h), (x, y)~r~, i= 1,2. 
From (2.12) and (2.13), we have 
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(2.14) 
(2.15) 
(note that (2.14) implies the integral in (2.15) is convergent). By (2.10) and 
(2.12), it is not hard to see that 
On the other hand, from (2.9) we have 
P(h) _ qh ) = Z,(h) ZAho) r(h) - MO) 
O r,-l,o= wQ~,(~o)’ 
where 
5th) = Z,(ho) Z,(h) - Z,(ho) Z,(h). 
Hence 
P(h) _ P(h ) = UWh - ho) = Q(W -ho) 
0 
Z,(h) Z,(ho) Z,(h) ’ 
(2.17) 
where 8 is in between h and ho and 
Q(h) = I;(h) - P(ho) I;(h). (2.18) 
From (2.18), (2.9), and the condition P’(h,) = 0, we get 
Q(ho) = 0. (2.19) 
We consider two cases separately. 
(I) q = -1, B> 0. The direction of the vector field (2.4) on r,, is 
clockwise. By substituting (2.15) and (2.16) into (2.18), we have 
'@)=frh Bxy 
fvo) - 3Y2 & 
' 
(2.20) 
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(2.19) and (2.20) imply that 
Q(h) = Q(h) - Q(h,) = Irh ‘@ix; 3y2 dx - Jrh P(h;x!3y2 dx. (2.21) 
If h >h, then r,,~sZ,,~, where Q,,, is the region’ surrounded by r,,,. By 
(2.21) we obtain 
Q(h) = $ jaD+ P’ho;; 3y2 dx 
1 
s 
Wo) - 3Y2 =- 
B 8D; vao: XY dx + s,,; “aD: ;!?JL3;: dy 
1 fvo) + 3Y2 =- 
B XY2 
dx dy 
+ 2x(Wo) - 3Y2) dx dy > o 
(1 -x2-y2)2 
3 (2.22) 
where D = Uf= 1 Di is the annular domain formed by r, and rho, and 
D 1, . . . . D, are formed by the truncation lines 
y = f (mo)/3P2, o,< lh-hoI 4 1. 
We note that they are mutually disjoint and satisfy the following properties 
(see Fig. 2): 
{(x,~):x*+Y~=~}~DsD,uD, 
{(x,y): y=O}nDzD,uD,. 
Because P(h,) > 0 (Lemma 2.2) and 
Q(ho) = jr% ‘@ix; 3y2 dx = 0, 
Y 
Y= 
,=@J 
-jp 
(h>ho) 
FIG. 2. The case B>O. 
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the lines y= &((P(h,)/3)“2 must intersect f,,,. Hence the above partition 
of D into D,, . . . . D, is always possible if 0 < Ih - h,l $1. The orientation of 
aD+ (or aD:) is defined in the usual way: the region D or D,) is always 
on the left side if one goes along aD (or aD,). In (2.22) the integrand along 
aD: u aD,+ is transformed by using (2.4) and the integrand along every 
part of the truncation lines y = +(P(h,)/3)“2 is zero. If h <h,, then 
Zha r Q,. We obtain Q(h) < 0 in the same way. Hence Q(h)(h -h,) > 0 
for 0~ l/z--h,l $1. By using (2.17), we obtain P(h)-P(h,) >O for 
O< Ih-hoI < 1 since Z,(h)>O. 
(II) q = 1, B < 0. This case is similar to case (I). We will only indicate 
the main differences for the proof. The direction of the vector field (2.4) on 
Z, is counter clockwise. If h > h, (the case h c ho is similar) and f,, E Qnh, 
then (2.21) gives 
QV$i,, 
: 
vdD 
: 
P(ho~;3y’d~+j~Dluao+ ‘ip’,;$A 
4 
1 P(ho) + 3~’ WP(ho) - 3~‘) =-- 
B ss DlUD3 XY2 dxd4jD*“D, (-1 +x2- y2)*dxdL’4 
where D = up= 1 D, is the annular domain formed by Z,, and f,,,, and 
D , , . . . . D, are formed by truncation lines y = &(P(ho)/3)1’2, 0 < Ih - hoI $1. 
They are mutually disjoint and satisfy the following properties (see Fig. 3): 
{(x,~):x~-~*=~}~D~D~uD~ 
{(x, y): y=O}nDcD,uD,. 
The orientation of aD+ (aD+) is defined in the same way as in case (I). 
Hence Q(h)(h - ho) < 0 for 0 < Ih - hoI < 1, and we obtain from (2.17) that 
P(h)- P(h,) >O for 0~ lh-hoI & 1 since Z,(h) ~0. 1 
LEMMA 2.4. P(h) is monotone in h E J,, i = 1, 2, 3, 4. 
(h>ho) 
FIG. 3. The case B-c 0. 
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Proof By (2.10) and (2.16), we have that P(~)EC’(J,). Suppose there 
is an ho EJ~ such that P’(h,) =O. Lemma 2.3 implies that h, is unique. 
Hence P(h) - P(h,) > 0 for all h E J,, h # h,. Therefore, by using Lemma 2.3 
and the first part of Lemma 2.2 we obtain that P(h) > P(h,) >O for ~EJ,, 
h #h,. This implies 
lim P(h) 2 P(h,) > 0. 
h - h: 
This contradicts the second part of Lemma 2.2 and proves the desired 
result. 1 
Remark 2.5. After taking the time scaling dt -P xP4(dt), if we make the 
following change of variables, 
1 
x-t--++, 
1 
21 
y--x, 
P 
t-f 
P’ 
where /I = ,/-2qB, then Eq. (2.4) becomes 
1 1 
i= -y-zllBx2-4vl y2, 
1 
j=x+2rlxy2. 
By using a result in Li [ 14, Theorem D], we can obtain the phase portrait 
for Eq. (2.4) (see Fig. 1). 
Remark 2.6. We did not compute P”(h,) in the proof of Lemma 2.3 
because it is difficult to determine the sign of I;‘(h) (see, for example, [3]). 
3. UNIQUENESS OF PERIODIC ORBITS FOR EQUATION (8) 
Consider Eq. (8): 
p = Y(&2 + p3x + p4 y + 44x2 + q5xy + q6 y’). 
Assume that 
P,ZO (i=1,2,3,4), ” p2 
I I P3 P4 +O. 
(3.1) 
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By the change of variables 
Eq. (8) takes the form 
f=X(~l+~X-~++lX*+q*x~+q3~*) 
(x20, y20), 
Y + q4x2 + q5xy + 96 y* 
> 
(3.2) 
where q = 1 corresponds to pi pz < 0 and q = -1 corresponds to p,p2 > 0. 
4 ,) i=l,..., 6, are constants which maybe different from the qL’s in 
Equation (B) and 
a+1 p3 P4 -= _- 
B PI’ 
fi= --&. 
With the new variables condition (3.1) becomes 
a/3(a+ 1)(/l+ l)(a+p+ l)#O. (3.3) 
We only need to consider a < /I. Otherwise, let (x, y) + (y, x). Then by 
using the change of variables 
a and p in Eq. (3.2) are interchanged. 
In Appendix B (Theorem B2), we will show that if Eq. (3.2) satisfies 
condition (3.3) and the condition 
aB* rla8 
66=(a+1)(8+1)(B+2)94+(a+1)(P+2)~5+~6Z0’ (3.4) 
where 
a+2 
q4=q4+- 
a+1 
B 
419 45=q5+~q2, 46=q6+)+, 
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then the uniqueness problem for Eq. (3.2) can be reduced to a uniqueness 
problem for the equation 
f=x(k+v-Y), 
j=y p2-c(+1 
( 
(3.5) 
P ‘/x+/?:1 
-Y+vdp,+w,y) , 
) 
where 
v=sgn(f!j,),x>O, y>O,a6fl, 
g(x, y)zL- - 2xy 2 
p /!I+1+/L2 
and a, /I, q, and pi satisfy one of the following three conditions: 
a > 0, fl> 0, q= -1, /4>0; (3.6a) 
P<O, -l<a+fl<O, r= 1, cLl>Q (3.6b) 
P>O, a+/l< -1, q= 1, cLl<O. (3.6~) 
In [ 171, Zoladek also considered Eq. (3.5) for the uniqueness of periodic 
orbits. However, in Appendix B we will give a derivation for Eq. (3.5) 
which is different from the proof in [ 171. Furthermore, we have the explicit 
“nondegenerate” condition (3.4) on the coefficients. 
Since the periodic orbits of (3.5) we consider are in the open first 
quadrant, we take the scaling 
where 6 > 0, 5 = 1 for cases (3.6a) and (3.6b), and 5 = -1 for case (3.6~). 
Thus, after changing (X, j, i), back to (x, y, t) Eq. (3.5) is changed to 
(3.8) 
a-l p $=x y Y+4-~+w(5+?x, Y)) . 1 
If 6 = 0, then Eq. (3.8) becomes a Hamiltonian system 
i=xx”yfl-l((+tjx-y), (3.9) 
m-l p 3=x y 
( 
-+~x++). 
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with a first integral 
H(x, y) = xy ( 
r+7lx Y 
--p+l * B ) 
As in Section 2, we obtain a bifurcation function G(o, 6, h, a, a) for 
periodic orbits of (3.8), which for 6 = 0 is given by 
where r,, is the level curve {(x, y): H(x, y) = h), h ETkk, k = 1,2, 
J1 = (0, h:) for cases (3.6a) and (3.6c), J2 = (--co, hf) for case (3.6b), 
h: < 0 <h:. H = 0 corresponds to the invariant lines which form three 
heteroclinic orbits for case (3.6a), and H = h,* corresponds to the elliptic 
critical point (x,, y4) of Eq. (3.9) (x4 >O, y, > 0). The orientation of r,, is 
defined by the direction of the vector field (3.9). Hence, it is always counter 
clockwise for every case of (3.6a), (3.6b), and (3.6~) (see Fig. 4). We note 
that GI s = 0 = 0 is equivalent to (~1 6 = ,, = VP(h), where 
WI P(h) = - 
Z,(h)’ 
Mh)=j x 
r/l 
il- ‘ys dx, Z,(h) = lrh x’- ‘yBg(5 + qx, y) dx. 
(3.11) 
THEOREM 3.1. Consider Eq. (3.5): 
f=x(P,+vx-Y), 
j=y p2-tlqx+L ( B p+1 Y+vg(h+rlx,Y) ) . 
Suppose that conditions (3.3) and (3.4) are satisfied, 
ag(a+ l)(P+ l)(a+P+ l)#O; 
a8’ vP 
‘6=(a+1)(fl+1)(/?+2)44+(a+1)(/?+2)45+P6Z0’ 
17=-l, <=l, ff>o, p>o rj=l,<=l,-l<(Y+p<o ?J=l, <=-i,a+p<-1 
FIG. 4. The level curves for Eq. (3.9). 
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where 
a+2 
q4 = q4 + - 
a+1 
B 
41, 45 = 45 + B+1 q2, g6 = q6 + 
Then there exists a small neighborhood A of the origin in the ,a1 pL,-plane and 
a small neighborhood N of the origin in the first quadrant {(x, y): x 20, 
y > 0} such that for all (E,, Ed) E A Eq. (3.5) has at most one periodic orbit 
in N. 
Proof As in the proof of Theorem 2.1, we only need to show the 
monotonicity of the ratio P(h). This follows from the next two lemmas and 
Remark 3.4. 1 
LEMMA 3.2. We have that 
(1) P(h)>0 for hEJ1 ( cases (3.6a) and (3.6~)); P(h) <O for he Tz 
(case (3.6b)), i.e., BP(h) > 0. 
(2) lim,,,,: P(h)=O, i= 1,2. 
Proof: Let a,, be the interior region bounded by the level curve I’,. 52, 
is contained in the open first quadrant. By using (3.11) and Green’s for- 
mula, we have 
P(h) = - SL x 
m-lyB-l(~+tjx- y)‘dxdy 
-flfjnhxa-lyS-l dxdy 
for hcz?,, i= 1, 2. (3.12) 
Hence BP(h) > 0, since Sz,, is contained in the open first quadrant. The 
conclusion (1) follows for cases (3.6a) and (3.6~) because J? > 0, while for 
case (3.6b) it follows because B < 0. From (3.12) we have 
lim P(h) = lim K+rlx-Y)2=o 
h - /z* x - x, 
Y - Y4 B ’ 
because SZh contracts to the point (x4, y4) as h + h*, and (x4, y4) is an 
equilibrium of Eq. (3.9) and it satisfies x4 > 0, y, > 0. i 
LEMMA 3.3. Zf there exists h, ~7, such that P’(h,) = 0, then for 
0 < Ih - hoI + 1 we have that P(h) - P(h,) > 0 for cases (3.6a) and (3.6c), 
and P(h) - P(h,) < 0 for case (3.6b), i.e., B[P(h) - P(h,)] > 0. 
Proof: Let h E 2,. From H(x, y) = h we have, 
ay 1 
ah=xay@-'((+qx- y)' 
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As in the proof of Lemma2.3, y= y,(x, h)< r+qx and y= y,(x, h)> 
r + qx is obtained by solving H(x, y) = h; moreover the following integral 
is convergent and 
It is not hard to see that 
. 
By an argument similar to that used to obtain (2.17) we find that 
P(h) - P(h,) = Q'yh; hoJ, 
1 
(3.14) 
(3.15) 
where 8 is in between h and ho and 
Q(h) = I;(h) - Wo) I;(h), Q(ho) = 0. (3.16) 
By Green’s theorem, we have 
;l,(h)= jj x”-‘y”-‘dxdy<O. 
Qh 
(3.17) 
Note that the region bounded by the level curves r, and f,, is an 
annulus D. We divide D into four mutually disjoint parts, D, , D,, D,, and 
D, which are formed by truncation lines < + qx- y = fJIPP(h,) and 
satisfy the following properties for 0 < Ih - h,J < 1 (see Fig. 5 for the case 
(3.6a)): 
{(x, y):t+qx-y=O}nDc(D,uD,). 
Since /?P(h,) > 0 (Lemma 3.2) and 
Q(ho) = jrh 
BWo) - (t + 11x - Y)’ dx = o 
x(l+v-Y) 
9 
II 
the two lines < + qx - y = fJBP(h,) must intersect f,,. Hence the above 
partition of D into D , , . . . . D, is possible if 0 < 1 h - hoI 6 1. The orientation 
of ZJD+ (do,+) is defined in the same way as in (2.22). If I: > ho (h <ho in 
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FIG. 5. The case a >O, p>O. 
a similar way), then r, E Q, for cases (3.6a), (3.6b), and (3.6~). From 
(3.16), (3.14), and (3.13) we have 
Q(h) = jaD+ dx 
= s ao: v ao: 
CPfYho) - (r + rtx - Y)*l 
a+1 
+r- 
BwkJ - (t + ?X - YJ2 
P D*~DIY(-~(a/P)-1((a+1)/P)X+(a/(~+1))Y)2dXdy 
< 0, 
where ?((a + 1)/p) ~0 for (3.6a), (3.6b), or (3.6c), and the integrand along 
aD: u i?D: is transformed by using (3.9). Hence, we have 
QVM - 4 < 0. (3.18) 
By substituting (3.17) and (3.18) into (3.15) we obtain /?[P(h) - P(h,)] > 0 
which gives the desired result since b > 0 in cases (3.6a) and (3.6c), and 
fl -c 0 in case (3.6b). 1 
Remark 3.4. By a similar argument as in the proof of Lemma 2.4, we 
obtain that in cases (3.6a), (3.6b), or (3.6c), the function P(h) is strictly 
monotonic. 
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APPENDIX A 
We consider condition (I) or (II) (see Sect. 2) for the coefficients of 
Eq. (A). By taking the same scaling (2.2) for (A), we obain, for 6 = 0, the 
same Hamiltonian system (2.4) with the first integral (2.5) or (2.6). Instead 
of (2.8) we obtain a bifurcation function G(cc, 6, h, B, d,) for periodic orbits 
of (A), which for 6 = 0 is given by 
Cl&O’S,, xq(ctx + d, x3 + d2xy2) dy - xq(d,x2y + dc, y’) dx 
= -(Cl+l)az,(h)- Td,+d,)Z,(h) 
-[(q+3)d,+d,]j” xq+*ydx, 
i-h 
where Z,(h) and Z,(h) are the same as in (2.9). Along Z, we have 
x4(-tj++x*-y*)dx-xqBxydy=O. 
Hence, 
““y dx= [rhxq(rl+y2)ydx+Bj- xq+‘y2dy 
=,,;(I-yB)Z1,,+;Z3, 
Thus, 
where 
Glcs=,,= -(q+1)crzl+K3z3+K,z,, 
K3= -fCrl(q+3)d,+(q+l)d,+rld,+3d,l, 
K,= -[(q+3)dl+d3]. 
This means that as long as K3 # 0 we can choose any value for d, , dz, d3, 
or d4 without changing the existence and number of periodic orbits 
of (A). For system (2.1), d, =d, =d,=O, d2 = 1, hence K3 = - f(q+ l)= 
- 2/( 3B) # 0. 
Remark. The condition K, # 0 is equivalent to K2 # 0 which is assumed 
in Carr, Chow, and Hale [3, Appendix B], and it is one of the non- 
degenerate conditions of Eq. (A). 
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APPENDIX B 
Consider the equation 
f = a+ vlx - Y + 41x2 + 42x.Y + 43 Y2), 
Jj = HP2 + flax + bY +44x2 + 95XY + 46Y2), 
where x > 0, y > 0, pL1 and p2 are small parameters, and 
cr+l a= -- 
B ’ 
b=L 
fl+l’ 
Note that Eq. (Bl) is Eq. (3.2). 
Consider 
i=x(jz,+qx-y) 
3 = Y(82 + qax + by), 
W) 
W*) 
which is obtained from Eq. (Bl) by deleting all the third order terms. By 
Bautin’s theorem [2], (Bl*) is either an integrable system or a system 
without closed orbits or cycles (homoclinic orbits, heteroclinic orbits, or 
orbits connecting several critical points). In fact, (Bl*) is integrable if and 
only if the coefficients atisfy one of the conditions 
aj&+~ji2=0, a>o, p>o, q= -1, i&=-o; @a) 
ap,+jQi2=o, /?<o, -l<a+j<O, q=l, .i&>O; (Bb) 
ab,+pji2=0, /?>O, a+B< -1, V=l, Pl<O PC) 
(compare with (3.6a), (3.6b), and (3.6~)). Hence, (Bl) can have periodic 
orbits in a small neighborhood of the origin (x, y) = (0,O) only if (pl, p2) 
in Eq. (Bl) is in a small neighborhood of the line {(pi, p2): ap, + flp2 = 0} 
and the coefficients atisfy either (3.6a), (3.6b), or (3.6~). 
Take the scaling (3.7), then (Bl ) is transformed into 
pxxOy8-’ cc + rlx - Y + w?lX2 + 42XY + q3 Y2)1 
g-1 p 3=x y 
[ 
a+1 
-t;-~VX+pJl -y++(-a+q,x2+q,xy+q,y2) . 1 
W) 
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For 6 = 0, (B2) becomes the Hamiltonian system 
.pxx”yP-’ (5+?x-Y) 
a-l 0 j=x y 
( 
cc+1 
-5;-~“x+&Y 9 
> 
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(B3) 
with a first integral (see Fig. 4) 
H(x, y)=x”y” 
( 
5+v Y --- 
B ) B+l 
As in Section 3, we obtain a bifurcation function G(a, 6, h, a, j3, ql, . . . . q6) 
for periodic solutions of (B2), which for 6 = 0 is given by 
+x”-‘y’( -0+&,x2 +q,xy+ &y*) dx 
= -al,-,,p +~4z~+1,p+45z1,p+1+~6z1~1,B+2, (B4) 
where 
zo, b = j- xayb dx, 
r/l 
r, is the level curve of H = h, and 
a+1 
t75 = 45 +B+1 42, ~a’46+++ WI 
Along r,, we have 
I-1 p r%+l x Y -~$-~qx+fiy dx-x y ’ “-‘(tJ+qx-y)dy=O. (B6) 
Multiplying (B6) by x, then integrating along r,,, we have 
Multiplying (B6) by y, then integrating along f,,, we have 
(B7) 
50517712.4 
250 
(B7) and (B8) give 
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I = 351 raB %a+1 a+1 a--1,fl+1 +(a+1)(/?+2)z’-1S’+2’ 
I u+l,P = -&I,,8- Cab (a+ l)(b+ l)“P1,p+l 
a@’ 
+(a+l)(/?+1)(~+2)z’-1~D+2’ 
Substituting (B9) into (B4), we obtain 
Gl,=,= -al,-,,~+~1Z,,~+~zZ~z1,p+I+~6Za-,I,p+2, 
where 
Yl= -6PT4, y2=tJ - 
( (a+ l;fb+ 1) g4-5q5)’ 
UP’ vaP 
a6=(a+l)(~+l)(~+2)q4+(a+l)(~+2)4’+q6’ 
(B9) 
@lo) 
Wl) 
DEFINITION Bl. Equation (Bl) is called nondegenerate, if 
(1) aP(a+l)(P+l)(a+P+l)ZO, 
(2) ds # 0 if one of the conditions (3.6a), (3.6b), or (3.6~) is satisfied. 
THEOREM B2. Suppose that Eq. (Bl ) IS nondegenerate. Then there exists 
a small neighborhood .N of the origin (x, y) = (0,O) and a small neigh- 
borhood A of (p,, p2) = (0,O) such that Eq. (Bl ) has at most one periodic 
orbit in .N for all (ul, uLz) E A zf and only tf the same property holds for the 
equation 
~==x(l4 +v-YY), 
P = Y(PL~ +wx + by + v&I + v, y)), 
where 
a+1 a= -- 
P ’ 
b=L 
P+l’ 
and v = 0 if one of the conditions (3&a), (3.6b), or (3.6~) is not satisfied and 
v = sgn(<,), tf one of the conditions (3.6a), (3.6b), or (3.6~) is satisfied. 
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Proof In the proof, we may have to choose different neighborhoods JV 
and A for different equations. We will always take the intersections of such 
neighborhoods and continue to denote them by N and A. This will not 
cause any confusion. 
From our earlier discussion, we only need to consider the case that one 
of the conditions (3.6a), (3.6b), or (3.6~) is satisfied. Thus, we assume that 
v # 0. Moreover, for the uniqueness of periodic orbits of Eq. (Bl) in .Af for 
(/A~, p2) E A, we only need to show the uniqueness of periodic orbits of 
Eq. (B2) in the xy-plane. Furthermore, we have shown that the uniqueness 
of periodic orbits of Eq. (B2) is equivalent to the unique solvability of the 
bifurcation equation 
GI6=,,=0, (B13) 
where G/d=0 is given in (BlO). 
On the other hand, consider the equation 
in the neighborhood JV for (pi, ,LL~) E A where l= + 1 is chosen according 
to the conditions (3.6a), (3.6b), and (3.6~) (see the change of variables 
(3.7)). By (3.7), (B14) is transformed into 
a.1 p p=x y I 
a+1 
-t;-~vx+8;1 -y+b(-a+y,x+y,y+&y2) . 1 
Thus, the uniqueness of periodic orbits of Eq. (B14) in .K for (1,) pLz) E A 
is equivalent to the uniqueness of periodic orbits of Eq. (B15) in the xy- 
plane. If 6 =O, then (B15) is reduced to the Hamiltonian system (B3). 
Furthermore, the uniqueness of periodic orbits of Eq. (B15) in the xy-plane 
is equivalent to the unique solvability of the bifurcation Eq. (B13). This 
says that Eq. (B2) has at most one periodic orbit in the xy-plane if and 
only if Eq. (B15) does. In other words, Eq. (Bl) has at most one periodic 
orbit in N for (pi, p2) E A if and only if Eq. (B14) does. We will use the 
notation (Bl ) N (B14) to mean this kind of equivalence relation between 
equations. 
Since Eq. (Bl ) is nondegenerate, G6 # 0. Thus, let 
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This transforms Eq. (B14) into the following form: 
i=x(p, +v-Y), 
9=YL-P2+(w+S?,PL1)X+ (b+tY,Pl) y+v21. 
Hence, (B14) N (B16). 
0316) 
Now, consider Eq. (B12). By the definition of g, we write Eq. (B12) as 
i=x(pL:+qx-y), 
P = YW + Ilu*x +b*Y + vg*c% Y)), (B17) 
where 
2 
/.q=pl, +p2+q a*=a+2v?p,r * 
2v - 
P B 
b =b-B+ l p,> 
x2 2rjxy 2 
v=sgn(c,), g*(x, y)=--- - 
p /?+1+py+2* 
Thus, Eq. (B17) is a special case of Eq. (Bl) with q1 = q2 = q3 = 0 except 
that a* and b* are dependent on fi: = pr. By repeating the arguments as 
for Eq. (Bl), we obtain that Eq. (B17) N the equation 
~=x(cL1+v-yY), 
L= vC~z*+(?a+rv:ll,)x+(b+5y:~,) Y +%Y’I> 
where 
p:=P2+41P:, 
5v(a + 2) 
B 
y1*=!3, 
P I?= -(c(+l)(p+l)’ 
5 is the same as in (B14), and 
v(cL + p + 1) 
Gz=(GI+1)(fi+l)(j?+2). 
Since 
v = sgn( d,) and 
A-p+1 
(a+ 1)(D+ w+2f0 
(see conditions (3.6a), (3.6b), and (3.6~) with c( d /?), Gz and d, have the 
same sign. 
Let 
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then Eq. (B18) is transformed into the following form: 
f=x(p,+v-Y), 
)i= YYCPL: + (v+ sYI*Pl)x+ (b+ 5Y2*Pl) y+v21. 
(B19) 
We have proved that (Bl) N (B14) N (B16) and (B12) N (B18) N (B19). It 
is clear that (B16) N (B19). Therefore, (Bl) N (B12). 1 
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