Abstract. The problem of publishing personal data without giving up privacy is becoming increasingly important. A precise formalization that has been recently proposed is the k-anonymity, where the rows of a table are partitioned in clusters of size at least k and all rows in a cluster become the same tuple after the suppression of some entries. The natural optimization problem, where the goal is to minimize the number of suppressed entries, is hard even when the stored values are over a binary alphabet or the table consists of a bounded number of columns. In this paper we study how the complexity of the problem is influenced by different parameters. First we show that the problem is W[1]-hard when parameterized by the value of the solution (and k). Then we exhibit a fixed-parameter algorithm when the problem is parameterized by the number of columns and the number of different values in any column.
Introduction
In epidemic studies the analysis of large amounts of personal data is essential. At the same time the dissemination of the results of those studies, even in a compact and summarized form, can provide some information that can be exploited to identify the row pertaining to a certain individual. For instance, ZIP code, gender and date of birth can uniquely identify 87% of individuals in the U.S. [17] . Therefore when managing personal data it is of the utmost importance to effectively protect individuals' privacy.
One approach to deal with such problem is the k-anonymity model [15, 17, 14, 11] . Each row of a given table represents all data regarding a certain individual. Then different rows are clustered together, and some entries of the rows in each cluster are suppressed (i.e. they are replaced with a * ) so that each cluster consists of at least k identical rows. Therefore each row r in the resulting table is clustered with at least other k − 1 rows identical to r, hence the resulting data do not allow to identify any individual. While such formulation is not really sophisticated and has some practical limitations, it is definitely interesting from a theoretical point of view, as witnessed by the rich literature available.
We will focus on separating the cases that can be solved efficiently from those that are intractable, therefore hinting at which strategies are likely or not going to be successfully employed when studying more sophisticated formalizations. Notice that different formulations of the problem have also been proposed [1], for example allowing the generalization of entry values, that is an entry value can be replaced with a less specific value [3], or considering a notion of proximity among values [9] .
A parsimonious principle leads to the optimization problem where we want to minimize the number of entries in the table to be suppressed. The k-anonymity problem is known to be APX-hard even when the matrix entries are over a binary alphabet and k = 3 [5], as well as when the matrix has 8 columns and k = 4 (this time on arbitrary alphabets) [5] . Recently, a polynomial time algorithm for 2-anonymity has been given in [4] .
Furthermore, a polynomial-time O(k)-approximation algorithm on arbitrary input alphabet, as well as approximation algorithms for restricted cases are known [2] . Recently, two polynomial-time approximation algorithms with factor O(log k) have been independently proposed [13, 10] .
In this paper we investigate the parameterized complexity [7, 12] of the problem, unveiling how different parameters are involved in the complexity of the problem. A first systematic study of the parameterized complexity of the k-anonymity problem has been proposed in [6] . Here, we follow the same direction, showing that the problem is W[1]-hard when parameterized by the size of the solution and k, and we provide a fixed-parameter algorithm, when the problem is parameterized by the number of columns and the maximum number of different values in any column. These problems were left open in [6] .
In Table 1 we report the status of the parameterized complexity of the k-anonymity problem, where in bold we have emphasized the new results presented in this paper. We recall that a problem P parameterized by a set S of parameters is in the class FPT [7] if it admits an exact algorithm with complexity f (S)n O(1) , where f is an arbitrary function, and n is the size of the input problem, while it is W[i]-hard [7] , for some 1 ≤ i ≤ p if it is unlikely to be fixed-parameter tractable. We recall that XP [7] is a superclass of all sets W[p]. Moreover, proving that a problem Π with parameter set S is NP-hard when all parameters in S are some constants, implies that (Π, S) / ∈ XP unless P = NP. 
