This paper has three parts. Part 1, the Introduction, contains musings on the title of this conference, "Computational Vision Based on Neurobiology" held at Asilomar. One of the musings is that progress has been slow in computational vision because very difficult problems are being tackled before the simpler problems have been solved. Part 2 is about one of these simpler problems in computational vision that is largely neglected by computational vision researchers: the development of a fidelity methc. This is an enterprise perfectly suited for computational vision with the side benefit of having spectacular practical implications. Part 3 discusses the research my colleagues and I have been pursuing for the past several years on the Test-Pedestal approach to spatial vision. This approach can be helpful as a guide for the development of a fidelity metric. A number of experiments using this approach are discussed. These examples demonstrate both the power and the pitfalls of the Test-Pedestal approach.
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INTRODUCTION.
The conference on which this book is based was centered on how neurobiology could aid computational vision. There were many excellent presentations demonstrating the progress being made in neurobiology. I will always remember this as the conference where I first learned (in several talks) about Brodeman's visual area 46.
Just as all arrows in schematic block diagrams of the cortex point away from area 17 they seem to point towards area 46.
The quest for understanding the brain as a computational machine is not new. The father of modern philosophy and mathematics, Descartes (1596 Descartes ( -1650 was quite interested in the brain as machine and may well be considered to be the father of computational vision. In the last paragraph of his "Treatise of Man"1 (Descartes, 1664) he wrote:
'I desire you to consider, further, that all the functions that I have attributed to this machine, such as waking and sleeping; the reception by the external sense organs of light, sounds, smells, tastes, heat, and all other such qualities; the imprinting of the ideas of these qualities in the organ of common sense and imagination; the retention or imprint of these ideas in the memory; the internal movements of the appetites and passions; and finally, the external movements of all the members that so properly follow both the actions of objects presented to the senses and the passions and impressions which are entailed in the memory.-I desire you to consider, I say, that these functions imitate those of a real man as perfectly as possible and that they follow naturally in this machine entirely from the disposition of the organs.-no more nor less than do the movements of a clock or other automaton, from the arrangements of its counterweights and wheels.
Descartes would probably appreciate that this conference on computational vision was directly in line with the program that he laid out in the above quotation. He would have in particular enjoyed hearing about area 46, a new candidate for the assimilation role that he once ascribed to the pineal gland. I suspect that progress in computer vision has been slow because the problems being worked on are too difficult. Marr set the goal of starting with a natural scene, segmenting it into isolated objects and recovering the three-dimensional shape of these objects from a single snapshot. This was a bold goal. It moved the field of vision away from using simple stimuli made of a few points, lines and gratings to real world stimuli. That may have been good since vision models should be able to be applied to the real world. The problem is that this giant leap into asking complex questions of real world stimuli was auempted before the field was walking confidently. Vision research hadn't yet gotten its feet wet dealing with even the simplest questions related to real world images, and already researchers were worrying about complex problems of segmentation, 3-d reconstruction, identifying faces and distinguishing dogs from cats. Before tackling the most difficult problems, one should first start with simpler puzzles, as discussed next.
DEVELOPMENT OF A FIDELITY METRIC:
A challenge to computational vision.
An ideal short-term goal for computational vision is the development of a fidelity metric for measuring whether two real world images are perceptually identical. This modest, achievable goal not only can bring the satisfaction of success, it can also make vision research relevant to the outside world. The development of a fidelity metric is a research area that has been seriously neglected by computational vision researchers.
In order to appreciate the need for a high quality fidelity metric one must first appreciate that we are now in the middle of a revolution in which analog images and image sequences are being abandoned in favor of digital. This transition would be surprising to an old4imer who would argue that one can concentrate information more compactly in a multilevel analog signal than in a binary signal. What the old-timer didn't realize are two important facts: 1) real-world images are tremendously redundant and 2) many image features are invisible and thus irrelevant to the human visual system. Digital images allow reduction in the redundant and irrelevant parts of the image. With this reduction, called image compression, digital has become the format of the future by a wide margin. A fidelity metric is the tool for measuring which aspects of an image or image sequence are relevant. The challenge of developing a fidelity metric is presently most actively pursued by engineers working on compression algorithms. This challenge, however, lies squarely in the domain of vision research, and the improvement of fidelity methcs should become an important enterprise for vision researchers interested in computational vision.
Development of a fidelity metric is not a new enterprise. A fidelity metric • is nothing other than the calculation of the d' distance between two images, where d' is a signal detection theory concept specifying the perceptual signal-to-noise difference between the two images. Signal detection theory and many vision models are dealing with little pieces of a comprehensive fidelity metric. A number of examples will be given in the rest of this paper. The problem is that progress in this area of research has been slow. We do not yet have a general model for calculating the discriminability of two simple images. We are even further from predicting the discriminability of two real-world images and image sequences --the real task of a useful fidelity metric. There is much to be done and the Test-Pedestal approach, the theme of this paper, offers a useful tool.
THE TEST-PEDESTAL APPROACH.
The Test-Pedestal approach is deceptively simple to describe. One can think of the task of discriminating image A from image B as the task of detecting the Test image T=A-B in the presence of the Pedestal, B. This Test-Pedestal approach has close connections to a fidelity metric and image compression where one must compare two images: the original image, A, and the image that has been compressed and decompressed, B. The fidelity metric output is the discriminability of the two images in d' perceptual units. In this section we will argue that the Test-Pedestal approach offers a powerful framework for the development of a discrimination (fidelity) metric. A number of examples will now be offered to clarify the Test-Pedestal approach. We begin with the challenge of predicting vernier acuity. 3.1 Predicting edge vernier acuity.
For many years vernier acuity was thought to be mysterious since vernier thresholds of 3 sec of arc were 10 times smaller than resolution thresholds of 30 sec. In terms of the Test-Pedestal approach the mystery is removed. Klein, Casson & Carney3 pointed out that edge vernier acuity can be thought of as a line added to half the edge as shown in the left panel of Figure 1 . Similarly, line vernier acuity can be decomposed into a line pedestal and a dipole test as shown in the right panel. '.' , Une - 
mr_
The idea is that instead of displaying vernier thresholds as a displacement in seconds of arc, thresholds could be presented in terms of the strength of the line that was used to produce the edge vernier offset. Figure 2 shows data for edge vernier acuity for two observers. In the top panel the vernier thresholds are plotted in mm. The horizontal axis is the strength of the edge pedestal (edge strength, IL/L, is twice the Michelson contrast since i.L is the luminance change across the edge, and L is the average luminance).
In the lower panel the same data are replotted using a different vertical scale. The vertical axis is the vernier threshold in line threshold units (%min), where line strength is the product of the line contrast (%) times the line width (mm). Line contrast is defined the same as edge contrast. The data points connected by a dashed line at the left of each curve are the line detection thresholds on a uniform field. They are placed horizontally at the observer's edge detection threshold. It is seen that the line detection thresholds do a very good job of predicting the vernier thresholds for low contrast edges. At higher edge pedestal contrasts the test thresholds gradually rise. that the data shown in Fig. 2 provide an adequate explanation of vernier thresholds at low pedestal contrast. Incidentally, similar results are found for vernier acuity using lines and sinusoids8. The demonstration that low contrast edge vernier acuity is well predicted by the line detection threshold does not eliminate the need for modeling. One must still develop a theory for the visibility of lines in terms of the underlying neurobiological mechanisms, and one must develop a model for the how the line threshold increases as the edge pedestal increases -the topic of masking. The difficult challenge of developing a model of masking is not to be underestimated. It is the biggest challenge facing the development of a fidelity metric. The rest of this article is concerned with masking. Before getting to these difficult model-ridden problems it is worth pausing for five minutes and being happy that at least abutting vernier acuity for low contrast stimuli is no longer one of the bothersome mysteries confronting vision modelers.
In a sense what the Test-Pedestal approach says is that one should always look at discrimination data as a function of the pedestal strength. The tvc curve has the advantage that in addition to plotting the discrimination data (like vernier thresholds) one can also plot the detection threshold of the test pauern on a uniform field (like the line detection threshold). This detection threshold is the expected vernier discrimination threshold when the pedestal strength is small.
How does one explain that thresholds rise as pedestal strength increases? The tvc curve in Fig. 2 3.3 Sinusoidal vernier acuity-the need for optimal conditions.
The pedestal stimulus in the Hu, et al.8 experiments was a sinusoidal grating that can be written as:
S(x, y) = Cp cos(fx) (1) where cp is the pedestal contrast. The pedestal plus test pattern for contrast discrimination is:
where c is the test contrast. The test pattern is added to half of the pedestal (for y>O). The difference between the two patterns is the test pattern:
Tjnd(X, y) = ct cos(fx).
For the vernier stimulus the pedestal plus test pattern is:
where 4 is the phase shift of one half of the grating (y>O) due to the vernier offset. The difference between the pedestal plus test and the pedestal alone is given by:
with ct = c,, 2 sin(4/2).
= ct sin(fx+4il2) (5) This is the derivation given by Hu, et al.8 for the test pattern for the vernier stimulus. It all seems quite reasonable and straightforward based on trigonometry.
There was, however, a conceptual error in the Hu, ci al. derivation. The test contrast given by Eq. 6 is relevant to the task of detecting the vernier offset. In our experiments, however, the observer's task was that of discriminating a rightward offset from a leftward offset. For a discrimination task the true test pattern becomes:
Tvern..djsc(X, y)= (Sp÷t(x, y) -S(x. y))/2 (7) where S.t(x. y) is a displaced sinusoid where the sign of 4 is reversed. The test pattern can be written as:
Tverndjc(X, y) = ct sin(fx) (8) where ct = c,sin(4). (9) Eq. 9 gives the correct test contrast relevant to the discrimination task, rather than Eq. 6 which was specified by Hu, Ct al.8 . Luckily the difference between the two values is too small to have made a difference in any conclusions of that article (the corrected data in Fig. 3 can be compared to the data in the original article). We have gone into this level of detail in order to point out that when using the Test-Pedestal approach one must be careful in how one defines the test pattern.
The beauty of using sinusoidal stimuli is that just by a 90 deg change in the phase of the test pattern (compare Eqs. 2 and 8) one can switch from a vernier stimulus to a contrast discrimination stimulus. The two tasks can therefore be directly compared. The straightforward interpretation of the extra degradation in the periphery and in strabismics is that in these visual systems the visual "grain" is coarser than the 6 sec limit discuss at the beginning of this section. There is a problem with this hypothesis of a spatial floor. A simple spatial floor would have a flat threshold as contrast is reduced until the Test-Pedestal line detection threshold was reached. However, we found that both in the periphe and in strabismics thresholds degrade at low contrast1 1 1 • In fact the slope is the same as that found for normal foveal vision. These complexities are discussed (but not fully resolved) by Levi & Klein11.
3,5 Vernier acuity with gaps. Sources of noise dependent on separation and eccentricity.
There is a dramatic case in which the Test-Pedestal approach fails: vernier acuity with a large gap. The presence of a large gap, of course degrades vernier thresholds but doesn't severely affect contrast discrimination, which stays pretty much at a 10% Weber fraction independent of gap. Hu, et al.8 measured both vernier and contrast thresholds for differentgaps, including an "infinite gap" for contrast discrimination in which the reference is not shown simultaneously. The gap effect is related to the dramatic falloff of vernier acuity with eccentricity. Levi & Klein15 showed the two cases are connected since a large gap places the stimulus in the periphery. This dramatic "violation" of the Test-Pedestal framework is easy to understand in terms of four different regimes that place different limits on vernier acuity.
The four regimes for vernier acuity depend on the size of the gap between the relevant features. Consider first vernier acuity for dots (either 2 or 3 dots). Levi & Klein15 discuss three of these regimes: for a very small gap (<1.5 mm) in the resolution regime the dots become blurred together and vernier acuity becomes degraded. For wide separations (>=30 miii) we have the local sign regime where the limited spatial resolution of peripheral vision becomes the main limit to position acuity. In between the very large and the very small separations is the filter regime. The filter regime occurs when the feature separation is much smaller than the feature eccentricity The local sign regime occurs when the separation is about the same extent as the eccentricity (for example, a wide separation 2-dot or 3-dot vernier task centered on the fovea-unless the separation is smaller than about 30 mm).
In the filter regime vernier thresholds are based on the output of an orientation tuned filter that spans the critical features of the stimulus. In the filter regime with high contrast stimuli, vernier thresholds are approximately15
where sep is the separation of the features (the gap in deg). These experiments were carried out on an isoeccentric arc to remove the effects of eccentricity. The vernier offset was in the radial direction which is the direction in which vernier thresholds are about a factor of two poorer than offset thresholds in the tangential directionh6. Klein & Levi17 found thresholds up to four-fold lower than Eq. 10 using linearly arranged 3-dot stimuli centered on the fovea.
Th= (sep+.1)/100
Thus for a separation of 6 mm the thresholds are approximately 7 sec (corresponding to about 5 sec at a 75% correct criterion). The lower thresholds in Eq. 1 1 as compared to Eq. 1015 are undoubtedly due to having the central dot in the fovea rather than in the periphery; and having the offset in the tangential rather than radial direction. In this filter regime vernier acuity is limited by the orientation tuning of filters. For larger gaps, larger filters are used. These filters can signal orientation to orientation discrimination is about 6% of the bandwidth. This number of 6% for discrimination tasks is close to the 10% Weber fraction that is found in contrast discrimination. A similar factor relates spatial frequency discrimination to spatial frequency bandwidths. This argument is quite crude (that it why it is appearing in a conference proceeding rather than in JOSA). Appendix 5 of Klein & Levi4 has a more formal argument of this sort for spatial frequency discrimination.
We advertised four regimes, but have only mentioned three so far. The fourth is the Test-Pedestal regime that places a floor on the optimal vernier acuity. The .1 in Eqs. 10 and 11 is present to indicate a transition between different sources of noise limiting vernier acuity. For separations larger than about 6 mm (sep>> .1 deg) the orientation tuning of filters limits thresholds. For separations that are smaller than 6 mm (but larger than the resolution separation of about 1 mm) the limitation is no longer orientation tuning but rather the Test-Pedestal limit that is the theme of this paper. Thus for the line vernier task, the limit would be the visibility of a dipole3. The data shown in Figs. 2 and 3 were for abutting vernier tasks so they were in the Test-Pedestal regime. This is the regime where one obtains the best thresholds. This is not to say that the properties of the filter mechanisms aren't relevant, it is just that the orientation tuning isn't the only consideration. As was discussed in Section 3.3 the properties of the filters can be seen in the subtle differences between vernier and contrast thresholds. When the gap becomes greater than about 6 mm, then the filter orientation tuning becomes the limiting factor for the vernier task. Since orientation tuning isn't relevant to contrast discrimination, these two tasks begin to differ in their properties for large gaps.
In the local sign regime where the separations are comparable to the eccentricity, thresholds are limited by an intrinsic uncertainty in position that increases with eccentricity. This uncertainty places strong limits on the position acuities (like vernier acuity), without placing limits on contrast discrimination. Vernier acuity is expected to fall off according to Th = .01 (E+E2) (12) where E is the eccentricity of the most distant feature of the vernier task and E2 is between .6 deg and 1 deg (depending on stimulus orientation, and visual field meridian) for vernier acuity. Thus at an eccentricity of 10 deg the vernier thresholds are about .01*(10+1)deg=6.6 mm, more than 60 times the foveal value. The local sign limitation is well understood in terms of the cortical magnification factor. Peripheral vision has greater position uncertainty than foveal vision. Thus position tasks are degraded. Contrast discrimination, on the other hand, does not require spatial comparisons so it is unattenuated in the periphery. We have gone into this detailed discussion of cases in which vernier acuity can differ from contrast discrimination in order to put the TestPedestal approach in its proper context. One must be somewhat careful with the claim that discrimination can be directly related to a detection or contrast discrimination task. One must be careful to avoid other sources of noise that can severely limit the discrimination.
We have examined a number of cases in which discrimination can be worse than detection. Can it be better? One is probably safe in asserting that a discrimination task can never be more than 3 times better than the comparable detection task. The factor of three is present because facilitation can sometimes reduce detection thresholds by that factor. Next we will consider a onedimensional example in which the discrimination task does indeed exhibit facilitation.
3.6 Discriminatingedge blur and sajiare wave-sinusoi discrimination. A simple model.
Campbell & Robson's19 paper had a strong influence in getting the "Fourier analysis of vision" bandwagon going. One of its claims was actually a beautiful example of the Test-Pedestal framework. Campbell & Robson's data showed that a square wave could be discriminated from a sine wave of the same fundamental spatial frequency when the third harmonic was at its independent threshold. This is an example of the TestPedestal approach with the third harmonic as the test pattern (the third harmonic is the main component of the difference between a square wave and a sinusoid) and the fundamental as the pedestal. The importance of their finding goes beyond the task of discriminating two grating profiles. This particular discrimination task is nothing other than a general blur discrimination task. The observer makes his judgment on the sharpness of the "edges" of the grating. Blur discrimination has strong relevance to many visual tasks including accommodation and fidelity meirics.
An interesting sidelight to the Campbell & Robson paper is the attempt by Stromeyer & Klein20 to replicate their results. Rather than discriminating a square wave from a sinusoidal grating we simplified the stimulus (in Fourier space) to the task of detecting a 9 c/deg sinusoidal grating (third harmonic) when added to a 3 c/deg static pedestal (the fundamental). Contrary to the Campbell & Robson19 result we found facilitation for a wide range of pedestal contrasts (Campbell & Robson didn't report facilitation possibly because they used the method of adjustments). We also did it with a 9 c/deg pedestal so the task was contrast discrimination. We again found facilitation (simultaneously found by Nachmias and Sansbury21). We did the same experiment with a 1. The Stromeyer & Klein20 model has been a prototype for many successive models so it would be nice to see how it works in detail. One interesting feature of the model is that a "continuum" of mechanism sizes are used. Then a search is done for the optimal mechanism. It order to be fully clear about the model the following Matlab code presents it in full. For simplicity we take the fundamental and third harmonic to be at 1 and 3 c/deg. Line 3: The Cauchy function is defined (see Klein & Levi4) . The first input is the spatial frequency where the peak spatial frequency is taken as unity. The second input is the Cauchy exponent that specifies the mechanism bandwidth.
Line 4: This is the Cauchy formula normalized so that it has a peak value of 1 at f= I . For the present calculations medium bandwidth mechanisms with n=6 are used.
Line 5: Defines the pedestal contrast to go from 0 to 50 contrast threshold units and defines the peak spatial frequency of the model's mechanisms to go from 2 c/deg to 3.5 c/deg in steps of .02 c/deg. This range of mechanisms is chosen to encompass the full range of mechanisms relevant to the task. The Cauchy index is chosen to be 6 corresponding to a medium bandwidth mechanism.
Line 6: Defines effective pedestal contrast to be the pedestal contrast times the mechanism tuning function's sensitivity to 1 c/dcg. This is done for each pedestal contrast and each mechanism. The ratio 1/freqmech occurs because 1 c/deg is the frequency of the pedestal pattern and freomech is the peak frequency of the mechanism.
Line 7: Similar to line 6 except for two items: 1) The effective test contrast is defined to be a unity test contrast (defined by the "ones function") times the mechanism tuning function's sensitivity to 3 c/deg. The upper panel shows the d' responses of several mechanisms whose peak spatial frequencies range from 2.1 to 3.4 c/deg. The upper solid line is the envelope of the response of the individual mechanisms. It represents the observer's response assuming a peak detection model. The lower panel shows which mechanism produces the largest d' (a smoother curve would have been produced by a finer sampling of the mechanisms). The dotted line is for the mechanism whose peak frequency is 2.4 c/deg. From both the upper and lower panels it is seen that this mechanism provides the best signal to noise when the pedestal is between 3 and 4 contrast units. This mechanism is optimally situated so that the 1 c/deg pedestal brings the mechanism to the facilitation region where it is highly sensitive to the test. As the pedestal contrast is raised further this mechanism begins to saturate and a higher spatial frequency mechanism becomes optimal. The lower solid line corresponds to the 3 c/deg mechanism. It becomes the optimal mechanism twice: First, at zero pedestal contrast when the test pattern is presented on a black background. Of course the 3 c/deg mechanism is optimal here since that is the frequency of the test pattern). Second, from 15-17 pedestal contrast units, as the optimal mechanism moves away from the pedestal. At yet higher pedestal contrasts the optimal mechanism has a spatial frequency higher than 3.0 c/deg in order to avoid the masking effects of the pedestal. These higher frequency mechanisms maintain their response to the test while their response to the pedestal falls rapidly.
We have gone into such detail for this task of detecting a third harmonic in the presence ofa fundamental for two reasons: First, we wanted to emphasize the subtlety that the optimal mechanism need not be the mechanism that detects the test pattern on a blank background. Second, as mentioned earlier this task is directly related to the task of detecting blur of a square wave grating. The task of detecting edge blur is central to the enterprise of developing a good fidelity metric, an important motivation for this paper.
We have pursued this question of detecting edge blur for single edges as well as for gratings. We measured the visibility of edge blur as a function of edge contrast using the Test-Pedestal framework9'24 The difference between a sharp edge and a blurred edge (with a threshold amount of blur) is a dipole. We found that edge blur can be discriminated below the threshold for detecting a dipole on a uniform field. For a wide range of pedestal contrasts (edge contrast) the blur threshold (in dipole units) is about the same as dipole contrast discrimination at the bottom of the dipper function. The edge pedestal is facilitating dipole detection, similar to our finding with the first plus third harmonic experiment.
Monopolar and bipolar cues and mechanisms. Dçpendence on how Threshold is defined
Here is an interesting problem. In the Test-Pedestal approach one compares discrimination thresholds to detection thresholds. The problem is that the transducer function relating d' to stimulus strength tends to be different for detection and discrimination tasks.
In order to clarify how the transducer shape affects threshold we must be precise about how thresholds are defined. The connection between d', stimulus contrast, c, and threshold, th, is given by: and .68 for threshold defined at 84% and 75% correct respectively), n is the transducer exponent (n=1 or 2 for discrimination or detection respectively). Eq. 6 was written so that when the contrast is at threshold (c=th)
3. Suppose for example threshold is defined to be at d'=2. Then for discrimination the threshold strength would double but for detection it would increase by J2. Thus whereas the two thresholds would be equal for d=1 they differ by 42 for d=2. This dependence of threshold on one's choice of detection criterion affects the interpretation of the testpedestal results, so it shall be examined here.
The rest of this section explores why detection and discrimination are expected to have different shaped transducer functions. Detection tasks tend to have accelerated transducer 1 ,25 whereas discrimination tasks usually have a linear transducer function. An insight into the basis for this difference is the monopolar-bipolar distinction discussed by Klein26. Consider edge vernier acuity. There are two types of cues that can be used for the vernier judgment. 1) Bipolar cue. The vernier offset provides an orientation cue that is bipolar. A cue is bipolar if a negative cue is perceived as being in the opposite direction as a positive cue. For a bipolar cue if a rightward offset can be discriminated from a blank (zero offset) with d'=l (84% correct for the stimulus with an offset and 50%correct for the blank), then a leftward offset of the same amount should be discnminable from a nghtward offset with 2 (84% correct on çj stimulus).
2) Monopolarciie. The vernier offset can potentially also have a monopolar cue based on detecting a break in the line without information about the direction of the break. The monopolar mechanism produces a positive response for both positive and negative offsets, whereas the bipolar mechanism produces a negative signal for a negative A bipolar mechanism could deviate from a linear response, i.e. it could have a cubic response, but that is unlikely. It is especially unlikely for the many discrimination tasks in which the reference stimulus is not special. For example, in contrast discrimination or 2-dot vernier acuity the reference stimulus is a pedestal that is not qualitatively different from the positive or negative stimuli. In that case one can make a Taylor's series = T'(p) t + terms of order t2 (14) The d' is equal to the difference between the transducer response to the test plus pedestal, p-i-t, minus the response to the pedestal alone. If the pedestal reference is not a special stimulus then the first derivative in Eq. 14 will not vanish and d' is seen to be linearly. If the pedestal is special then the first derivative could vanish. Klein26 gives several examples where the pedestal is special by being at a natural zero of the stimulus. For example, a blank field is a natural zero, such that the first term of Eq. discrimination where an increment and decrement of the pedestal are clearly in opposite directions. One must be careful, however, because there are many exceptions to this connection between monopolar with detection and bipolar with discrimination. Consider the following examples where detection may be bipolar
1) The detection of a low spatial frequency grating may have a bipolar component. A .5 c/deg grating has a low enough spatial frequency that the observer would know where to look for the bright and dark bars (we are assuming phase is not randOmized trial to trial). Thus the task might be done by a luminance discrimination: is the luminance at fixation higher or lower than the luminance of the surround-a bipolar judgment.
2) Detection of an edge. Is the right half of the field brighter or dimmer than the left half. Again, this is a bipolar judgment.
3) Detection of a light or dark line. Again, one might use a bipolar judgment here. A detailed analysis of line polarity identification and detection was done by Klein26.
There was insufficient data to measure the transducer function shape, but since the polarity could be identified near detection threshold there was evidence for a sensitive bipolar mechanism. In order to make it easier to understand the workings of the Test-Pedestal approach it is useful to first consider a very similar experiment in which the middle three lines are not idealized as infmitely thin (an impossible stimulus actually) but rather have a width of s=1.3 mm. This rectangular blurring operation makes the three lines just barely touch when the central line is exactly bisecting the two reference lines. This touching occurs because the rectangular blur has the identical width as the separation between test and reference lines. For the present argument it doesn't matter whether one also blurs the two flanking lines. Now suppose the central line is shifted upward by a small amount, 8. At points .65 mm below and above the midpoint there will be thin lines of width 6 that are black and white respectively. The white line's luminance will be twice that of the local average luminance. Thus the black and white lines have contrasts of -100% and +100%. This adjacent black-white combination is called a dipole. Thus the shifted middle line can be replaced by an unshifted line plus the test dipole.
The strength of a dipole, called the dipole moment, is given by the product of the strength of each line, called the line moment, times the line separation. The strength of a line is the product of the line contrast times the line width. In our case the strength of each line is %min, and the separation of the two lines is 1.3 mm.
Thus the dipole strength is %min2. For the Guinness record offset of &=.85 sec the corresponding dipole strength is 1 .84 %min2 or 2.7 %min2 if the d'=l criterion had been used for bisection threshold. Now for the punch line. It turns out that the detection threshold for a dipole on a uniform field is about 2 %min2 29 Thus the Guinness record bisection threshold can be understood simply in terms of the visual system's sensitivity as measured by detection threshold. The suprathreshold pedestal did not mask the visibility of the dipole. The role of the flanking lines can now be understood in terms of enlarging the uniform field on which the dipole is detected4. For 34ine bisection the stimulus width is less than 3 mm, which presumably is insufficient for optimal sensitivity of the dipole detection mechanism. By adding the two flanking lines the background is more than 5mm in width, thereby providing an adequately wide platform. This explanation of the optimum bisection threshold is much more direct than the assumption-ridden modeling provided by Klein & Levi4. However, we still need the filter model4 to account for the behavior of the bisection threshold as the separation between the five lines are modified. The filter model is needed to account for why thresholds are 1/60 of the separation, similar to what was discussed in Section 3.5 in connection with vernier acuity.
3.9 Motion discrimination. More problems for the TestPedestal approach.
As a final example of the Test-Pedestal approach we consider motion detection and discrimination. One might suspect that motion would present difficulties for the TestPedestal approach. This is because there is a belief among vision researchers that the motion system saturates at much lower contrast than the pattern system. Some invoke the magno (motion) -parvo (pattern) distinction.
This belief is based on the Nakayama-Silverman experiment on the detection of a displacement of a sinusoidal grating. We have just written a pair of papers that claim the opposite. We now give a very brief summary of these papers: 1) Beard, Klein & Carney30 used a static sinusoidal mask and a counterphase test of the same spatial frequency presented either in-phase or in quadrature phase with the test. The quadrature phase stimulus appeared as a grating oscillating back and forth in spatial position and the inphase stimulus appeared as a grating oscillating in contrast. The finding was that over a wide range of spatial frequencies, temporal frequencies and pedestal contrasts, the motion stimulus had the same detection threshold as the contrast stimulus. In addition the in-phase and out-ofphase stimuli could be discriminated at the detection It is important to point out that the out-of-phase thresholds for the "high velocity" stimulus can be well predicted by assuming that there is no masking. The facilitated thresholds are very close to the thresholds that are found at the bottom of the dipper function for the inphase stimulus. The Test-Pedestal approach is thus able to account for the thresholds once one gains an understanding of when does the pedestal mask the test.
The St.romeyer, et al. experiment33 reminds us of the original theme of this paper: the need for improved models of masking.
CONCLUSION
This article began by discussing the need for greater involvement of vision researchers in the development of a fidelity metric. This metric would be used to assess the visible degradation of images and image sequences after they have be compressed and decompressed. The importance of developing a high quality fidelity metric can not be overstated since future visual information will be digital and will require compression.
A fidelity metric is a beautiful example of the TestPedestal approach. The task for the observer (and the fidelity metric) is to detect a test pattern (the difference between the displayed image and the intended image) in the presence of a pedestal (the displayed image). The TestPedestal approach breaks the task up into two parts: 1) the detection of the test pattern on a uniform field, and 2) the amount of masking by the pedestal. There are still important improvements to be made in both parts. As discussed in this paper the Test-Pedestal approach has succeeded in a number of domains to provide a framework for predicting discrimination thresholds of suprathreshold stimuli. We also pointed out the need to treat this approach not as an end, but rather as a tool to be used for the goal of improving filter models of vision.
