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Abstract 
The classical term-by-term integration technique used for obtaining asymptotic expansions of integrals requires the 
integrand to have an uniform asymptotic expansion in the integration variable. A modification of this method is presented 
in which the uniformity requirement is substituted by a much weaker condition. As we show in some examples, the 
relaxation of the uniformity condition provides the term-by-term integration technique a large range of applicability. As a 
consequence of this generality, Watson’s lemma and the integration by parts technique applied to Laplace’s and a special 
family of Fourier’s transforms become corollaries of the term-by-term integration method. @ 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 
Asymptotic approximation is an important topic in applied analysis. The solutions to a large kind 
of applied problems in fluid mechanics, electromagnetism, statistics and many other fields can, by 
means of integral transforms, be represented by integrals. The analytic calculation of these integrals 
is usually quite difficult, although they can be approximated in particular limits of interest by means 
of asymptotic expansions. A lot of techniques and theories have been proposed during the last 
decades for obtaining asymptotic expansions of functions defined by means of integrals: integration 
by parts, Watson’s lemma, stationary phase, steepest descent, Laplace’s method, Mellin transform 
techniques, etc. (see, for example, [2, 7, 1 l] or [ 121). 
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Among all of them, the term-by-term integration method (TTIM) is one of the most intuitive 
techniques used for deriving asymptotic approximations of integrals. Let us suppose that an asymp- 
totic expansion of the integrand in some asymptotic sequence of the asymptotic variable is known. 
Then, if this expansion is uniform in the integration variable, the simple term-by-term integration 
of that sequence, if it is well defined, constitutes an asymptotic expansion of the integral [2, p. 
29, Theorem 1.7.51. The problem is that the uniformity condition is very uncommon in practice. 
On the other hand, uniform asymptotic expansions usually present a very complicated form (see, 
for example, [lo] and references there in for a very complete survey on the subject). Therefore, 
even if an uniform asymptotic expansion of the integrand is known, the integration of the terms 
of this expansion may be quite difficult and the asymptotic expansion of the integral has not a 
computational utility. 
Uniformity is a too strong condition to justify the TTIM (integral representations of many special 
functions, for example, do not satisfy this requirement). In order to make the TTIM useful for prac- 
tice, the uniformity condition should be replaced by some weaker (and easier to verify) requirement. 
In the new version of the TTIM that we introduce in the next section, this requirement is a certain 
bounding condition over the integrand. A large class of integrals satisfy this requirement, which 
provides the TTIM a large range of applicability. For example, it is applicable to integral represen- 
tations of many special functions. In Section 3, new asymptotic expansions of the incomplete beta 
function &(a,b) and of certain coefficients related to the Whittaker function M&z) are obtained 
using this method. 
On the other hand, from a theoretical point of view, this generalization of the TTIM led us to 
shed some light upon the idea of unification of asymptotic methods. This idea was already suggested 
in 1963 by Erdelyi and Wyman [4, 131. In their work, they show in a lucid and expository way 
that Darboux’s method, Watson’s lemma, steepest descents and stationary phase (applied to a certain 
kind of integrands) can be viewed as particular cases of the method of Laplace. Although from a 
more modern point of view, following the work of Wong [ 121, Watson’s lemma and integration 
by parts should be considered as ‘fundamental methods’: steepest descents, Laplace’s, or Perron’s 
method, for example, are based on Watson’s lemma, whereas stationary phase or summability meth- 
ods, for example, are based on the integration by parts technique. In Section 4 we show that the 
generalization of the TTIM that we present here is applicable to integrals whose integrand satisfies 
the conditions required by Watson’s lemma. It is also applicable to Laplace transforms when the 
integrand satisfies the conditions required by the integration by parts method. Besides, it is applica- 
ble to a certain family of Fourier transforms that are classically solved by the integration by parts 
technique. These facts suggest the possibility of considering the TTIM as a ‘fundamental’ asymptotic 
technique. 
2. A new version of the term by term integration method 
We will consider complex functions I(z) defined by means of an integral representation of the 
form 
J(z) = ( h(w>f(wz> dw 
JH 
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where z E C, %? is a complex path and h : 5% --+ @ and f : V x (C\B(O, yo)) + C (where B(0, ro) denotes 
the open disk of center z = 0 and radius ro) satisfy the following two hypotheses: 
(A) 
(B) 
The product h(w)f( w z is integrable along the path V for IzI 2 r. > 0. The path %? may , ) 
depend on Arg(z) but not on Iz]. 
For N=0,1,2,.. . ,No (No finite or infinite), 
jv a,(w) 
f(w,z> = c zi,, + o,,w~~+~), IZI --+ co, 
rr=O 
where a,, : %? --f Cc, {in} is a sequence of complex numbers satisfying Re(L,+, ) > Re(&) > 0 
Vn > 0 and n < N + 1 and the subscript w in the remainder after N terms, O,,.(zPiL+~), means 
that it may depend also on w. 
The classical TTIM states the following [2, p. 291 (although the method is originally formulated 
for arbitrary asymptotic sequences, here we need to consider only sequences of the form {zz’n}). 
Suppose that the remainder term in expansion (2) of f( , ) w z can be bounded by a w-independent 
quantity along all the path %Y, that is, 
&(z?\ +I ) = O(z-‘%+I ) VW E W, N = 0, 1, . . . , No, (3) 
where O(Z-‘\+~ ) is independent 
1.11 h(w)dwl < m and 
Then, the asymptotic expansion 
of w. Suppose also that 
IS h(w)a,(w)dw < 00 Vn < N. (4) % 
of the integral I(z) with respect to the sequence {z-“$I} is just given 
by introducing expansion (2) into (1) and interchanging the sum and the integral, 
./! h(w)f(w,z)dw= 5 [.I h(w)n,,(w)dw] $ + ~(z++I), ]zI + 00. 
i7=0 
(5) 
The evident advantage of this procedure is its great simplicity. But, if f(w,z) and/or %? are not 
bounded, it may be difficult to prove that the remainder term O+C(z-i,\+l) is bounded by a 
w-independent quantity O(zPi.,\+I ). This happens, for example, when f(w,z) = f(w/z) and %? is un- 
bounded. In this case, O,,.(Z-~~+~) = O((W/Z)“~+~ ) may not be bounded for unbounded values of w. 
A simple classical example is the following. 
Example 1. The exponential integral [12, p. 14, Eq. (4.1)]. 
- Ei(z)= J c dw, /Arg(-z)l < rc, z#O, -3.z w 
where the integration path is defined by --00 < Re(w) < Re(z) and Im(w) = Im(z). After the change 
of variable w =z - x we obtain 
Ei(z)=zlWePr(l -t)’ dx. (7) 
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Therefore, we can take h(x) = ee’, 
(8) 
and a,(x) -x”. This expansion is not uniform in x E [0, 00) and the classical term-by-term integration 
method of [2] cannot be applied. 
Integral representations of many other special functions [l] are also examples of failure of the 
classical TTIM. The argument is similar: they are of (or can be expressed in) the form 
I(z)= L&W (;)dw> (9) 
where %? is unbounded and then, uniformity (3) of expansion (Eq. (2)) does not hold. In the 
following, we will consider only integrands of form (9) for which hypothesis (B) reads 
(10) 
In order to show that the term-by-term integration of expansion (10) in (9) is an asymptotic expansion 
of I(z) in the sequence {z-‘n}, we need to show that the remainder after N terms, 
(11) 
satisfies Q,,(Z) = O(z-““+I ). Uniformity (3) and the first bound in (4) guarantee this. But condition 
(3) may be relaxed by using the following observation. 
Remark 1. Hypothesis (10) above means that for N = 0,1,2,. . . ,No, 
v’6 > 1 S-N(8) > 0, 
VW E V, (z] 2 I;Y~W] and ]z\ 2 ro. (12) 
Therefore, the remainder in ( 10) is bounded, at least for ]z] 2 rN (w 1, by the quantity 6]aN+, 
(w/z)~~+~ (. But, if we can find a function g : 55’ --f W, satisfying 
I 
r; 
( >I 
d g(w) VWE%‘, IzI < rNlwJ and (~1 > ro, 
then this remainder is also bounded by a O(z-““+I )-quantity for 
N=0,1,2,... ,No and ‘+I Z ro, 
(13) 
IzI < rNIwI. This is so because for 
(14) 
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Joining inequalities (12) and (14) we obtain, for N = 0, 1,2,. . . , NO, a CO(Z-~,~+~) bound for the re- 
mainder term in (10) uniformly valid V/z1 2 ro, 
(15) 
Therefore, the remainder Q(Z) is bounded by the integral of h(w) times the right-hand side of 
the above inequality. If this integral is finite, then EN(Z) = O(zPLVtl ). We can summarize the above 
discussion in the following. 
Theorem 1. Consider a complex function I(z) defined by integral (9) and suppose that the follow- 
ing conditions are satisfied: 
0) 
(ii) 
(iii) 
(iv) 
The product h(w)f( w z is integrable along the path W for IzI 2 r. > 0. The path % may / ) 
depend on Arg(z) but not on Iz(. 
For N = 0, 1,2,. . . , No (No finite or injinite), 
(16) 
where a,, E @ and {A,} is a sequence of complex numbers satisfying Re(&+, ) > Re(l,) > 0 
Vn>OandndN+l. 
There is a function g : 9 -+ W, satisfying 
< g(w) VW E%?, Iz( < r,,lwl and jz( > ro. 
For n=0,1,2 ,..., N+l, 
/ Jh(w)w”. dwl < 00 and 
JZ .I 
,~ (h(w)g(w)w”’ dwJ < cc. 
Then, the asymptotic expansion of I(z) with respect to the sequence {z&}, for (zl 
I(z) = 5 [l h(w)w”” dw] 
,I=0 ’ 
2 + &v(z), 
where the remainder after N terms, Q(Z), is bounded by 
Mz)I G 10;‘-‘11 Ih(w)l [g(w)+d~~~~] lwiV+‘Idw 
and 6 and rN( 6) are dejned in ( 12). 
(17) 
(18) 
00, is given by 
(19) 
(20) 
Remark 2. The verification of conditions (iii) and (iv) of Theorem 1 may depend on Arg(z). This 
fact is related with the Stokes lines. If expansion (16) is valid only in a certain sector of C, then 
the Stokes rays also depend on this sector. 
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The main difference between this version and the classical method lies in the substitution unifor- 
mity requirement (3) by the much weaker condition (iii). But, if ~(6) in Eq. ( 12) is unknown, con- 
dition (iii) may not be checked easily. Nevertheless, in practice, an inequality like If(w/z)] < g(w) 
usually holds ‘~‘1~1 2 r. and hence, the explicit value of r,,, is not needed for checking condition (iii). 
This fact is shown in Example 1. 
Example 1 (Continuation). For any r. > 0 we have that 
(21) 
and conditions (i)-(iv) of Theorem 1 are satisfied with g(x) G h(Arg(z)), where we have denoted 
h(Arg(z)) the second hand of the above inequality. Applying Theorem 1 and after a straightforward 
algebra we obtain the well-known result [12, p. 14, Eq. (4.3)] 
Ei(z) N s F $, Arg(z) # 0. 
Ii=0 
(22) 
Nevertheless, bound (20) for the remainder term is unpractical unless r,,,(d) is known. This problem 
can be solved if expansion (16) is convergent in some region (z( 2 rlwl > 0. Moreover, if (16) is 
convergent in this region, then the constant r may be used as rN in (17) to verify condition (iii). 
These points are clarified in the following. 
Corollary 1. Assume that: 
(ii’) The function f(t) admits a convergent series expansion for ItI d r-‘, r > 0, 
f(t) = ga,,tifl, ItI < r-’ 
n=O 
(23) 
.for some r > 0 and conditions (i), (iii) and (iv) sf Theorem 1 hold for rN = r. Then, the asymptotic 
expansion of I(z) in the sequence {~-“a} is given by (19) and an error bound for the remainder 
is given by 
Proof. Hypothesis (ii’) implies 
And condition (iii) with r, = r implies 
(24) 
(25) 
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Then, by using inequalities (25) and (26) and the definition of remainder term (1 l), bound (24) 
follows. This bound is finite by virtue of condition (iv). Therefore, Ed = O(zPi,’ ) and Eq. (19) is 
the asymptotic expansion of I(z) in the sequence {z-“n}. 0 
Example 1 (Continuation). Expansion (8) is in fact convergent for /z//x > (N + 2)/(N + 1 ), 
f(t) E (1 -t>-’ = FP, N+l ItJ < - 
n=o N+2’ 
(27) 
Therefore, using Corollary 1 with Y = (N + 2)/(N + 1 ), a bound for the remainder after N terms is 
given by 
Ed < (h(Arg(z)) + N + 2)eRe(‘)” 
(N + l)! 
Izl Nt2 ' 
(28) 
Asymptotic approximations of integral representations of many other special functions [l] have 
been obtained by using several asymptotic methods. They could also be obtained in a systematic 
and easy way using this modified TTIM. The procedure would be similar to the employed in 
Example 1. 
3. Nontrivial examples 
The substitution of uniformity condition (3) by weaker condition ( 17) of Theorem 1 provides the 
TTIM with a large range of applicability. Besides, its easy implementation lets us to obtain asymptotic 
expansions of more or less sophisticated integrals. In this section we obtain, using Corollary 1, the 
asymptotic expansion of the incomplete beta function B,(a,b) in the sequence {a-‘}. In Example 3, 
Corollary 1 let us to obtain an asymptotic approximation of the coefficients of the expansion of the 
Whittaker function M&z) in power series of K from an intricate integral representation. 
Example 2. The incomplete beta function &(a, b). An integral representation of &(a, b) is given 
by [ll, P. 1281, 
Ua,b)= s 
x 
y"-'( 1 - y)‘-’ dy, a>O, b>O, Odxdl. (29) 
0 
With the change of variable y =xee+ we obtain 
&(a,b)= g 
J’ 
%Z 
e=‘( 1 _ xe-f/a)b-’ dt_ (30) 
a 0
Therefore, we have %? = [0, cc), h(t) G e-’ and f(t/a) z (1 -xe~‘~“)~-‘. The asymptotic expansion of 
f(t/a) with respect to the sequence (t/a)” is its Taylor expansion around 0, 
f (;) =-p (;>“, Ifi < -1ogx. (31) 
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After some algebra, it may be verified that this expansion is given by 
f’“‘(O)=(l -X)b-lk(-l)n(l -b),@n,k (&),. 
k=O 
(32) 
where the coefficients &,k are universal and defined recursively by 
ao,o = 1, &k = 0 for k < 0 or k > n, 
c(,,k = &,_l,k_l + kC(,_,,k for 0 d k d I’Z. (33) 
Expansion (3 1) is convergent for It/a] < (-log x)/S for any 6 > 1. In order to apply Corollary 1, we 
can take r G (-logx)/6. The function f(t/a) satisfies hypotheses (i) and (ii’) with a,, E f(“)(O)/n! 
and A,, F n. On the other hand, ift E [0, CQ), we have that f(t/a) satisfies condition (17) ‘V a > 0 with 
g(t)-1 +(l -X)b-‘, (34) 
where g(t) and h(t) satisfy (18). Therefore, we can apply Corollary 1 and, after a straightforward 
algebra, we obtain, 
&(4b) N 
xQ(l - x)b-’ O3 
a 
x(-l)” [ kc1 - b)k%,k (&)k] 2. 
n=O k=O 
(35) 
A bound for the remainder after N terms can be obtained by using formula (24). This expansion 
in the sequence {a-‘} may be ‘added’ to the list of expansions of the incomplete beta function (see 
for example [3, 6, 9, 11, Section 11.31 and references there in). 
Example 3. The coefficients of the expansion 
of K, 
are given by [5], 
of the Whittaker function M&z) in power series 
(36) 
F’qz) = m 
where the functions @‘)(z) are defined by the integral representation 
(37) 
(38) 
(39) 
and the contour %? starts at -cc on the real axes, encircles the points 0 and -22 in the coun- 
terclockwise direction and returns to the starting point. We are interested in approximating the 
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coefficients Z$fl)(z) for large values of z. Then, we use Corollary 1 for deriving an asymptotic 
expansion of the integrals ZjP’)(z) for large z. We must take h(w) E ew’2~-(2~+1)(dk/d~k)((~/2)~‘+“2), 
a, z (p + 1/2),/((-2)“n!), d, = n and r s 1. After some algebra we find that the function g(w) may 
be taken 
(40) 
where 
(41) 
provided the contour %? is such that all its points w satisfy [WI > 1 and Iw + 221 > 1. 
Then, using Corollary 1 and after straightforward operations we obtain that the functions Z:“)(z) 
admit asymptotic expansions 
(42) 
Introducing this expansion into (37) we obtain an asymptotic expansion of F,)(z). This result may 
be checked by substituting now (37) into (36), grouping equal powers of log(z) and reordering 
sums. One obtains in this way the familiar asymptotic expansion of the Whittaker function in the 
sequence {z-“}. 
4. Corollaries of the term-by-term integration method 
As we see in Theorem 1 or Corollary 1, the TTIM does not require a too special form for the 
integrand, but only the bounding and integrability conditions (iii) and (iv). On the other hand, other 
classical techniques (such as those mentioned in the introduction) are adapted to particular forms of 
the integrand. Therefore, if those kind of integrands satisfy conditions (i)-(iv) of Theorem 1, the 
TTIM becomes a more general technique. In this section we show that, at least, Watson’s lemma 
and the integration by parts technique applied to Laplace transforms and a special family of Fourier 
transforms are corollaries of this version of the TTIM. 
Corollary 2 (Watson’s lemma [7, p. 1131). Suppose that Z(z) is dejined by the integral 
Z(z) = 
s 
m e-“‘q(t) dt, (43) 
0 
where 
(a) q : @ -+ @ has a finite number of discontinuities and injinities in the positive real axis. 
(b) As t+O+, 
00 
q(t) - C a,t(“+a-b)‘b, (44) 
n=O 
where a,, E @, b > 0 and Re(a) > 0. And 
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(c) Integral (43) has abscissa of convergence 5 -t-o cos(Arg(z)) > 0 (it is integrable for Iz( 2 
r. > 0 and IArg(z)\ < 7c/2). 
Then, for JzI --f cc and IArg(z)l < n/2, 
Z(z) N g-r (T) -5-- 
t1=0 
Z(“+a)%. (45) 
And this is actually a strong asymptotic expansion of Z(z), 
where K > 0 is a bound of Is(t)\ in a certain interval given below. 
Proof. For any T > 0 we write 
T 30 
Z(z) = J e-“q( t) dt + 0 J T ePrq(t)dt=~~‘ieP’q(f) dw+e?‘~*eC’q(t+T)dt. (47) 
Using condition (c), the second integral in the last line satisfies 
IS-^’ le-“q(t + T)I dt < eirT LX le&‘q(t)l dt < cc 0 
and therefore, 
(48) 
(49) 
Condition (b) above means that 
fq (f) N zan (f)‘“‘““” (50) 
and then, hypothesis (iii) of Theorem 1 is satisfied for in G (n + a)/b and f(w/z) s (w/z)q(w/z). 
Using condition (a) above, we can choose T such that 0 < T < first singularity of q(t) apart from 
an eventual singularity at t = 0. Therefore, 
(51) 
and condition (iii) of Theorem 1 is satisfied with g(w) f K~w\/Y~ for any r. > 0. Condition (iv) of 
Theorem 1 is trivially satisfied for the integral in Eq. (49) with h(w) = w-‘e-” and W = [O,zT). On 
the other hand, using condition (c) above, the first requirement of hypothesis (i) holds, but not the 
second one, because W depends on 1~1. The independence of IzI is used in the proof of Theorem 1 
to obtain that the coefficients of expansion (19) and the bound given in Eq. (20) for JE,~(z)z~~+~ ) are 
independent of IzI. Nevertheless, for the case %7 G [O,zT), the dependence of this bound on JzI can 
be trivially eliminated, 
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and after straightforward operations, we obtain (46). On the other hand, we are going to prove in 
what follows that the coefficients of expansion (19) are also independent of Iz(, but for a quantity 
0(e-“). This coefficients are given by 
/ 
:r 
e-brW(n+dih-- dw = / 
o: & 4rg(IT, 
e-ww(n+a).!h-l dw _ /- 
3. el hrgc:i, 
e-x~W(n+a),‘h-I dw. 
(53) Jo Jo J-T 
The second integral on the right-hand side above can be written 
/ 
13el Are,:T, 
,el~,,&n+n).h-I dw =j,l~z)~-=r, 
ZT 
where 
M,(z) = 
s 
x & hrS,Z/ / 
e-"'(w + Zq(n+d!h-I &,,. 
0 
A bound for the modulus of the integrand in the above integral is given by 
((+v +zT) (n+n)‘h-I < e2++.‘h)l(lwyl + Tlzj)‘,, 5 IZIHO, 
(54) 
(55) 
(56) 
where we have abbreviated I, = Int(Re((n+a)/n)) and chosen r. 2 T-l. Using (56) and after straight- 
forward operations, we find that [M,(z)] is bounded by a Lo(z’“) quantity. Therefore, the left-hand 
side of Eq. (54) is a O(eCT) quantity. We can apply Theorem 1 and we obtain (19) where the 
integrals inside the brackets equals J’((n + a)/b), but for a Co(e-“) quantity and (45) holds. ??
Corollary 3 (Integration by parts technique for Laplace transforms [2, p. 781). Suppose that l(z) 
is defined by the integral 
J’ 
h 
I(z) = e-“q(t) dt, (57) 
u 
where O<a<bdoo, Re(z)>rO>O and q:[a,b] + @ has N continuous derivatives in [a, b], 
where [a, b] must be set [a,~) if b = 00. 
Then, for IzI -+ 00, 
+ fl(z-(N+l’) 
1 [ 
if b < oc, “:’ 2 q’;bb) ( @(z-‘“+‘)) (58) 
n=O 1 
+ c’J(z-(~~+‘)) 
1 
if b= 00 (59) 
and the remainder term E*!(Z) is bounded by 
(60) 
(s9) 
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(P9) ‘JP W6,,a / t, =(X)I 
Y 
~“.Wu~ ayj 4q pmgCap s! (X)I m/z 
0 ‘z/(+XaX = (M)fi 103 (OZ) *bg uJoJ3 sMoIIo3 (09) PunoH ‘PaySW 
a= I UaJoaqL 30 SuoYpuo3 pm ( (Z)S,~ !a 00 ‘01 3 M/j ‘OJZ < (+j z/(,,+aXaX 3 I( V + Z/M)61 ‘uam p” 
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Corollary 1. It basically demands the integrand to satisfy two conditions. The first one is the knowl- 
edge of the expansion (convergent or asymptotic) of the integrand in power series of w/z, w being 
the integration variable. The second requirement is the fulfillment of bound (17) and integrabil- 
ity conditions (18). These properties are much more frequent in practice than uniformity condition 
(3) required by the classical TTIM. Therefore, this version happens to be more useful for solving 
practical problems, as it has been shown in Example 1. 
As it does not demand a too special form for the integrand, one of the advantages of this version 
of the TTIM is its wide range of applicability. The other advantage is that it maintains the simplicity 
of the classical method: once bounding condition (17) is found and (18) is checked, the procedure 
to derive the asymptotic expansion is trivial, just expand the integrand in the sequence {(w/z)~~} 
and interchange the integral and sum operations. This has been shown in Examples 2 and 3. 
We have shown in Corollaries 2-5 that Watson’s lemma and the integration by parts technique 
applied to certain families of integrals are corollaries of the TTIM. On the other hand, several 
classical asymptotic techniques such as steepest descent, stationary phase, summability, Laplace’s 
or Perron’s methods are based on Watson’s lemma or integration by parts [ 121. This suggests the 
possibility of obtaining these asymptotic methods as corollaries of the TTIM. This point is subject 
of present investigations. 
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