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Gravitational wave (GW) astronomy promises to observe different kinds of astrophysical sources.
Here we explore the possibility of detection of GWs from hyperbolic interactions with the current and
next generation ground-based detectors and estimate detection rates for such events. It is believed
that a closed cluster, such as a globular cluster, can be a primary source for these interactions. While
a rigorous rate estimation calls for more extensive relativistic studies, here, for a reasonable set of
parameters well within the astrophysical realm, and considering local geometry within the cluster
for such interactions as well as realistic initial conditions, our conservative estimates show that few
of these events may be detectable by the next generation ground-based detectors. Some of the
implications pertaining to this formalism are represented along with comparison with the existing
literature. In practice, actual detection rates can significantly surpass the estimated average rates,
since the chances of finding outliers in a very large population can be high. Such observations (or,
no observation) will provide an estimate of isolated compact stars in the universe, which cannot be
directly estimated from the observations of binary mergers, taking us one step closer to address a
fundamental question, how many compact stars are there in the observable universe.
I. INTRODUCTION
With the advancement in detecting two body interac-
tions like binary mergers, there is a growing interest to
study scattering events pertaining to GW astronomy [1].
Not only these studies are useful to unveil yet unknown
features of populations of astrophysical sources, but also
hint interesting bulk properties of the galaxies and clus-
ters [2]. The remarkable success story of GW astronomy
(Refs. [3–8]) has boosted these searches, and some of the
modern activities can be found in Refs. [9–11]. Even
though the current codes and waveform modeling are in-
capable to detect such events, an enormous amount of
progress has been achieved in recent years to understand
eccentric and highly eccentric interactions between stars
or black holes [12, 13]. It is suspected and typically ar-
gued that cluster of stars with high population density
can be most favorable to host these interactions [14, 15].
These events are studied in connection to laser interfero-
metric detectors [16–18], and relevant for the current and
upcoming detectors, LIGO [19, 20], Virgo [21, 22], KA-
GRA [23, 24], LIGO-India [25, 26], Einstein Telescope
[27, 28], Cosmic explorer [29, 30], and LISA [31, 32].
Most often, these interactions are described as the clas-
sical scattering problem that we are familiar with [18, 33],
where the object is assumed to be coming from spatial in-
finity, and require two independent parameters to model
the interaction, namely, velocity at infinity, and impact
parameter. For relativistic effective one body (EOB) pre-
scription for such encounters, we refer our readers Refs.
[34, 35]. However, from realistic perspective, while de-
scribing scattering incidents inside a close cluster with
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finite radius of Rc  ∞, the initial distance, ri, can be
at most Rc and not infinity — which, in fact, is the key
essence of the present article. As we will witness, this
correction can be crucial while obtaining various orbital
parameters, energy radiation, and finally, the event rate.
Beside the initial distance ri, which is taken to be within
the radius of the cluster, the other two other parame-
ters, namely, initial angle between binary components,
θi, and initial velocity, vi, are essential to complete the
story. To be more precise, we need to modify the ini-
tial conditions of the scattering events to fit into realistic
astrophysical realm, and need to consider the localized
effects as may originate inside the cluster. With a pre-
cise knowledge of these parameters, it is possible to define
the orbits and obtain quadrupole moment of the binary,
which leads to other entities like GW waveform. Out of
these parameters, ri always follows ri ≤ Rc and vi can be
estimated with sufficient accuracy by using the virial the-
orem, but the angular parameter θi can be arbitrary, and
needs to be constrained precisely to measure the event
rate. We obtain a stringent bound on the initial angle by
employing both detector’s properties and critical orbital
phenomenon. The maximum θi is obtained by assum-
ing that the signal to noise ratio has to exceed threshold
value; while the minimum is evaluated by assuming that
the periastron distance is always greater than twice of the
schwarzschild radius (r) of an individual binary compo-
nent.
II. PROBLEM SET UP
In the pictorial demonstration given in Fig. (1), we
have shown the basic machinery related to our model.
We start with the conservation of total energy and mo-
mentum, which indicates that the energy radiated in GW
is negligible to make any correction on the orbital dynam-
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FIG. 1. In the above figure, we demonstrate the model we
have used to study the scattering incidents. Depending on θi,
the power radiation is dictated. Other notations, such as φ0
and rp, denote angle the at periapsis and periapsis distance
respectively.
ics. By assuming that the total angular momentum per
mass is given by L = rivi sin θi, we express different or-
bital quantities as follows (Detail calculations are shown
in Appendix A):
e2 = 1 +
L2vi2
G2M2
{
1−
(
2GM
v2i
)
1
ri
}
,
rp =
L2 cosφ0
L2/ri −GM(1− cosφ0) =
L2
GM(1 + e)
,
tanφ0 =
Lvi cos θi
L2/ri −GM = −
Lvi
GM
{
cos θi
1− L2/(GMri)
}
,
(1)
where, e is defined as eccentricity, and M is the total
mass given as M = m1 + m2. Moreover, we choose to
work within the domain 0 < θi < pi/2 and pi ≤ φ0 ≤ 0.
For θ = pi/2, we have rp = ri, which states that there is
no interaction, and therefore, we exclude this possibility
on physical ground. By using the above relations, it is
possible to write the position of the particle as a function
of φ as follows:
r(φ) =
L2/(GM)
1 + [L2/(GMrp)− 1] cos(φ− φ0) , (2)
which can be further expressed as a function of time by
employing L = [r(φ)]2φ˙, where ‘dot’ is a differentiation
with respect to time. Depending on the initial conditions,
the trajectory changes with time, and shown in Fig. (2).
As mentioned earlier, the vi is obtained by engaging the
virial theorem [36]
vi =
√
GM
3R
=
√
Gnstarm
3Rc
, (3)
where, we have used the average mass of the cluster to
be total number of stars multiplied with average mass of
a star (m), i.e., M = nstarm, and average distance to be
radius of the cluster Rc.
As the first check, we explore a limit where the present
model would merge with the existing literature. With
ri → ∞, and θi → 0, such that the angular momentum
θi = 3.0 × 10-5
θi = 4.0 × 10-5
θi = 5.0 × 10-5
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FIG. 2. In the above figure, we demonstrate the change in
angular coordinate as a function of time, while we set ri =
5pc. For smaller value of θi, the interaction becomes stronger
and takes lesser time compare to larger values of θi. The mass
of an individual binary component is m1 = m2 = 10M.
L = rivi sin θi remains finite, we gather [12]
e2 = sec2 φ0 = 1 +
L2v2i
G2M2
,
rp =
−L2 cosφ0
GM(1− cosφ0) =
L2
GM(1 + e)
,
tanφ0 = − Lvi
GM
. (4)
Substituting b = ri sin θi, such that L becomes bvi, we
recover the usual expressions for scattering problem.
We now introduce some of the numbers that we shall
use throughout the paper unless otherwise stated. We as-
sume that each cluster has a radius Rc = 10pc, and con-
tains nstar = 10
6 number of objects, composed of stars,
black holes (may include primordial black holes [33, 37]),
neutron stars and white dwarfs, with average mass of
m = 1M. It is believed that globular clusters can have
∼ 1 million stars [38], and therefore, this choice seems
to be reasonable. However, in order to be more realis-
tic, we assume out of nstar, only nco are compact objects
and involve in hyperbolic interactions. Moreover, we use
different mass values distributed over different radial dis-
tances to estimate the event rates (shown in Tab. (I)).
For illustrative purpose and to highlight prompt differ-
ences in the rates for various detectors, we often assume
larger mass to reproduce the plots. Since the number of
interactions go as ∼ n2star and collision rate increases as
∼ vi/ri, the denser clusters may effectively dominate the
average rates. There is a trade-off involved in the choice
of mass. Like for binary mergers, higher the mass more
the energy, but lower the frequency, especially for red-
shifted sources, where the sensitivity of the ground-based
detectors is low. In fact, both detection or non-detection
of these events can improve our understanding of these
astrophysical parameter distributions. Finally, the initial
velocity is obtained from the virial theorem and identical
for each stars, that is vi ∼= 11.96 km/sec.
3III. GRAVITATIONAL RADIATION
Given the quadrupole moment of the binary compo-
nents is given by Dij , the power radiated due to gravita-
tional wave is described as follows:
P = − G
45c5
<
...
D
ij ...
Dij >, (5)
where G and c are usual constants, and the quadrupole
moment Dij is defined as, Dij = µ(3xixj − δijr2). In
Fig. (3), we demonstrate the radiation in time domain
for a typical initial conditions such that t = 0 coincides
θi = 1.25 × 10-6
θi = 1.00 × 10-6
θi = 0.75 × 10-6
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FIG. 3. In the above figure, we demonstrate the power ra-
diation for different initial angle, while the initial distance
is fixed at ri = 5pc, and m1 = m2 = 10M. The plots
are scaled with that maximum power Pmax to appropriately
highlight their differences.
with the minimum distance, i.e., periapsis — where the
power becomes maximum and gives rise to a burst-like
structure. With the initial angle becomes smaller, the
orbit becomes nearly parabolic, and the interaction takes
place in a shorter period of time (shown in Fig. (2)). In
Fig. (4), we demonstrate the gravitational waveform in
the time domain for both plus and cross polarization. At
large initial time (t0) limit, i.e, t0  1, we can show that
h+(−t0) ≈ h+(t0), whereas, h×(−t0) and h×(t0) has a
difference in order of magnitude. This feature is not new,
and already discussed in Refs. [33, 39], stating that the
cross polarization has nonzero memory effect. Therefore,
the present results are in consonance with the existing
literature.
With the above calculations in time domain, we real-
ize the primary components of the problem. However,
in order to study the problem from detector’s perspec-
tive, it is convenient to obtain the energy spectrum in
frequency domain, which can be obtained via the Fourier
transform. The following relation captures the relation
between power radiation, P (t), and energy spectrum,
dE/df in the frequency domain:
∆E =
∫ ∞
−∞
dE
df
df =
∫ ∞
−∞
dE
dt
dt ==
∫ ∞
−∞
P (t)dt. (6)
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FIG. 4. In the above figure, gravitational perturbations
(scaled with 1024) are shown for ri = 1pc, m1 = m2 = 10M,
θi = 10
−4 and the eccentricity is 1.01378. The black curve is
given as h11(t), while the blue and red corresponds to h22(t)
and h12(t) respectively. Finally, the brown curve gives the
value of h(t) =
{
h11(t)
2 + h22(t)
2 + 2h12(t)
2
}1/2
.
In Refs. [12, 33], the above Fourier transformation is
provided for a different initial condition. However, we
serve our purpose with the numerical Fourier transform,
and the spectrum is shown in Fig. (7). For a consistency
θi = 10-7, |Pmax| = 5.69×1047
θi = 1.5×10-7, |Pmax| = 9.87×1045
θi = 2×10-7, |Pmax| = 5.56×1044
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FIG. 5. In the above figure, the power radiation is shown
in the frequency domain while the initial distance is kept at
ri = 1pc, and with mass m1 = m2 = 10M, for all the figures.
check, we compare the above result with the parabolic
limit as given in Ref. [40] at large periapsis. We find an
excellent accuracy within a numerical error ∼ 1%.
IV. ANALYSIS AND RESULTS
In order to obtain the signal to noise ratio (ρ) from
matched filtering technique, we introduce the following
relation:
ρ2 = 4
∫ fmax
fmin
[h˜(f)]2
Sh(f)
, (7)
4where, h˜(f) is the Fourier transform of the gravitational
wave signal computed at the detector, and Sh(f) is the
one-sided noise spectral density. Given that the above
expression is general and depends on various parameters
involving the location of the source, it may be possible to
further simply it for convenience. Referring to the works
in Ref. [41], we may consider the rms average of the
signal to noise ratio, and finally have,
ρ2rms =
∫ fmax
fmin
[hc(f(1 + z))]
2
5f2Sh(f)
df,
hc(fe) =
1 + z
pidL
√
2G
c3
dEe
dfe
, (8)
where the factor of 1/5 appears as an average of the
detector’s antenna functions in Advanced LIGO, fe =
(1 + z)f denotes the frequency in the source frame, and
dL = (1 + z)d is the Luminosity distance. To furnish the
same task for next generation detectors, namely, LIGO-
Voyager, Einstein telescope (ET) and Cosmic explorer
(CE), the expression for ρrms may subject to change. In
the case of CE, the antenna functions are identical to
AdvLIGO and ρrms is given by Eq. (8); while, the noise
profile is adequately better 1 2. However, the same is not
true for ET, where the detector’s functions are given as
follows [42]:
F+ = −
√
3
4
[
(1 + cos2 θ) sin 2φ cos 2ψ + 2 cos θ cos 2φ sin 2ψ
]
,
F− =
√
3
4
[
(1 + cos2 θ) sin 2φ sin 2ψ − 2 cos θ cos 2φ cos 2ψ
]
,
(9)
with θ, φ denote the location on the sky, and ψ is the
polarization angle. In order to replicate Eq. (8) for Ein-
stein telescope, it is essential to find the average of above
expressions over these angels [41]:
F 2±ave =
1
4pi
∫ θ=pi
θ=0
∫ φ=2pi
φ=0
dΩθ,φ
∫ ψ=pi
ψ=0
dψ
pi
F 2± = 3/20.
(10)
Therefore, Eq. (8) now becomes
ρ2rms =
∫ fmax
fmin
3[hc(f)]
2
20f2Sh(f)
, (11)
where, the expression for hc(f) remains identical. Both
Eq. (8) and Eq. (11) would be useful to constraint θi, and
obtain the event rate.
In the present model, we estimate the event rate by
emphasizing on the localized effect, which is captured by
ri, θi, and vi. While vi is obtained from virial’s theorem,
the other entities are expressed numerically. Given the
cluster has a radius Rc = 10pc, we assume the initial
1 https://dcc.ligo.org/LIGO-T1800084/public
2 https://cosmicexplorer.org/
distance to be ri, where ri ≤ Rc, and introduce an array
of the initial angle as θi = {θ1, ..., θ2}. For each of the
combination {ri, θi} 3, we obtain the energy radiation
and perturbation, and finally the signal to noise ratio
ρ2rms. Based on the constraint ρrms ≥ 8, we propose a
θmax, i.e., θi ≤ θmax. On the other hand, to evaluate the
θmin, we engage the relation rp ≥ 2rs. Therefore, from a
larger range of θi, it is possible to trim it out and cast as
follows:
θi = {θmin(ri), ..., θmax(ri)} , (12)
where both θmax and θmin have explicit dependency on
ri. One should be careful that neither θmax nor θmin give
the boundary values that we start with, i.e., ensuring
θmax < θ2, and θmin > θ1.
V. EVENT RATE ESTIMATION
The estimation of the event rate allows us to predict
the likelihood of observing any binary encounter by GW
detectors. In the traditional scattering/hyperbolic inter-
actions, the event rate critically depends on the area of
cross-section which connects the impact parameter for an
object coming from asymptotic infinity. However, as we
numerously mentioned that the prime object of this pa-
per is to revisit this problem by incorporating localized
effects, the usual way of connecting area of cross section
with event rate may lead to an erroneous estimation for
a closed cluster. Therefore, we attempt to revise this is-
sue by writing down the detection probability in terms
of the initial conditions, namely ri and θi. For a fixed
initial distance, ri, we can estimate the solid angle Ω as
a function of θmax(ri) and θmin(ri), which results in a
detectable signal. In particular, we may state that for
θmax(ri) 1 and θmin(ri) 1, the solid angle becomes:
Ω = 2pi
∫ θmax(ri)
θmin(ri)
sin θdθ = pi
[
θmax(ri)
2 − θmin(ri)2
]
,
(13)
and assuming that the objects inside the cluster are uni-
formly distributed, the probability of selecting this frac-
tion of particles falls within the above solid angle is
Ptheta =
1
4
[
θmax(ri)
2 − θmin(ri)2
]
. (14)
For an individual object inside the cluster, the event rate
or number of events per unit time becomes:
Pindv =
∫ Rc
Rmin
(Ptheta
tcol
)
4pir2i nsdri, (15)
3 One should be convinced that i serves as a label, and not an
index. For each value of ri, there can be multiple values of θi.
5where, tcol is the average time of a collision, and can be
written as tcol ≤ ri/vi, ns is the uniform volume den-
sity of the stars, i.e., ns = 3nstar/(4piR
3
c). The above
expression can be simplified as
Pindv =
3vinstar
4R3c
∫ Rc
Rmin
[
θmax(ri)
2− θmin(ri)2
]
ridri. (16)
Remarkably it turns out that both the expressions
riθmax(ri) and riθmin(ri), are independent of the initial
conditions, and remains conserved for a variety of initial
conditions (as shown in Fig. (6)). It seems that the con-
servation of total angular momentum engineers to pro-
duce this incident. Therefore, the individual probability
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FIG. 6. Figure demonstrates riθm(ri) for three different initial
distance ri and m1 = m2 = 10M; and as it is shown, this
quantity does not change considerably.
becomes:
Pindv =
3vinstar(Kmax −Kmin)
4R3c
ln(Rc/Rmin), (17)
where, Kmax = r2i θmax(ri)2, Kmin = r2i θmin(ri)2, and
Rmin is the lower radial cut-off. The analytical calcula-
tions treated the system of stars like a continuous ‘fluid’,
while the compact objects are really discrete, necessitat-
ing a Rmin cut-off. We impose it in the following man-
ner. Considering nco number of compact objects are dis-
tributed within radius Rco (which may be less than the
radius of the whole cluster Rc for a dense core), Rmin can
be obtained from the following expression:
4pi
3
R3minnco =
4pi
3
R3co , (18)
which naively summarize the fact that total volume of
the cluster is composed of nstar number of spheres with
radius Rmin. The cluster core, which matters the most
here, is part of a larger system of stars, so it is reasonable
to estimate the probability assuming the target source to
be at the centre. Nevertheless, we analytically verified
that if the target source is not at the centre of the sphere,
the reduction in probability in Eq. (17), even very close
to the edge of the sphere, is less than a few percent.
Finally, considering the entire cluster, the probabil-
ity of detectable hyperbolic interaction events becomes
Pclus = nstarPindv, where the small scale structures of
the cluster are ignored. In passing, we should recall the
usual approach to obtain the event rate in scattering or-
bits, and mention the distinctions our model brings to
the fore. Reminding that the impact parameter (b) in
our model is mimicked by r sin θ, and area of cross sec-
tion is σcs = pib
2, the total probability of the cluster
becomes nstarσcsvins providing the localized effects are
ignored and objects are assumed to be coming from in-
finity. As expected, this is independent of the initial con-
ditions ri and θi. Finally, we should acknowledge that
we could not see how to map our rate estimation method
with the usual scattering model framework [18].
In order to incorporate the effects from galaxies at dif-
ferent redshifts, we consider the Milky Way Equivalent
Galaxy (MWEG) model, and the number density, n(z),
is a constant. At a comoving distance r, the number of
galaxies between redshift z to z + dz is given as [43–45]
N (z) = dN
dz
=
4pir2
H0
cn(z)
E(z)
, (19)
where, H0 is the Hubble’s constant, and E(z) is the Hub-
ble’s parameter. Finally, we arrive at the following ex-
pression to obtain the total event rate, accounting for
cosmological time dilation with the the additional 1 + z
factor,
Ptot =
∫ zmax
zmin
PclusN (z)ngcdz =
∫ zmax
zmin
τtotdz, (20)
where, ngc is the number of globular cluster in a galaxy.
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FIG. 7. In the above figure, we show the event rate as a
function of the redshift for different detectors for the following
parameters, n(z) = 0.02 h2100 Mpc
−3, ngc = 200, nco = 105,
Rco = 10 pc, and m1 = m2 = 10M. In order to reproduce
the above results, we assume that the initial distance to be 1
pc; however, one should be mindful that the rate depends of
riθmax(ri) and riθmin(ri), and not independently on ri, and
θi (shown in Eq. (17)).
6TABLE I. The following table contains the estimated event
rates per year for different detectors (for single detector
SNR ≥ 8) in the Universe considering up to redshift z = 12.
Rates are considerably affected by different mass values. We
have used mean virial velocity here (identical for each of
the column, i.e., vi ∼= 11.96 km/sec), the upper tail of the
velocity distribution may increase this number. Besides, if
we employ other galaxy number densities ([46, 47]), instead
of 0.02h3Mpc−3 ∼= 0.007Mpc−3, the rates may increase
significantly. Moreover, one should be mindful that Eq. (17)
is subject to changes for different columns below where
different interaction models are considered. For a naive
comparison with the first column, we may refer Ref. [15]
where the rates are obtained for parabolic encounters with
Advanced LIGO and both are at the same order. In passing,
we should note that event rates in different Galaxies like
Milky Way or Andromeda, are extremely small, ∼ 10−8 to
10−7 per year, and less encouraging to pursue further.
Detector
Event rate (per year)
nco = 10
3 nco = 10
4 nco = 10
5
m = 10M m = 5M m = 3M
Rco = 1pc Rco = 10pc Rco = 10pc
Adv. LIGO 0.11 0.004 0.14
Voyager 1.37 0.05 1.72
ET-B 3.04 0.10 4.27
ET-D 4.70 0.15 6.56
CE-1 6.29 0.21 9.48
CE-2 9.32 0.32 14.03
VI. DISCUSSION
The urge to provide a fresh look on the scattering prob-
lem from the perspective of their detection in current
and next generation gravitational waves detectors was
required — which we claim to deliver in the present arti-
cle. While the underlying machinery remains fairly sim-
ple and non-relativistic, the obtained results are enough
to convince the likelihood to detect these events. It is
remarkable how the competition between very low prob-
ability of impact and very large number of objects lead
to a reasonable number of detectable events.
The major difference that we attempt to emphasize is
the model of interaction in the present study. Firstly,
it respects the bulk properties of a closed cluster, e.g.,
globular cluster, where scattering events are most likely
to appear. In particular, within a very reasonable set of
parameters, but not constrained to any specific example,
we assume three initial parameters, namely, ri, θi, and
vi, to obtain orbital quantities like eccentricity and semi-
latus rectum. While, vi, can be obtained from the virial
theorem, both ri and θi introduce uncertainties to calcu-
late the event rate appropriately. To overcome this short-
coming, we sample θi within a large range, and choose
values of ri, such that ri ≤ Rc. The θmax is obtained
from the threshold value of the SNR, while θmin is eval-
uated from the condition rperi ≥ 2rs. Secondly, the so-
called model to apprehend scattering interaction does not
account for the close interactions between nearby stars.
Based on the initial position and angle between a binary
components, we describe our model which naturally in-
corporates these effects. It is worth noting that here we
considered only close encounters (though they reach ve-
locities close to c at a much larger periastron distance
than bound orbits). Events with higher impact parame-
ter (larger eccentricities) can become detectable if either
the masses of the binary components or the initial ve-
locity, exceeds the currently accepted limits. However,
consideration of the high velocity tail of the distribution,
instead of the average virial velocity we used here, may
significantly increase detectable outliers.
While a more rigorous simulations, taking into account
a reasonable distribution of masses, velocities and den-
sity profile of a cluster, galaxy number density variation
with redshift and SNR of individual events, can provide
a more rigorous estimate, the present study provides a
fresh outlook to encounter hyperbolic or parabolic events,
and at any circumstances, the present model can be use-
ful. Also, with considerable uncertainly in our present
understanding of formation and evolution of stars and
galaxies, it is not even clear if such a simulation can,
in effect, be sufficiently accurate. Perhaps at this point
more effort should be invested in developing strategies for
detecting these exciting encounters, which may resemble
certain instrumental glitches [48, 49]. Even in the case
of no detection, such searches can help us to constrain
the population of isolated compact stars in the universe,
which may include primordial black holes.
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Appendix A: Detail calculations to relate the orbital
parameters
We start with the conservation of total energy E per mass
E = Ek+Φ(r) =
1
2
{(dr
dt
)2
+ r2
(dφ
dt
)2}
−GM
r
, (A.1)
where, Ek is the kinetic energy, and Φ(r) is the potential
energy. With the substitution, r = 1/u, we can rewrite
7the above equation as follows:
d2u
dφ2
+ u = −GM
L2
, (A.2)
which is the motion of a particle in a central force field,
and L is the conserved momentum per mass. The above
has a solution of the following form:
u(φ) =
1
r(φ)
= C cos(φ− φ0) + GM
L2
, (A.3)
with C being the integration constant, and needs to be
evaluated from the initial conditions. With the initial
condition, φ = 0, r = ri, we have
1
ri
= C cosφ0 +
GM
L2
, (A.4)
and φ = φ0, r = rp = rmin
C =
1
rp
− GM
L2
. (A.5)
From the above two equations, we arrive at
1
ri
=
(
1
rp
− GM
L2
)
cosφ0 +
GM
L2
. (A.6)
Therefore, rp can be written in terms of the initial con-
ditions as follows:
rp =
r2i v
2
i cosφ0
riv2i +GM(cosφ0 − 1) csc2 θi
. (A.7)
The above equation gives a direct relation between the
initial conditions and rp. Finally, the radial distance
given in Eq. (A.3) becomes
1
r(φ)
=
(
1
rp
− GM
L2
)
cos(φ− φ0) + GM
L2
, (A.8)
and finally arrive at
r(φ) =
L2/GM
1 + (L2/GMrp − 1) cos(φ− φ0) . (A.9)
The above is the final equation for the radial distance as
a function of φ. As we may infer, the eccentricity e, and
semi-latus rectum p, can now be given as
p =
GM
L2
, and e =
L2
GMrp
− 1. (A.10)
Let us now use the following relation which relates ini-
tial velocity vi with ri:
v2i =
(
dr
dt
)2
r=ri
+ r2i
(
dφ
dt
)2
r=ri
,
=
(
dr
dt
)2
r=ri
+
L2
r2i
=
(
dr
dt
)2
r=ri
+ v2i sin
2 θi,
(A.11)
and, we have
v2i cos
2 θi =
(
dr
dt
)2
r=ri
. (A.12)
Introducing the following relation,(
dr
dt
)
r=ri
=
(
dr
du
du
dφ
dφ
dt
)
r=ri
= −
(
L
du
dφ
)
r=ri
= rivi sin θiC sinφ0,
(A.13)
and substituting it back to Eq. (A.12), we gather
v2i cos
2 θi = r
2
i v
2
i sin
2 θiC
2 sin2 φ0, (A.14)
and using Eq. (A.5)
sinφ0 =
cot θi
ri
{
1
rp
− GM
L2
}−1
. (A.15)
By employing Eq. (A.7), we can rewrite the above as
follows:
sinφ0 =
riv
2
i cot θi cosφ0
riv2i −GM csc2 θi
⇒ tanφ0 = riv
2
i cot θi
riv2i −GM csc2 θi
.
(A.16)
The above gives a relation between the initial conditions
and angle at periastron.
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