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Abstract
We introduce an indicator of the non-balancedness of functions deﬁned over Abelian groups,
and deduce a new indicator, denoted by NB, of the nonlinearity of such functions. We prove
an inequality relating NB and the classical indicator NL, introduced by Nyberg and studied
by Chabaud and Vaudenay, of the nonlinearity of S-boxes. This inequality results in an upper
bound on NL which uniﬁes Sidelnikov–Chabaud–Vaudenay’s bound and the covering radius
bound. We also deduce from bounds on linear codes three new bounds on NL that improve
upon Sidelnikov–Chabaud–Vaudenay’s bound and the covering radius bound in many cases.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We focus in this paper on the mappings from an Abelian group (A,+) to an Abelian
group (B,+). These mappings, called S-boxes when A and B are the additive groups
of ﬁnite ﬁelds of characteristic 2, play a central role in cryptography, and are usually
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required to be balanced, that is, taking on every element in B the same number of
times when the argument ranges over all elements in A. Such functions have important
applications also in sequences and coding theory.
A fundamental principle introduced by Shannon [17] for the design of conventional
cryptographic systems is confusion, which aims at concealing any algebraic structure.
Concerning the S-boxes involved in the system, their adequacy with this principle is
quantiﬁed by different nonlinearity criteria.
A nonlinearity indicator of a function F : Fn2 → Fm2 (also called an (n,m)-function
or S-box) is denoted by NL(F ) and deﬁned (see [13]) by
NL(F ) = 2n−1 − 1
2
max
v∈Fm2 ∗; w∈Fn2
∣∣∣∣∣∣
∑
x∈Fn2
(−1)v·F(x)+w·x
∣∣∣∣∣∣ (1)
where u · v = ∑i uivi is the usual dot or inner product of u and v (the notation for
the dot products in Fm2 and F
n
2 being the same).
The Hamming distance d(f, g) between two functions f and g, deﬁned on a same
set A, is deﬁned to be the size of {x ∈ A | f (x) = g(x)}. Since the Hamming
distance between two Boolean functions f1 and f2 equals 2n−1− 12
∑
x∈Fn2
(−1)f1(x)+f2(x),
the nonlinearity indicator NL(F ) is the minimum Hamming distance between all the
Boolean functions Fv(x) = v ·F(x), where 0 = v ∈ Fm2 and all afﬁne functions w ·x+,
where w ∈ Fn2 ,  ∈ F2. This indicator is closely related to the linear attack of block
ciphers [10], and is a generalization of the nonlinearity indicator for Boolean functions
from Fn2 to F
m
2 .
The so-called covering radius bound is well known:
NL(F )2n−1 − 2n/2−1.
A function F achieving this bound is called bent and is such that
∑
x∈Fn2 (−1)v·F(x)+w·x
equals ±2n/2, for every v ∈ Fm2 ∗ and w ∈ Fn2 . According to the well-known fact [16]
that any Boolean function f is bent if and only if all of its derivatives Daf (x) = f (x+
a) + f (x), a = 0, are balanced, a necessary and sufﬁcient condition for the bentness
of a function from Fn2 to F
m
2 is that all of its derivatives DaF(x) = F(x + a)+F(x),
a = 0, are balanced. When m = 1, the maximum possible nonlinearity NL of Boolean
functions on Fn2 is unknown for odd n9, but we know it lies between 2n−1 − 2
n−1
2
and 2n−1 − 2 n2 −1 (the lower bound, which is the exact value for n = 3, 5, 7, can be
slightly improved for n15, cf. [15]). For n even, 2n−1 − 2 n2 −1 is the exact value of
this maximum. The bent functions from Fn2 to F
m
2 are a generalization of bent Boolean
functions (cf. [7,16]).
This criterion NL is speciﬁc to those functions deﬁned over ﬁnite ﬁelds of character-
istic 2. Another nonlinearity criterion, which is valid for functions deﬁned over general
Abelian groups, is the Hamming distance between the function and afﬁne functions.
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Let F be a function from an Abelian group (A,+) of order N to an Abelian group
(B,+) of order M. It is linear if F(x + y) = F(x)+F(y) for all x, y ∈ A. A function
G is afﬁne if G = F +b, where F is linear and b is a constant. The second nonlinearity
indicator of F is then deﬁned to be NF = minl∈L d(F, l), where L denotes the set of
all afﬁne functions from (A,+) to (B,+). But, as pointed out in [3], the nonlinearity
indicator NF is not useful in some general cases. For instance, in the case |A| is odd
and |B| is a power of 2, this measure makes little sense as there are no non-constant
afﬁne functions from (A,+) to (B,+).
A better suited measure of nonlinearity of F is deﬁned by
PF = max
0 =a∈Amaxb∈B
∣∣(DaF )−1(b)∣∣
|A| ,
where DaF(x) := F(x + a) − F(x) is the derivative, and (DaF )−1(b) denotes the
pre-image of b by DaF .
PF is related to differential cryptanalysis [1] and was introduced in [12] for S-boxes
and studied for general mappings over Abelian groups in [3]. It was shown in [3] that
PF  1M and that this bound is achieved by F if and only if all those derivatives DaF
of F such that a = 0 are balanced. F is called perfect nonlinear if PF = 1M .
We have seen that any function F : Fn2 → Fm2 is perfect nonlinear if and only
if it is bent (note that this equivalence is no more true for functions over rings, see
[4]: perfect nonlinearity is a stronger condition than bentness). This tight relationship
between the indicators NL and P is true for optimal functions only. No relationship is
known between NL and P for general functions.
In this paper, we introduce an indicator of the non-balancedness of those functions
deﬁned over Abelian groups, and deduce a new indicator, denoted by NB, of the
nonlinearity of such functions. We prove an inequality relating NB and the indicator
NL. We develop an upper bound on NL which uniﬁes Sidelnikov–Chabaud–Vaudenay’s
bound and the covering radius bound. We also deduce from bounds on linear codes
three new bounds on NL that improve upon Sidelnikov–Chabaud–Vaudenay’s bound
and the covering radius bound in many cases.
2. An indicator of the non-balancedness of F and a deduced indicator of its
nonlinearity
We ﬁrst introduce a parameter evaluating the non-balancedness of vectorial functions
and then deduce a nonlinearity indicator.
2.1. Non-balancedness of F
For every function F : A → B, the mean of the random variable b → ∣∣F−1(b)∣∣
(where b ranges uniformly over B) equals N
M
, and F is balanced if and only if this
random variable is constant. The most natural indicator for the non-balancedness of F is
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therefore the variance 1
M
∑
b∈B
(∣∣F−1(b)∣∣− N
M
)2
of this random variable. We multiply
it by M so that, in the case that M divides N (a necessary condition for the existence
of balanced functions), the indicator is an integer:
NbF =
∑
b∈B
(∣∣∣F−1(b)∣∣∣− N
M
)2
=
∑
b∈B
∣∣∣F−1(b)∣∣∣2 − N2
M
. (2)
Note that, according to the Cauchy–Schwartz inequality, we have
∑
b∈B
∣∣∣F−1(b)∣∣∣2 
(∑
b∈B
∣∣F−1(b)∣∣)2
|Im(F )| =
N2
|Im(F )| , (3)
where |Im(F )| denotes the size of the image {F(a); a ∈ A} of A by F.
Some simple facts about NbF are summarized in the following proposition whose
proof is omitted.
Proposition 1.
1. NbF 0, for every vectorial function F.
2. NbF = 0 if and only if F is balanced.
3. If two functions F and G differ by a constant, then NbF = NbG.
4. NbF N2 − N2M and NbF = N2 − N
2
M
if and only if F is constant.
5. NbF = ∑a∈A |{x ∈ A |DaF(x) = 0}| − N2M .
The ﬁrst equality of Relation (2) states that NbF equals a sum of the form
∑
i∈I 
2
i ,
where
∑
i∈I i = 0 and |I | = M . A lower bound on NbF can be deduced from
this fact: let i0 be an element in I such that 2i0 = maxi∈I 2i . We have NbF =∑
i∈I\{i0} 
2
i + (
∑
i∈I\{i0} i )
2 = 2∑i∈I\{i0} 2i + 2∑i<j∈I\{i0} ij 2∑i∈I\{i0} 2i +∑
i<j∈I\{i0}(
2
i + 2j ) = M
∑
i∈I\{i0} 
2
i = M(NbF − 2i0). Hence, NbF  MM−12i0 ,
that is:
NbF 
M
M − 1 maxb∈B
(∣∣∣F−1(b)∣∣∣− N
M
)2
. (4)
Note that this inequality is an equality if and only if all the numbers
∣∣F−1(b)∣∣ have
the same value, except one for which
(∣∣F−1(b)∣∣− N
M
)2 is maximum (indeed, we have
2
∑
i<j∈I\{i0} ij =
∑
i<j∈I\{i0}(
2
i +2j ) if and only if all the numbers i , i ∈ I \ {i0}
are equal).
Let F be perfect nonlinear, or more generally be such that, for every nonzero a
in A, the size of the set {x ∈ A |DaF(x) = 0} equals NM , or still more generally be
such that
∑
0 =a∈A |{x ∈ A |DaF(x) = 0}| = N(N−1)M . Then, according to Item 5 of
Proposition 1, NbF = N − NM . Note that this equality could have been directly deduced
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from Theorem 9 of [3]. It gives a more precise indication on the well known fact that
any perfect nonlinear function is unbalanced. Note also that, if F is perfect nonlinear,
then we can apply this observation to F +L for any afﬁne function L; denoting by L
the set of afﬁne functions from A to B, we have:
∀L ∈L, NbF+L = N − N
M
. (5)
2.2. A deduced parameter for quantifying the nonlinearity of F
The number NBF = ∑0 =a∈A NbDaF a nonlinearity indicator of F. We sum-
marize some basic facts about NBF in the following proposition whose proof is
straightforward.
Proposition 2.
1. NBF 0, for every function F.
2. NBF = 0 if and only if F is perfect nonlinear.
3. If two functions F and G differ by an afﬁne function, then NBF = NBG.
4. NBF (N −1)(N2− N2M ), for every function F : A → B and NBF = (N −1)(N2−
N2
M
) if and only if F is afﬁne.
We also have the lower bound:
Proposition 3. For all L ∈L, we have:
NBF 
M
M − 1
(
NbF+L −
(
N − N
M
))2
N − 1 . (6)
Proof. Relation (4) implies that NBF  MM−1
∑
0 =a∈A maxb∈B
(∣∣(DaF )−1(b)∣∣− NM )2 
M
M−1
∑
0 =a∈A
(∣∣(DaF )−1(0)∣∣− NM )2. It then follows from Cauchy–Schwartz’
inequality that
NBF 
M
M−1
(∑
0 =a∈A
(∣∣(DaF )−1(0)∣∣− N
M
))2
N − 1 =
M
M − 1
(
NbF −
(
N − N
M
))2
N − 1 ,
according to item 5 of Proposition 1. The conclusion then follows. 
Proposition 3 implies again that, if F is perfect nonlinear, then we have (5).
There is a relationship between the indicators NBF and PF . By deﬁnition of PF ,
we have
∣∣(DaF )−1(b)∣∣ N × PF , for every 0 = a ∈ A and every b ∈ B. Hence,
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we have, NbDaF M N2P 2F − N
2
M
, for every 0 = a ∈ A, and therefore NBF 
(N − 1)(M N2P 2F − N
2
M
).
We shall see in the next section that NB has a nice relationship with NL, contrary
to PF .
Now we derive another lower bound on NBF . Denoting SF = ∑0 =a∈A 1|Im(DaF)|
and TF = max0 =a∈A |Im(DaF )|, we have, according to Relation (3):
NBF  N2SF − N
2(N − 1)
M
(7)
 N
2(N − 1)
TF
− N
2(N − 1)
M
. (8)
It is easily seen that, if the group A has characteristic 2:
TF min(M,N/2), (9)
since every derivative of F is even-to-one, and this implies:
NBF max
(
0, (N − 1)
(
2N − N
2
M
))
. (10)
Note that, for N2M , this bound is achieved by the so-called almost perfect nonlinear
(APN) functions (whose derivatives are two-to-one, in the sense that the pre-images by
them of every element of B have sizes 0 or 2 (see [2] and [14]).
2.3. The particular case of S-boxes
Let A = Fn2 and B = Fm2 , where n and m are two positive integers. The deﬁnitions
and relations obtained above result in NbF = ∑b∈Fm2 ∣∣F−1(b)∣∣2 − 22n−m and
NBF =
∑
0 =a∈A
NbDaF 22nSF − 22n−m(2n − 1)
22n(2n − 1)
TF
− 22n−m(2n − 1),
where SF = ∑0 =a∈Fn2 1|Im(DaF)| and TF = max0 =a∈Fn2 |Im(DaF )|.
The parameters NbF and NBF can be expressed by means of the Walsh transform.
We have
∑
v∈Fm2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)
⎞
⎠
2
=
∑
x,y∈Fn2
⎛
⎝∑
v∈Fm2
(−1)v·(F (x)+F(y))
⎞
⎠ = 2m ∑
b∈Fm2
|F−1(b)|2.
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Hence:
NbF = 2−m
∑
v∈Fm2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)
⎞
⎠
2
− 22n−m,
NBF = 2−m
∑
a∈Fn2 ∗
∑
v∈Fm2
⎛
⎝∑
x∈Fn2
(−1)v·DaF(x)
⎞
⎠
2
− (2n − 1) 22n−m.
Hence, F is APN if and only if
∑
a∈Fn2 ∗
∑
v∈Fm2
(∑
x∈Fn2 (−1)v·DaF(x)
)2 =
(2n − 1) 2n+m+1.
3. The known upper bounds on the indicator NL
The following two upper bounds on NL(F ) are known:
1. The covering radius bound: NL(F )2n−1 − 2 n2 −1.
2. The bound: NL(F )2n−1 − 12
√
3 · 2n − 2 − (2n−1)(2n−2)2m−1 , which was shown in [6]
and is called Sidelnikov–Chabaud–Vaudenay’s bound (since Chabaud and Vaudenay
rediscovered a result by Sidelnikov [18], obtained in the framework of sequences).
If 1mn− 2, then the covering radius bound is better than Sidelnikov–Chabaud–
Vaudenay’s bound. If m = n − 1, the two bounds are the same. If m > n − 1,
then Sidelnikov–Chabaud–Vaudenay’s bound is better than the covering radius bound.
But it can be achieved (by the so-called almost bent functions) only if m = n is odd,
see [6].
In the sequel we shall unify these two known bounds and derive new bounds on the
indicator NL.
4. A new bound and an uniﬁcation of the covering radius bound and
Sidelnikov–Chabaud–Vaudenay’s bound
In this section, we develop a bound that is more precise than the covering radius
bound and Sidelnikov–Chabaud–Vaudenay’s bound. As a byproduct, we present a bound
that uniﬁes the covering radius bound and Sidelnikov–Chabaud–Vaudenay’s bound. The
proof of this uniﬁed bound gives us more insight on the relation between the two
indicators of nonlinearity of S-boxes.
Let us ﬁrst recall some known facts. We have
max
v∈Fm2 ∗,u∈Fn2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)+u·x
⎞
⎠
2

∑
v∈Fm2 ∗,u∈Fn2
(∑
x∈Fn2 (−1)v·F(x)+u·x
)4
∑
v∈Fm2 ∗,u∈Fn2
(∑
x∈Fn2 (−1)v·F(x)+u·x
)2 . (11)
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According to the well-known Parseval’s relation, we have
∑
u∈Fn2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)+u·x
⎞
⎠
2
= 22n, ∀v ∈ Fm2
and we also have
∑
v∈Fm2 ,u∈Fn2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)+u·x
⎞
⎠
4
=
∑
x,y,z,t
∈Fn2
⎡
⎣∑
v∈Fm2
(−1)v·(F (x)+F(y)+F(z)+F(t))
⎤
⎦
⎡
⎣∑
u∈Fn2
(−1)u·(x+y+z+t)
⎤
⎦
= 2n+m |{(x, y, z)|F(x) + F(y) + F(z) + F(x + y + z) = 0}| (12)
2n+m |{(x, y, z)| x = y or x = z or y = z}| (13)
= 22n+m (3 × 2n − 2) .
Combining (1), (11) and (13) completes the proof of Sidelnikov–Chabaud–Vaudenay’s
bound.
As already mentioned, for n = m, n odd, Sidelnikov–Chabaud–Vaudenay’s bound
NL(F )2n−1−2(n−1)/2 is tight and the mappings F such that NL(F ) = 2n−1−2(n−1)/2
are called almost bent (AB), cf. [6].
4.1. A more precise bound than Sidelnikov–Chabaud–Vaudenay’s bound
One of the main results of this paper is a more precise bound than Sidelnikov–
Chabaud–Vaudenay’s bound described in for following proposition.
Proposition 4. For any function F from Fn2 to Fm2 , we have
NL(F )2n−1 − 1
2
√
2n + 2
m−n
2m − 1NBF . (14)
Proof. We give a more precise evaluation of (12). Writing z = x + a, we have that
|{(x, y, z)|F(x) + F(y) + F(z) + F(x + y + z) = 0}|
= |{(x, y, a)|DaF(x) = DaF(y)}|
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=
∑
a∈Fn2
∑
b∈Fm2
∣∣∣(DaF )−1(b)∣∣∣2
= 22n + (2n − 1)22n−m + NBF .
Hence,
∑
v∈Fm2 ∗,u∈Fn2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)+u·x
⎞
⎠
4
= 23n(2m − 1) + 2n+mNBF (15)
and, according to Relation (11):
max
v∈Fm2 ∗,u∈Fn2
⎛
⎝∑
x∈Fn2
(−1)v·F(x)+u·x
⎞
⎠
2
2n + 2
m−n
2m − 1NBF .
The lower bound then follows from (1). 
Example 1. If F is the function used in the S-box of AES: n = m even and F(x) =
x2
n−2
, then, for every a = 0, the equation DaF(x) = b admits 4 solutions for one
value of b (in the case a = 1, this value is b = 1 and the four solutions are 0, 1
and the two roots of equation 1
x
+ 1
x+1 = 1; note that this equation is equivalent to
x2 + x + 1 = 0 and that its 2 solutions are the elements of F4 \ F2); and the equation
DaF(x) = b admits 2 solutions for the 2n−1−1 other values of b. Thus: NBF = (2n−
1)(16+ (2n−1 −1)×4−2n) = (2n −1)(2n +12). Hence NL(F )2n−1 − 12
√
2n+1 + 12.
We know that the exact value of NL(F ) equals 2n−1 − 2n/2.
Remarks.
1. Relation (14) shows that
NBF 
2m − 1
2m
2n
(
(2n − 2NL(F ))2 − 2n
)
. (16)
2. Relation (15) leads to maxv∈Fm2 ∗,u∈Fn2
(∑
x∈Fn2 (−1)v·F(x)+u·x
)4
22n + 2m2m−1NBF
and therefore:
NL(F )2n−1 − 1
2
(
22n + 2
m
2m − 1NBF
)1/4
,
but this bound is worse than (14). Also, we have checked that considering power sums
with even exponents greater than 4 gives bounds worse that (14).
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4.2. Unifying the covering radius bound and Sidelnikov–Chabaud–Vaudenay’s bound
Proposition 5.
NL(F )2n−1 − 1
2
√
(2n − 1)2n+m−min(m,n−1) + 2n+m − 22n
2m − 1 . (17)
Proof. Combining (14), and (7) with N = 2n and M = 2m, yields
NL(F )2n−1 − 1
2
√
2n + 1
2m − 1 (2
n+mSF − 2n(2n − 1)) (18)
and combining (14) and (8) yields
NL(F )2n−1 − 1
2
√
(2n − 1)2n+m · T −1F + 2n+m − 22n
2m − 1 . (19)
Combining (19) and (9) proves the uniﬁed bound. 
When 1mn − 1, the bound of (17) becomes the covering radius bound. When
mn, it becomes Sidelnikov–Chabaud–Vaudenay’s bound. Thus the bound of (17) is
an uniﬁcation of the two bounds.
The advantage of the new bound (19), and a fortiori of bounds (18) and (14) is that
they may be better than the bound of (17) for certain functions F. But their disadvantage
is that they depend on F, while the bound of (17) depends only on n and m.
Note. We know that, for n/2 < m < n, and for mn/2, n odd, we have NBF 2.
Indeed, for such values of n and m, no perfect nonlinear function exists and NBF
is even. We leave as an open problem the aim of obtaining a bound which would
be signiﬁcantly better, at least for some values of n and m. We would need to show
that NBF > 4(2n/2 + 1)2n−m(2m − 1) for being able to improve upon the bound
NL(F )2n−1 − 2n/2−1 − 1 by using Relation (14). For n even and mn/2, the only
possible lower bound on NB is NBF 0 since perfect nonlinear functions exist then.
Note that there is no hope of improving either upon the lower bound NBF (2n −
1)(2n+1−22n−m), given by Relation (10) for mn. Indeed, we know that APN functions
from Fn2 to itself exist, and for every mn, completing the n coordinate functions of
such APN function with (m − n) constant coordinate functions gives the same value
for
∑
b∈B
∣∣(DaF )−1(b)∣∣2 and hence achieves NBF = (2n − 1)(2n+1 − 22n−m).
5. Three new bounds on the indicator NL
In this section, we develop three new bounds on the nonlinearity indicator NL from
coding theory, which form the third main contribution of this paper.
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5.1. A link between NL and the minimum distance of linear codes
Before developing the new bounds, we need to describe a simple connection between
NL(F ) and a binary linear code deﬁned by the function F.
Given any function F : Fn2 → Fm2 , we deﬁne a class of Boolean functions
fv,w,r (x) := v · F(x) + w · x + r, x ∈ Fn2
for all (v,w, r) ∈ Fm2 × Fn2 × F2.
By deﬁnition, NL(F ) = 0 if and only if fv,w,r (x) is null for some (v,w, r) =
(0, 0, 0). Now assume that NL(F ) = 0. Under this assumption, all the 2m+n+1 Boolean
functions fv,w,r (x) are pairwise distinct.
We now deﬁne a binary code CF as
CF := {cv,w,r = (fv,w,r (x))x∈Fn2 |(v,w, r) ∈ Fm2 × Fn2 × F2}. (20)
Wadayama et al. [19, Lemma 10] observed that CF is a [2n,m + n + 1, d] binary
linear code [9] with dNL(F ), provided that NL(F ) = 0. We present the following
proposition that is a more precise version of their result.
Proposition 6. Let NL(F ) = 0. Then CF is a [2n,m+n+1, d] binary linear code [9]
with d = NL(F ).
Proof. Since all the 2m+n+1 Boolean functions fv,w,r (x) are distinct, CF has 2m+n+1
distinct codewords of length 2n. Clearly, CF is linear. Hence CF is a [2n,m+n+ 1, d]
binary linear code, where d denotes the minimum distance of CF . We know that NL(F )
equals the minimum weight of all functions fv,w,r such that v = 0 and that it is upper
bounded by 2n−1 − 2n/2−1, according to the covering radius bound. Since the weight
of any nonzero function f0,w,r is at least 2n−1, we have d = NL(F ). 
Wadayama et al. [19, Theorem 2] employed the code CF and the fact that dNL(F )
to prove the nonexistence of certain functions from Fn2 to F
m
2 . In the sequel, we make
use of Proposition 6 to derive upper bounds on NL. We mention that Wadayama
et al. [19, Theorem 1] also employed binary linear codes containing the ﬁrst-order
Reed–Muller code as a subcode and satisfying certain conditions to construct functions
F from Fn2 to F
m
2 with NL(F ) lower-bounded by the minimum distance.
5.2. New upper bounds on the indicator NL
We are now ready to derive the following new bound:
NL(F ) < 2n−1 − m
2
× 2
n−1
2n−1 − 1 , m < 2
n − 2. (21)
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We can assume that NL(F ) > 0, since m < 2n −2 implies that 2n−1 − m2 × 2
n−1
2n−1−1 > 0,
and that m2 since for m = 1, Inequality (21) is weaker than the covering radius
bound. Applying the Griesmer bound [8, Chapter 5] to the code CF , we obtain
2n
m+n∑
i=0
⌈
d
2i
⌉
 d
2n−2
(
2n−1 − 1)
)
+ m + 2.
It then follows that
d2n−1 2
n−1 − m/2 − 1
2n−1 − 1 = 2
n−1 − m
2
× 2
n−1
2n−1 − 1 .
The upper bound in (21) then follows from Proposition 6.
Note that m could be any integer between 1 and 2n − 3. We have the following:
• If 1mn− 1, the covering radius bound is the best among the three bounds, and
Sidelnikov–Chabaud–Vaudenay’s bound is better than our bound of (21).
• If n−1m < 2n−1−12n−1 2n/2, Sidelnikov–Chabaud–Vaudenay’s bound is the best among
the three bounds, and the covering radius bound is better than our bound of (21).
• If 2n−1−12n−1
√
3 × 2n − 2 < m < 2n − 2, our bound of (21) is the best among the
three bounds, and Sidelnikov–Chabaud–Vaudenay’s bound is better than the covering
radius bound.
Clearly, for most of the values of m between 1 and 2n − 3, our bound of (21) is the
best among the three. However, such high values of m are rarely used in practice in
cryptography. Nevertheless, recall that (4, 6)-S-boxes are used in the Data Encryption
Standard. For (4, 7)-S-boxes, our bound of (21) is the best among the three bounds.
Such S-boxes could be used in block ciphers.
By Proposition 6 and the Griesmer bound, we have
m+n∑
i=0
⌈
NL(F )
2i
⌉
2n. (22)
This bound could be better than that of (21), but it is of special form.
We now derive another new bound on the nonlinearity indicator NL. It follows from
the Singleton bound on linear codes [8, Chapter 5] and Proposition 6 that
NL(F )2n − n − m, m < 2n − n. (23)
This upper bound is better than the covering radius bound, Sidelnikov–Chabaud–
Vaudenay’s bound, and the bound of (21), when
2n − n > m2n − 2n. (24)
It is worse than other bounds mentioned before when m is out of this range.
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We now derive the last new bound on the nonlinearity indicator NL. It follows from
the sphere packing bound on linear codes [8, Chapter 5] that
⌊
NL(F )−1
2
⌋
∑
i=0
(
2n
i
)
22n−n−m−1. (25)
It is hard to compare the upper bound in (25) with the covering radius bound,
Sidelnikov–Chabaud–Vaudenay’s bound, the bound of (21), and the bound of (23) in
general, because the upper bound in (25) is of special form. However, it should be
better than all others mentioned before in certain cases, especially when m is large
enough compared with n.
Note that the maximum possible value of NL(F ) satisfying (25) is even and satisﬁes
NL(F )
2 −1∑
i=0
(
2n
i
)
22n−n−m−1. (26)
Consider, for example, the case m = n = 4. In this case, we have the following:
• The covering radius bound is 8 − 2 = 6.
• The Sidelnikov–Chabaud–Vaudenay bound is NL(F )8 − 2√2, that is NL(F )5
since NL(F ) is an integer.
• The bound of (21) is NL(F )8 − 2 × 87 , i.e., NL(F )5 since NL(F ) is an integer.• The bound of (23) is 8.
• The bound of (25) implies that NL(F )4.
Therefore, the bound of (25) is the best among the ﬁve upper bounds in the case that
m = n = 4. We checked that this is still true for n = 4 and m = 5, 6, 7, 8 (and that
the bound of (25) equals the Sidelnikov–Chabaud–Vaudenay bound for m = 3).
Then we consider the case m = 2n. In the case n = 5 and m = 10, we have the
following:
• The covering radius bound is NL(F )16 − 2√2, that is, NL(F )13.
• The Sidelnikov–Chabaud–Vaudenay bound is NL(F )11.178, that is NL(F )11.
• The bound of (21) is NL(F )16 − 5 × 1615 , that is NL(F )13.• The bound of (23) is 17.
• The bound of (25) implies that NL(F )10.
Therefore, the bound of (25) is the best (in a strict sense) among the ﬁve upper bounds
in the case that n = 5 and m = 10. We checked that this is already true for n = 5 and
m = 9. It is also true for n = 6 and m = 20.
We checked that the Welch bound [20] does not give better bounds on NL, while
the Levenshtein bound is hard to use due to its complicated format.
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6. Summary
The contributions of this paper include:
• The new nonlinearity measure NB on functions from Fn2 to Fm2 together with a lower
and upper bound on this measure.
• The three upper bounds on the classical nonlinearity measure NL of (21), (23), and
(25), which improve the covering radius bound and Sidelnikov–Chabaud–Vaudenay’s
bound in many cases.
• The new bound on NL in (14) which is more precise than the covering radius bound
and Sidelnikov–Chabaud–Vaudenay’s bound.
• The bound on NL in (17) which uniﬁes the covering radius bound and Sidelnikov–
Chabaud–Vaudenay’s bound.
Acknowledgments
The authors thank the referee for his/her constructive comments that improved this
paper, very much.
References
[1] E. Biham, A. Shamir, Differential cryptanalysis of DES-like cryptosystems, J. Cryptol. 4 (1) (1991)
3–72.
[2] C. Carlet, P. Charpin, V. Zinoviev, Codes, bent functions and permutations suitable for DES-like
cryptosystems, Designs Codes Cryptography 15 (1998) 125–156.
[3] C. Carlet, C. Ding, Highly nonlinear mappings, J. Complexity 20 (2004) 205–244.
[4] C. Carlet, S. Dubuc, On generalized bent and q-ary perfect nonlinear functions, in: D. Jungnickel,
H. Niederreiter (Eds.), Finite Fields and Applications, Proceedings of Fq5, Springer, Berlin, 2000,
pp. 81–94.
[6] F. Chabaud, S. Vaudenay, Links between differential and linear cryptanalysis, in: Advances in
Cryptology—EUROCRYPT’94, Lecture Notes in Computer Science, vol. 950, Springer, Berlin,
1995, pp. 356–365.
[7] J.F. Dillon, Elementary Hadamard Difference sets, Ph.D. Thesis, University of Maryland, 1974.
[8] S. Ling, C. Xing, Coding Theory, Cambridge University Press, Cambridge, 2004.
[9] F.J. MacWilliams, N.J. Sloane, The Theory of Error-Correcting Codes, North Holland, Amsterdam,
1977.
[10] M. Matsui, Linear cryptanalysis method for DES cipher, in: Advances in Cryptography—
EUROCRYPT’93, Lecture Notes in Computer Science, vol. 765, Springer, Heidelberg, 1994, pp.
386–397.
[12] K. Nyberg, Perfect non-linear S-boxes, in: Advances in Cryptology—EUROCRYPT’ 91, Lecture
Notes in Computer Science, vol. 547, Springer, Heidelberg, 1992, pp. 378–386.
[13] K. Nyberg, On the construction of highly nonlinear permutations, in: Advances in
Cryptology—EUROCRYPT’ 92, Lecture Notes in Computer Science, vol. 658, Springer, Heidelberg,
1993, pp. 92–98.
[14] K. Nyberg, Differentially uniform mappings for cryptography, in: Advances in Cryptography—
EUROCRYPT’93, Lecture Notes in Computer Science, vol. 765, Springer, Heidelberg, 1994,
pp. 55–64.
[15] N.J. Patterson, D.H. Wiedemann, The covering radius of the [215, 16] Reed–Muller code is at least
16276, IEEE Trans. Inform. Theory IT-36 (2) (1983) 443.
C. Carlet, C. Ding /Finite Fields and Their Applications 13 (2007) 121–135 135
[16] O.S. Rothaus, On bent functions, J. Combin. Theory 20A (1976) 300–305.
[17] C.E. Shannon, Communication theory of secrecy systems, Bell System Tech. J. 28 (1949)
656–715.
[18] V.M. Sidel’nikov, On the mutual correlation of sequences, Soviet Math. Dokl. 12 (1971) 197–201.
[19] T. Wadayama, T. Hada, K. Wakasugi, M. Kasahara, Upper and lower bounds on maximum
nonlinearity of n-input m-output Boolean function, Designs, Codes Cryptography 23 (2001)
23–33.
[20] L. Welch, Lower bounds on the maximum cross correlation of signals, IEEE Trans. Inform. Theory
IT-20 (3) (1974) 397–399.
