Abstract. In the framework of Density Functional Theory with Strongly Correlated Electrons we consider the so called bond dissociating limit for the energy of an aggregate of atoms. We show that the multi-marginals optimal transport cost with Coulombian electron-electron repulsion may correctly describe the dissociation effect. The variational limit is completely calculated in the case of N = 2 electrons. The theme of fractional number of electrons appears naturally and brings into play the question of optimal partial transport cost. A plan is outlined to complete the analysis which involves the study of the relaxation of optimal transport cost with respect to the weak* convergence of measures.
Introduction
The analysis of minimum problems for functionals involving the wave function is one of the most studied topics in quantum physics. The Born-Oppenheimer model for the electronic structure of several particles systems deals with the functional
T (ψ) + U ee (ψ) − U ne (ψ) (1.1)
where
|∇ x i ψ| 2 dx 1 . . . dx N (kinetic energy),
V (x 1 , . . . , x N )|ψ| 2 dx 1 . . . dx N (electron-nuclei interaction).
We do not consider the nucleus-nucleus interaction because in our case we assume the nuclei are fixed and this extra term would then simply be a constant. However, if the nuclei are not considered as fixed, an extra term involving a repulsive nucleus-nucleus interaction has to be added. Here ψ(x 1 , s 1 , x 2 , s 2 , . . . , x N , s N ) is the wave function depending on space coordinates x i and spin coordinates s i , m the reduced mass of the nuclei, N the number of electrons, and V a potential. In the Coulomb case, if we assume to have M nuclei with positions X k and charges Z k (k = 1, . . . , M ), we may take
even if most of the analysis can be similarly carried out assuming only V ∈ L 3/2 (R 3 ) + L ∞ (R 3 ). The class where the functional above has to be minimized is the class of functions 1 that, with respect to the space variables, belong to the Sobolev space H 1 (R 3N ; C) with ψ L 2 = 1.
Concerning the symmetry assumptions on the functions ψ in the admissible class, there are two main cases considered in physics:
• the bosonic case, where for all permutations σ of N points ψ (x σ(1) , s σ(1) ), . . . , (x σ(N ) , s σ(N ) ) = ψ (x 1 , s 1 ), . . . , (x N , s N )
• the fermionic case, where for all permutations σ of N points ψ (x σ(1) , s σ(1) ), . . . , (x σ(N ) , s σ(N ) ) = sign(σ)ψ (x 1 , s 1 ), . . . , (x N , s N )
To simplify this rather complex problem, several approximated models have been proposed; here we deal with the one considered in the Density Functional Theory (DFT) introduced in the works of Thomas [24] and Fermi [10] and then revived by Hohenberg, Kohn and Sham [11, 12] and, from a variational point of view by Levy [14] and Lieb [15] . The DFT looks at the N -point probability distribution of electrons ρ (also known as charge density) as the main variable, replacing the wave function ψ by
|ψ(x, s 1 , x 2 , s 2 , . . . , x N , s N )| 2 dx 2 , . . . , dx N .
The usual choice for the definition of the electrons density isρ = N ρ so that the approximations for the kinetic energy and the potential (i.e. electron-nuclei interaction) terms are respectively given by
where all the integrals with no domain of integration explicitly defined are intended on R 3 .
Here we choose to keep ρ as a probability density, and then divide the whole energy by N . The constant K depends on the case considered (bosonic or fermionic) see Theorems 1.1 and 1.2 of [15] ; in the rest of the paper it will be normalized to 1.
Concerning the approximation for electron-electron correlation, the considered term can be expressed using the multimarginal mass transport theory (see for instance [4, 7] ) as detailed below.
The Kohn-Sham model is an approximation of the wave functional (1.1) and aims to determine the probability to find N electrons in a given position once the positions X k and the charges Z k of M nuclei are given. The probability ρ is obtained through the minimization of a suitable functional
where ε is a small parameter depending on the Planck constant , b is a given positive constant (b = 1 in the original Kohn-Sham model, b = 1/N with our normalization for ρ), and the three terms appearing are defined as follows :
• The kinetic energy T is of the form T (ρ) = |∇ρ| 2 4ρ dx = |∇ √ ρ| 2 dx.
• The correlation term C is given by means of the multimarginal mass transport functional
c(x 1 , . . . , x N ) dP (x 1 , . . . , x N ) : ∀i = 1, . . . , N, π
where P is a probability on R 3N , π i is the projection map from R 3N on its i-th factor R 3 , # denotes the push forward operator defined for a map f and a measure µ by f # µ(E) = µ f −1 (E) , and c is the Coulomb correlation function c(x 1 , . . . , x N ) = 1≤i<j≤N 1 |x i − x j | .
• The potential term U is of the form
being V (x) the Coulomb potential
We shall also write U in the form
When the Coulomb correlation term C above is chosen the theory is usually called Strongly Correlated Electrons Density Functional Theory (SCE-DFT); it was started and developed since the late 90's (see for instance [20, 22, 21] ) and the connection with optimal transport was made in [4, 7] .
Our goal is to describe the behavior, as ε → 0, of the asymptotically minimizing sequences {ρ ε } ε of the functionals F ε in (1.2); we will see that, as ε → 0, the minimal values of F ε tend to −∞ as −1/ε, so it is convenient to consider the rescaled functionals
that have the same minimizers as F ε (we refer to Definition 3.4 for a precise statement). It turns out that, by a scaling property of the above functionals, minimizing G ε is equivalent to minimize the functional F 1 with nuclei at positionsX i = X i /ε (see (3.2)) : in this respect the asymptotic study of G ε corresponds to the study of the so-called dissociating bond problem (see in particular Remark 5.11 and [5, 18] ). The goal is then to characterize the Γ-limit G of G ε with respect to the weak* convergence of measures. In this way, the minimizers ρ ε of G ε (or equivalently of F ε ) will tend to minimizers of G in the weak* convergence of measures. Since we are on the whole space R 3 , the weak* convergence in principle does not preserve the total mass, so we could expect that the limits ρ of ρ ε are not anymore probabilities and only satisfy the inequality dρ ≤ 1. The analysis of the limit functional G is then very important and the ultimate goal is to characterize G explicitly in terms of the data. This would allow to determine the measures ρ that minimize G and, by consequence, a deep information on the minimizers ρ ε of F ε . For instance, an important issue is to establish if the optimal ρ for G consists of a sum of Dirac masses located at the points X k , that is
In this case the minimal value of the functional G would depend on the coefficients α k and on the charges Z k :
In principle the function γ above could be very involved, mixing the data in a very intricate way; a better situation would occur if
where the function g can be deduced through the solution of an auxiliary problem with only one nucleus. This seems to be the case, even if our proofs are complete only in the case N ≤ 2 (for any number M of nuclei). Nevertheless, several points on the asymptotic analysis of the functionals F ε can be achieved in full generality. Due to some technical difficulties, mostly related to the analysis of the correlation term C, we are able to obtain a complete characterization of the Γ-limit functional G only when the number N of electrons is at most 2 (for any number M of nuclei). In this case, we use a concept of fractional transport cost, which allows us to obtain an explicit representation of the Γ-limit functional G. This will imply that the optimal measures ρ for G are actually probabilities, and so the convergence of ρ ε to ρ is in the narrow sense. In addition (see Theorem 5.7), formula (1.5) is shown to hold, together with an expression of the function g that can be deduced by means of an auxiliary variational problem.
The characterization of the Γ-limit of F ε as ε → 0 is related to the semi-classical limit of the so-called Hohenberg-Kohn energy or Levy-Lieb functional, which has been considered in several recent papers (see for instance [2, 7, 8, 13] ). However, since the potential term U (ρ) is not continuous with respect to the weak* convergence, this Γ-limit cannot be simply deduced from the one of εT (ρ) + bC(ρ), which reduces to the lower semicontinuous envelope bC(ρ).
Here is the plan of the paper. In Sections 2 and 3 we introduce the notations used in the following and show some basic properties of the functionals F ε and of its three components. We also introduce the functionals G ε together with some of their asymptotic properties. Section 4 is devoted to the non-interacting case b = 0, in which the electronelectron correlation term is not present. This simplifies a lot the analysis and an explicit characterization of the Γ-limit functional is obtained in this case. In Section 5 we treat the case with the electron-electron interaction term C(ρ) and we provide, in the case N = 2, a general expression of the Γ-limit functional G. Finally, in the last section of the paper we discuss about the case N > 2 and some open issues, concluding the paper with some comments about our future work program.
Introductory results on the correlation term C
In the following by P we denote the class of Borel probabilities in R 3 and by P − the class of Borel subprobabilities on R 3 , that is Borel measures µ with dµ ≤ 1. By * ⇀ and ⇀ we respectively denote the weak* convergence and the narrow convergence on P and on P − , and by δ X the Dirac mass at the point X. We also indicate by ρ the quantity dρ.
By T (ρ), C(ρ), U (ρ) we denote the functionals detailed in the Introduction, representing respectively the kinetic energy, the correlation term, and the potential term of a density ρ ∈ P. As noted in the introduction, the absolutely minimizing sequences for the functionals F ε (or G ε ) may only weak* converge to elements in P − , it is then convenient to extend the functionals T (ρ), C(ρ) and U (ρ) to any non-negative bounded measure (in particular on P − ) by 1-homogenity. We shall denote these 1 homogeneous extensions by T (ρ), C(ρ) and U (ρ) respectively : for T and U , this extension process obviously leads to the same expression, and these two functionals are lower semicontinuous on P − for the weak* convergence. For the correlation term C(ρ) this extension is also obtained through the same expression (1.3) and reads
where we note that the transport plans P are non-negative Borel measures on R 3N with total mass P = ρ . While most of the readers are probably familiar with the first and third terms T and U of F ε , we believe that the following results are useful to understand the correlation term C.
Proposition 2.1. For every probability ρ on R 3 we have
In particular, C(ρ) is finite for every bounded ρ with compact support.
Proof. From the definition of C(ρ), we may take ρ ⊗ ρ ⊗ · · · ⊗ ρ as a particular probability P , so that
and this last integral reduces to
by the symmetry of the function c.
Proposition 2.2. For every probability ρ on R 3 we have
where V ar(ρ) denotes the variance of the probability ρ. In particular, when ρ is a Dirac mass, then V ar(ρ) = 0 and we recover that C(ρ) = +∞.
Proof. Let P be a probability on R 3N with π # i P = ρ for all i = 1, . . . , N and let γ = (π i × π j ) # P be the projection of P on the product R 3 × R 3 . Then we have
Without loss of generality we assume V ar(ρ) < +∞ (otherwise there is nothing to prove), so that ρ has a finite expectation E(ρ) and we can write
.
Summing on all 1 ≤ i < j ≤ N we obtain
as required. 
In particular 0 < C(ρ) for any non zero smooth ρ ∈ P − with compact support.
It turns out that the function C(ρ) is lower semicontinuous with respect to the tight convergence of probability measures. However this is not sufficient for our purposes since sequences with uniformly bounded energy (1.4) are not tight in general. Therefore we will deal with the weak* convergence and accordingly it is useful to introduce the following lower semicontinuous extension of C to subprobabilities:
A natural guess could be that C(ρ) is equal to C(ρ); however, this is not the case as the following proposition shows.
Proposition 2.4. The functional C is convex on P − , and the lower semicontinuous envelope C with respect to the weak* convergence satisfies
Note that as a corollary of (2.1) it holds
which together with Remark 2.3 yields that C = C.
Proof. The convexity of C follows from the linearity of the constraint π # i P = ρ for all i. For the second statement, we first note that when dρ ≤ 1/N , the minimum in (2.1) is clearly 0 and attained for µ = 0. Moreover, since C is 1-homogeneous the second constraint in (2.1) may be replaced by dµ = N N −1 dρ − 1 N whenever dρ ≥ 1/N . Note that this minimum is then attained since the set of measures
is tight and C is lower semicontinuous for the narrow convergence. We also note that (2.1) obviously holds when ρ ∈ P since µ = ρ is then the only admissible choice. Now let ρ ∈ P − with ρ < 1, we first assume that dρ
where τ n,k := τ (n ξ k ) , being τ ξ the translation by ξ defined on R 3 by τ ξ : x → x + ξ. We can now set ∀n,
and we note that ρ n belongs to P for any n and ρ n * ⇀ ρ as n → +∞. We also denote by P an optimal plan for C(µ), then we set ∀n,
where σ is the permutation on {1, . . . , N } such that σ(j) = j + 1 and σ(N ) = 1. Then for all n the plan P n satisfies
We can now estimate
as required.
It remains to treat the case dρ ≤ 1 N . It follows from the preceding that C(ρ) = 0 for any ρ such that dρ = 1 N , then by weak* lower semicontinuity of C and by approximation this also holds for any ρ ∈ P − with dρ ≤ 1 N , which finishes the proof of (2.1) in this case.
The full characterization of C on P − is a quite involved problem, in particular it is an open problem whether equality holds in (2.1) for N ≥ 3 but holds true for N = 2.
Proposition 2.5. In the case N = 2 it holds
Proof. In order to obtain the reverse inequality of (2.1), consider a sequence ρ n in P weakly* converging to ρ ∈ P − . For each n we denote by P n an optimal plan for ρ n , then we may assume that P n * ⇀ P for some non-negative Borel measure P over (R 3 ) 2 , with marginals π
We first claim that µ ≤ ρ: indeed, let φ, ψ ∈ C ∞ c (R 3 ) be non-negative and 0 ≤ ψ ≤ 1, then we have
Now letting ψ ր 1 we obtain by the monotone convergence theorem that
and, since this is true for any non-negative test function φ, we get the claim.
It remains to prove that dµ ≥ 2 dρ − 1. For this, consider a ball B R centered at the origin such that ρ(∂B R ) = 0; from what seen above this implies µ(∂B R ) = P (∂B 2 R ) = 0. Then for all n ∈ N one has
so that, passing to the limit as n → ∞ gives
and then the claim follows by letting R go to +∞. Remark 2.6. As a corollary of Propositions 2.4 and 2.5, it appears that when N = 2 one has C(ρ) > 0 if and only if dρ ≥ 1/2: indeed, if dρ ≥ 1/2, since the minimum giving C(ρ) is attained for some µ with dµ = 2 dρ − 1 > 0, we obtain µ = 0 so that C(ρ) = C(µ) > 0.
Basic inequalities, properties of the sequence and rescaling
We now get back to the preliminary analysis of F ε . As proved by Lieb (Theorem 1.1 and Theorem 1.2 of [15] ) the correct space where to minimize the functional
Proof. To prove convexity we look separately at the three terms which compose the functional F ε . The first term is convex with respect to the pair (ρ, ∇ρ) thanks to the convexity of the function (s, v) → |v| 2 /s on R + × R d . We notice that the kinetic energy can be also written in the form
The transport cost C(ρ) defined in (1.3) is a linear problem with respect to the probability P on R 3N , with linear constraints π # i P = ρ, so that it is convex. The term U (ρ) is linear with respect to ρ.
The different behavior of the three terms with respect to the action of homotheties on the probability measures has a relevance in the study of the Γ-limit. Definition 3.2. For every probability measure ρ ∈ P and every s > 0 we set
Remark 3.3. Note in particular that if ρ has a compact support then the support of ρ s is h s supp(ρ) . We shall use in the following sections that ρ s ⇀ δ 0 as s → +∞, which straightly follows from the definition. Also notice that the map ρ → ρ s has for inverse ρ → ρ 1/s . Finally, since the elements ρ ∈ P for which the functionals G ε are defined are in L 1 , it is interesting to note that in this case the probability ρ s is also in L 1 with density
When M = 1 and X 1 = 0, a simple calculation shows that the three terms in F ε scale as follows:
Therefore, minimizing the functional (1.2) with respect to ρ s leads to minimize the quantity
A first minimization with respect to the variable s ≥ 0 reduces the problem inf ρ F ε to minimize with respect to ρ the ratio
where (·) + denotes the positive part function. Then
This last supremum is finite as a consequence of the inequality U − bC 2 + ≤ U 2 and of Lemma 3.6 below applied to u 2 = ρ for any probability ρ in the domain of F ε .
When M > 1 the potential term U does not have anymore the scaling property above so we use the following estimate (setting Z = 1≤k≤M Z k ):
It follows that, for suitable positive constants K 1 and K 2 , we have
In conclusion the minimal values of F ε tend to −∞ with order 1/ε. This justifies the introduction of the rescaled functionals
Due to the lack of compactness for the tight convergence, it is not clear whether the functionals F ε and G ε admit minimizers in P. As we are interested in the asymptotics as ε → 0, we will use the following asymptotic notion of minimizer.
Definition 3.4. We say that {ρ ε } ε ∈ P is asymptotically minimizing for G ε (respectively for F ε ) whenever
Let us emphasize that such a sequence of asymptotic minimizers converge (up to subsequences) weakly* to an element of P − . We may now apply to the family G ε the Γ-convergence theory in order to identify the Γ-limit functional G and so, as a consequence, the behaviour of the asymptotically minimizing sequences, that will converge to minimizers of G.
The functional G ε has also a physical interest by itself and deserves to be written explicitly
The same homogeneities of the terms in the functional F ε allow us to rewrite
Then letting ε go to 0 is equivalent to let the distance between the nuclei go to +∞. For this reason, when considering a molecule, the limit as ε → 0 of G ε models the dissociation of chemical bonds between the atoms composing the molecule.
In the following we denote by G + and by G − respectively the Γ-limsup and the Γ-liminf of the family G ε . Since the space P − endowed with the weak* convergence is metrizable and compact, by the general theory of the Γ-convergence (see for instance [9] ) we have that a subsequence of G ε (that we still continue to denote by G ε ) Γ-converges to some functional G. If we are able to fully characterize this limit functional G independently of the subsequence, we obtain that the full family G ε is Γ-convergent to G. Therefore, in the following we may assume that G ε Γ-converges to some functional G and we concentrate our efforts in obtaining a characterization of G in terms of the data only.
Since in general weak* limits of sequences of probabilities only belong to P − , we consider G − , G + , and G as defined on P − . As a basic consequence of Γ-convergence theory (see [1] ) we have the following result.
Proposition 3.5. We have G − ≤ G + ; moreover the functionals G − and G + are both weakly* lower-semicontinuous, and G + is convex.
If we forget about the electron-electron interaction, i.e. the optimal transport term C in G ε , we obtain an estimate from below and at the same time an easier problem to work with. We will refer to this as the "non-interacting case" and the corresponding functionals will be denoted as G
We characterize first a wide space on which G = G + = G − = 0.
Lemma 3.6. There exists a constant κ such that for every domain Ω (bounded or not) we have
Proof. By using the embedding of
Optimizing with respect to δ gives
Proposition 3.7. For every probability ρ we have
where κ is given in Lemma 3.6. In particular G − (ρ) = G + (ρ) = 0 for every probability ρ that does not charge any of the points X k .
Proof. By Proposition 2.1 we have for every smooth ρ with compact support
and the last inequality in (3.3) follows by approximation and by the lower semicontinuity of G + . Let now ρ ε be a generic sequence weakly* converging to ρ; since the transport cost C(ρ ε ) is nonnegative we have, setting u 2 ε = ρ ε ,
By using Lemma 3.6 and the fact that |x − X k | ≥ δ on B δ (X k ) c we obtain
Since ε 2 A − εB ≥ −B 2 /(4A), the sum of the first two terms in the last line gives
As ε → 0 we obtain, for every δ > 0,
and finally, as δ → 0,
which concludes the proof.
The non-interacting case
In this case, thanks to the absence of the transport term C, we are able to identify the limit functional G in a complete way. In order to stress the fact that b = 0 we denote the sequence by G 0 ε and the limit by G 0 .
4.1.
The hydrogen atom. The simplest case is N = M = 1; in other words we have a single nucleus with charge Z located at a point X 1 (that without loss of generality we can take the origin) and a single electron. In this is situation the non interacting case maintains a physical meaning. The problem (3.1) then reduces to
The value of the problem on the right hand side is the first eigenvalue (negative) of the operator
This is known to be equal to −1/4 with eigenfunctions proportional to
(see for instance Example 11.10 in [16] ). Summarizing, in the case N = M = 1 the minimizer ρ ε of the functional F 0 ε (or equivalently of the rescaled functional G 0 ε ) is equal to
and tends, as ε → 0, to the measure ρ(x) = δ 0 with the minimal values G ε (ρ ε ) → −Z 2 /4. In fact, by applying Theorem 4.4 to this particular case, we infer that the Γ-limit functional G 0 is indentified on P − as
From the previous discussion we deduce
4.2. The general case N, M ≥ 1. We start by a localization lemma.
Lemma 4.1 (Localization). Let ρ ∈ P, and let δ > 0. Let θ δ be a smooth cut-off function such that
is continuous and such that
Let ν be smooth and compactly supported function such that:
Proof. We compute
Concerning the second and third terms we remark that
Summarizing, we have obtained
Since the support of ν is away from that of θ δ ρ we have that
Similarly,
Summing up the last inequalities give the desired estimate.
Example 4.2. We give for completeness an example of functions θ δ and ν satisfying the assumptions of Lemma 4.1 above. We define the real functions
Concerning ν it is enough to consider any positive function h with smooth √ h supported away from the points X i and set ν = βh with β small enough so that θ δ ρ + ν ∈ P: in that case the constant K in (4.3) does not depend on ε.
Lemma 4.3. We have
Proof. It is enough to prove the inequality for X 1 and Z 1 and without loss of generality we may assume X 1 = 0. Consider a generic probability η and define ρ ε (x) = η 1/ε (x) = 1 ε 3 η(x/ε). We have that ρ ε weakly* converges to δ 0 , so that
Taking the infimum with respect to η and using (4.1) gives what required.
Theorem 4.4. The limit functional G 0 exists and is given by the formula
Proof. We prove that
The last inequality in (4.5) follows by the convexity of the functional G 0+ and Lemma 4.3. Indeed, we can write for every probability ρ
Since α 0 + 1≤k≤M α k = 1 the convexity of G + gives
By Lemma 4.3 we have
and, since G 0+ (ρ) = 0 whenever ρ does not charge any of the points X k (see Proposition 3.7), we have G 0+ (ρ ⊥ /α 0 ) = 0 so that the desired inequality follows. In order to prove the first inequality in (4.5) we have to show that for every ρ ε weakly* converging to ρ we have
We apply Lemma 4.1 to ρ ε with δ small enough and fixed, so that we can replace ρ ε by
where we defined ρ k ε := θ δ ρ ε ⌊B(X k , 2δ) and ν ε is chosen as in Example 4.2 with a fixed function h so that the constant K does not depend on ε. We then have
where we can take K δ = 2K + Z δ for ε ≤ 1 and
Concerning the first M terms we infer from (4.1) that
As ε → 0 we have
The last term ε 2 T (ν ε ) − εU (ν ε ) vanishes as ε → 0. Summing up we obtained
Letting now δ → 0 gives the desired inequality.
Remark 4.5. Since the correlation term C is non-negative, we obtain from the preceding that ∀ρ ∈ P,
which is a more precise lower estimate of G − than that obtained in Proposition 3.7.
Remark 4.6. The explicit form of G 0 given in (4.4) allows to directly deduce that
where I max denotes the set of indices i such that Z i = max{Z 1 , . . . , Z M }. In other words, the optimal configurations for the limit functional G 0 concentrate on the points X i having the highest nuclei charges Z i . We shall see in Remark 5.10 below that the situation is somewhat more intricate in the interacting case b > 0.
The interacting case for N = 2
The complete characterization of the functional G defined as the Γ-limit of the functionals G ε as ε → 0, in the general case M ≥ 1 and N ≥ 1 seems a very difficult issue, mainly due to the general form of the localization Lemma 5.1 below, that is at the moment unavailable. We then limit ourselves in this section to consider the case N = 2 that we can handle completely.
For every ρ ∈ P − we denote by ρ # the atomic measure
where X i are the (fixed) positions of the nuclei (i = 1, . . . , M ). We also denote by ρ ⊥ the measure
that does not charge any of the points X i . In other words, ρ # and ρ ⊥ are respectively the restrictions of ρ to the sets {X 1 , . . . , X M } and to its complement. The following Lemma extends the localization argument of Lemma 4.1 in presence of the correlation term C.
Lemma 5.1. (Localization) Let N = 2, ρ ∈ P, and δ > 0, and let θ δ and ν be as in Lemma 4.1. Assume further that ν = ν 1 + ν 2 with ν 1 = ν 2 and spt(ν 1 ) ∩ spt(ν 2 ) = ∅. Then we have
Proof. By Lemma 4.1 we only need the following estimate of the transport term C:
It is convenient to introduce the set R = R 3 \ A δ , being A δ defined in (4.2)). We denote by P an optimal transport plan for ρ, which is also symmetric with respect to a permutation of the variables and we define a new transport planP as below.
The fact thatP 2 ≥ 0 (and similarly thatP 3 ≥ 0) follows fromP 1 ≤ θ δ (x)P |A δ ×A δ . To check thatP 4 ≥ 0 it is enough to compute
where the last inequality follows since the integrand is non-negative. Also note that
3 . In order to show that the two marginals ofP coincide with θ δ ρ+ν, sinceP is symmetric, it is enough to check the first marginal. Since R is the complement of A δ we compute the restriction of the marginal to these two sets. Then on A δ we have π
Since the quantity (R 3 ) 2 c dP to be minimized in C is linear with respect to P it is enough to estimate it for each of the components ofP above and using the facts that
which is the desired inequality.
We are now in position to prove both the existence of the Γ-limit of the functionals G ε and a property of it that will be very useful in the following to obtain an explicit representation formula.
Theorem 5.2. For every ρ ∈ P − the Γ-limit G of the functionals G ε exists and we have
Proof. By the compactness of the Γ-convergence, the Γ-limit G exists, at least for a subsequence ε n → 0; as stated in Section 3, since later we will characterize this Γ-limit explicitly, we may assume it does not depend on the subsequence, so that the entire family G ε Γ converges and G − = G + = G. Let ρ ∈ P − . Writing ρ = ρ # + ρ ⊥ , it is then enough to show the inequalities below:
Let us prove the first inequality in (5.1) for ρ ∈ P in the special case that
with ρ ⊥ 1 = ρ ⊥ 2 , ρ ⊥ i smooth, with disjoint and compact supports; in addition we assume that dist(spt ρ # , spt ρ ⊥ ) > 0. Denote by ρ ε a family weakly* converging to ρ # and such that
Define, for δ small enough and θ δ as in Lemma 4.1,ρ ε = θ δ ρ ε + ν ε where we choose ν ε = a ε ρ ⊥ = a ε ρ ⊥ 1 + a ε ρ ⊥ 2 and a ε is suchρ ε ∈ P. Then the assumptions of Lemma 5.1 are satisfied. Thenρ ε * ⇀ θ δ ρ # + ρ ⊥ and we have by Lemma 5.1
where the constant K δ only depends on δ. Passing to the limit as ε → 0 we have
Using now the lower semicontinuity of G − we have, as δ → 0
In order to extend the inequality above to the general case of ρ ∈ P − with general ρ ⊥ we use again the lower semicontinuity property of G − and a density argument.
To prove the second inequality in (5.1) we argue in a similar way: take as ρ ε a family weakly* converging to ρ = ρ # + ρ ⊥ and such that
Thanks to Lemma 5.1, we may constructρ ε = θ δ ρ ε + ν ε as above, with the cut-off function θ δ as in (4.2) and taking, for example,
with h ≥ 0 smooth and compactly supported, x 0 = 0 and a ε suitably chosen so that ρ ε ∈ P. We get ν ε * ⇀ 0 and
Then, passing to the limit as ε → 0, we have
passing now to the limit as δ → 0 gives
By Theorem 5.2 all Γ-limits of subsequences G εn depend only on ρ # . In Theorem 5.7 we will characterize by an explicit formula the Γ-limit of G εn independently of the subsequence ε n , obtaining in this way the Γ-limit of the whole family G ε .
The following definition of partial or fractional transport cost appeared in the w * relaxation C of C in equation (2.2) and will appear in the formula for the Γ-limit:
otherwise. 
Remark 5.4. Using again the different homogeneities of the three addenda with respect to the rescaling of measures we have
so that for α ≤ 1/2 the equality
holds. Moreover from (5.2), again rescaling the measures, for every ε > 0 we have
for all ρ ∈ P − with ρ = α.
It is clear from the definition of g b that it is concave non-increasing in Z, and we shall prove in Lemma 6.3 (using the other equivalent Definition 6.1) that it is convex nonincreasing in α. Discussing the existence of minimizers is out of the scope of this paper, however we will need some almost optimal measures which we study in the next proposition.
Proposition 5.5. For all λ > 0 there exist r = r(λ) and ρ ∈ P − with ρ = α such that spt(ρ) ⊂ B(0, r) and
Proof. This is an indirect variant of Lemma 5.1 in which the fractional transport cost appears and ε = 1. So we carefully apply Lemmas 4.1 and 5.1. We start fromρ ∈ P − such that ρ = α and
We need to modifyρ so that the support becomes compact. Let alsoμ ≤ρ with μ = 2α − 1 and C(μ) = C(ρ, 2α − 1). Consider θ δ and ν as in Lemma 5.1 with δ large enough so that we may have K small and
Here we set ρ = θ δρ + ν and assume ρ = α (instead of ρ ∈ P as in Lemma 5.1). Then
By Lemma 4.1 with ε = 1 we have
To estimate the fractional transport term C(ρ, 2α − 1) we consider µ = θ δμ + β 0 ν where β 0 is such that the total variation of µ is equal to 2α − 1. To show that µ ≤ ρ we need to show that β 0 ≤ 1. This is equivalent to say that
which is the inequality
We then apply the transport estimate of Lemma 5.1, up to a rescale of the measures, to get
A short investigation of the structure of certain optimal transport plans will be used in the next theorem.
α i ρ i with ρ i probability measures such that spt ρ i ⊂ B(X i , δ) and M i=0 α i = 1. Let P be an optimal transport plan for ρ, then
It follows that there exists K depending only on min i =j |X i − X j | − 2δ such that the following alternative holds
(
if α i > 1/2 for some i then
Note that in the above statement we add a point X 0 , not corresponding to a nucleus, to the points X 1 , . . . , X M : this will be handy in the proof of Theorem 5.7 below.
Proof. Let i ∈ {0, . . . , M } and let l 1 := P (B(X i , δ) × B(X i , δ)), we may compute
For the case α i ≤ 1/2, if l 1 > 0 then, since 2α i − l 1 < 1, there exist j, k = i such that
Define s = min{l 1 , l 2 } and
and rewrite P = P 1 +P 2 +P R where P R is defined by this same equality. Since the quantity c(P ) = (R 3 ) 2 c dP is linear in P we have
that it has the same marginal as P . Concerning the transportation cost we have
which is smaller than c(P ) for δ as in the assumptions, and this contradicts the optimality of P .
The strict inequality would imply again that 2α i −l 1 < 1 and then again there exist j, k = i such that P (B(X j , δ) × B(X k , δ)) > 0. This would contradict the optimality of P as in the first case.
To deduce (1) we consider an optimal transport plan P opt and remark that for x in the support of P opt for all i, j
so that we can take
To prove the first inequality in (2) consider a symmetric optimal transport plan P for C(ρ).
For the second inequality in (2), let µ ≤ α i ρ i with µ = 2α i − 1 be such that
and let P µ be an optimal plan for µ. Consider an optimal plan P R for ρ − µ. The plan P = P µ + P R ∈ Π(ρ) and then
We conclude observing that
By Theorem 5.2 we may now focus on the formula for G(ρ # ).
Theorem 5.7. Let ρ ∈ P − be such that
with α i ≥ 0 and
Then the following formula holds:
Proof. It follows from Theorem 5.2 that G(ρ) = G(ρ # ), so we shall prove the result for
We start with the Γ − lim sup inequality. For every ε > 0 we add to the M -uple (X 1 , . . . , X M ) an additional point Y ε such that 
For ε small enough the supports of ρ 0 ε and ρ i ε are contained in B(Y ε , δ) and B(X i , δ) respectively. We estimate G ε (ρ ε ) from above. Since
we deduce
We then need to decompose C(ρ ε ). By Lemma 5.6 if α i ≤ 1/2 for all i then C(ρ ε ) ≤ K and passing to the lim sup
because the last two terms in (5.3) go to 0, and the first term is computed by the homogeneity of the energy and the choice of ρ i . If for one i ∈ {1, . . . , M }, α i > 1/2, we assume without loss of generality that it is α 1 , then by Lemma 5.6
and again we conclude by the homogeneity of the energy and the choice of ρ i . The case α 0 > 1/2 can be excluded by considering a second sequenceỸ ε = −Y ε and then defining
which has the same properties needed in the proof but do not concentrate too much mass in a ball of radius δ: we are then applying Lemma 5.6 with the M + 2 points
We now deal with the Γ−lim inf inequality. Let ρ ε * ⇀ ρ # . By Lemma 5.1 we can replace ρ ε by θ δ ρ ε + ν ε with ν e ps chosen as in Example 4.2 so that the constant K does not depend on δ. Since lim inf
We denote by ρ i ε := θ δ ρ ε|B(X i ,2δ) and we have, for some constant K δ that does not depend on ε, the inequality
Again we need to look at C(ρ ε ). If α i ≤ 1/2 for all i we just use that C(ρ ε ) ≥ 0 and get
When ε → 0 and then δ → 0 we obtain
which concludes the proof in this case. If α 1 > 1/2 (or any α i up to reindexing) then for ε small enough ρ ε i = ρ 1 ε B(X 1 , 2δ) > 1/2 and then by Lemma 5.6
By the homogeneity of the three terms
Passing again to the limit for ε → 0 and then δ → 0, and using the lower semi-continuity of g b (Z i , ·) allows to conclude in this case.
Remark 5.8. Since i α i ≤ 1 at most one of the α i may be greater then 1/2 and we will always assume that is the first α 1 . Then, recalling that by definition,
we have two possible cases:
We are now in a position to study the minimization problem
Theorem 5.9. Let us assume that M ≥ 2. Then the minimization problem (5.4) has a solution ρ ∈ P − . Moreover, every such a minimizer ρ belongs to P and is of the form
Note that the case M = 1 is discussed in Remark 6.6 below.
Proof. The existence of an optimal ρ follows from the weak * compactness of P − and lower semicontinuity of the Γ-limit G. For such a ρ , set α i = ρ({X i }). Then, by Theorem 5.7,
is also optimal and we claim that
there exists j such that α j < 1/2 and we may considerρ := ρ + ηδ X j where η is such that
Then, by applying again Theorem 5.7, we obtain
where we used the fact that α j + η < 1/2.
Remark 5.10. To illustrate the previous analysis, we now discuss the structure of the minimizers of problem (5.4) in the special case N = M = 2. Without loss of generality we may assume that Z 1 ≥ Z 2 , then it follows from Theorem 5.9 that the minimizers of (5.4) are of the form
with α ∈ [0, 1] minimizing the problem
From Proposition 6.7 and Remark 6.8, we know that the convex non-increasing functions
As a consequence for Z 1 = Z 2 we obtain that the minimum is uniquely attained for α = 1 2 : we thus recover a more precise result than in Remark 4.6 where in that case any α ∈ [0, 1] would lead to a solution. Here, due to the correlation term C, each nucleus gets exactly one electron (see also Remark 5.11 below). We now turn to the case Z 1 > Z 2 . In that case it holds g b (Z 1 , β) ≤ g b (Z 2 , β) for all β. Moreover from the above properties of g b it follows that the minimum in (5.5) is equal to
in which case the minimum in (5.5) is attained for some α < 1 : this is quite different from what obtained in Remark 4.6 where the minimum would be only for α = 1. Somehow this allows for a continuity of the solution set of (5.5) as Z 2 gets closer to Z 1 . Since ρ represents the probability distribution of the N electrons, the presence of values of α i which are not of the form k/N should be interpreted as the presence of a fractional number of electrons. This fact already appeared in the literature (see for instance [17, 19] ) and has a reasonable interpretation in terms of time-averaging.
Remark 5.11. We now discuss more extensively the H 2 molecule bond dissociation, and we show how our results compare to the results of [5, Theorem 5.1]. The H 2 molecule corresponds to M = 2 nuclei with charges Z 1 = Z 2 = 1 and N = 2 electrons. The physical total energy for this molecule when the nuclei are located at X i /ε is given by 2ε
where the first term in the nucleus-nucleus Coulomb interaction and is vanishing with ε. The inf part corresponds to 2 inf G ε for b = 1/2. The representation of the Γ-limit of G ε in this case is given by
and, according to Remark 5.10 above, the minimum of G is attained for ρ(
. It follows that the energy (5.6) above converges, as ε → 0 to
which is twice the energy of an hydrogen atom as proved in [5, Theorem 5.1] . Note that with our normalization ρ = 1 2 represents the energy of one electron when N = 2.
The general interacting case
In this section we consider the general case b > 0 and N ≥ 3, for which the proof of existence as well as a full characterization of the Γ-limit G of the family of functionals {G ε } ε seems a hard issue. In view of the successive steps of the preceding section §5 for the case N = 2, we expect to have the following properties on G over P − : (P1) G(ρ) only depends on the restriction of ρ to the nuclei X 1 , . . . , X M in the sense
where we use the decomposition ρ = ρ # + ρ ⊥ of Section 5 with
(P2) there exists a function g b given as a generalization to any N ≥ 2 of the Definition 5.2 such that
Note that in the case N = 2 of Section 5, (P1) is obtained in Theorem 5.2 via the localization Lemma 5.1 which allows to control the transport term C. On the other hand, the proof of (P2) relies mainly on Lemma 5.6 which is linked to a deep understanding of the lower semicontinuous envelope C of C, that is only fully characterized for this particular value of N . In Subsection 6.1 below, we do obtain the properties (P1) and (P2) for the general case under some regularity assumptions on the subprobability ρ, which in particular is required to give small mass to the nuclei X i (precisely ρ({X i }) ≤ 1/N for all i). Then in Subsection 6.2 we derive (P2) for the special case M = 1, i.e. when there is only one nucleus.
6.1. Full characterization of G for particular subprobabilities. We consider the general case b > 0, M ≥ 1 and N ≥ 2.
We represent every measure ρ ∈ P − as
with ρ ⊥ which does not charge the points X i . In Proposition 3.7 we already showed that whenever α 1 = · · · = α M = 0 then G(ρ) = 0. In this section we compute G in the case α i ≤ 1/N for all i. A particular case is M = N and α i = 1/N for all i which is the expected optimal configuration for the hydrogen molecule H N . In the following proof, we shall need the notion of concentration of a finite measure ρ, which is denoted µ(ρ) and defined by
In particular µ(αδ X ) = α and, in general µ(ρ) ≥ α implies that ρ = αδ X + σ for some point X and a nonnegative measure σ. We can now state our result. Theorem 6.1. Let ρ = α 1 δ X 1 +· · ·+α M δ X M +ρ ⊥ with α i ≤ 1/N for all i and µ(ρ ⊥ ) ≤ 1/N , then
Proof. Since for every ρ
it is enough to prove that where g b (Z, α) is given by (6.1). Moreover, it holds
for all α ∈ [0, 1] and for all ρ ⊥ such that ρ ⊥ ({0}) = 0 and αδ 0 + ρ ⊥ ∈ P − .
Remark 6.5. In view of the above result, it follows from Theorem 5.7 applied to ρ = αδ 0 that the two definitions of g b in (5.2) and (6.1) coincide in the case N = 2. Unfortunately, at the moment for N ≥ 3 we do not have an explicit definition for g b that would involve a kind of general partial transport as in (5.2).
Remark 6.6. It follows from (6.2) and (6.3) that, in the case M = 1, the minimum of the Γ-limit G is attained for any ρ = αδ 0 such that α minimizes g b (Z, ·) on [0, 1] : since this function is non-increasing, we note that in particular the probability δ 0 is thus a particular solution. It would be the unique solution in case g b (Z, α) attains has unique minimum α = 1 on [0, 1], which seems a reasonable conjecture but still an open question.
Proof of Theorem 6.4. We first show (6.3). Take admissible α and ρ ⊥ and consider a family {ρ ε } ε>0 in P weakly* converging to αδ 0 + ρ ⊥ . Fix η > 0, then for r > 0 small enough we have B(0,r) ρ ⊥ ≤ η/2, so that for ε > 0 small enough it holds B(0,r) dρ ε ≤ α + η. Thus denoting by ρ ε ε (x) the rescaled version of ρ ε ρ where g R b (Z, ·) is extended on R + as in the proof of Lemma 6.3. This yields lim inf ε→0 G ε (ρ ε ) ≥ g b (Z, α + η) and since this holds for any such family {ρ ε } ε we infer G − (αδ 0 + ρ ⊥ ) ≥ g b (Z, α + η). The claim then follows by continuity of α → g b (Z, α) on [0, 1].
We now turn to (6.2), so we have to prove the inequalities
Note that G − (αδ 0 ) ≥ g b (Z, α) follows from the preceding with ρ ⊥ = 0. It remains to show G + (αδ 0 ) ≤ g b (Z, α). We first note that this holds for α = 1: indeed, in that case one has
where in the last inequality we again use that G 1 (ρ) = G ε (ρ 1/ε ) for all ε > 0 and ρ 1/ε * ⇀ δ 0 as ε → 0. Let now α such that 0 ≤ α < 1 and consider a family {ρ R } R>0 in P such that Up to extracting a subfamily, we may assume that {ρ R } R>0 weakly* converges to some ρ ∈ P − . Then one has dρ = β for some β ≤ α. We infer :
• for fixed ε > 0, ρ 1/ε R * ⇀ ρ 1/ε as R → +∞, • ρ 1/ε * ⇀ β δ 0 as ε → 0, and since the weak* topology on P − is metrizable, we can extract a subfamily {ρ Rε } ε>0 such that ρ 6.3. Perspectives and future work. A general proof (for any N and M ) of (P1) and (P2) would give a full characterization of the Γ-limit functional G. It would then be even more interesting if the function g b introduced in Definition 6.2 could be interpreted as the ground state energy of a molecule with one nucleus. This is precisely what we obtained in Section 5 in the case N = 2. It seems that a necessary tool for this program is an expression for the relaxation C of the transport cost C with respect to the weak* convergence of measures. It would be also interesting to carry out a study (numerical and theoretical) of the minimizers of the Γ-limit functional G which could explain how the bond dissociation happens (i.e. how the electrons are divided among the resulting molecules).
A numerical study could also help to understand if the function α → g b (Z, α), which is non increasing in [0, 1], attains its minimum uniquely for α = 1 (see Remark 6.6). Another interesting issue is the existence, for a fixed ε > 0, of minimizers ρ ε ∈ P for the functional F ε defined in (1.2) . The existence of a solutionρ ε ∈ P − for the relaxed functionalF ε (with respect to the weak* convergence of measures) follows straightforwardly from the direct methods of the calculus of variations; the question if dρ ε = 1 is sometimes called ionization conjecture and is part of our future work, together with a complete characterization of the relaxed correlation functional C.
