As far as we know, usual computer algebra packages can not compute denumerants for almost medium (about a hundred digits) or almost medium-large (about a thousand digits) input data in a reasonably time cost on an ordinary computer. Implemented algorithms can manage numerical n-semigroups for small input data.
Introduction
Let N be the set of non negative integers. We denote the equivalence class of k modulo m as [k] m . Given n 1 , . . . , s k ∈ N, 1 < n 1 < · · · < n k and gcd(n 1 , . . . , n k ) = 1, the numerical k-semigroup T generated by G = {n 1 , . . . , n k } is defined by T = n 1 , . . . , n k = {x 1 n 1 + · · · + x k n k : x 1 , . . . , x k ∈ N}.
The generating set G has not necessarily be minimal. The cardinality of a minimal generating set is the embedding dimension, e(T ), of the semigroup. Given an element m ∈ T \ {0}, the Apéry set of T with respect to m is the set Ap(m, T ) = {s ∈ T : s − m / ∈ T }. It is well known the equivalence s ∈ Ap(m, T ) ⇔ s = min([s] m ∩ T ) and so, Ap(m, T ) = {s 0 , . . . , s m−1 } with s i ≡ i (mod m).
Given s ∈ T , a vector (x 1 , . . . , x n ) ∈ N k such that x 1 n 1 +. . .+x k n k = s is called a factorization of s in T . Let us denote the set of factorizations of s in T by F(s, T ) = {(x 1 , . . . , x k ) ∈ N k : x 1 s 1 + · · · + x k s k = s}.
The denumerant of s in T is defined as the cardinality of the set F(s, T ), denoted by d(s, T ) = |F(s, T )|. The Frobenius number of T is defined by f(T ) = max(N \ T ). Detailed results on
numerical semigroups can be found in the book of J. C. Rosales and P. A. García-Sánchez [15] . It is also interesting the book of Ramírez Alfonsín [14] where it can be found a complet source of results related to Frobenius number.
Sylvester [20] in 1882 gave the generating function φ(z) of d(m, n 1 , . . . , n k ) φ(z) = 1 (1 − z n 1 )(1 − z n 2 ) · · · (1 − z n k ) .
Schur [17] in 1926 studied the asymptotic behaviour of the denumerant, Sylvester [19] in 1857 and Cayley [6] in 1860 gave the expression d(m, n 1 , . . . , n k ) = P k (m)+ Q k (m) where P k (m) is a polynomial of degree k − 1 and Q k (m) is a periodic function in the variable m. Beck, Gessel and Komatsu [5] in 2001 found an expression for P k (m) that depends upon Bernoulli numbers.
Popoviciu [13] where f (m) ≡ −mp −1 (mod q) with 1 ≤ f (m) ≤ q and g(m) ≡ −mq −1 (mod p) with 1 ≤ g(m) ≤ p. Ehrhart [8] in 1967 and Sertöz andÖzlük in 1991 gave recursive denumerant formulae for 2 ≤ k ≤ 4. You can find an exhaustive set of results on denumerants in the book of J. Ramírez Alfonsín [14] .
No similar efficient semi-closed expressions are known for k ≥ 3, however there are some known numerical algorithms to find the set of factorizations F(m, T ) in the general case. Unfortunately, as far as we know, usual computer algebra systems have implemented no command for denumerant. Thus, the calculation of denumerant turns to be a time consuming task. Taking for instance, n 1 = 7 k , n 2 = 11 k , n 2 = f( 7 k , 11 k ), P k = n 1 n 2 n 3 , S k = n 1 +n 2 +n 3 and m k = P k − S k − k, we obtain the figures of Table 1 for d(m k , T k ) and T k = n 1 , n 2 , n 3 . The reason why we choose m k is clear by Theorem 2. Table 1 : Time in seconds using an i5@1.3Ghz processor Table 1 shows how popular CAS programs 2 can not manage almost medium (about half a hundred digits). Clearly the Gap package takes advantage for these input instances. From now on, we focus our attention to denumerants of numerical 3-semigroups and the notation n 1 = a, n 2 = b, n 3 = c and T = a, b, c will be used here.
Popoviciu [13, page 27 ] gave an O(c log c) algorithm, in the worst case, for computing d(m, T ) when {a, b, c} are pairwise coprime numbers (pcn). Lisoněk [11, page 230] in 1995 gave an O(ab log b) algorithm, in the worst case for pcn (this time cost can be reduced to O(ab) provided that a number of max{O(a 2 b 2 ), O(abc)} precomputed values, related to T , can be stored in the computer memory for later usage). Brown, Chou and Shiue in 2003 [4, page 199] gave an O(ab log c) algorithm, in the worst case. This last work also contains interesting results on denumerants that can be taken into account for numerical calculations. We refer to these algorithms as P, L and BCS, respectively. Notice that the speed of Algorithm P versus Algorithm L depends on the ratio c log c ab log b . Algorithms P, L and BCS calculate the denumerants of Table 1 significantly faster. A noncompiled Sage 7.3 implementations of them give the figures in Table 2 (using the same processor of Table 1) . Table 2 : Time in seconds obtained by P, L and BCS Nonetheless, these algorithms do not reach the necessary efficiency for managing almost medium input. The goal of this work is to provide a reasonably efficient new algorithm which allows such kind of inputs when working on ordinary computers.
Our algorithm has a theoretical time cost of O(b+log c), in the worst case. However, numerical evidences suggest that, in some cases, it can have a smaller cost 3 . This algorithm is based on a semi-closed denumerant expression given in [2] which is included here in Theorem 4.
The summary of the paper is the following: Section 2 contains the basic known tools, mainly Theorem 4 and expression (4) . Section 3 developes expression (4) to be used for numerical purposes. In this developing it is apparent that the main computation depends on the so called S ± discrete sums. Some tools to calculate S ± sums are developed in Section 4, mainly the so called hS-type sets. Section 5 contains the main algorithm and Section 6 analyzes the time cost, in the worst case. Finally, in Section 7, several instances of time tests are given.
Some definitions and known results
In this section we give the main known results that allow us to reach our goal. The usual notation for semigroups will be T = a, b, c with 1 ≤ a < b < c and gcd(a, b, c) = 1. Also the product P = abc and sum S = a + b + c of the generators are used.
Although algorithms P and L act over pairwise coprime generators, this condition can be removed by the following result due to Brown, Shou and Shiue [4] . Here the integer u v (t) is defined to be the unique integer value 1 ≤ u v (t) ≤ v such that uu v (t) ≡ −t (mod v) with u, v ≥ 1 and gcd(u, v) = 1. . Here it is understood that d(0, T ) = 1 and d( n gag b gc , T ) = 0 whenever n < 0. By the following theorem, due to Ehrhart in 1967, we only need to compute denumerants in the range of values m ∈ {0, 1, . . . , P − 1}.
Theorem 1 (Ehrhart 1967 [8, Theorem 10.5] ) Consider T = a, b, c with a, b and c pcn. Set P = abc, S = a + b + c and m = qP + r with 0 ≤ r < P . Then,
In particular,
The range {0, . . . , P − 1} can be reduced to {0, . . . , P − S} by the following theorem due to Sertöz andÖzluk in 1991.
Theorem 2 (Sertöz andÖzlük 1991 [18, page 4]) Consider T = a, b, c with a, b and c pcn. Set P = abc and S = a + b + c. Then, for 1 ≤ x ≤ S − 1 we have
Remark 1
The time cost, in the worst case, of the algorithms P, L and BCS for computing the denumerant d(m, a, b, c ) have been given for the largest value of m (by theorems 1 and 2), that is m ≈ P = abc.
We use the concept of L-shape as a main tool for the new algorithm. Thus, we include here some known results for this geometrical discrete structure. Denote the interval [s, t) = {x ∈ R : s ≤ x < t}, the unitary square
We also denote the equivalence class of u modulo v by [u] 
Definition 1 (Minimum distance diagram) Consider a numerical 3-semigroup T = a, b, c . A minimum distance diagram (MDD), H, related to T is a set of c unitary squares that fulfils the following properties (a) for each n ∈ {0, . . . , c − 1}, there is some unitary square
Figure 1: Generic L-shape and its related tessellation
Minimum distance diagrams related to numerical 3-semigroups are known to be L-shapes or rectangles (that will be considered as degenerated L-shapes). For this reason we also refer to MDD as L-shapes and they are denoted by the lengths of their sides L(l, h, w, y), see Figure 1 , with 0 ≤ w < l, 0 ≤ y < h and lh − wy = c. An L-shape tessellates the plane by translation through the vectors u = (l, −y) and v = (−w, h). The following result characterizes the L-shapes related to T = a, b, c . From now on we assume 0 < a < b < c and gcd(a, b, c) = 1. (c) la − yb ≥ 0, hb − wa ≥ 0 and both expressions can't vanish at the same time.
Each numerical 3-semigroup has two related L-shapes at most (either one if (la − yb)(hb − wa) > 0 or two whenever (la − yb)(hb − wa) = 0, see [3, theorems 2 and 3] ). L-shapes contain main information of the related semigroup. For instance, if a semigroup T = a, b, c has related the L-shape H, we have Ap(c,
A classification of 3-semigroups was given in terms of its related L-shapes in [3] . The tessellation of the plane associated with each L-shape was used to derive the semi-closed expression (4) for the denumerant in [2] .
Given T = a, b, c and a related L-shape H = L(l, h, w, y), let us denote δ = (la − yb)/c and θ = (hb − wa)/c. From the definition of H and Theorem 3, it follows that
• a = hδ + yθ and b = wδ + lθ,
• δ, θ ∈ N and δ + θ > 0,
All these properties will be used along this work. 
and
Then, the denumerant of m in T is
The sum appearing in this theorem is known as the basic sum of the denumerant with respect to the L-shape H. The direct computation of this sum does not give an efficient algorithm for calculating the denumerant. However, as it will be seen later, a detailed analysis of this expression does it. A geometric representation of the plane projection of the set F(87, T ), π(F(87, T )), is depicted in Figure 2 . It has a tree-like structure, given by the vectors u, v and u + v (and so, it follows the tessellation of the plane by H ). The set of factorizations is F(87, T ) ={(2, 0, 7), (0, 3, 6), (5, 1, 5) , (3, 4, 4) , (1, 7, 3) , (8, 2, 3) , (13, 3 Developing the basic sum
As it has been commented before, the basic sum (4) does not provide a direct efficient algorithm for calculating denumerants. Thus, a detailed analysis is needed. We consider three main cases: case (i) δ = 0, case (ii) θ = 0 and case (iii) δθ > 0.
The analysis of these cases reveals that the basic sum depends on several sums of the same kind. These sums will be referred to as S ± sums and will be studied in the next section. These sums have the form S ± (s, t, q, N ) = N k=0 s±kt q with 0 ≤ s, t < q.
In this section we assume that H = L(l, h, w, y) is an L-shape related to the numerical 3-semigroup T = a, b, c . We also assume that m ∈ T and (x 0 , y 0 , z 0 ) is the basic factorization of m with respect to T .
Case (i) δ = 0
This case leads to the following expressions of the denumerant.
Theorem 5 Let us assume
where y 0 = y 0 y + y 0 with 0 ≤ y 0 < y and h = hy + h with 0 ≤ h < y.
has the same expression as in (5).
where y 0 , y 0 , h, h are defined as in the previous case, x 0 = x 0 w+ x 0 with 0 ≤ x 0 < w and l = lw + l with 0 ≤ l < w.
where y 0 , y 0 , h, h, x 0 , x 0 , l and l are defined as in the previous case. 
Setting y 0 = y 0 y + y 0 with 0 ≤ y 0 < y and h = hy + h with 0 ≤ h < y, the above expression of d(m, T ) turns to be
(i.2) Assume now w > 0. Then,
The inequality
holds when either
, the latter holds whenever
(and, in this case,
, this value k 1 must be unique and equality
holds. Thus, it follows that
By Remark 2 we have k 0 ≥ 0 and we consider three possible options.
Therefore, the expression of T k is the same as in the previous case for all k. Thus the denumerant has the same expression as the previous case.
Now, the expression of T k changes upon the value of k < k 0 and k ≥ k 0 according to (8) . Thus,
where y 0 , y 0 , h, h, x 0 , x 0 , l and l are those parameters defined in the statement (i.2.2) of the theorem.
where y 0 , y 0 , h, h, x 0 , x 0 , l and l are the same as those defined in (i.2.2).
Notice how all the expressions of denumerant given by Theorem 5 contain sums of type S ± .
Case (ii) θ = 0
This case is similar to the case (i). Now we have
As in the previous case, we consider the following parameters
Defining
(recall that a = hδ) and using similar arguments of (i.2) in the proof of Theorem 5, we have S k in (2) turns to be
The following result can be obtained using similar arguments like in the proof of Theorem 5.
Theorem 6 Let us assume
has the same expression as in (11).
(ii.2.3) if k 1 > A m , then the denumerant has the same expression as (7). Here we use the same notation as in (9) plus the following one 
; then, (iii.2.1) if k 0 = 0, the denumerant has the same expression as in (14) . Otherwise, when k 0 > 0, we have
where B is defined through the rules of (iii.2.2) or (iii.2.3).
, the denumerant has the same expression as in (14) .
where A is defined by (iii.3.2) or (iii.3.3).
(iii.4) if wy = 0, define k 0 and k 1 as in (iii.2) and (iii.3), respectively; then
where A and B are ruled by the following expressions, depending on k 0 and k 1 .
-If k 1 = 0, then
-If k 1 > A m , then A has the same expression as in (20) .
-If 1 ≤ k 0 ≤ A m , then B has the same expression as that in (16).
-If k 0 > A m , then B has the same expression as in (17) .
Proof: For the stated values of k 0 and k 1 (recall that now we have a = hδ+yθ and b = wδ+lθ), from (2) and (3), we still have
Then, all the expressions of the statement are obtained using the same arguments of the proof of Theorem 5.
Remark 5 Similar arguments of remarks 2 and 4 leave to k 0 ≥ 0 and k 1 ≥ 0.
Remark 6 Although in the statement of Theorem 7 appear sums like s =
that is not of type S ± (the sum do not begin at k = 0), we can reduce it to one sum of type S ± . Indeed, taking a generic sum n 2 k=n 1 s±kt q with 0 ≤ s, t < q, and changing the summation index, u = k − n 1 , we obtain an S ± sum
α ± ut q with α = s ± n 1 t, α = αq + α and 0 ≤ α < q.
4 Discrete sums S ± Let us denote the discrete sum S ± by
These type of sums appear to be a main tool for computing denumerants, as it has been seen in the previous section. In this section we study some properties of S ± in order to obtain an efficient numerical calculation of it. This calculation will be done in a discrete Lebesgue-like sense.
S + sums
Consider the function f (x) = s+xt q that defines the general term of an S + (s, t, q, N ) sum.
Definition 2 Let us define the
We discuss the value of S + (s, t, q, N ) depending on the following three subcases (a) t | q, (b) t q and gcd(t, q) = 1, (c) t q and gcd(t, q) = g > 1.
Assume t | q
The maximum value attained by f in [0, N ] is Theorem 8 Let assume t | q. Then,
Proof : Let us denote q = tq. By Lemma 2, each I k interval is a hS-type interval, that is |I k | = q (except, perhaps, the first I 0 and the last one I M ). We divide the interval I = [0, N ] in three regions I = I 0 ∪ J ∪ I M , where M is the maximum value attained by the function f in I.
Let us denote n =
. Then, there are n k-intervals different from I 0 and I M in I, i.e.
Now we add these values like a discrete Lebesgue-like sum
Finally, we have to add
Thus, the value of S + (s, t, q, N ) is the stated one.
Assume t q and gcd(t, q) = 1
Assume t q. We use the notation
Definition 3 Given a set A ⊂ N, a subset J ⊂ A of hS indices is a set of ordered indices in A of hS-type intervals. We define S J = k∈J k.
an hS-type interval if and only if
(ŝ − kq) (mod t) <q.
Proof : The modulo in the statement is taken from the set of residues {0, 1, . . . , t − 1}. Notice that |I k | = x k+1 − x k = q +q t . The interval I k is hS-type if and only if x k − x k <q t (so, the maximum number of integral values are located in I k ). This condition can be restated in a more numerically stable relation. From
puttingŝ − kq = αt + β with 0 ≤ β < t, we have x k = n − β t . Thus, inequality x k − x k <q t holds if and only if β <q. Equivalently (ŝ − kq) (mod t) <q. The distribution pattern of integral values inside the k-intervals is also ruled modulo t. This fact is detailed in the following result.
Lemma 4 Let I k and I k+T , T > 0, be two intervals with the same distribution of integral values. Then,
(ii) The minimum value of T is t.
Proof : In particular, x k+T − x k+T = x k − x k holds. Then, x k+T − x k ∈ Z, that is (recalling that gcd(q, t) = 1)
The minimum T > 0 for the value T q t to be an integer is T = t. Corollary 1 The distribution of integral values in the k-intervals has period t.
Although Lemma 3 and Lemma 4 give a characterization of hS-intervals, we need a more accurate description of these intervals. This description will be used to efficiently obtain a subset of hS-indices J of Definition 3. Indeed, from Lemma 3, the set J can be parameterized by
Notice that J = ∅ because q ≥ 1 (t q and gcd(t, q) = 1) and q −1 s ∈ J always. This parameterization is useless, from the point of view of numerical efficiency, whenever we need the elements of J to be sorted. Noting that elements of J are sorted by a rule defined by two moduli, q and t, we can obtain a sorted parameterization of J. For instance (notice that gcd(t, q) = 1)
is an example of such parameterization. and consider the set of hS-type indices K ⊂ {j 0 + ut, . . . , M − 1}. Then,
Proof : S + (s, t, q, N ) can be calculated from S plus all additional summands corresponding to hS-type intervals. That is, each hS-type interval I j has an additional value j which must be added to S. . That is, all the elements in {j 0 , . . . , j q−1 , j 0 + t, . . . , j q−1 + t, . . . , j 0 + (u − 1)t, . . . , j q−1 + (u − 1)t} are hS-type indices. The remaining hS-type indices are located in the set of hS indices K ⊂ {ut, . . . , M − 1}. Therefore,
The statement follows from the identity |J| = q.
Remark 7
The sets of hS-type indices J and K of Theorem 9 are obtained at time cost O( q), in the worst case. The first and last elements of J, j 0 and j q−1 , can be obtained at constant time cost from the (sorted) parameterization (31) of J.
Assume t q and gcd(t, q) = g > 1
When t q and gcd(t, q) = g > 1, we have x h+1 − x k = q t =qt , wheret = t g andq = q g .
Lemma 5
Assume t q and gcd(t, q) = g > 1. Let's assume I k and I k+T , T > 0, are two intervals with the same distribution of integral values. Then,
(ii) The minimum value of T ist.
Proof : This lemma follows from the proof of Lemma 4 with the additional identity q t =qt , gcd(t,q) = 1.
In particular, Lemma 5 ensures that the distribution of integrals values of k-intervals in [0, N ] has periodt. Now, by Lemma 5, detecting hS-type intervals is done as follows. Set
Then, I k is an hS interval if and only if
that is similar to the characterization given in Lemma 3. Remark 8 Sorted and non sorted parameterization of J can also be obtained as in (30) and (31). The same expressions hold replacing t byt, s byŝ and q byq.
Now, we denote
and similar results are obtained from thet-periodicity of the hS-type intervals ruled by (33).
Theorem 10 Assume t q and gcd(t, q) = g > 1. Sett = t/g andq = q/g. Then, interchanging t byt and q byq, statements of Theorem 9 hold.
Remark 9
Notice that M and x M are also calculated like in (26), i.e. using t and q (nott andq).
Remark 10 Now, the sets of hS indices J and K are computed using (33) at time cost O(t).
S − sums
The minus sums
share some behaviour with plus sums S + (s, t, q, N ). We can define by analogy k-intervals
and x k+1 = s−kq t . hS-type intervals are also defined to be those I k with |I k ∩ Z| = q t . We denote now
that are the analog to (26) for S + . Also three cases are taken into account now, i.e. t | q, t q with gcd(t, q) = 1 and t q with gcd(t, q) = g > 1. We give here, without proof, the main results for computing S − sums.
When t | q, all intervals are hS-type ones and have the same distribution of integral values.
The following result can be proved using similar arguments as in Theorem 8.
Theorem 11
Assume t | q. Then,
When t q and gcd(t, q) = 1, we also use the notation q and s defined in (27) and (28).
Lemma 6 Assume t q. Then, I k ⊂ [0, N ] is an hS-type interval if and only if
(ŝ + kq) (mod t) <q.
Lemma 6 allows a non sorted parameterization of the set of hS-type indices
which is an analogous expressions to (30) for plus sums. A sorted parameterization of J is given by (now u ≡ −t (mod q))
In any case, as it has been done before, the sorted elements of J will be denoted by J = {j 0 , . . . , j q−1 }.
The distribution of integral values in k-intervals also has period t on the indices k like in the plus sums. Let us denote the sum
which corresponds to S − when there is no hS-type k-interval, similar to (29) for S + . The following result is the analog of Theorem 9 for S + .
Theorem 12 Assume t q and gcd(t, q) = 1. Consider the set of hS-type indices J = {j 0 , . . . , j q−1 } ⊂ {0, . . . , t − 1} and S(s, t, q, N ) given by expression (40). Then, 
When t q and gcd(t, q) = g > 1, we denotet = t/g andq = q/g. The value q in (40) is the same. i.e. q = q/t = q/t . Using the same notation as in (32), the analog to Lemma 6 is
and non sorted and sorted characterizations of J, (37), (38) and (39), have the same expressions by replacing u by u ≡ −t (modq), t byt, s byŝ and q byq.
Theorem 13
Assume t q and gcd(t, q) = g > 1. Sett = t/g andq = q/g. Then, interchanging t byt and q byq, statements of Theorem 12 hold.
Remarks 9 and 10 have their analogs here.
Algorithm
Let us consider any numerical 3-semigroup N = n 1 , n 2 , n 3 and n ∈ N . By Lemma 1, there is another semigroup T = a, b, c , with 1 ≤ a < b < c and gcd(a, b) = gcd(a, c) = gcd(b, c) = 1, and m ∈ T such that d(n, N ) = d(m, T ). Lemma 1 only requires a time cost of O(log n 3 ), in the worst case. Moreover, by Theorem 1 and Theorem 2, it can be assumed that m ∈ {0, . . . , P − S} with P = abc and S = a + b + c. Now we analyze each case for finding the related L-shapes. Then, the time cost of the related S ± sums will be studied.
Case 1: a > 1 and c / ∈ a, b
In this case we have e(T ) = 3. From c / ∈ a, b , we also have c ≤ f(a, b) < (a − 1)(b − 1) < ab. Let us consider now M c defined in Lemma 7. Then,
So, c ∈ a, b holds and makes a contradiction. The assumption hb = wa also leads to contradiction by similar arguments.
This lemma ensures that yb < la and wa < hb hold for L(l, h, w, y) related to T . A direct consequence of Lemma 8 is the non-symmetry of T .
Lemma 9 Let T = a, b, c be a numerical 3-semigroup with 1 < a < b < c and gcd(b, c) = gcd(a, c) = 1. Assume H = L(l, h, w, y) is an L-shape related to T . Then, la = min{ka : k ≥ 1, ka ∈ b, c },
Proof. Here we prove the first equality. The second one is proved by similar arguments.
As H is an L-shape related to T , we have Ap(c, T ) = {ia + jb : [[i, j]] ∈ H}. In particular, it follows that la = min{ka : ka / ∈ Ap(c, T )}. Using the same notation of [15 
As la /
∈ Ap(c, T ), we have la − c ∈ T and so la − c = x 1 a + x 2 b + x 3 c. Assuming
. This is a contradiction to the minimality of la. Therefore, x 1 = 0 holds. Thus, la − c ∈ b, c and l ≥ c 1 from the minimality of c 1 a. Now, from c 1 a = r 12 b + r 13 c with r 13 > 0, it follows that c 1 a − c ∈ T . Then, c 1 a / ∈ Ap(c, T ) and l ≤ c 1 from the minimality of la.
Lemma 10 Let T = a, b, c be a numerical 3-semigroup with 1 < a < b < c, gcd(a, b) = gcd(a, c) = gcd(b, c) = 1 and c / ∈ a, b . Assume T has only one related L-shape L(l, h, w, y). Then, h < a and l < b.
Proof. By Lemma 9, it follows that la ≤ ab and l ≤ b holds. Similarly, h ≤ a also holds.
Assume l = b. So, ab = la = yb + δc with δ ≥ 1 (by Lemma 8 we have la > yb). Then, b(a − y) = δc holds and thus c | (a − y) (gcd(b, c) = 1). That is, a = y + αc with α ≥ 1 which contradicts inequality a < c. Similar arguments lead to contradiction assuming h = a.
In this case the sides of the L-shape are bounded by w < l < b and y < h < a. Proof. H 1 is related to T by Theorem 3. As θ = 0, using the transformation of L-shapes defined in [3, Theorem 3], we obtain H 2 from H 1 .
Time cost
Let us analyze now the time cost, in the worst case. This analysis will be done under the assumption of m ≈ P = abc. This is the same assumption as the one made in the analysis of algorithms P, L and BCS.
Applying Theorem 5, Theorem 6 or Theorem 7 requires the calculation of the L-shape H = L(l, h, w, y), the related basic factorization (x 0 , y 0 , z 0 ) and all the related S ± sums. The first two calculations have a time cost of O(log c) [1] . Then, all S ± have to be calculated.
Consider a generic sum S ± (s, t, q, N ) = N k=0 s±kt q , with 0 ≤ s, t < q. Using the same notation of Section 4, we have
• If t | q, Theorem 8 for S + and Theorem 11 for S − ensure a constant time cost.
• If t q and gcd(t, q) = 1, Theorem 9 for S + or Theorem 12 for S − has to be applied.
All computations are focused on finding the subsets of hS indices
, in the worst case.
• If t q and gcd(t, q) = g > 1, considert = t/g. Then, Theorem 10 or Theorem 13 and similar arguments as in the previous case ensure a time cost upper bounded by O(t).
Remark 11
Previous comments point to the fact that the higher cost of computation is reached when t q and gcd(t, q) = 1. In this case, the time cost is upperbounded by O(t).
Given a semigroup S = n 1 , n 2 , n 3 and n ∈ S, apply Lemma 1 at constant time cost for obtaining T = a, b, c with 1 ≤ a < b < c and gcd(a, b) = gcd(b, c) = gcd(a, c) = 1 and m ∈ T such that d(n, S) can be calculated from d(m, T ). Then, we have to analyze the time cost of each case given in the previous section.
The worst case for the calculation of S ± (s, t, q, N ), as it is highlighted in Remark 11, appears when t q and gcd(t, q) = 1. This case will be assumed in all cases in the following analysis. Thus, the resulting worst case order will be a pessimistic estimation.
• Case 1 (a > 1, c / ∈ a, b ). By Lemma 8, the L-shape H belongs to the case (iii) δθ > 0, subcase (iii.4) wy = 0. The following sums have to be evaluated Therefore, the overall cost of the Case 1 is O(b).
• Case 2 (a > 1, c ∈ a, b ). Let us consider c = λa + µb with 1 ≤ µ < a. By Lemma 11 there are three possible cases to be examined. In any case, using either H 1 or H 2 , the overall order is upperbounded by O(b).
• Therefore, using any admissible L-shape, the total cost of this case is also O(b). Remark 12 When many instances of m ∈ T are given and the semigrup T is fixed, the related L-shape is computed only once. Thus, the first calculated denumerant has a time cost of O(b + log c). The subsequent instances only need a time cost of O(b).
Some time tests
All the computations of this section have been made using SageMath 7.3 [16] and non compiled code on a i5@1.3Ghz processor. Here we test our algorithm, denoted by AL, versus the algorithms P, L and BCS. In the following, we use the notation P = abc and S = a + b + c. The time required to calculate denumerants highly depends on the selected semigroup. This fact is reflected in the following subsections. All semigroups in this section will meet the property gcd(a, b) = gcd(a, c) = gcd(b, c) = 1. By Lemma 1 of Brown, Chou and Shiue, this restrictions does not represent any loose of generality.
Time costs of the involved algorithms are by Table 3 . It is assumed that T = a, b, c and m ≈ P = abc. Table 3 : Time costs for T = a, b, c and m ≈ P Remark 13 According to Table 3 there are some generic behaviours to be highlighted:
Algorithm Time cost
(i) Algorithm AL has the best time cost.
(ii) When a = 1, algorithms L and BCS are faster than Algorithm P when b c. However, when c ≈ b, algorithms P, L and BCS run at similar speed.
(iii) When a = 1, there are two different behaviours, (iii.1) if ab < c, Algorithm L is faster than algorithms BCS and P, (iii.2) otherwise, when ab > c, Algorithm P wins L and BCS.
(iv) When b ≈ c, Algorithm P is faster than algorithms L and BCS provided that a 1.
In the following subsections we take elements m of the semigroup that are closed to P − S. Table 4 : Table 5 :
In this case, inequality c < ab always holds. Then, as it has been comment in Remark 13-(iii.2), Algorithm P is faster than Algorithm L and Algorithm BCS. Table 4 shows how this assertion is kept for the semigroups T 1,k = 7 k , 11 k , f(7 k , 11 k ) and m k = P k − S k − k for k ∈ {1, 2, 3, 4}. The non increasing sequence of times in the column of Algorithm AL is because the corresponding L-shapes. Their entries do not always increase as the value of k does. Table 5 , for the semigroups T 2,k = 7 k , 11 k , 11 k + 1 , shows an instance of the case c ≈ b and, as it has been noticed in Remark 13-(iv), Algorithm P is faster than algorithms L and BCS.
7.2 a > 1, c ∈ a, b
In this subsection we take the semigroups T 3,k = 7 k , 11 k , 7 k + 11 2k for the case ab < c and T 4,k = 7 k , 11 k , 7 k + 11 k for ab > c. Tables 6 and 7 show the influence of inequalities ab < c and ab > c in the resulting time cost. Here, item (iii) of Remark 13 is also clear. Table 6 : Table 7 :
Let us take the semigroups T 5,k = 1, 7 k , 11 k . Table 8 confirms that Algorithm P is slower than algorithms L and BCS. This rule is not noticeable with respect to Algorithm BCS for small values of k. However, it turns apparent from the value k = 6. Table 8 :
Consider now the semigroups T 6,k = 1, 7 k , 7 k + 1 , where c ≈ b. According to Remark 13-(ii), the algorithms P, L and BCS have similar time cost. Table 9 shows this behaviour in algorithms P and L. Algorithm BCS runs between three and four times slower. Table 9 :
Almost medium and large input data
Now we take larger input values for the Algorithm AL. Usually, our algorithm can manage almost middle input values at acceptable time output. However, when the involved S ± sums take some proper parameters, the time cost can be almost constant. These cases allow the Algorithm AL to take large input values.
We consider the same semigroups of the previous sections to see these behaviours. When the output values m k and d(m k , T ) turn to be large, tables will show (m k ) and (d(m k , T )). Table 10 and Table 11 belong to the case a > 1 with c / ∈ a, b . The case a > 1 with c ∈ a, b , is represented by Table 12 when ab < c and Table13 when ab > c. Finally, the case a = 1 is represented by tables 14 and 15. Table 10 : Table 11 : T 2,k = 7 k , 11 k , 11 k + 1 , m k = P k − S k − k Algorithm AL allows almost middle length inputs, above a hundred digits. Several instances of this inputs at reasonable time output are given in tables 11, 12 and 14. The nature of the involved S ± sums has an interesting property. Some parameters taken by these sums make almost constant the time cost of the denumerant's calculation. In these cases, the algorithm can handle large inputs (million digits) at a small time cost. Tables 10, 13 Table 13 : T 4,k = 7 k , 11 k , 7 k + 11 k , m k = P k − S k − k Now, we briefly comment this almost constant time cost behaviour of Algorithm AL in tables 10, 13 and 15. In fact, almost all the time is spent in the computation of the related L-shape, that is O(log c).
The semigroup T 1,n = 7 n , 11 n , f(7 n , 11 n ) , from Theorem 3, has related the L-shape H 1,n = L(11 n − 1, 7 n − 1, 1, 1) with δ = θ = 1. Then, this is the case a > 1 with c / ∈ a, b . We have to calculate some of the sums Table 15 : T 6,k = 1, 7 k , 7 k + 1 , m k = P k − S k − k
• When k 0 = 0, it has to be computed the sum Am k=0
y 0 +k h y with h = 7 n +1 and y = 7 n .
From h = y + 1, it follows that h = 1 and the sum can be computed at constant cost from Theorem 8.
• Otherwise, when 1 ≤ k 0 ≤ A m , the algorithm calculates the sum k 0 −1 k=0
x 0 +k l w
. Then, l = w + 1 holds and, by the previous argument, the sum can be computed at constant time cost.
Therefore, the fast behaviour of the algorithm in Table 13 is now clear.
Finally, let us consider the semigroups T 6,n = 1, 7 n , 7 n + 1 . A related L-shape is H 6,n = L(7 n , 2, 7 n − 1, 1) with δ = 0 and θ = 1. This is the case a = 1 with parameters λ = µ = 1 and c < 2b. Here we also have two possible cases:
• When k 0 = 0, there is only one sum to be computed, S Thus, the speed of the algorithm in Table 15 is now clear.
Remark 14
Many semigroups have related an L-shape L(l, h, w, y) with δ = 1 and/or θ = 1, w = 1 and/or y = 1. Additionally, many elements of the semigroup m ∈ T have null coefficient multiplying k in the S ± sums. So, the fast behaviour of this algorithm eventually can be habitual.
Conclusion
Algorithm AL accepts almost medium input data to calculate denumerants of numerical 3-semigroups at acceptable speed using an ordinary computer (tables 11, 12 and 14). As far as we know, this algorithm is faster than usual known implemented algorithms for embedding dimension three numerical semigroups. This is the behaviour in the worst case. Eventually, this algorithm accepts large input data (tables 10, 13 and 15).
The main tool of this algorithm is the hS-type set of ordered indices of intervals. As the computation techniques for obtaining these sets become faster, the time cost of this algorithm turns to be smaller.
It is difficult to generalize the algorithm to larger embedding dimensions because of the related minimum distance diagrams. Less is known about these diagrams related to numerical n-semigroups for n ≥ 4, mainly a generic geometrical description.
