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Empirical Methods for Artificial Intelligence by Paul R. Cohen is an unusual text.
Cohen advocates the use of statistical methods for analyzing AI programs and interpreting
their performance—a view which is more accepted in principle by the AI community
than followed in practice. One might expect such a text to follow a standard form for
presenting statistical methods, providing simple rules or decision trees to determine the
appropriate test. Alternatively, one might expect a deeper analysis of the statistical methods
that included proofs of why various inferences could be made. Cohen follows neither of
these traditional paths.
The text is problem-based. There are no proofs in the text proper, although a few simple
ones that rely only on algebra are included in appendices. There are no simple recipes
for deciding on which statistic to apply. Instead the reader is engaged in the artful and
intelligent application of statistics in order to make sense of the data. Through the process
of starting with data and then trying to make reasonable inferences from that data, Cohen
introduces various statistical concepts. Each statistical concept is grounded in specific
problems. Cohen carefully indicates the underlying assumptions and potential misuses of
each statistical method. While mathematical equations are necessary for correct calculation
and precision, this precision is only achieved when the appropriate implicit context is
understood. The text emphasizes the need to determine the context, the assumptions and
goals, before applying any statistical method.
Example domains come from a wide range of AI systems. For those with an AI
background, this increases the pleasure in reading this text. However those without some
AI knowledge will find the examples too difficult to follow. Terms like confidence levels,
branching factor, backtracking, A* search, decision trees, plan libraries, frames, forward
and backward chaining are used without definition. The spectrum of AI systems discussed
includes natural language processing, expert systems, planners, classifiers and theorem
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provers. Particular systems include EMYCIN, Prodigy, SOAR, Phoenix, OTB, AM,
Eurisko, Talus, etc. Using these AI systems, Cohen demonstrates the value of statistical
analysis.
Although Cohen uses a problem-solving approach towards introducing and explaining
statistical concepts, this does not imply that he treats them without depth. Nor does it imply
that only a few concepts are covered. In fact Cohen covers a large number of statistical
methods, some rather advanced. So that the reader will know what is in store, I’ll give a
brief overview of the various chapters.
In Chapter 2 on Exploratory Data Analysis, and using his own Phoenix system as the
main backdrop, Cohen explains the various natural occurring data types for representing
data, namely: categorical, ordinal, interval, and ratio. He then focuses on the question
of what it would mean to form a causal model and what evidence might be brought
to bear on such hypotheses. In the process of answering these questions, he introduces
the standard statistical concepts such as mean, median, mode, skew, joint distribution,
standard deviation, variance, contingency table, chi-square distribution, covariance, and
correlations. Cohen concentrates on explaining their underlying assumptions and purpose,
rather than their computation. He also briefly introduces visual data analysis tools, such as
time-series analysis, smoothing, and auto-correlations. Overall his goal is to broaden the
reader’s approach towards analyzing data.
Chapter 3 deals with experimental design, in an attempt to uncover the underlying causal
relationships. In the process of designing experiments, Cohen introduces the concepts
of dependent, independent, and extraneous variables, ceiling and floor effects, regression
effects and sampling bias. The concepts are not introduced as abstract entities but as precise
statements of useful ideas. Besides awakening the reader’s attention to various problems, he
provides ways to test and avoid them. As he walks the reader through the data analysis, he
introduces various experimental design strategies, such as pilot experiments and factorial
designs.
Chapter 4 treats the classical approach towards hypothesis testing and estimation, and is
probably the chapter that is closest to a standard text on statistics. The questions that form
the focus of this chapter are the relationships between the size of data in the sample, the
variance of the data, and the confidence in conclusions. The reader is presented with the
concepts of sampling distribution, null hypothesis, standard error, z-test, critical values,
and confidence intervals. One-sided and two-sided t-tests are discussed, with and without a
known standard deviation. These ideas are reinforced by examining them in the context of
parameter estimation with confidence intervals. The value of transforming data is indicated
with Pearson’s r-to-z transform.
Chapter 5 introduces the significant advance in statistics that has occurred in the last 15
years: the use of computer-intensive methods. The ability to perform computation quickly
frees the user from relying on those statistics whose distributions can only be determined
analytically. These methods are especially important to computer scientist, since they have
the ability to readily adopt them.
There are many computer-intensive statistical methods and this chapter discusses three
of them. Cohen demonstrates the value of Monte Carlo sampling using pseudo-samples,
both for parameter estimation and for hypothesis testing, when the population distribution
is known. Next he treats Efron’s bootstrap method, that shows how to empirically compute
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the sampling distribution when the population distribution is unknown. Here he treats the
somewhat tricky situation where one has censored data. The bootstrap method is developed
to apply to two-sample tests and to compute confidence intervals.
The last computer-intensive method discussed is randomized tests. Here one’s conclu-
sions are not about the population, but about the samples themselves. Randomized versions
of the two-sample t-test and two-sample paired are provided. The questions here revolve
around whether two samples are different or correlated. The chapter ends with an empirical
comparison of the various computational statistics with the standard ones, when both can
be applied. He concludes that bootstrap methods are particularly appealing to researchers
in artificial intelligence since they are robust when the sample size is large and they do not
rely on having an underlying model of the population.
Chapter 6 deals with the questions revolving around comparing a program’s performance
with other programs or with variants of itself. How can we assure ourselves that observed
changes are real? How confident are we in these conclusions? Once we have assured
ourselves that the change is real, then we can go onto the next, and more important
question, of why these changes occurred. That topic is dealt with in Chapter 7.
There are number of methods for demonstrating change, but pitfalls, as the text reveals,
abound. One approach is the t-test, which is appropriate when there are only a few groups
to evaluate. With more than a few groups, analysis of variance is appropriate. As always
Cohen takes care to distinguish slippery concepts, such as the different meanings of the null
hypothesis. There are a host of methods for doing analysis of variance and in an appendix,
Cohen includes the mathematical foundation of one-way analysis of variance. There are
two central questions: First, is there any difference in the various groups? Second, are
there any pairwise differences? Cohen presents the Sheffe tests and the least significant
difference tests for answering these questions. He emphasizes that it is important to run
both types of tests and then to think carefully about interpreting their results. Besides using
the chi-square statistic, Cohen takes the opportunity to introduce the G test statistic, which
he reuses in future chapters. He provides several interpretations of the G statistic, again
demonstrating the need to be careful about exactly what can be inferred.
The cost of data is an important concern. Each datum can be very expensive. Cohen
shows how k-fold cross-validation can efficiently use the data for both testing and training.
Learning curves can be derived from bootstrap tests, which enable the experimenter to
decide whether additional data is worth the cost. Problems with overfitting the data, a
common problem in machine learning, are highlighted. By always including examples,
many of them from real data, Cohen emphasizes the problems that are often excluded or
underplayed in standard textbooks. These problems included noise, extraneous variables,
outliers, etc.
The goal in Chapter 6 was to show, with confidence, that change had occurred.
In Chapter 7 the more significant problem is addressed: how to explain the observed
behavior. This leads to the difficult task of identifying relevant variables or factors and
also determining whether they interact or not.
In the previous chapter one-way analysis of variance was introduced. Now two-way
and three-way analysis of variance are described in order to elucidate the relationship
between variables. Using this approach he shows how to demonstrate that there is no
interaction between variables. Since the analysis of variance relies on a linear, additive
284 D. Kibler / Artificial Intelligence 113 (1999) 281–284
model of effects, Cohen notes the values of transforming the data. Such transformations
rely on an understanding of the domain as well as an understanding of the statistical
methods: a recurrent theme in the text. Using the ideas developed, Cohen shows how to find
dependencies in complicated data that naturally arises from AI systems, such as execution
traces.
Chapter 8 deals with the topic of modeling. A model simplifies and reveals, highlighting
those factors that primarily determine a system’s performance. Performance depends on
researcher’s goals, a theme that is repeated throughout the text. Perhaps the simplest model
is a linear one. In a fashion similar to that of one-way analysis of variance, the variance
around the regression line is divided into two components: that which is explained by the
factor and the residual. If the residual is large, then a better model might be found by
transforming the data, another theme in the text.
After creating a model, the next question is to ascertain the confidence in the model.
Relying on ideas presented earlier, Cohen shows how to use bootstrap methods to
determine confidence intervals around regression lines. The linear method naturally
extends to multiple linear regression, but this can lead to over-fitting, as is duly noted. The
notion of a causal model is discussed with care, emphasizing that statistical validity only
implies correlation, a necessary but not sufficient condition, for causality. For example,
early astronomers had highly accurate predictive models of the movements of the planets
and stars that rested on the false model of epicycles. Proceeding with caution, Cohen
introduces the notion of structural equations as potential causal models and provides an
algorithm for constructing them.
In the final chapter, Cohen describes the value and limitation of statistical generalization.
Here the problems of non-random data, changing system, and generalization to other
systems are addressed. System descriptions vary in their level of detail and, in AI, the
highest or causal level is rarely provided. Since experiments can only produce data, Cohen
exhorts the intelligent application of statistic analysis to glean as much as possible from
the data, without overstepping what may be confidently inferred.
In summary, the text is a pleasure to read. Concepts are introduced with concrete real
examples that show the value of statistical reasoning. The lack of mathematical proofs does
not imply the text lack rigor or depth or breadth. However I was somewhat surprised that
Principal Component Analysis was not introduced after Chapter 8, as it provides a natural
way to combine variables linearly and is frequently used on real data. While the book might
well be used as a text for seniors or graduate students, no exercises are provided. On the
other hand the text provides many example data sets that could easily be used as a basis for
such exercises. In all, Cohen has succeeded in writing an enjoyable, instructive book that
provides AI researchers with a host of tools to better understand and report their work.
