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Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum. Disinformation
has long been regarded as a severe social problem, where fake news is one of the most representative
issues. What is worse, today’s highly developed social media makes fake news widely spread at
incredible speed, bringing in substantial harm to various aspects of human life. Yet, the popularity
of social media also provides opportunities to better detect fake news. Unlike conventional means
which merely focus on either content or user comments, effective collaboration of heterogeneous
social media information, including content and context factors of news, users’ comments and the
engagement of social media with users, will hopefully give rise to better detection of fake news.
Motivated by the above observations, a novel detection framework, namely graph comment-user
advanced learning framework (GCAL) is proposed in this paper. User-comment information is crucial
but not well studied in fake news detection. Thus, we model user-comment context through network
representation learning based on heterogeneous graph neural network. We conduct experiments on
two real-world datasets, which demonstrate that the proposed joint model outperforms 8 state-of-the-
art baseline methods for fake news detection (at least 4% in Accuracy, 7% in Recall and 5% in F1).
Moreover, the proposed method is also explainable.
Keywords Fake news · Social media · Graph neural networks
1 Introduction
Fake news refers to false and often inflammatory information disseminated under the guise of news reports. In this
era of rapid development of social networks, fake news is common on social networks. Many bloggers choose to
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which can attract attention and profit for these bloggers [1, 2, 3, 4]. According to the daily bulletin of the World
Health Organization on February 2nd, the outbreak of the COVID-19 has been accompanied by a massive ’infodemic’,
which means an over-abundant of information - some accurate and some not 1. Information flooding makes it difficult
for people to distinguish fake information from facts, which is easy to cause social disorder and disturb the control
of the epidemic. In 2018, the European Commission released a report "Fake News and Disinformation Online" in
Eurobarometer [5]. The results of the report show that widespread fake news has harmful social effects, slowing people’s
trust in social media. This indicates respondents are less trusting of online news and information than traditional
sources. Moreover, against the background that fake news is becoming a global public hazard, more and more countries
begin to reflect and strengthen measures to control fake news and ensure the spread of accurate information in society.
Therefore, social media is responsible for preventing the spread of fake news in order to strengthen trust in the entire
news ecosystem and it is important to detect fake news in social media [6, 7, 8, 9, 10].
However, the advent of social media means that true and fake news is presented in a similar way, sometimes hard to
distinguish. First, in order to attract readers, the content of fake news is mixed with true and false information. Second,
social media data is massive and various, e.g., a large number of anonymous users transmit noisy information. The
recent research about fake news detection on deep learning algorithms has achieved notable success [11, 12], which
utilize various news features on social media, such as text content, user characteristics and user comments. However,
context learning for fake news has not been maximized. Specifically, first of all, it is not enough to get accurate fake
news prediction only according to text content [13, 14], because context on social media is usually short and fragmented.
Secondly, another research on fake news detection is based on analyzing features of first news spreaders, while ignoring
the opinions of subsequent user comments [15, 16].
In order to deal with the above-mentioned limitations of the existing methods, in this paper, we propose a novel
method to study the challenge of fake news detection. First, we study words context and sentences context to model
news content representation. In addition, we obtain potential nodes information and rich neighborhood information
among nodes by establishing a heterogeneous graph between news users and news comments. Therefore, we build
a graph comment-user advanced learning framework through 1) A heterogeneous graph neural network can obtain
the representation of users and comments, which better utilizes the user-comment information on social media to
understand the user-comment context. The example illustration is shown in Fig. 1. In this example, the news content is
about "preparing to arrest sanctuary city leaders", which is related to words such as "anarchy" and "rebellious usurpers"
in the comments. Therefore, we can use the relevant content in comments to help detect the authenticity of a piece of
news. 2) A text representation module based on the unified pre-trained language model [17] for news content learning,
which uses the self-attention learning mechanism to capture the longer distance dependency between sentences more
efficiently and deeply. The contributions of this paper are summarized as follows:
• We propose a novel GNN-based model named Graph Comment-User Advanced Learning (GCAL) for fake
news detection, that jointly learn explicit and implicit contextualized representation effectively in news content
and user-comment interactions.
• We provide a novel perspective for fake news detection to derive information from user comments by a
heterogeneous graph network construction that captures both structure and content heterogeneous information.
• We conduct extensive experiments on two real-world datasets, and our results demonstrate that the superior
effectiveness of GCAL over state-of-the-art graph-based and other new methods for fake news detection and
explainable sentences selection.
2 Related works
2.1 Fake news detection
We have all encountered fake news, but it is difficult to identify fake news from massive news. This question leads
researchers to explore various ways for evaluating the authenticity of a piece of news. In recent years, as an emerging
research direction, fake news detection is still in a slow development stage.
Content-based methods: Knowledge plays a crucial role in the deep excavation of news content. The method based
on knowledge graph compares the extracted knowledge from news to evaluate the authenticity of news content [18].
The New news is happening every day, which can bring new knowledge to promote fake news detection. Reporters
have the same writing style as writers. News style is the ability to express facts and spread information, and it can
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Good!! It’s about time...
we cannot have anarchy!
I want their "Symbolic 
Incarceration" to include 
a "Mock Tribunal"  at 
Gitmo, or Diego Garcia. 
Along with an extended 
stay in Leavenworth 
Kansas.
God bless you all we need 
a nation of Lock Keeper's 
not rebellious usurpers of 
are valid Constitution we 
will rejoice and thank 
God.
User-Comment in Twitter
January 2nd, 2005, was a very important day in seven-
year-old Katie Flynn’s life. She was one of the flower girls 
at her aunt Lisa’s wedding, along with her younger sister 
Grace. Over 200 friends and relatives had gathered on a 
beach in Long Island to witness Lisa and David exchange 
their vows and join in holy matrimony.
The guests watched on as Katie and Grace walked down 
the isle with their beautiful dresses and innocent smiles –
but nobody could have known this was to be the last day 
of young Katie’s life.
......
Police reports revealed that Heidgen’s blood alcohol level 
was more than three times the legal limit. He had 
consumed at least 14 drinks and had been driving at 70 
miles an hour, on the wrong side of the highway, for at 
least two miles before the catastrophic accident occurred.
The driver of the limousine, 59-year-old Stanley 
Rabinowitz, was killed instantly after being crushed by 
the engine. The bride’s father, Christopher, broke both of 
his legs in several places after being thrown to the floor. 
He later had to have one amputated. His wife, Denise, 
was also seriously injured, and little Grace was stuck in 
the folds of the wreckage.
……
News Content
Trump’s DHS Secretary Confirms They Are 
Preparing To Arrest Sanctuary City Leaders
Figure 1: Example of social media and news content interaction, which consists of news content and user comments.
Some important user comments are highly correlated with sentences in the news content.
information from the content [19]. For example, [20] proposed the text analysis tool (LIWC) based on linguistic inquiry
and word count, and in the same year, the sentence relevance research based on rhetorical structure theory (RST) was
proposed [21]. In 2018, the convolutional neural network (CNN) [22, 23] can also automatically learn content features
to detect rumors.
Social network propagation-based methods: On social media, the spreading power of truth cannot compete with
rumors. In 2018, The Atlantic investigated 3 million tweeters published by 126 thousand users on social media from
2006 to 2016. In each evaluation, fake news spread faster and wider than the truth 2. Based on this phenomenon, the
evaluation method of news credibility based on homogeneous network was proposed by [24, 1, 25], and the network
structure method based on news propagation on social media has been proposed by [26].
Explainable learning-based methods: Explainability can help users better understand the behavior of the model,
explain the results of the model, and improve the trust and transparency of the model [27]. There are usually two types
of explainability: integrating the explanation module into the model construction or using a new model to explain
the results of the current model. In 2019, [7] proposed a method which could explain fake news detection, and it
used a sentence-comment joint attention mechanism to capture the semantic consistency of news sentences and news
comments.
2.2 Text representation based on neural networks
Nowadays, with the gradual development of neural networks, more and more text representation models have been
proposed, and efficient text representation models are in the top priority in text classification tasks [28]. It is divided
into the following three categories:
Word vector-based methods: Word2Vec [29, 30] algorithm includes CBOW and Skip-gram models. CBOW learns
word vectors in the prediction from the context to a target word, skip-gram learns word vectors in the prediction from






























Figure 2: User-comment Graph and News-GNN model: the node representation vi of Ni is integrated by aggregating
its two types neighbors features.
Recurrent neural network/ Convolutional neural network-based methods: Text-CNN [32] method is based on
convolutional neural network, which inputs word vector matrix into convolution layer, pooling layer and full connection
layer, and finally obtaining important local features of the text. Recurrent neural network is good well in capturing
long-distance information, which can solve the shortage of CNN. Text-RNN [33] uses LSTM model to obtain sentence
representation.
Attention mechanism-based methods: In the natural language machine translation task, attention mechanism is
proposed to filter a large amount of irrelevant information, which is an effective method of information selection [34, 35].
Text representation methods based on attention mechanism include hierarchical attention and self-attention. Hierarchical
attention means that word encoder obtains word vector representation, and then inputs sentence vectors composed of all
word vectors into sentence encoder to obtain text representation [36]. Self-Attention uses bidirectional LSTM to obtain
the sentence representation [37]. The Transformer model [38] and BERT [39] model all use the self-attention method.
2.3 Graph neural networks
Graph neural network captures the interrelation between nodes by mapping the data of non-euclidean space [40, 41].
GAT [42] model uses attention mechanism to distribute different weights for the features of adjacent nodes, and learns
the feature representation of nodes. GraphSage [43] model uses LSTM to aggregate the features of adjacent nodes of
each node to represent this node, which can generate vector representation for invisible nodes. HAN [33] model uses
hierarchical attention mechanism on heterogeneous graph to learn different types of connection information between
nodes. HetGNN [44] model aggregates different types of nodes to deal with various graph mining tasks. Network
embedding transforms complex network information into structured multi-dimensional features by transforming the
network structure into multi-dimensional vectors. Metapath2vec [45] builds heterogeneous neighbors of nodes through
the metapath-based random walk, captures connections between different types of nodes, and obtains the heterogeneous
network representation. Through graph structure closeness and text semantic correlation, SHNE [46] conducts jointly
optimization of node embedding for learning heterogeneous graph.
3 Problem Statement
In this section, we will define the detection problem of fake news on social media. Given a news piece A consisting






includes Mi words. Let C be







composed of Pi words. Among all comments, each comment corresponds to each user. Denote the
all users expressing their comments as U = {ui}T1 , where ui is the user corresponding to the comment ci. Following
previous researches, we define fake news detection as a binary-class classification tasks. Given a news A, all users and
comments information about the news A, the model proposed in this paper aims at learning a binary-class classification
function f : f(A,C,U)→ (ŷ) to maximize the accuracy in news classification task.
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Figure 3: GCAL architecture: (a) The proposed framework GCAL. (b) News-GNN model components.
4 The Proposed Framework - GCAL
In this section, we propose a novel fake news detection framework called Graph Comment-user Advanced Learning
(GCAL). GCAL follows a hierarchical attention structure, which includes the following two parts:
Part 1: Attentional learning based on text representation. In this part, we construct the attention learning mechanism
based on a unified pre-trained language model (UniLM) [17] to explore the relation between news sentences.
Part 2: Network representation learning based on heterogeneous graph neural network. As shown in Fig. 2, we
establish a user-comment graph neural network to learn the representation of different types of nodes, and capture
structure information between nodes and comment text information of nodes. In user-comment graph, a node contains
text information (e.g., the comment text) and its own attribute information (e.g., the number of user followers and
friends). Furthermore, we combine user node representation and comment node representation into a user-comment
representation.
Lastly, we finish the sentence-comment co-attention by news sentences representation and user-comment representation,
which captures the semantic affinity of sentences and comments. Fig. 3 shows the GCAL overall architecture.
4.1 News content representation module
The news content is the key to detect true and fake news. The fake news often has an exaggerated language style to
attract people’s attention so as to spread inaccurate information [7]. A piece of news consists of multiple sentences, and
a sentence consists of multiple words. The vital content of a piece of news can be obtained through word-level and
sentence-level. We propose to obtain the representation of news sentences through a natural language understanding
model called UniLM [17].
4.1.1 Word encoder
Inspired by the research of UniLM, UniLM model can well deal with the problem of understanding natural language in
news content. A document is divided into multiple sentences and input into the UniLM model. The UniLM model can
capture the relationship between sentences by learning the context content of sentences, finally, the vector representation
of each sentence in this document is obtained. This model is pre-trained and can be used in three language modeling
objectives: unidirectional (reading text content from left to right or from right to left ), bidirectional (reading text content
5
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from left to right and from right to left) and sentence-to-sentence prediction. The UniLM model includes segment
embedding, position embedding, token embedding, and L-layer Transformer modules. Because a document is split
into multiple sentences, and model training is completed between one sentence pair. Segment embedding is used to
distinguish two sentences in a sentence pair. Specifically, if sentence A and sentence B are split joint, then the segment
embedding will be [0, . . . , 0, 1, . . . , 1], where the numbers of 0 and 1 are the lengths of A and B respectively. There
may be multiple identical words in different positions in a sentence, but the vector representation of this word should be
different. Position embedding is used to distinguish the positions of words in the sentence. Token embedding converts
words from a token to a vector. Transformer [38] is a model that uses the attention mechanism to learn the context
between words in text. UniLM model reads a sentence si from word wi1 to word wiM as follows:
hit = UniLM(wit), t ∈ {1, . . . ,M} (1)





where αit represents the importance of the tth word in sentence i and can be calculated as:











where h′W is the weight parameters.
4.1.2 Sentence encoder
We use the recurrent neural network with GRU units to encode news sentences. The unidirectional GRU algorithm
can only capture features between the current sentence and next sentence. Here we use bidirectional GRU, which can
capture features between previous and next sentences. The bidirectional GRU model contains the forward GRU←−f and








GRU(vi), i ∈ {N, . . . , 1} (6)
The obtained sentence vector Si is composed of the combination of the forward hidden layer and the backward hidden





4.2 User-comment network representation learning module
In this section, we will introduce the representation learning of users and comment nodes in details through hetero-
geneous graph neural network as illustrated in Fig. 3(b). Users from different professional backgrounds and offline
information have various comments on news and promote fake news detection. Some users will distinguish main body
of fake news from true sentences according to their own expertise or offline information source, which may affect
other users’ comments. In this process, the masses who don’t know the truth will also have a negative impact, and
user identity information, such as the number of followers, friends and tweets, needs to be considered. For example,
users of water navy will have fewer fans, fewer friends and more comments of the same type with low quality (low
quality means that the amount of giving the thumbs-up and replying and retweeting is almost zero). Therefore, we
construct user-comment heterogeneous graph to strengthen the deficiencies of only by news content and dig the effective
information of news comments and users, as well as the connection between news comments and news. First, we
need to establish a heterogeneous network about users and comments, and then input this network into a graph neural
network to calculate the vector representation of each user node and comment node. Graph neural network consists of
three parts: node features aggregation, same type neighbors aggregation, and types mixture with attention.
4.2.1 Constructing heterogeneous graph
Each piece of news contains multiple comments, and each comment is posted by a user. When a user receives an
tweet, he or she will often scan the previous few positive or negative comments, which will often affect the comments
that the user is going to post. Therefore, we assume that a comment will be related to ten comments before its
release time. Because those old comments will affect the new comment posted by a user. And the comment-comment
6
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mapping is based on above. Because this paper mainly study the influence of comments information on news and
the user relationship data is missing, the relationship is not taken into account when constructing a heterogeneous
graph. Before constructing the user-comment graph, we have eliminated those users and comments with invalid
information to avoid noise information generated during feature extraction. The heterogeneous graph we build contains
only user and comment nodes, and only user-comment and comment-comment relationship pairs. In the graph, the
user-comment mapping is one-to-many, and the comment-user mapping is one-to-one and the comment-comment
mapping is many-to-many.
4.2.2 Node features aggregation
A user or a comment node contains two kinds of feature information, which are the attributes of the node and the
comment text posted. The attributes of user node include the number of followers, friends, tweets published and
verification flag. The attributes of comment node include the number of giving the thumbs-up, retweets and replies. We
can transform node attributes into attributes vector Aj by one-hot method and get text representation Wj by UniLM
model. Lastly, we aggregate attributes vector Aj and text vector Wj with mean pooling layer for a general node features
representation Nj .
4.2.3 Same type neighbors aggregation
Neighbors of same type have similar feature representations First, we need to obtain all neighbor nodes of the current
comment node through sampling, and then use Bi-LSTM module to aggregate features representation of similar
neighbors. For instance, if the representation set of all type-k neighbors is {N1, . . . , Nj}, we acquire all type-k
neighbors representation NAgg by Bi-LSTM module.
4.2.4 Types mixture with attention
Different types of neighbor nodes have different influences on nodes in a heterogeneous graph. In the user-comment
heterogeneous graph, the comment nodes have two different types of neighbor nodes. The previous network representa-
tion learning model cannot be well applied in the user-comment network, because two kinds of neighbor information of
a comment node are both necessary. Therefore, we use the attention mechanism to combine the feature information of








where v′iv, v ∈ {i, C, U}, v′iv is the node vector representation by above process. Similarly, αiv, v ∈ {i, C, U}, αiv




















where LeakyReLU is a variant of the Relu activation function. Compared with Relu, it does not cause the problem
that neurons do not learn when the activation function enters the negative interval, and u is the parameter of attention
module.
Hence, when a node is input into the graph neural network, the feature representation of all neighbor nodes of the
current node will be calculated first, and then the neighbor nodes of the same type will be aggregated, finally, the
integrated neighbor nodes of different types and the current node are calculated by the mixed attention, and the ultimate
node embedding of current node is obtained.
4.3 Sentence-comment co-attention module
Not all the sentences in a piece of fake news are fake, and some real sentences are to cover the fake information.
If we only rely on the true or false sentences in the news content to judge whether the news is true or false, it is
inaccurate, because each sentence has different importance in identifying fake news. News comments often reflect
the authenticity of the news content, and users may give some important clues of fake news detection according to
their views. However, some users may be the water navy, and their comments should be less important for fake news
detection. Choosing comments related to news content is crucial to fake news detection. We set up a sentence-comment
co-attention mechanism, to fully learn the semantic affinity between news sentences and user comments. The news
content embedding S = {S1, . . . , SN} and the feature representation C ′ = {C ′1, . . . , C ′K} of user comments can be
obtained through concatenating user representation {U1, . . . , UT } and comment represent {C1, . . . , CK}. We firstly
calculate a conformity matrix F as:
F = tanh (C ′TWIS) (9)
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Table 1: Data Statistics
Platform PolitiFact GossipCop
# Users 36,060 95,319
# Comments-Users 73,373 129,710
# True News 152 1,112
# Fake News 237 862
where WI is a weight matrix. Then we are able to transform the attention mapping of sentences and comments with
calculated conformity matrix:




= tanh (WC′S + (WSC
′)FT ) (11)







where Whs and Whc′ is the attention weight. Based on above attention weights, the sentences embedding and comments













where ŝi and ĉi are learned from co-attention mechanism. Aggregate ŝi and ĉi for the news prediction:
ŷ = softmax(Wf [ŝ, ĉ] + bf ) (16)
where Wf is the weight parameter and bf is the bias value. Ŷ ∈ [ŷ0, ŷ1] is used as the prediction value for fake news
detection. In binary classification for fake news detection, our goal is to minimize the following loss function:
Loss = −y log (ŷ1)− (1− y) log (1− ŷ0) (17)
where y ∈ [0, 1] is the true news label, which represents fake news and true news repectively. We will describe the
overall algorithm of GCAL in Algorithm 1.
5 Experiments
In order to identify the effectiveness of our proposed model, we designed empirical studies. In this section, we firstly
introduce the dataset description and the state-of-the-art baseline methods. After that, the experiments will be conducted
to evaluate the performance of the GCAL from various metrics.
5.1 Experiments setup
5.1.1 Datasets
We deploy our experiments on two datasets of fake news detection, which are collected from FakeNewsNet [47]. These
two public datasets are Politifact and Gossipcop. Their key statistics are shown in table 1. Detailed introduction about
two datasets will be described below:
Politifact: In this dataset, the news are divided into real news and fake news by considering the journalists and the
expert reviews on the political news on the website.
Gossipcop: In this dataset, the entertainment news with rating score are collected from social media. The FakeNewNet
only considers the news with rating score less than 5.
These datasets contain news content with labels and social information on users and comments. Comments correspond-
ing to each piece of news are acquired by the FakeNewsNet tool. Comment information includes the comment text
and attributes (e.g., reply count, retweet count and liking count). User information consists of all comments text and
properties (e.g., friends count, followers count, verified flag and statuses count). More detailed information can be
clarified in [47].
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Algorithm 1 GCAL
Input: The news set NS; all news comments NC; all news users
NU ; all nodes attributes NAi, i ∈ {NC,NU}
Output: The news prediction probability vector Ŷ
1: Constructing heterogeneous graph G = (V,E),
V ∈ (NC,NU) and E includes relation between users and comments;
2: // Comment and user nodes embedding
3: for i ∈ {NC ∪NU} do
4: if i ∈ NC then
5: Ci = NewsGNN(NAi)
6: else
7: Ui = NewsGNN(NAi)
8: end if
9: end for
10: for A ∈ NS do
11: // News content embedding.
12: //Each news A has NA sentences.
13: for i ∈ [1, NA] do
14: // Each sentence i has MAi words.
15: for t ∈ [1,MAi ] do
16: hit = UniLM(wit);







22: Let all sentences representation of news A as SA = {St, t ∈ [1, NA]};
23: Get all users representation UA and comments representation CA about news A from step3 to step9;
24: Concatenate UA and CA as C ′A;
25: [ŝ, ĉ] = Co-attention(SA, C ′A);
26: Computer news prediction ŷ = softmax(ŝ, ĉ);
27: end for
28: Ŷ = {A ∈ NS | ŷA};
29: return Ŷ ;
5.1.2 Baselines
We conducted our experiments comparing with the following methods. These methods are classified into two categories:
Graph neural network methods and Text classification methods.
Graph neural network methods
• HetGNN [44]: HetGNN is a heterogeneous graph neural network for various graph mining tasks by aggregat-
ing different types of nodes.
• GAT [42]: GAT uses self-attention neural network to aggregate neighbors’ features for various tasks.
• GSAGE [43]: GSAGE generates a aggregator for node embedding by sampling and collecting features from
neighbors.
Text classification methods
• HAN [33]: HAN combines node-level attention and semantic-level attention to learn information on news
content.
• text-CNN [32]: text-CNN combines the convolutional neural networks and news contents. By utilizing
mutiple convolution hidden layers, it can automatically extract text features.
• text-RNN [33]: text-RNN uses LSTM to encode text information in the last output of recurrent neural network.
• TCNN-URG [48]: TCNN-URG utilizes a two-level convolutional neural network and a conditional variational
auto-encoder for classification.
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Table 2: Performance of all models
Method PolitiFact GossipCopAcc. Pre. Rec. F1 Acc. Pre. Rec. F1
HetGNN .838 .782 .741 .757 .782 .835 .792 .812
GAT .748 .753 .670 .699 .724 .741 .788 .763
GSAGE .735 .681 .660 .669 .679 .621 .653 .636
HAN .832 .834 .725 .770 .735 .756 .783 .768
text-CNN .789 .737 .712 .717 .657 .659 .785 .716
text-RNN .808 .774 .719 .740 .717 .750 0.801 .773
TCNN-URG .853 .926 .691 .791 .703 .712 .854 .777
dEFEND .887 .892 .811 .847 .817 .830 .852 .840
GCAL .924 .917 .884 .900 .828 .847 .850 .848
• dEFEND [7]: dEFEND is a model that develop a sentence-comment co-attention sub-network to exploit
both news contents and user comments to jointly capture explainable top-k check-worthy sentences and user
comments for fake news detection.
5.1.3 Evaluation metrics
In our experiments, we evaluated the results in binary-classification task by the most frequently-used metrics Accuracy,
Precision, Recall, F1 and AUC [49].
5.1.4 Reproducibility
By randomly splitting the dataset into training (75%) and validation (25%), we acquire the set of news nodes as the
target node to conduct the fake news detection. We use the same embedding dimension d = 200 for each baseline
algorithm. In our proposed GCAL framework, due to considering the time performance, we set the maximal length of
news sentences 50 and maximal comment length 20 in two datasets. Differently, the learning rate is 0.0002 in Politifact
but 0.0015 in Gossipcop.
5.2 Performance evaluation
5.2.1 Overall performance
In this section, we will introduce the overall performance of our proposed GCAL framework in fake news detection.
All results are acquired by the average value from performing the same process for 5 times. The results of all methods
are presented in Table 2, which includes the detailed evaluation metrics values.
As can be seen from the results, our GCAL model can achieve the best performance on two datasets and we noted the
following analysis. Firstly, most methods with attention mechanism tend to predict more news correctly (HetGNN,
GAT, GSAGE, HAN, dEFEND and ours). It implys that attention mechanism can better capture the information in news
content. Secondly, methods based on sentence-comment co-attention (dEFEND and GCAL) perform better than others,
because news sentences context and comments context promote to learn additional knowledge about news content. It
shows that complex deep models can achieve good performance by high-level features extraction but not best (i.e.,
dEFEND > TCNN-URG and GCAL > TCNN-URG). In other words, additional information about news content is
helpful to improve the accuracy of fake news detection. Thirdly, according to the comparison with GNNs methods,
we observed that heterogeneity of networks is powerful to obtain more hidden information through constructing a
heterogeneous graph neural network (i.e., HetGNN > GAT and HetGNN > GSAGE).
In terms of Accuracy, Recall and F1 in Politifact data, the current results show that our proposed GCAL has more
discriminative ability than others. In terms of Precision, we find that TCNN-URG outperforms than GCAL. After
detailed analysis, we observed that TCNN-URG tends to predict more true news correctly. However, our study set out
to detect fake news, so higher precision and lower recall are not inaccurate. When considering Accuracy, Precision and
F1 in Gossipcop data, the results indicate that GCAL has the best performance compared with other methods although
slightly lower than TCNN-URG in terms of Recall. In spite of dEFEND is one of the most helpful methods in this
field and utilizes straightforward attention learning to achieve powerful ability in fake news detection. Our proposed
approach outperforms than HetGNN and dEFEND from all metrics perspective, which implies the effectiveness of
heterogeneous neural network learning module. For example, compared with dEFEND, GCAL improves Accuracy by
4%, Recall by 7% and F1 by 5% in Politifact, as well as slightly better in Gossipcop. Our design of graph comment-user
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Figure 4: Different metrics on Politifact and GossipCop for GCAL, GCAL without comment representation(GCAL_NC),
GCAL without user representation(GCAL_NU).
advanced learning based on user-comment graph learning and pre-trained language model based on heterogeneous
graph neural network, which promotes the model to mine more potential information for news content.
5.2.2 Ablation analysis of GCAL
In this part, to validate the effectiveness of the framework in detail, the performance on GCAL News-GNN module
in Fig. 4. We first construct a user-comment graph network and then eliminate user representation(GCAL_NU) or
comment representation (GCAL_NC).
From Fig. 4, we can find that the GCAL has better performance than GCAL_NC and GCAL_NU. It proves our idea
that the combination of the user attention and context feature enables GCAL to absorb features more accommodatively
and perform better and stable. After the user-comment graph network construction, user nodes or comment nodes
computationally aggregate two kinds of nodes context features and consequently results don’t present obvious fluctuation.
More importantly, the user-comment relationship and word-sentence attentional learning indeed can better help news
verification.
5.2.3 Explainability evaluation
In this section, we will introduce the explainability on GCAL for fake news detection. During the fake news detection,
we aim to learn a rank list RS from all sentences. In each piece of news, the rank list consists of k most explainable
sentences, which play a crucial role in the task of identifying fake news. In order to analyze whether the top-k
explainable sentences evaluated by our proposed method are closer to those sentences that most need checking in a
piece of news, we utilize ClaimBuster [50] to get a rank list R̃S as ground truth. ClaimBuster is a tool, which has
learned about 20,000 sentences from past US presidential debates for identifying worthy claims, and can calculate a
reliable score between 0 and 1. Therefore, the higher the score obtained by ClaimBuster, the more consistent with the
facts. Specially, we observe the performance of news sentences explainability by comparing top-k rank list in news
contents determined by GCAL and dEFEND, with the rank list R̃S by ClaimBuster. Meanwhile, we utilize mean
average precision to evaluate results, where k is set as 5 and 10. During the evaluation process, another parameter
n is introduced to control n neighboring sentences for comparison, where n is set as 0 to 4. As can be seen from
Fig. 5, we can get two observations. On one hand, the results show that the overall performance of finding the top-k
explainable sentences which are more consistent with facts in GCAL is obviously better than in dEFEND on two
datasets. Accordingly, we can conclude that our proposed framework can facilitate to analyze the most need checking
sentences. On another hand, due to the increase of n, we note that the mean average precision displays an upward trend
because of the matching condition becoming easing in comparison with ground truth.
6 Conclusion
For a long time, most people were mere social media consumers. Nowadays, with the development of social media,
people are actively engaged in social network interactions and the cost of producing and spreading information has
become very low. Therefore, fake news detection has captured public attention. The diversified information underlying
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Figure 5: The performance of news sentences explainability on two datasets.
social media provides multi-perspective to facilitate fake news detection. Except for news content verification, it is
worthwhile mentioning that how to make full use of heterogeneous information to mine the potential relations between
news users and comments is also crucial. In this paper, we propose a GCAL framework, which utilizes heterogeneous
information from news comments and news users to study the verification of fake news. In addition, the framework
can also be used for the explainable sentences discovery. Experiments on two real-world datasets confirm that our
proposed framework outperforms state-of-the-art methods, which suggests that it can effectively verify a piece of news
on social media. We still can continue to learn more explicit explanation generation of GNN driven method for Fake
news detection in the future since Graph always provides important link to the understanding.
In the future, using news spreading path can be considered as the new type of link in the graph. First, incorporating
comments from authoritative users to select explainable comments for fake news verification. Second, exploring how to
utilize semi-supervised learning into our model to detect massive unlabeled news on different social platform.
12
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