Building on work of Crew, we give a rigid cohomological analogue of the main result of Deligne's "Weil II"; this makes it possible to give a purely p-adic proof of the Weil conjectures. Ingredients include a p-adic analogue of Laumon's application of the geometric Fourier transform in the ℓ-adic setting, as well as recent results on p-adic differential equations, due to André, Christol, Crew, Mebkhout, Tsuzuki, and the author.
Introduction
It has now been more than thirty years since the last of Weil's conjectures on the numbers of points of algebraic varieties over finite fields was established by Deligne [De1] , following on the groundbreaking work of the Grothendieck school in developing the ℓ-adic cohomology of varieties in characteristic p = ℓ. However, while the ℓ-adic cohomology has been very successful as a theoretical construction, anyone who has ever tried to compute an ℓ-adic cohomology space of a variety will realize that the theory is rather far removed from the defining equations of the variety.
A more computationally oriented point of view, based on p-adic analysis, can be seen in the first proof of the rationality of the zeta function of a variety, given by Dwork [Dw] . (Indeed, recently this proof has actually been converted into an algorithm for computing zeta functions by Lauder and Wan [LW] .) The intrinsic computability in Dwork's approach makes it desirable to have a p-adic cohomology theory that has enough formal properties to provide an alternate derivation of the Weil conjectures, independent of the theory of ℓ-adic cohomology. (Note: a rigid cohomological version of the Weil conjectures has been given by Chiarellotto [Ch] , but it ultimately relies on the crystalline version due to Katz and Messing [KM] , which in turn relies on Deligne.) Several candidates for a p-adic Weil cohomology have been proposed. (One natural construction, the p-adicétale cohomology, is not a candidate because it fails to have the correct Betti numbers in most cases, e.g. for any projective curve.) The most successful of the original candidates are crystalline cohomology and Monsky-Washnitzer cohomology, to which we return below. Some less successful candidates, hampered by the absence of proofs of some of the basic structural results, have included Serre's Witt vector cohomology, and a variant of Monsky-Washnitzer pursued in a series of papers by Lubkin [L1] , [L2] , [L3] , [L4] , [LY] .
Crystalline cohomology was developed chiefly by Berthelot and Ogus, following ideas of Grothendieck, into a theory that produces finite dimensional cohomology spaces for smooth proper varieties, and yields Poincaré duality, the Künneth formula and the Lefschetz trace formula for Frobenius. Moreover, the theory admits nonconstant coefficient modules (Fcrystals) and one has finite dimensionality for cohomology with nonconstant coefficients. However, crystalline cohomology is not finite dimensional in general for varieties which fail to be smooth and proper. In particular, the proposed crystalline proof of the Weil conjectures given by Faltings [F] runs afoul of this obstruction, as it involves the cohomology of a convergent F -crystal on an open curve, which fails to be finite dimensional in most examples (e.g., for the trivial F -crystal on the affine line). Monsky-Washnitzer (MW) cohomology was introduced by Monsky and Washnitzer [MW] , [Mo1] , [Mo2] as an offshoot of Dwork's methods; its definition is restricted to smooth affine varieties, but there it admits a Lefschetz trace formula for Frobenius. MW cohomology has the appealing feature of being very explicitly constructed from the defining equations of a given variety, in a manner similar to de Rham cohomology. (It too has been used recently to give explicit algorithms for computing zeta functions; see [Ke1] .) However, for a long time a proof of finite dimensionality of cohomology was lacking except for curves [Mo3] , limiting the usefulness of the theory.
The crystalline and MW points of view were reconciled magnificently by Berthelot with the construction of rigid cohomology. This theory coincides with crystalline cohomology (modulo torsion) for smooth proper varieties and with MW cohomology for smooth affine varieties. Berthelot proved finite dimensionality of rigid cohomology for an arbitrary smooth variety [B1] by reducing to the crystalline case, thus proving finite dimensionality of MW cohomology. He also established Poincaré duality in rigid cohomology [B2] ; these results can be used to give purely p-adic proofs of the rationality and functional equation of the zeta function, but they are not enough to allow Deligne's results on weights to be transposed into a p-adic context.
Berthelot also introduced nonconstant coefficient objects in rigid cohomology, known as overconvergent F -isocrystals. Finiteness of cohomology with nonconstant coefficients was expected to follow from a conjecture of Crew on quasi-unipotent p-adic differential equations, a sort of p-adic analogue of Grothendieck's local monodromy theorem. This conjecture has now been proved (independently) by André [A] , Mebkhout [Me2] , and the author [Ke2] ; as a consequence, finiteness of rigid cohomology with coefficients has been obtained by the author [Ke4] . (Beware that this result does not a priori imply finite dimensionality of cohomology with compact supports.)
The finiteness theorem for rigid cohomology with coefficients, together with additional recent progress on p-adic differential equations, makes it feasible to give not just a rigid cohomological proof of the Riemann hypothesis component of the Weil conjectures, but also an analogue of the main theorem of Weil II. (One should also be able to deduce, for instance, the hard Lefschetz theorem, but we have not attempted to do so.) This project was initiated by Crew [C1] , [C2] , who obtained analogues of several key results, such as the construction of global monodromy and the theory of determinantal weights.
With Crew's results in hand, one can prove the Weil II main theorem in two ways. One way is to imitate Deligne's original proof; this requires a theory of vanishing cycles in rigid cohomology, which is currently being developed by Crew. The other way is to imitate Laumon's proof using a cohomological Fourier transform; this approach was suggested in rigid cohomology by Mebkhout [Me2] , and it is the one we adopt here, using the Fourier transform in rigid cohomology developed by Huyghe [H1] . Our work has been greatly assisted by the beautiful exposition of Katz, based on his lectures at the 2000 Arizona Winter School [Ka] . (Note, however, that Katz's argument is not the same as Laumon's; we have not yet seen how to adapt Katz's method, similar to Deligne's original proof of the Weil conjectures, to the p-adic setting.) Our use of the Fourier transform in rigid cohomology, even in a highly restricted context, will require us to stray out of the category of overconvergent F -isocrystals, which represent only the constant rank coefficient objects in rigid cohomology, into the larger category of arithmetic D-modules. This theory is expected to carry Grothendieck's six operations, but direct images currently remain elusive; ultimately the resolved Crew's conjecture should allow these to be constructed. A first approximation is the pushforward construction of [Ke4] , which we will need to amplify slightly here.
Besides serving as a milestone in the development of p-adic cohomology, having a p-adic version of the Weil II main theorem should make it possible to study the interplay between the archimedean and p-adic valuations of eigenvalues of Frobenius on the cohomology of varieties. For instance, if the eigenvalues of Frobenius on an overconvergent F -isocrystal are algebraic integers all having complex absolute value q i and p-adic valuation iv p (q), then each one is q i times a root of unity, so the Tate conjecture predicts that the corresponding cohomology classes are represented by algebraic cycles.
The structure of this paper is as follows. In Chapter 2 we introduce overconvergent F -isocrystals on affine schemes and recall some fundamental results of Crew. In Chapter 3, we study pushforwards of isocrystals, using heavily the results of [Ke4] . In Chapter 4, we introduce (a scaled-down version of) the geometric Fourier transform in the p-adic setting and study some of its basic properties; we also formulate a trace formula for overconvergent F -isocrystals needed to control the Fourier transform in suitable cases. In Chapter 5, we specialize to the situation over finite fields and carry out the analogue of Laumon's proof of the Weil II main theorem.
A little rigid cohomology
Let q be a fixed power of the prime p. Let k be a perfect field of characteristic p containing F q , let O be a finite totally ramified extension of the ring of Witt vectors W (k), and let K be the fraction field of O. We will assume throughout that O admits an endomorphism σ lifting the q-th power map, and fix a choice of σ.
We will at times need to enlarge q (i.e., to study a particular closed point on a curve over F q ); if q ′ is a power of q, we will denote by O ′ and K ′ the smallest unramified extensions of O and K, respectively, whose residue fields contain F q ′ .
Dagger algebras
We first recall the notion of a dagger algebra; all of the facts we will need can be found in [Ke4, Section 2.2] . For R a ring complete with respect to a valuation v, we define the ring of overconvergent power series in n variables as
An integral dagger algebra is a flat O-algebra which is a quotient of the algebra W n = O x 1 , . . . , x n † for some n > 0. A dagger algebra is the result of tensoring some integral dagger algebra with K over O. For A a dagger algebra, we write A int for the integral dagger algebra contained in A.
Given a dagger algebra A with A int ∼ = W n /a, we define the relative dagger algebra
If f is an element of a dagger algebra A, there is a minimal dagger algebra B containing A in which f is invertible; such a B is called a localization of A. If A int is the quotient of W n by an ideal a, then we can describe B by
If A is a dagger algebra and X = Spec A int ⊗ O k, we say that the affine variety X is the associated space of A, or that A is a dagger algebra corresponding to X. If X is smooth over k, it can be shown that the dagger algebra corresponding to X is unique up to noncanonical isomorphism.
We define the module of differentials Ω 1 A/K of a dagger algebra as follows. For starters, if A int = W n , we simply let Ω 1 A/K be the free A-module generated by dx 1 , . . . , dx n , and equip it with the derivation d :
where I = (i 1 , . . . , i n ). For general A, fix a presentation A int ∼ = W n /a, start with the free A-module generated by dx 1 , . . . , dx n , then mod out by the images of elements of A under the map d defined as above. The result can be shown to be independent of the choice of presentation, so yields a well-defined A-module Ω 1 A/K and K-linear derivation d : A → Ω 1 A/K . If A is a subring of the dagger algebra B, we define the relative module of differentials Ω 1 B/A as the quotient of Ω 1 B/K by the images of da for a ∈ A. We also put Ω n B/A = ∧ i A Ω 1 B/A .
Cohomology of affine schemes
The following discussion will be limited to the case of affine varieties, as all of our computations will be carried out on affines. A discussion of the cohomology of more general spaces will be deferred to Chapter 5, when it will be needed to recover the Weil conjectures from our results; the compatibility of these definitions with the usual definitions in rigid cohomology follows from a comparison theorem of Berthelot 
subject to the compatibility condition
For example, the module M = R, with F acting by σ and ∇ acting by d, is a (σ, ∇)-module, called the trivial (σ, ∇)-module. It can be shown that if the associated space of R is smooth, then the category of (σ, ∇)-modules over R (relative to O) is independent of the choice of σ, in that there are equivalences of categories for any two choices of σ which behave as expected under composition. If R is a dagger algebra corresponding to a smooth k-scheme X, we will refer to a (σ, ∇)module over R also as an overconvergent F -isocrystal on X. Given a (σ, ∇)-module M over R, we define the cohomology spaces as the cohomology of the de Rham complex tensored with M. That is,
In case M is trivial, we write H i (X) in place of H i (X, M). If M is a (σ, ∇)-module, we call an R-submodule N of M a (σ, ∇)-submodule if it is closed under σ and ∇ and is saturated, i.e., is a direct summand of M in the category of R-modules. (Note: N need not be a direct summand of M in the category of (σ, ∇)modules!) This gives us a notion of irreducibility of a (σ, ∇)-module; we say M is absolutely irreducible if it remains irreducible whenever we replace k by a finite extension and K by the corresponding unramified extension.
Given a (σ, ∇)-module M, we define the i-th Tate twist M(i) of M as the (σ, ∇)-module whose underlying R-module is again M and whose connection is the same as that of M, but whose Frobenius has been multiplied by q i .
We can extend the notion of (σ, ∇)-module, and the associated definitions in this section, to any pair of rings R and A given an endomorphism σ on R preserving A and a definition of Ω 1 R/A such that dσ :
In particular, once we define the Robba ring R A over A, we will have the notion of a (σ, ∇)-module over R = R A relative to A.
Cohomology of curves
Throughout this section, assume X is an affine curve. In this case a detailed study of the cohomology of overconvergent F -isocrystals on X has been made by Crew [C2] , which we summarize below. Note that the results of [C2] conditioned on the hypothesis of "strictness" of an overconvergent F -isocrystal (but not of an overconvergent isocrystal without Frobenius structure) are now all unconditional, thanks to the resolution of Crew's conjecture.
The Robba ring R K is defined as the ring of bidirectional power series ∞ n=−∞ c n t n , with c n ∈ K, satisfying lim inf
that is, such a series converges for t ∈ K alg satisfying η < |t| < 1, for some η depending on the series. We denote by R int K the subring of R K of series with v p (c n ) ≥ 0 for all n, and by R + K the subring of series with c n = 0 for n < 0. We denote by R +,int K the intersection of these two subrings.
For those elements x = c n t n ∈ R K for which v p (c n ) + rn → ∞ as n → ±∞, we put
note that for any x, this condition holds for all sufficiently small r > 0. Let A be a dagger algebra with associated space X. Let X be the smooth compactification of X. Then for each closed point x ∈ X, one gets an embedding A ֒→ R int x , where R x is a copy of the Robba ring over the unramified extension of K with residue field κ(x); we can and will take this embedding to map into R +,int
x if x ∈ X. (Warning: this embedding is not canonical.)
A technique due to Dwork (analytic continuation via Frobenius) leads to the following result; see [dJ2, Lemma 6 .3] its proof.
Lemma 2.1. Let M be a (σ, ∇)-algebra over R + K . Then there exists a basis w 1 , . . . , w n of M such that ∇w i = 0 for each i. For x ∈ M, apply this lemma to M over R +
x and let M x be the K-vector space spanned by w 1 , . . . , w n . This vector space is called the stalk of M at x. Then F acts on M x as a σ-linear endomorphism. Define
We now define
(Strictly speaking, these are not how these objects are defined. One actually uses the corresponding definitions in rigid cohomology, then checks that these definitions are compatible with the comparison between the dagger cohomology and rigid cohomology given by Berthelot's comparison theorem. This verification appears in [C2] .) For x ∈ X \ X, we write H 0 loc,x (X, M) for the kernel of ∇ : 
are exact, the snake lemma produces the canonical exact sequence
(1) Moreover, there are F -equivariant perfect pairings (Poincaré duality)
In case k = F q , F acts as a linear map on stalks and on cohomology, and we have the following Lefschetz fixed point formula [C2, (10.4.3) ].
Theorem 2.2. Let X be a smooth affine curve over F q and M a (σ, ∇)-module on a dagger algebra A corresponding to X. Then
.
(2)
Pushforwards in rigid cohomology
The notion of a pushforward is the relative version of the notion of the cohomology of a single space. In this section we will mainly study pushforwards in relative dimension 1 (i.e., in a family of affine curves). This study is a continuation of a similar study in [Ke4] , used there to establish finite dimensionality in rigid cohomology by devissage. Here, we construct also a rigid version of "pushforwards with compact support". We do not verify that this construction is compatible with the analogous construction in rigid cohomology, but this should not be difficult to establish (and is not needed for our present results). Before considering relative dimension 1, we record here a simple but useful fact in a case of relative dimension 0.
In fact, the underlying de Rham complexes are isomorphic: if R/S is an unramified extension of dagger algebras, we have
Fringe algebras and generalized Robba rings
In order to define the Robba ring over a dagger algebra, as we will do in the next section, we need to look more closely at the structure of a dagger algebra. We cannot simply insert the dagger algebra into the definition of the Robba ring in place of K, since a dagger algebra is not p-adically complete and so the set of power series thus defined will not admit a multiplication map. We thus recall the notion of a "fringe algebra" from [Ke4] , which we use in place of the dagger algebra itself. Denote by W n = O x 1 , . . . , x n † the ring of overconvergent power series in n variables over O. (We recall in passing that W 1 is a principal ideal ring, because each element can be written as a polynomial in x 1 times a unit.) For ρ > 0, define the subring S n (ρ) of W n as
We recall some facts about these algebras from [Ke4, Chapter 2]:
(a) Every fringe algebra is contained in the image of S n (ρ) for some ρ under a single presentation W n ։ A int . (The point is that the fringe algebra in question may have been defined using a different presentation.) (b) For ρ sufficiently small, the image of S n (ρ) under W n ։ A int is complete with respect to the p-adic valuation on A int . Let A be a dagger algebra, and let L be the p-adic completion of the fraction field of A. For B a fringe algebra of A such that B int is p-adically complete and r > 0 a positive rational, let R B,r denote the set of series ∞ i=−∞ c i t i in R L such that c i ∈ B for each i, and for any integer d, there are only finitely many i such that p ⌊ri⌋−d c i / ∈ B int . Each R B,r is a ring; moreover, it can be shown that if x ∈ R B,r and 0 < s < r, then x ∈ R B ′ ,s for some larger fringe algebra B ′ . Thus the union of the R B,r over all B, r is a ring, which we define to be the Robba ring of A and notate R A .
We define Ω 1 R A /A as the free module over R A generated by dt, equipped with the derivation d :
Proposition 3.2. The kernel and cokernel of d :
For i + 1 ≥ 0, this last expression is bounded below by ⌊r ′ (i + 1)⌋ − e for some e. For i + 1 ≤ 0, this last expression is bounded below by ⌊r(i + 1)⌋ − e for some e. Thus each of i>−1 c i t i+1 /(i + 1) and i<−1 c i t i+1 /(i + 1) belongs to R A , as then does their sum. We define the residue map Res :
Pushforwards, pushforwards with compact supports
The relative version of the cohomology of a variety with coefficients is the higher direct images of the pushforward of an overconvergent F -isocrystal. For a family of curves, these were constructed "generically" in [Ke4] ; of course this is the best one can do within a category of locally free modules. We will need both these pushforwards and pushforwards with compact supports; we present these following [C2] and our own Section 2.3. However, we will restrict attention to a very special situation, which will suffice for our purposes: we consider the family A 1 × X over X. (Again, we caution that these are made as ad hoc constructions; although we expect them to coincide with the corresponding constructions in the category of arithmetic D-modules, we have neither verified this compatibility nor made any use of it.) Let A be a dagger algebra corresponding to the smooth k-scheme X. Then B = A t † is a dagger algebra corresponding to A 1 × X, and the inclusion A → A t † corresponds to the projection A 1 × X → X. Let R be a copy of the Robba ring R A over A with series parameter t −1 , so that A t † embeds into R.
Let E be an overconvergent F -isocrystal on A 1 × X, corresponding to a (σ, ∇)-module M on B. Then we get a map
By analogy with the notations of Section 2.3, we put
to be zero for values of i not covered by the above list. By the snake lemma, we have an exact sequence of A-modules
Moreover, there are canonical A-linear, F -equivariant pairings
obtained from the canonical pairing [·, ·] : E × E ∨ → A and the residue map Res :
For this to make sense, of course, the result must be independent of the choice of v and w. To wit, if we modify v by adding ∇x for some x ∈ M, we change the pairing by Res ([∇x, w] 
as then a further localization will make them free [Ke4, Lemma 5.13] .
For R i f * M, finite generation follows from [Ke4, Theorem 5.14] . For R i loc f * M, we apply [Ke4, Theorems 4.7 and 4.8] 
, and the latter is free over C ′ of the same rank as M.
We then have maps K → K ′ → K, where the latter map is induced by the trace map Trace : C ′ → C. Since the composition of C → C ′ with the trace map is multiplication by the degree [C ′ : C], so is the composition of K → K ′ → K. In particular, K injects into K ′ , and the latter is finitely generated over C ′ and hence over C. We conclude that R 1 loc f * M is finitely generated.
We now have that R i f * M and R i loc f * M are finitely generated. The finite generation of R i f ! E now follows from the exactness of (3).
One also has Poincaré duality, which amounts to the nondegeneracy of the pairings introduced above.
Proof. It suffices to verify that the pairing is nondegenerate on each side, that is, that no nonzero element of one module pairs to zero with every element of the other module. But this follows from the corresponding assertion over the generic fibre, which is just Poincaré duality on a curve.
One can relate the cohomology of an overconvergent F -isocrystal to that of its pushforwards; the particular instance of this relationship that we need is precisely [Ke4, Proposition 5.15 ].
Proposition 3.5. Let X be a smooth affine k-scheme, let f :
for each i.
Degeneration in families
Our strategy for studying the cohomology of an isocrystal on a curve is to embed that isocrystal into a family most of whose fibres are easy to control. For this to return a result on the original isocrystal, we need a theorem that specifies how the cohomology of an isocrystal behaves under specialization. As in the previous section, we restrict consideration to the specific case of interest.
We begin by assembling a menagerie of rings that we will need for our arguments. Let R t be a copy of the Robba ring over K, with series parameter t. Then identifying the two symbols named t gives an embedding K t, t −1 † ֒→ R t . Let R + t be the subring of R t consisting of power series with no negative powers of t. Let R u be another copy of the Robba ring over K, with series parameter u. Into this ring we will embed K s † , but this time by sending s to u −1 .
Let S r be the set of formal sums i,j∈Z c ij t i u j , with c ij ∈ K for all i, j, such that for any 0 < l ≤ r and any e > 0, there exist only finitely many pairs i, j such that inf i,j {v p (c ij ) + l min{i, j}} < e.
Proposition 3.6. The set S r forms a ring under series addition and multiplication.
Proof. The defining condition of S r is clearly preserved by series addition. Let c = c ij t i u j and d = d ij t i u j be two elements of S r . We must check that the series product cd is well-defined, and then that it belongs to S r .
The fact that the series product cd is well-defined would mean that for any (i, j), the sum of c gh d (i−g)(j−h) over all g, h converges, i.e., the valuation of this term is less than any fixed cutoff for only finitely many pairs (g, h) .
For any e > 0, the two quantities in parentheses are less than e for only finitely many pairs (g, h) . Hence for any e > 0, v p (c gh d (i−g)(j−h) ) < e for only finitely many pairs (g, h), and the double sum converges. The same argument as above yields that for 0
For any e > 0, there are only finitely many pairs (g, h) such that either v p (c gh )+l min{g, h} < e or v p (d (i−g)(j−h) ) + l min{i − g, j − h} < e. Thus for any e > 0, there are only finitely many pairs (i, j) such that v p ((cd) ij ) + l min{i, j} < e. We conclude that cd ∈ S r . Since S r is closed under addition and series multiplication, it forms a ring.
Let S be the union of the S r for all r > 0; this is again a ring. In fact, it can be viewed as a two-dimensional version of the Robba ring over K. Let S + be the subring of S consisting of series of the form i,j a ij t i u j with a ij = 0 whenever j > 0. Then we obtain an embedding
For any localization A of K t † , let R A be a copy of the generalized Robba ring over A (as defined in Section 3.1) with series parameter u. We then obtain an embedding A s † ֒→ R A sending s to u −1 , and an embedding R A ֒→ S sending u to u.
Let R be the ring of formal power series in t with coefficients in K s † ; then K s, t † embeds naturally into R. Similarly, let R ′ be the ring of formal power series in t with coefficients in R u .
We define Ω 1 S/K as the free module over S generated by dt and du, equipped with the derivation d :
On all of the rings defined above, we will use the Frobenius lift σ defined by i,j a ij s i t j → i,j a σ ij s qi t qj (or analogously with s replaced by u). Note that σ carries S r into S r/q . Given a (σ, ∇)-module M over K s, t † , we can decompose ∇ into its components ∇ s and ∇ t mapping to M ds and M dt. Also, we can tensor M over K s, t † with any ring T containing K s, t † ; we denote the result by M T for brevity.
The proof is yet another incarnation of Dwork's fundamental technique of analytic continuation via Frobenius, which arose earlier in the form of Lemma 2.1.
Proof. Choose e 1 , . . . , e n ∈ M 0 ⊗ R u such that ∇ s e i ∈ M 0 ds and the images of the e i in H 1 c (A 1 , M 0 ) form a basis of that K-vector space. Then there exists an invertible matrix C 0 over K such that F 0 e i − j (C 0 ) ji e j ∈ M 0 , where F 0 is the Frobenius on M 0 induced by the Frobenius F on M.
For
equivalent to a collection of relations that express j (C 0 ) ji w jl as an element of M 0 plus a K-linear combinations of the w jl ′ for l ′ < l. Since C 0 is invertible, these relations express w jl in terms of the same data. We conclude that modulo M R , there exists a unique basis w 1 , . . . , w n such that w i reduces to e i modulo t and
By the compatibility between F and ∇ and the fact that C 0 does not depend on s or t, we have
for each i, and ditto for ∇ t w j . Applying this repeatedly starting from l = 0 yields ∇ t w j ∈ t l M R ′ dt+M R dt for all l, and so ∇ t w j ∈ M R dt.
Likewise, from the first equation, we deduce that ∇ s w j ∈ M R ds as follows. Recall that the w j were chosen so that ∇ s w
Applying this repeatedly starting from l = 1 yields ∇ s w j ∈ t l M R ′ ds + M R ds for all l, and so ∇ s w j ∈ M R ds.
Choose a basis y 1 , . . . , y m of M 0 , write w i = j,k l≥0 c ijkl u k t l y j , and put
We now verify that v i ∈ M S ; here is where Dwork's trick comes into play. Let B and N be the matrices over K s, t † such that F y j = h B hj y h and ∇ t y j = h N hj y h dt. Write B hj = l B hj,l t l and N hj,l = l N hj,l ; then we can choose c, d > 0 such that w c (B hj,l ) ≥ −d and w c (N hj,l ) ≥ −d for all h, j, l.
Write v i = l v il t l , and define w r (v il ) as min j {w r ( k c ijkl u k )}. Choose e > 0 such that w r (v j0 ) ≥ −e for all j; then the equation
For each l, this equation states that k>0 lc ijkl u k can be obtained by extracting certain terms from the coefficient of t l in the sum
We now use the equation
It follows that v p (c ijkl ) + r ′ min{k, l} tends to infinity as min{k, l} → ∞ for any r ′ > 0, and
In other words, any such v is congruent modulo S + to a R t -linear combination of elements of M R A .
Proof. We may identify
Recall how we compute the Poincaré duality pairing between
We can apply the same construction even to v ∈ M S such that ∇ s v ∈ M A s † ds, using the canonical map M S ⊗ M ∨ S ds → S du and the residue map S du → R t sending ij c ij t i u j to i c i(−1) t i . Let c i ∈ R t be the image of this pairing when applied to v and w i ds. By the perfectness of the pairing between R 1 f * M ∨ and R 1 f ! M, we can find r 1 , . . . , r n ∈ R t such that j r j v j and w i also pair to c i . Thus v − j r j v j pairs to zero with w ds for any
We now obtain the desired result, relating the cohomology of a single fibre to the cohomology of the pushforward on the nearby fibres.
By Lemma 3.7, H 1 c (A 1 , M 0 ) injects into the object on the left, whereas the object on the right is canonically isomorphic to H 0 loc,0 (X, R 1 f ! M). This yields the desired injection.
More degeneration in families
We continue to consider the situation of the previous section, particularly in the case when the injection of Theorem 3.9 is actually a bijection.
Lemma 3.10. Let W be an n × n invertible matrix over R t . Then there exist invertible matrices U and V such that U is defined over
Proposition 6.6], we can factor W A as BC, with B invertible over R + t and C invertible over
, and we may put U = B and V = CA −1 .
Lemma 3.11. Let M be a (σ, ∇)-module over K t † and let A be a localization of K t † .
Proof. Let P (t) be a polynomial such that A is obtained from K t † by inverting P (t); we may assume without loss of generality (after possibly enlarging K) that P (t) factors completely over K. Let e 1 , . . . , e n be a basis of M, and write v = i c i e i with c i ∈ A.
Suppose 0 is a root of P (t). Let R be a copy of the Robba ring with series parameter t, and let R + be the subring of series with only nonnegative powers of t, equipped with the natural embedding K t † ֒→ R + . By Lemma 2.1, there exists a basis w 1 , . . . , w n of M ⊗ K t † R + such that ∇w i = 0 for each i. In particular, we can write e i = j E ij w j for E an invertible matrix over R + . Now
In fact, the above process can be applied to each root of P (t) in succession, establishing that c i lies in successively smaller localizations of K t † , and ultimately in K t † itself. This final conclusion yields v ∈ M, as desired.
Proof. We retain all notation of the previous section. Let A be a localization of K t † over which R 1 f * M and R 1 f ! M are (σ, ∇)-modules, necessarily of dimension d. Suppose A is obtained from K t † by inverting the polynomial P (t); we may enlarge K without loss of generality, so that the roots of P are defined over K.
Suppose that 0 is a root of P (t). Then the canonical injection H 1 c (M 0 ) ֒→ H 0 loc,0 (R 1 f ! M) given by Theorem 3.9 maps a vector space of dimension dim(H 1 c (M 0 )) = d into a vector space of dimension at most rank(R 1 f ! M) = d. Thus it is actually an isomorphism; in particular, Write
Repeat the above process with the w i replaced by the x i and 0 replaced by another root of P (t), and continue until all roots of P (t) have been used. The net result will be y 1 , . . . , y d ∈ M S , with S = R K t † , such that ∇ s y i ∈ M S + ds and y 1 , . . . , y d are linearly independent in R 1 f ! M.
We must still show that R 1 f * M is free over K t † . Note that dim H 1 (M s ) = dim H 1 c (M ∨ s ) by Poincaré duality, so the same reasoning as above yields that R 1 f ! M ∨ is free over K t † of rank d. Let y 1 , . . . , y d be a basis of R 1 f ! M ∨ . By pairing with y 1 , . . . , y d in succession, we obtain a K t † -module homomorphism R 1 f * M → (K t † ) d . If the image of this map were a submodule of (K t † ) d of rank less than d, all elements of the image would satisfy some linear relation, so the same would be true over A. However, this would contradict Poincaré duality. Thus the image has rank d, and so in fact is free of rank d.
Suppose v ds ∈ M ds belongs to the kernel of the aforementioned map, i.e., v pairs to zero with each of y 1 , . . . , y d . By Poincaré duality over A, v ds = ∇ s w for some w ∈ M A s † . Let L be the p-adic completion of the fraction field of K s † ; then L t † contains K s, t † , and we can find a localization L ′ of L t † that contains A s † . Now view the equation v ds = ∇ s w as a statement about the (σ, ∇ s )-module M L † , with w ∈ M L ′ ; Lemma 3.11 then implies that w ∈ M L t † . Since A s † ∩ L t † = K s, t † , we conclude that w ∈ M, so that v ds is zero in R 1 f * M. In other words, R 1 f * M is equal to its image in (K t † ) d , and so is free of rank d. This completes the proof.
A p-adic Fourier transform
In this section, we construct a p-adic version of the geometric Fourier transform in ℓ-adic cohomology, as introduced by Deligne and employed by Laumon to give an alternate derivation of the Weil II results. Our point of view will be from the theory of arithmetic D-modules, but for the simple-minded manipulations we have in mind, we do not need any of the rather substantial theory currently available about such objects. In fact, our first act once we have defined our Fourier transform will be to relate it to a more naïve construction which makes no reference to D-modules.
In fact, a more general Fourier transform in rigid cohomology has been constructed by Huyghe [H1] , and it is known to coincide with the corresponding naïve construction under suitable conditions [H2] . We have not verified that Huyghe's construction specializes to ours, though we fully expect this to be the case.
Throughout this section, we assume that K contains a primitive p-th root of unity. It is equivalent to assume that K contains a (p − 1)-st root of −p, which we will call π.
The ring D and the Fourier transform
We construct the ring D as a ring of "overconvergent differential operators" on K t † . We then show that (σ, ∇)-modules are in fact modules over this ring D. This will allow us to define the Fourier transform by the usual trick of interchanging multiplication and differentiation.
Lemma 4.1. For any positive integer n, n/(p − 1) ≥ v p (n!) ≥ n/(p − 1) − ⌈log p (n + 1)⌉.
Proof. The upper bound is straightforward. As for the lower bound, suppose that p m < n + 1 ≤ p m+1 , so that m + 1 = ⌈log p (n + 1)⌉. Then
as desired.
Let R be the noncommutative polynomial ring in the variables t and ∂ over K modulo the relation ∂t − t∂ = π −1 . Lemma 4.2. In R, one has
Proof. The equality is evident if m = 0 or n = 0. The general case follows by induction on m + n:
Let D be the set of formal power series ∞ i,j=0 a ij t i ∂ j such that lim inf i,j {v p (a ij )/(i+j)} > 0. (We will call it D t when we need to specify the series parameter.) We use the above calculation to show that multiplication of power series in D is well-defined.
converges in K for each m, n, and the series c = ∞ m,n=0 c mn t m ∂ n belongs to D. Proof. By the definition of D, there exist constants e, f such that v p (a ij ) ≥ e(i + j) − f and v p (b kl ) ≥ e(k + l) − f for all i, j, k, l. By Lemma 4.1, the valuation of the summand for any given i, j, s is at least
This expression tends to infinity as s → ∞, so the sum converges. More precisely, for any g with 0 < g < e, there exists h such that ex − log p (
Thus ∞ m,n=0 c mn t m ∂ n ∈ D, as desired. In the notation of the proposition, we define a multiplication operation on D by setting ab = c. On the subset R of D, this operation coincides with the multiplication in R by Lemma 4.2. Since R is dense in D under the p-adic topology, the usual axioms can be verified by reducing them to statements about R, and so D forms a ring under series multiplication.
Proposition 4.4. Let M be a (σ, ∇)-module over K t † . Then for any c > −1/(p − 1), there exists d > 0 and a basis e 1 , . . . , e n of M with the following property: for any fringe algebra A of K t † , there exists a fringe algebra B containing A for which whenever we have v ∈ B int e 1 + · · · + B int e n , we also have
Proof. Choose j large enough that p j (p − 1)c + (p j − 1) > 0. Choose any basis v 1 , . . . , v n of M to start with, and let N 0 be the matrix via which ∇ dt acts on this basis. Then ∇ dt acts on the basis F v 1 , . . . , F v n via the matrix dt σ dt N σ 0 . Since dt σ dt has positive valuation, repeatedly applying F eventually yields a basis e 1 , . . . , e n on which ∇ dt acts via a matrix N with v p (N) > v p ((p j )!). Choose a fringe algebra B such that for some l > 0, B int consists of those series i b i t i with v p (b i ) ≥ li; by taking l small enough, we thus ensure that B contains A and that N/(p j )! has entries in B int .
Put
We now calculate
which tends to infinity with i. Thus for d large enough (and independent of l), p ⌈ci⌉+d ( ∇ dt ) i v is always an element of O of positive valuation times (
This yields the desired conclusion. Corollary 4.5. Let M be a (σ, ∇)-module over K t † . For any series a ij t i ∂ j in D and any v ∈ M, the series
Proof. Pick c ′ > 0 and d ′ such that v p (a ij ) − c ′ (i + j) + d ′ ≥ 0 for all i, j, and choose c with 0 < c < c ′ . Choose d and e 1 , . . . , e n satisfying the conclusion of Proposition 4.4, and choose a fringe algebra A such that p ⌈c ′ i⌉ t i ∈ A int for each i, and such that v = c 1 e 1 + · · · + c n e n with c k ∈ A for all k; there is no loss of generality in assuming that in fact c k ∈ A int for all k. By Proposition 4.4, we can find a fringe algebra B containing A such that p ⌈cj⌉+d π j ( ∇ dt ) j v ∈ B int e 1 + · · · + B int e n . Now write
which tends to infinity with j. Thus for a suitable e, p e a ij t i (π −1 ∇ dt ) j v ∈ B int e 1 + · · · + B int e n and the valuation of each coefficient tends to ∞ with i + j. Thus the series converges, as desired.
By the corollary, any (σ, ∇)-module over K t † can be given the structure of a left D-module.
The ring D admits an automorphism ρ sending t to ∂ and ∂ to −t. More explicitly, the formula for ρ can be read off from Lemma 4.2:
Thus given a D-module M, we get a new D-module D ⊗ ρ M; we call this the Fourier transform of M and denote it by M . The Frobenius structure on the Fourier transform of a (σ, ∇)-module will be obtained using the naïve Fourier transform in the next section. However, it is worth sketching how one can build Frobenius directly into the ring D; we again defer to [H1] for a much more detailed and general discussion.
One can enlarge D to include an element F satisfying the relations
and the automorphism ρ can be extended to this larger ring. Namely, define c i ∈ K by the formal identity ∞ i=0 c i t i = exp(−πt + πt σ ); then in fact c i t i ∈ K t † , and the extension of ρ satisfies
and ρ(ρ(F )) = qF .
The naïve Fourier transform
The description of the Fourier transform given above is concise and elegant, but not particularly amenable to analysis of the sort we wish to carry out. For this, we need a more explicit description; we get this description at the expense of restricting M.
The Artin-Schreier isocrystal on the t-line A 1 is an overconvergent F -isocrystal of rank one, defined as follows. Associating to A 1 the dagger algebra K t † with Frobenius lift t → t p , we define a (σ, ∇)-module L of rank one over K t † by giving a single generator v and the Frobenius and connection actions
This isocrystal is not unipotent, but it becomes unipotent upon adjoining u such that u p −u = t.
For any variety X and any map f : X → A 1 (i.e., any regular function on X), we define L f as the pullback of the Artin-Schreier isocrystal along f . Note that L f +g = L f ⊗ L g .
Let M be a (σ, ∇)-module over K t † . Let f : K s † → K s, t † and g : K t † toK s, t † be the canonical embeddings. Then g * M and L st are (σ, ∇)-modules over K s, t † , as then is N = g * M ⊗ K s,t † L st .
We can decompose Ω 1 K s,t † into two rank one submodules, generated by ds and dt. Let ∇ s and ∇ t be the components of the connection on N mapping to these two submodules.
We define the naïve Fourier transform of M as M naive = coker ∇ t ; this is a D s -module equipped with a σ-linear Frobenius map, but is not necessarily locally free. The nomenclature is justified by the fact that under suitable conditions, this construction coincides with the true Fourier transform, as we show below.
Proof. We first check surjectivity. Choose a basis of M. Given v = i v i s i in g * M ⊗ L st , choose a constant c ′ > 0 and a fringe algebra A of K t † such that such that p −⌈c ′ i⌉ v i is an A int -linear combination of basis elements for each i. Choose c with 0 < c < c ′ ; by Proposition 4.4, there exists another basis e 1 , . . . , e n , a fringe algebra B and some d > 0 such that
belongs to B int e 1 + · · · + B int e n for each i, j. Thus the series
converges in g * M, and its limit w satisfies ∇ t w = (v−v 0 ) dt. Thus every element of coker ∇ t is represented by an element of the form v 0 dt with v 0 ∈ M, so the map M → coker ∇ t is surjective. We next check that the map is injective. Suppose v ∈ M becomes zero in coker ∇ t ; that means there exists
On the other hand, by the same argument as above, (−π) −i ( ∇ dt ) i w i converges p-adically to 0, a contradiction unless v = 0. Thus the map is injective.
For our purposes, the main significance of this result is due to the following. Proof. The first assertion follows immediately from Proposition 3.12, so we focus on the second. If M is reducible as a (σ, ∇)-module, it has a Frobenius-stable D-submodule N such that N and M / N are infinite dimensional K-vector spaces. Undoing the (non-naïve) Fourier transform gives a Frobenius-stable D-submodule N of M such that N and M/N are infinite dimensional K-vector spaces. Let P be the saturation of N as a K t † -submodule of M; then P is a (σ, ∇)-submodule of M, and N/P is finite dimensional over K. Thus P and M/P are infinite dimensional K-vector spaces, so both have positive rank over K t † and M is reducible. The contrapositive is that if M is irreducible, then so is M ; the same is true over any extension of K, so if M is absolutely irreducible, so is M .
An Euler characteristic formula
In order to apply the results of the previous section to a (σ, ∇)-module M over K t † , we need to establish conditions under which the dimension of H 1 (A 1 , M ⊗ L ct ) does not depend on c. This requires a formula for this dimension; in this section, we establish such a formula using some recent results in p-adic cohomology.
The ℓ-adic analogue of the formula we seek is the Grothendieck-Ogg-Shafarevich formula [G] (see also [R] ), which relates the Euler characteristic of a lisse sheaf on a curve to the local monodromy at the missing points. Naturally, its p-adic analogue will also be given in terms of local monodromy.
Let C be an affine curve and C its smooth completion, and let M be a (σ, ∇)-module on C. Let x be a closed point of C \ C. Let E be the fraction field of the completed local ring of x, and let F be a Galois extension of E over which the local monodromy of M at x becomes unipotent. Let G be the Galois group Gal(F/E) and let G 0 be the inertia subgroup of G. Define the Swan function on G by the formula it turns out that this quantity is an integer (by a theorem of Artin), and does not depend on the choice of F . In terms of the Swan conductor, the desired analogue of the Grothendieck-Ogg-Shafarevich formula is as follows.
Theorem 4.8. Let M be a (σ, ∇)-module on an affine curve C over k. Then
This theorem is obtained by assembling the following results:
(a) a theorem of Christol and Mebkhout [CM, , which states that
where Irr is the "irregularity" of M at x (a generalized form of a definition of Robba);
(b) a result due independently to Crew [C3] and Tsuzuki [T1] , that Irr x (M) = Swan x (M).
Using the above theorem, we have the following result. Proof. Let G be the Galois group of a finite separable extension L 1 of L 0 = k((t −1 )) over which M becomes unipotent. Choose an integer N such that inf x∈L * 1 {v L 0 (x g /x − 1)} < N/p for all g ∈ G \ {e}. We show that the assertion of the proposition holds for this choice of N. Now L P becomes unipotent over L 2 = L 0 [u]/(u p −u−P (t)); put H = Gal(L 2 /L 0 ) and let ψ be the character of H via which H acts on the local monodromy of L P . By the condition that deg(P ) > N, we have that L 1 and L 2 are linearly disjoint, so H 0 loc (A 1 , M ⊗ L P ) = 0; by (1), we also have H 0 (A 1 , M ⊗ L P ) = 0. If we identify the Galois group of the compositum L of L 1 and L 2 with G × H, we also have that Swan L/L 0 ((g, h) ) is independent of h for any g ∈ G \ {e}: it is a constant times 1) )} and the term (x g /x)(x (g,h) /x g − 1) has valuation at least N/p while x g /x − 1 at some point achieves a valuation less than N/p, so that valuation determines Swan L/L 0 ((g, h) ) for any h.
We now calculate that
Instead of calculating this explicitly, we note that it does not depend on χ, so that we get the same result if we assume that χ is trivial. In that case, the representation factors through H, so we can compute the Swan conductor there, in which case we simply obtain Swan ∞ (M) = d rank(M).
The claimed formula now follows from Theorem 4.8.
In particular, for n sufficiently large, dim H 1 (A 1 , M ⊗ L rt n +s ) does not depend on s, so the Fourier transform of M ⊗ L rt n is also a (σ, ∇)-module on K t † . In particular, M ⊗ L rt n is (absolutely) irreducible if and only if its Fourier transform is (absolutely) irreducible.
Archimedean considerations
With the geometric setup in place, we now introduce the archimedean considerations that will lead to a proof of the Weil conjectures. Much of the basic work has been carried out by Crew [C1] , [C2] .
In this section, we will always take k = F q , so that we can take the Frobenius lift σ on K to be the identity map. In that case, the Frobenius map F on a (σ, ∇)-module becomes linear over K (though not over a dagger algebra). Also, unless otherwise specified, all curves will be smooth, affine, geometrically irreducible, and defined over F q .
We will always let ι denote an embedding K alg ֒→ C.
Global monodromy and weights
In this section, we introduce the notions of weights and determinantal weights, following Crew [C1] . Suppose q ′ = q a , and K ′ is the smallest unramified extension of K whose residue field contains F q ′ . For T : V → V an endomorphism of a K ′ -vector space, we say that • T is ι-pure of weight w if we have |ι(α)| = q (w/2)a for each eigenvalue α of T ;
• T is weakly ι-mixed of weight ≥ w (resp. ≤ w) if we have |ι(α)| = q ((w+i)/2)a for some real number i ≥ 0 (resp. i ≤ 0);
• T is strongly ι-mixed (or simply ι-mixed ) of weight ≥ w (resp. ≤ w) if we have |ι(α)| = q ((w+i)/2)a for some integer i ≥ 0 (resp. i ≤ 0);
• T is ι-real if the characteristic polynomial of T has coefficients which map under ι into R. In other words, the eigenvalues of T :
If M is an overconvergent F -isocrystal on a curve X, then we say that M has one of the above properties if the linear transformation F on M x has that property for each closed point x of X, when we take F q ′ = κ(x). By [C1, Theorem 4.9] , an overconvergent F -isocrystal of rank one is ι-pure of some weight. If M is irreducible of rank d, we define the ι-determinantal weight of M as 1/d times the weight of ∧ d M. For general M, we define the ι-determinantal weights of M to be the ι-determinantal weights of the irreducible (Jordan-Hölder) constituents of M. If all of these are equal to α, we say M is purely of ι-determinantal weight α.
By Crew's results on global monodromy of F -isocrystals [C1, Proposition 5.7], we have the following key facts on determinantal weights, paralleling [De2, Proposition 1.3.13] in the ℓ-adic case. It should be emphasized that this is the point at which archimedean behavior of eigenvalues of Frobenius is first brought under control, either in the ℓ-adic or p-adic setting; the monodromy construction makes it possible to conclude that a certain matrix is a scalar matrix times a matrix whose eigenvalues are roots of unity.
Proposition 5.1. Let X be a curve. Using this result in lieu of [De2, Proposition 1.3.13] , one can transcribe the proof of [De2, Théorème 1.5.1] with no further changes to obtain the following result.
Theorem 5.2. The constituents of any ι-real overconvergent F -isocrystal on a curve X are ι-pure.
Local monodromy
We now give the analogue of the Hadamard-de la Vallée Poussin argument and its implication for local monodromy, starting with a version of what Katz dubs the "weight drop lemma" [De2, Lemme 1.8.1].
Lemma 5.3. Let E be an overconvergent F -isocrystal on a curve X which is ι-pure of weight w. Then H 1 c (X, E) is weakly ι-mixed of weight ≤ w + 2. Proof. Write the left side of (2) as x∈X α (1 − t deg x α), where α runs over the eigenvalues of F on E x . The sum x∈X α |ι(α)||t| deg x is dominated by n #X(F q n )q nw/2 |t| n , which in turn is dominated by a constant times n q n q nw/2 |t| n . That sum converges for |t| < q −(w+2)/2 ; thus the product on the left side of (2) also converges absolutely in that range, and so has no zeroes there.
We now compare with the right side of (2). First of all, H 0 (X, E ∨ ) is ι-pure of weight w; by Poincaré duality, H 2 c (X, E) is ι-pure of weight w + 2. Thus det(1 − F t, H 2 c (X, E)) is nonvanishing on |t| < q −(w+2)/2 . We may conclude that ι det(1 − F t, H 1 c (X, E)) has no zeroes with |t| < q −(w+2)/2 , since otherwise the right side of (2) would have a zero in that region. Therefore H 1 c (X, E) is weakly ι-mixed of weight ≤ w + 2, as desired. Proposition 5.4. Let E be an overconvergent F -isocrystal on a curve X which is ι-pure of weight w. Then H 0 loc (X, E) is weakly ι-mixed of weight ≤ w. Proof. Recall the exact sequence H 0 (X, E) → H 0 loc (X, E) → H 1 c (X, E). In this sequence, if E is ι-pure of weight w, then H 0 (X, E) is ι-pure of weight w and H 1 c (X, E) is ι-pure of weight ≤ w + 2. Thus H 0 loc (X, E) is weakly ι-mixed of weight ≤ w + 2 by Lemma 5.3. However, the same result holds for E ⊗n for any positive integer n. Thus H 0 loc (X, E) is weakly ι-mixed of weight ≤ w + 2/n for any n. By applying the Jacobson-Morosov formalism of [De2, 1.6], we can refine the previous proposition. We first recall the canonical filtration associated to a nilpotent endomorphism of a vector space (or more generally, of an object in an abelian category) [De2, Proposition 1.6.1].
Proposition 5.5. Let N be a nilpotent endomorphism of an object V of an abelian category. Then there exists a unique increasing filtration {V i } ∞ i=−∞ , with V i = 0 for i sufficiently small and V i = V for i sufficiently large, such that NV i ⊆ V i−2 and N i induces an isomorphism
In particular, if x is a closed point on a projective curve X and E is an overconvergent F -isocrystal on an affine curve X ⊂ X, then we have a nilpotent endomorphism on E x induced by the connection. We thus get a canonical filtration on which Frobenius acts. Given Proposition 5.4, the proof of [De2, Théorème 1.8.4 ] then carries over to prove the following.
Proposition 5.6. Let E be an overconvergent F -isocrystal on a curve X which is ι-pure of weight w, and let x be a closed point of a smooth compactification X of x. Then the Frobenius map F on E x is strongly ι-mixed of weight ≤ w.
Purity and mixedness on the affine line
We can now apply the Fourier transform to obtain a key special case of our main result. Proof. Without loss of generality assume that i = 0, so that M and M ∨ have complex conjugate trace functions; then the same is true of M ⊗ L at and M ∨ ⊗ L −at . By Poincaré duality, we have a perfect pairing for each a:
Given the assumption H 0 loc (A 1 , M ⊗ L at ) = H 1 loc (A 1 , M ⊗ L at ) = 0, the exact sequence (1) implies that the "forget supports" map H 1 c (A 1 , M ⊗ L at ) → H 1 (A 1 , M ⊗ L at ) is an isomorphism. We thus have an F -equivariant perfect pairing
Put d = dim H 1 (A 1 , M); then dim H 1 (A 1 , M ⊗ L at ) = d by hypothesis, and dim H 1 (M ∨ ⊗ L −at ) = d by duality. By Proposition 3.12, M and M ∨ are (σ, ∇)-modules over K t † . Moreover, M and the pullback of M ∨ by the map t → −t have complex conjugate trace functions, so their direct sum is ι-real. By Proposition 4.7, each of the two is absolutely irreducible, and hence by Theorem 5.2 is ι-pure of some weight j, necessarily the same for both.
In the pairing (4), each factor on the left are each ι-pure of weight j, and the object on the right is ι-pure of weight 2. This is only possible if j + j = 2, so j = 1. Thus M is ι-pure of weight 1, as then is any nonzero fibre, including H 1 (A 1 , M) ∼ = H 1 c (A 1 , M). By "degenerating" this purity result, we get the desired statement on A 1 .
Theorem 5.8. Let E be an overconvergent F -isocrystal on A 1 which is ι-pure of weight i. Then H 0 (A 1 , E) is ι-pure of weight i and H 1 (A 1 , E) is ι-mixed of weight ≥ i + 1.
Proof. Let M be a (σ, ∇)-module over K t † corresponding to E. There is no loss of generality in enlarging k, or in assuming that M is absolutely irreducible.
We first examine H 0 (A 1 , E), which coincides with the kernel of ∇ : M → M ⊗ Ω 1 K t † /K . Embed K t † into R + by mapping t to the series parameter; by Lemma 2.1, M ⊗ R + admits a basis w 1 , . . . , w n such that ∇w i = 0 for each i. Suppose v ∈ M satisfies ∇v = 0, and write v = i c i w i with c i ∈ R + . Then dc i dt = 0 for each i, so c i ∈ K. We conclude that H 0 (A 1 , E) ⊆ M x ; since the latter is ι-pure of weight i, so is H 0 (A 1 , E) .
We next examine H 1 (A 1 , E) . Choose an integer N satisfying the conclusion of Proposition 4.9 for M and for M ∨ . Choose n > N not divisible by p, let f : K t † → K s, t † and g : K s † → K s, t † be the canonical embeddings, and define a (σ, ∇)-module on K s, t † by
(Geometrically, this corresponds to pulling back M ∨ from A 1 to A 2 and twisting by a certain line bundle.) By Theorem 3.3, there exists a localization A of K s, s −1 † on which P = R 1 g ! M ′ and R 1 g * M ′ are (σ, ∇)-modules. Let X be the associated space of A; by Theorem 3.9, we have an embedding H 1 c (A 1 , M ∨ ) ֒→ H 0 loc (X, P ). By the choice of N and Proposition 4.9, for a = 0, H 0 loc (A 1 , M ∨ ⊗L at n +ct ) = H 1 loc (A 1 , M ∨ ⊗ L at n +ct ) = 0 and the dimension of H 1 (A 1 , M ∨ ⊗ L at n +ct ) does not depend on c. By Theorem 5.7, H 1 M) is ι-mixed of weight ≥ i + 1, as desired.
Cohomology of smooth schemes
To apply our results to arbitrary smooth varieties, we need to recall some more of the formalism of rigid cohomology than we have needed so far. We now proceed to this task, and in so doing recover the Riemann hypothesis component of the Weil conjectures.
As in [Ke4] , we use the following geometric lemma proved in [Ke3] . This allows to reduce consideration of a complicated isocrystal on a complicated variety to a more complicated isocrystal on a less complicated variety, namely affine space.
Proposition 5.9. Let X be a smooth k-scheme of dimension n, for k a perfect field of characteristic p > 0, and let x be a geometric point of X. Then for some finite extension k ′ of k, X × Spec k Spec k ′ contains an open dense affine subvariety containing x and admitting a finiteétale morphism to affine n-space.
Theorem 5.10. Let X be a smooth F q -scheme of pure dimension n, and let E be an overconvergent F -isocrystal on X which is ι-pure of weight i. Then for each j, H j (X, E) is ι-mixed of weight ≥ i + j.
Proof. Our argument will imitate the proof of finite dimensionality of rigid cohomology given in [Ke4] . Namely, we prove the following two assertions simultaneously by induction on N:
(a) n for any scheme X smooth over F q of dimension at most n, and any overconvergent F -isocrystal E on X which is ι-pure of weight j, H i rig (X, E) is ι-pure of weight ≥ i + j;
(b) n for any closed immersion Z ֒→ X of a scheme Z of finite type over F q of dimension at most n into a scheme X smooth over F q , and for any overconvergent F -isocrystal E on X which is ι-pure of weight j, H i Z,rig (X, E) is ι-mixed of weight ≥ i + j. Now (b) n−1 and (a) n together imply (b) n as follows. First suppose Z ֒→ X is a smooth pair, with Z irreducible and dim Z ≤ n, admitting a lifting Z ֒→ X over O, such that Z, X are smooth over O and there exists anétale morphism X → Spec O[N d ] for some integer d. Then we may apply the Gysin isomorphism constructed by Tsuzuki [T2, Theorem 4.1.1] to obtain an F -equivariant isomorphism H i Z,rig (X, E) ∼ = H i−2c rig (Z, E| Z )(c), where c = dim X − dim Z. By (b) n−1 , the latter is ι-mixed of weight ≥ (i − 2c) + j + 2c = i + j.
To handle the general case, we use the excision exact sequence H i−1 Z\T,rig (X \ T, E(1)) → H i T,rig (X, E) → H i Z,rig (X, E) → H i Z\T,rig (X \ T, E).
(See [B2, Proposition 2.5] for the constant coefficient case; the general case is similar.) Now suppose Z is any subscheme of a smooth F q -scheme X with dim Z ≤ n. Put Z = Z 0 . Given a closed subscheme Z j of X, the hypotheses above hold for the pair Z j \ T j ֒→ X \ T j , for some closed subscheme T j of Z j . By the above argument, H i Z j \T j ,rig (X \ T j , E) is ι-mixed of weight ≥ i + j, and H i−1 Z j \T j ,rig (X \ T j , E(1)) is ι-mixed of weight ≥ (i − 1) + j + 2 = i + j + 1. If T j = ∅, put Z j+1 = Z j \ T j and repeat. By noetherian induction, we must have T m = ∅ for some m. Then H i Zm,rig (X, E) is ι-mixed of weight ≥ i + j; by excision, it follows that H i Z l ,rig (X, E) is ι-mixed of weight ≥ i + j successively for l = m − 1, . . . , 0. In particular, H i Z,rig (X, E) is ι-mixed of weight ≥ i+j for all i. Thus (b) n−1 and (a) n imply (b) n , as desired. Now we prove that (a) n−1 and (b) n−1 imply (a) n . To prove the desired result for an overconvergent F -isocrystal E on X, we may make the following replacements without loss of generality:
(i) replace F q by a finite extension F q ′ ;
(ii) replace (X, E) by (U, j * E) for any open immersion j : U ֒→ X with dense image;
(iii) if X is affine, replace (X, E) by (Y, f * E) for any finiteétale morphism f : X → Y .
The reduction (i) follows by the same argument as does [B2, Proposition 1.8] (the constant coefficient case). The reduction (ii) follows from (b) n−1 and the excision sequence with T = X \ U and Z = X. The reduction (iii) follows from Proposition 3.1.
For starters, (ii) means we can replace X with an open dense affine subset V . By Proposition 5.9, after replacing F q by a finite extension using (i), there exists an open immersion j : U ֒→ V with dense image such that U admits a finiteétale map f : U → A n . By (ii) and (iii), to prove the desired result for (X, E), it suffices to prove the desired result for (A n , E ′ ) with E ′ = f * j * E. Write A n as a product A 1 ×A n−1 , and let g : A n → A n−1 be the projection onto the second factor. By Theorem 3.3, the kernel F 0 and cokernel F 1 of the vertical connection ∇ v become overconvergent F -isocrystals on some open subset W of A n−1 . Moreover, E ′ ⊕ (E ′ ) ∨ (j) is ι-real, as are its pushforwards, so F 0 and F 1 are direct summands in some ι-real isocrystals. Hence each of the constituents of F 0 and F 1 is ι-pure.
By Theorem 5.8 applied to each fibre, F 0 is ι-pure of weight j and F 1 is ι-mixed of weight ≥ j + 1. By (a) n−1 applied to F 0 , H i rig (W, F 0 ) is ι-pure of weight (i − 1) + j for each i; by (a) n−1 applied to each constituent of F 1 , H i rig (W, F 1 ) is ι-mixed of weight ≥ (i − 1) + (j + 1) for each i. Let h : W ֒→ A n−1 be the inclusion, and use the same letter to denote the inclusion A 1 × W ֒→ A n . By Proposition 3.5, we have an F -equivariant exact sequence
it implies that H i rig (A 1 × W, h * E ′ ) is ι-mixed of weight ≥ i + j for all i. Unwinding, we now have H i rig (A n , E ′ ) is ι-mixed of weight ≥ i + j by (ii), and likewise for H i rig (U, j * E) by (iii), and for H i rig (X, E) by (ii). This completes the induction. For constant coefficients, we also have Poincaré duality and the Künneth decomposition [B2] , which give rise to a perfect pairing
The analogous construction is not yet available for arbitrary overconvergent F -isocrystals, except on a curve, by the results of Crew mentioned earlier. In fact, at present we do not even have finite dimensionality of rigid cohomology with compact supports in the case of nonconstant coefficients. However, it should be possible to establish all of these results by methods similar to that of [Ke4] .
In any case, the perfectness of the Poincaré pairing for constant coefficients implies that if X is smooth and proper over F q , then H i (X) ∼ = H i c (X) is not only ι-mixed of weight ≥ i, it is also ι-mixed of weight ≤ 2d − (2d − i) = i. Thus it is ι-pure of weight i, i.e., the Riemann hypothesis component of the Weil conjectures is established.
