The objective is to model longitudinal and survival data jointly taking into account the dependence between the two responses in a real HIV/AIDS dataset using a shared parameter approach inside a Bayesian framework. We propose a linear mixed effects dispersion model to adjust the CD4 longitudinal biomarker data with a between-individual heterogeneity in the mean and variance. In doing so we are relaxing the usual assumption of a common variance for the longitudinal residuals. A hazard regression model is considered in addition to model the time since HIV/AIDS diagnostic until failure, being the coefficients, accounting for the linking between the longitudinal and survival processes, time-varying. This flexibility is specified using Penalized Splines and allows the relationship to vary in time. Because heteroscedasticity may be related with the survival, the standard deviation is considered as a covariate in the hazard model, thus enabling to study the effect of the CD4 counts' stability on the survival. The proposed framework outperforms the most used joint models, highlighting the importance in correctly taking account the individual heterogeneity for the measurement errors variance and the evolution of the disease over time in bringing new insights to better understand this biomarker-survival relation.
Introduction
A joint model is, in simple terms, an approach to the construction and analysis of the joint distribution of a set of response variables, which may be of different types. In this work we are interested in simultaneously analyse longitudinal and survival data, taking advantage of the information that flows between these two data sources collected in the same patients. The incorporation of survival information into the longitudinal process it is somewhat equivalent to take into account the effect of an informative missing-data mechanism in order to assess the trends of the repeated measures. On the other hand, include adjusted longitudinal characteristics into the survival model improves the fit of the survival regression. It is this latter feature of joint models that will permit this work to reach its objectives. We intend to perform a survival analysis of the time-to-event since the diagnostic of HIV/AIDS infected individuals using simultaneously the longitudinal information coming from the CD4 + T lymphocyte counts (CD4 counts for short) among other covariates (see section 4 for a description of the dataset).
In the context of a joint analysis the dynamics of the longitudinal repeated measures are usually postulated to belong in the class of the linear mixed-effects models with Gaussian errors (Faucett and Thomas, 1996; Wulfsohn and Tsiatis, 1997; Rizopoulos, 2012) . Generally it is assumed that the residual variance for the individual longitudinal trajectory is common to all subjects. Few papers on joint modelling have been published considering a model for this source of variation, which means assuming different individual residual variances (dispersion modelling). Gao et al. (2011) is an example, where the withinsubject variability is assumed to have a log-normal prior distribution. McLain et al. (2012) presents a dispersion model in a frequentist framework but we can see it as an hierarchical model, easily implemented in Bayesian terms, being the variation patterns modelled as a particular function of other variables (vide section 2). In our study, we resorted to this strategy with promising results (section 4.4). Others authors, namely Jiang et al. (2015) assumed a latent class model for that variability and Chen and Huang (2015) and Huang et al. (2014) modelled the error process with a skew-t distribution.
One of the investigators' biggest concerns in this field is how and what characteristics should be shared by the longitudinal and survival processes. Rizopoulos and Ghosh (2011) discuss this problem by means of general families of parameterisations describing the main features of the relationship between the two processes. The most used approach is to share a set of individual random effects believed to be the basis of a latent relationship. Generally those effects are used to explain the differences between the population mean longitudinal response and the individual-specific ones in a mixed model representation. We will extend this vision proposing the individual-specific longitudinal standard deviation as a covariate for the hazard model.
The most popular choices for the baseline hazard function specification are the parametric forms (e.g. Weibull - Guo and Carlin (2004) ) or the piecewise constant approximations (Tang et al., 2014; Baghfalaki and Ganjali, 2015) . In seeking the most flexibility as possible we will use an approach rooted on penalized cubic B-spline functions (P-Splines for short).
The majority of the joint analysis assume that the relationship between the two processes has the same strength over time, i.e. the coefficients of the survival model accounting for the effect of a particular longitudinal characteristic are time-invariant. But if we believe, for example, that an initial significant relationship will become non-significant some time later (or vice-versa) , what we are assuming is that the effect of the shared longitudinal characteristics on survival varies with time. We address this aspect using time-dependent coefficients approximated by P-Splines. Despite having a moderately use in survival analysis (Hennerfeind et al. (2006); Hofner et al. (2011) ) time-varying coefficients are not a first option in joint models. Fortunately there are some exceptions. For instance Yu et al. (2014) use Splines to model these coefficients in a frequentist context; Hanson et al. (2011) rely on a linear combination of Gaussian kernels; Song and Wang (2008) use first order Taylor expansions of the function representing the time-varying coefficients.
The rest of the paper is organized as follows: section 2 describes the theoretical framework to fit a linear mixed effects model incorporating patient-specific variance, as well the survival model with time-dependent coefficients for the time to death and the linking structure; section 3 describes the estimation of this time dependent coefficients and the baseline hazard; the next (section 4) highlights the data analysis and the application of the proposed model, being the results presented and assessed. Finally we give a discussion of the paper (section 5) and supplementary material with the BUGS code to implement the models (section 6).
Model specification
Let us consider a study where an individual should come to an health center (hospital, clinic, laboratory, etc.) periodically in order to perform some blood tests (longitudinal process) and we follow him until he experiences the event of interest (failure) or be censored (lost to follow-up or end of the study). The longitudinal process for the ith individual, m i (t), i = 1, . . . , N, is measured with error. So, the observed one is y i (t) = m i (t) + e i (t), t > 0.
The ith vector of the n i observed repeated measures is defined as y i = (y i (t i1 ), . . . , y i (t in i )) ≡ (y i1 , . . . , y in i ) being t i = (t i1 , . . . , t in i ) a vector of fixed individual times. This encompasses the possibility of having N different measurement schedules and follow-up times. We take T i to be the observed (possibly right censored) time-to-event, for the ith individual and δ i to be the failure indicator. The observed data without covariates for the N independent subjects is
.
Longitudinal mixed dispersion model
Consider that the longitudinal outcomes, y ij 's, are described by a mixed effects dispersion model (McLain et al., 2012) ,
where x 1i , x 2i , w 1i and w 2i are appropriate subject-specific vectors of covariates (possibly time-dependent); β 1 and β 2 are vectors of population regression parameters; (b
are time-independent subject-specific random effects capturing the inherent biological variability between individuals and allowing for between-individual heterogeneity in the mean and variance.
One of the common and major assumptions in longitudinal models is that the withinindividual variances are homogeneous, although this is not always satisfied. For example, considering our dataset (section 4.1), the plot of the individual √ CD4 values against the standard deviation (Figure 1 ) suggests considerable within-subject variance heterogeneity. Large values of the mean are associated with high variability. In equation (3) the residual variance, σ 2 i , is assumed to be an individual property allowing for heterogeneity in the variance trends among the individuals. Modelling it and identify covariates related to this discrepancies seems wise. Particularly, in many HIV/AIDS studies, where investigators are interested in understanding the trends of the variability, having an individual estimate of the subject-residual variance can be a plus in the assessment of whether individuals with different biomarker's stability have different prognosis.
The representation in (3), where σ 2 0 acts as a "baseline" variance, allows for both increasing and decreasing variance across individuals. x 2i and w 2i represent the variables influencing the within-subjects variance. In this way, one can examine whether contextual variables are related to the within-individual variance. In addition, this specification can be considered as an extension to the dispersion model defined in Lin et al. (1997) or the one defined by Gao et al. (2011) . The former modelled the individual-specific measure of stability, σ 2 i , through an inverse gamma prior distribution, which is a special case of (3). The latter do not consider possible covariate effects. Indeed, if we consider exp{ β
and we are back to the simple models where σ 2 i accounts for the randomness in stability by using some prior distribution for this parameter. More details about the choose of this prior distribution are discussed in section 4.3.
Hazard model with time-varying coefficients
Various approaches have been proposed to link the longitudinal and survival processes. In this work, we tackle joint modelling considering the inclusion of some characteristics of the longitudinal trajectory, namely the random effects, b i , and the standard deviation, σ i , into a hazard model (shared parameters approach), described below,
where x 3i is a subject-specific vector of baseline covariates and β 3 is the respective population parameters vector. C i {.} is a function specifying which components of the longitudinal process are directly related to h i (.). Finally, g(t) = (g 1 (t), . . . , g L (t)) is an appropriate vector, set case-by-case, of L smooth functions (approximated by P-Splines -see section 3.1) representing the time-varying regression coefficients (Hennerfeind et al., 2006) , which measure the effect of some particular characteristics of the longitudinal outcome to the hazard. These coefficients are particularly useful in explaining the effect of a time-independent covariate on survival when its impact is not constant throughout the time, e.g. if an initially significant relation becomes non-significant after a certain period. Baseline hazard, h 0 (t), can have a parametric form (e.g. Weibull) or be specified using P-Splines or a piecewise constant function.
3 Estimation, specification and model choice
In this section we present the estimation of the time-varying coefficients, g l (t), l = 1, . . . , L, the different forms that the baseline hazard function, h 0 (.), can have and the specification of C i {.}, as well as the posterior distribution of the joint model. Finally, we will allude to the Watanabe-Akaike information criterion (WAIC, Watanabe (2010) ) for model choice.
Time-varying coefficients
To fit model (4) we will apply a penalized spline regression method to the elements of the vector g(t). The main idea of a regression via splines is described as follows and more details can be found in Lang and Brezger (2004) , Brezger and Lang (2006) and Hennerfeind et al. (2006) . Using a linear combination of Q l B-spline basis functions,
. . , L, defined over a grid of s l + 1 equally spaced knots, t min = κ l0 < κ l1 < . . . < κ ls l = t max , over the domain of t, we will be able to well approximate g l (t). As in Eilers and Marx (2010) all the basis functions have the same shape including the boundaries of the domain, contrasting, for example, with natural B-splines, where near the boundaries the basis functions have different shapes. In our case the splines are of order p = 3 and computed as differences of truncated power functions (Eilers and Marx, 2010) . Thus, the expansion of g l (t) into B-spline basis is
where
. . , γ lQ l ) are unknown vectors of fixed coefficients and B lq (t) denotes the qth basis function of the B-Spline. From know on we will drop index l from the notation of the Q l , κ l , s l , and B lq (t), because we are assuming the same basis for all the B-Splines associated with each g l (t). To ensure that our functions g l (t) are smoothed enough, we penalize the first order differences between adjacent elements in γ l using a first order random-walk to define their priors, i.e.,
where τ 2 l acts as the variance controller. Large values correspond to a rougher curve. First order penalty aims to avoid abrupt jumps between adjacent elements in γ l . Instead a second order random-walk could be used to avoid departures from a linear trend as in Lang and Brezger (2004) and Kneib and Fahrmeir (2007) .
Joint prior of the elements in γ l is defined as a product of conditional densities defined by (6) yielding a Multivariate Gaussian distribution
P = D ⊤ D is the precision matrix and D is the (Q − 1) × Q matrix of the first order differences.
Baseline hazard
Various choices have been made to deal with h 0 (t). In the traditional Cox model (Cox, 1972) it is treated as a nuisance parameter and left unspecified, relying the estimation process on the partial-likelihood function (Costa and Shaw, 2009 ). However, a completely unspecification can cause underestimation (Hsieh et al., 2006) . On the other hand we have those who completely specify it using a parametric form (e.g. Weibull) as in Guo and Carlin (2004) . Other popular choices are specifications by splines (Rizopoulos et al. (2009) and Kneib and Fahrmeir (2007) ) or a piecewise constant function (Tseng et al. (2005) , Zhu et al. (2012) and Rizopoulos and Ghosh (2011) just to name a few). A baseline specification provides the possibility to direct estimate the full survival time distribution contrary to what happens when we left h 0 (t) unspecified.
Assuming that each
is defined as
In case of a spline approach h i (t|.) is defined as
where now
, which is approximated in a similar manner to that of the g l (t) coefficients, l = 1, . . . , L, in section 3.1. Finally, if h 0 (t) is a piecewise constant function defined over a finite partition of the time, 0 = a 1 , a 2 , . . . , a K , a K+1 = ∞, we define the baseline hazard as h 0 (t) =
, where λ = (λ 1 , . . . , λ K ) is a vector of positive but unknown parameters, each one representing the constant local hazard for t ∈ [a k , a k+1 [, k = 1, . . . , K. Thus we can write
The posterior distribution
To form the contribution of the ith individual to the likelihood we assume a non-informative right censoring, events and censoring are independent of the process measurement schedule, the longitudinal and survival processes are independent given the random effects, b i , and, in addition, the elements of the vector y i are assumed independent given the same set of random effects. Thus, the posterior distribution, π(θ|D), will be proportional to
where π(θ) denotes the prior distribution of the full parameters vector including the random effects, b i ; L 1i (θ|D i ) is the ith individual longitudinal contribution, being f (.) the Gaussian probability density function specified as
and finally h(.) and S(.) are, respectively, the hazard and the survival function for T i .
All of our joint models will have the same longitudinal specification (1). On the other hand, hazard models (8), (9) and (10) will define three different joint models, implying three different specifications for the ith individual survival contribution,
assuming (9)
and finally, postulating (10) we have
wherek is the largest integer such that ak ≤ T i .
Although we are working on a Bayesian framework we still have to evaluate the integral in (14) . In our models we used a 15-points Gauss-Kronrod quadrature rule as in Rizopoulos and Ghosh (2011) , but other numeric methods could be applied. Ibrahim et al. (2004) show an alternative to this approximation tool.
Model choice
The purposes of model comparison and selection will be achieved with a recent measure. The Watanabe-Akaike information criterion (WAIC, Watanabe (2010)), or the widely applicable information criterion in its own words, is a measure of predictive accuracy and invariant to reparameterisations contrary to the DIC (Spiegelhalter et al., 2002) . In addition WAIC is fully Bayesian and closely approximates Bayesian cross-validation. DIC is considered not fully Bayesian, in part because it is based on a point estimate. Following Gelman et al. (2014) we define the WAIC value as
Like the DIC models with smaller WAIC values should be preferred. More details about this criterion, including the computation in the MCMC context, can be found in the SuppMaterial.
HIV/AIDS data analysis 4.1 Dataset
Brazilian National AIDS Program generated three major electronic databases (Fonseca et al., 2010) : (i) SINAN-AIDS (Information System for Notifiable Diseases of AIDS Cases) which is the most important electronic AIDS surveillance database, with all cases reported since 1980; (ii) SISCEL (Laboratory Test Control System) designed to monitor laboratory tests, such as CD4 counts and viral load tests for HIV/AIDS patients followed in the public health sector since 2002; (iii) SICLOM (System for Logistic Control of Drugs) developed to control the logistic for the AIDS treatment deliveries; it shares the patients list with SISCEL since 2002. These three databases have been previously combined in a single database with both HIV and AIDS cases using a process called record linkage, which was adopted by the Surveillance Unit of the Brazilian National AIDS Program (Fonseca et al., 2010) . This linkage strategy has been increasingly used in AIDS surveillance and research (Deapen et al., 2007) to verify under-reporting of cases and eliminate the duplicated ones. In Brazil, that procedure has improved the quality of HIV/AIDS data information (Fonseca et al., 2010) . Notice that 2002-2006 can be considered as the first period with substantial information on both HIV/AIDS survival and CD4 exams, where 88 laboratories located in all 27 Brazilian states were using SISCEL, covering 90% of all CD4 and viral load exams carried out by the public health sector. Cases diagnosed before 2002 were excluded because personal identifiers were not available in the mortality database for the entire country before that date (Fonseca et al., 2010) . For institutional reasons, we had access only to a simple random sample of the combined database. 
Fitted models
Our main concern in this work is to use joint modelling for making appropriate inferences about the influence of the longitudinal data characteristics on the survival time. Table 1 shows the form of the 33 joint models fitted to the data and the respective WAIC values for comparison. A square root transformation of the CD4, √ CD4, was used in the analysis in order to deal with the high degree of skewness towards the higher counts. Its adjusted longitudinal mean response, m i (t ij ), has always the following representation m i (t ij ) = β 10 + β 11 t ij + β 12 sex i + β 13 age i + β 14
The dispersion model in (3) will assume several formulations. Supposing that a set of baseline covariates are related to the variability and defining β ⊤ 2 = (β 21 , β 22 , β 23 ), b ⊤ 2i = b 2i , x 2i (t ij ) = (sex i , age i , PrevOI i ) and w 2i (t ij ) = 1, we can use the form below to study its effects in the CD4 stability,
where σ 2 0 is the population's common variance and b 2i captures different kinds of heterogeneity between individuals, in the same spirit as the frailties in a hazard model. If ones assume that these random effects, b 2i , are enough to explain the heteroscedasticity, we can define σ
More simple forms can be tested, namely considering an individual error variance, σ 2 i , to which we assign an exchangeable prior distribution, i.e.
which means that individual variance, σ 2 i 's, are i.i.d. random variables conditional on the unknown hyperparameters θ σ 2 . A common error variance can also be assumed, with prior distribution σ
In the survival part we will always consider the hazard model defined in (4) taking
conjugated with three forms for the function C i (.). First a linear one with three individualspecific random effects
which is the traditional shared random effects approach (Henderson et al. (2000) ) extended with b 2i , which carries information about the individual-specific variability. A form accounting for the explicit effect of the individual longitudinal standard deviation
which is an approach inspired in Gao et al. (2011) and McLain et al. (2012) . Finally a structure without any information about the residual variability
Equations (23) and (24) states that there is some information about the survival process coming from σ 2 i , i.e. the residual variance may be an indicator of an increase or decrease in the hazard of death. For the time-varying coefficients, g 1 (t), g 2 (t) and g 3 (t) we will use 21 knots (i.e. s = 20 and Q = 23) which corresponds to a knot every 3 months during the 5 years. The same is true for g 0 (t) when used in (9). When a piecewise constant baseline-hazard is used, and in order to have a term of comparability with g 0 (t), we used 20 subintervals, K = 21, with equal lengths corresponding also to a length of 3 months each during the 5 years.
Prior specification
Under the Bayesian framework we need to inform about the prior specifications for all the unknown parameters. We assume that all the elements of the vectors β 1 , β 2 and β 3 are independent of each other and Gaussian distributed, N (0, 100). A Wishart prior distribution, Wish(R, ξ), was set as the prior for the inverse of the variance-covariance matrix, Σ −1 , of the random effects, b i , where R = diag(100) and ξ = 500/20 to avoid confounding between the fixed and random effects (Carlin and Louis (2001) , p.277). Priors for γ l , l = 0, 1, 2, 3, are defined in (6). Generally we will assign a Gamma prior to the inverse of the smoothing parameter, 1/τ 2 l ∼ G(0.001, 0.001), l = 0, 1, 2, 3. When the hazard model is defined according to (10) we should use some prior specification for the elements of λ, which are unknown. The prior here considered will allow to center the baseline hazard on an Exponential distribution, which has constant hazard, by defining independent Gamma distributions, G(ǫ λ k , ǫ λ k ), on the λ k 's, implying that E[λ k ] = 1, i.e. our initial guess is that each piece of the baseline hazard function is constant and equal to 1. We will fix ǫ λ k = 0.001, but an hyperprior distribution could be placed on it. Although we should be careful because we can easily end with an over-fitted model. Thus we assume λ k ∼ G(0.001, 0.001), k = 1, . . . , K. Using small values for ǫ λ k means larger prior variance for λ k allowing the data to drive departures from the Exponential hazard. (18), (19) and (21) is an approximation to the Jeffreys prior, log(σ 0 ) ∼ U(−A, A) with A large (100 in this case). The same prior distribution is considered for the individual error variance, σ 2 i , in (20). Another two different priors were considered, namely the traditional, 1/σ 2 0 ∼ G(ǫ, ǫ) and a half-Cauchy distribution, σ 0 |̟ ∼ h-C(̟), ̟ ∼ U(0, 100). This later approximation is a natural option when some variances may be outlying (Gelman, 2006) . It also facilitates the specification of prior beliefs because the only parameter represents the population median standard deviation (Lunn et al. (2013) , p.237). To sample from a half-Cauchy distribution in WinBUGS we have to resort in some distributional calculations, because it's not available in a standard form (for more details vide Lunn et al. (2013), p.225) . Although in the results section we only present findings considering that log(σ 0 ) ∼ U(−A, A), because the conclusions based on the WAIC values and the posterior estimates for the fitted models (Tables 1 and 2) showed no evidence of being affected by that prior choice.
Results
Assuming that all the elements of θ are independent of each other, model fitting was performed through MCMC simulation within WinBUGS (Lunn et al., 2000) by specifying the full likelihood function and the prior distributions for the unknown parameters. The obtained estimates were based on chains of 500,000 iterations following 250,000 iterations of "burn-in". In order to eliminate autocorrelation among samples within the chains, we selected every 25th iteration of the chains. A study of the trace and density plots of the posterior distributions indicated no convergence problems concerning these samples.
To generate the likelihood when using a piecewise constant function to approximate the baseline hazard as in (15) we use a "trick" that relies on Poisson modelling of expanded data, which means that we are going from an infinite dimensional and unspecified, h 0 (t), to a K dimensional parameter vector, λ = (λ 1 , . . . , λ K ). We will not discuss the details here because going into these issues would distract from our main purpose. There exists a broad list of references that can be checked to deepen this subject. The reader should for example consult Christensen et al. (2011, p. 347) for the theoretical questions and for the WinBUGS implementation Lunn et al. (2013, p. 289) . Details about the prior specifications for all the parameters in θ will be given in section 4.3.
Based on the smallest WAIC value (Table 1) , a P-Spline approach to the baseline hazard seems to be the best strategy. The chosen model (σ heterogeneous within subject variability considering an exchangeable prior distribution for the σ i 's. Additionally, the patient-specific random intercept, slope and standard deviation are considered as covariates for the hazard model. The inclusion of the subject-specific variability as a covariate to explain the survival outcome (ψ i =(22)+(24)) improves the results (lower WAIC) compared to the models without this feature (ψ i =(22)+(23) or ψ i =(22)+ (25)). This is scientifically appealing, because the CD4's stability might contain extra information about health-related risks, complementing that provided by the meanlevel trajectory. Although, for this particular case, our initial feeling -a possible effect of some set of covariates related to the individual heterogeneity -did not show up (models ; σ 2 i =(18)). The "traditional model"to jointly analyse longitudinal and survival data (Faucett and Thomas, 1996; Henderson et al., 2000) considers: (i) a common residual variance as in (21), (ii) a set of two shared random effects (b 1i,1 and b 1i,2 ) believed to drive the relation between the two processes and (iii) the coefficients accounting for the effects of these latent variables on the hazard are time-independent, i.e., g 1 and g 2 do not depend on t, being the function that specifies which components of the longitudinal process are shared with the survival one defined as C i (.) = g 1 b 1i,1 + g 2 b 1i,2 . In the most part of the literature, the baseline hazard has been tackled considering a Weibull form, but approaches considering splines or a piecewise-constant approximation also have its place (Rizopoulos and Ghosh, 2011) . Last row of Table 1 has been added so we can compare the performance of these "traditional" approaches (models ) with our proposed models, namely , and . Considering only the situations where h 0 is adjusted using P-Splines, we note that the traditional model is the worst in terms of its WAIC value. Table 2 shows the posterior mean estimates together with the 95% Credible Interval (CI) for a set of parameters for the best model compared to its counterparts for the traditional model . One can see that the variables gender, age and PrevOI are all significant in explaining the different longitudinal trajectories and survival times. Older males with opportunistic infections at the study entry have lower √ CD4 values (negative estimates). Younger females without opportunistic infections at the study entry have a lower hazard of death (positive estimates). Model has been able to capture the effect of the gender on the survival outcome as opposed to the model . There is another important thing coming out of these estimates. The unique elements, σ , of the random-effects covariance matrix, Σ, for the chosen model are lowered compared to its counterparts for the model , which means that we have been able to shrink more the individual random-effects under the presence of a dispersion model for the individual-specific standard deviation than considering a common within-individual variance. This happens because the dispersion model is now explaining some of that additional variability. Some authors, namely Lyles et al. (1999) , have already noted this feature -random within-subject variances appears to describe a collection of longitudinal biomarker measurements well, as compared to a broad range of alternative models for the correlation structure. Figure 2 displays the histogram for the posterior estimates of the within-individual standard deviation, σ i , which are considerably heterogeneous and right skewed. This fact is one more reason supporting the assumption of heterogeneous variance which led us to to consider a dispersion model when analysing the CD4 repeated measures. These estimates contrast with the common value, σ 0 = 2.59, for the model where a structure for the dispersion is not considered. −3) , we can consider that HIV/AIDS individuals taking medicines correctly have a lower baseline hazard and do not suffer major changes over time. This plot seems to tell us that nowadays people living with HIV, if correctly treated, will have a large life expectancy. Indeed, May et al. (2014) have already noted this in a big study involving 21,388 patients in the UK. Some groups of HIV-positive individuals may expect to live a similar life span to that of the general population, others have reduced life expectancy due to the impact of late diagnosis and late initiation of the therapy. Unfortunately our dataset does not have information about the elapsed time since the infection until the treatment beginning. We only know that older people take longer to start the therapy. The top right panel shows that initially the individual random intercept, b 1i,1 , does not have a significant effect on the hazard but after a short period of time, less than a year, individuals with CD4 counts at the study entry above the mean are at lower risk until, approximately, the begin of the third year when that initial value becomes negligible again. Indeed after a certain period of time it is expected that the initial values become less important. The bottom left panel shows that an individual with a positive time trend for the biomarker has a decreased hazard of death up to 3.5 years after diagnostic, approximately, because the 95% CB lies below the horizontal dotted line, g 2 (t) = 0. After that period the impact is lowered. Bottom right panel suggests that the higher the within-individual variability the higher the hazard of death and that effect is growing over the time, albeit only after 1.5 years approximately, because the horizontal dotted line, g 3 (t) = 0, is in the 95% CB before that period. Biologically this is understandable, because if after 1 or 2 years the CD4 counts variability doesn't stabilize, that means that patient's immune system is responding poorly to the treatment.
Have the possibility to incorporate time-dependent coefficients into a model is often a bonus. Without it we could not have given the interpretations to the coefficients g that we gave above. Actually, the posterior estimates for g 1 and g 2 in model are, respectively, −0.21 and −0.54, which leads us to gave the following explanation: during the patients follow-up, individuals with higher CD4 values at the study entry and with an upward trend for the CD4 trajectory have a decrease in their risk of death. But, due to the fact that our chosen model has time-dependent g's we know now that after a certain period of time both the initial value and the trajectory trend become non-significant.
Unlike the random effects, b i , the biomarker variability, σ i , has an intuitive meaning for the physicians and respective patients. In a joint model context its interpretation is straightforward, because its contribution to understand the time-to-event can be readily quantified as a hazard ratio (HR). For instance, considering two subjects only differing in their repeated measures variability, everything else being equal for a specific time, the hazard ration is HR = exp{g 3 (t)}, which is familiar to the clinical staff.
Discussion
This paper explores the association between the CD4's trajectory with the time-to-death for patients diagnosed with HIV/AIDS and under HAART therapy, which has important implications in the disease comprehension. The three new aspects presented in this work seem to be improving the traditional framework, videlicet: the dispersion model is capturing some extra-variability in the individual repeated measures implying a reduction in the variability of the individual-specific random effects; the use of the individual level standard deviation as a covariate in the hazard model is scientifically appealing, highlighting that the biomarker's stability might contain extra information about health-related risks, complementing that provided by the mean-level trajectory; the time-dependent coefficients, estimated via P-Splines, that account for the link between the two processes, allow us to understand the influence of the biomarker's values and its variability throughout the time in the survival-related outcome. Obviously, all these results need more studies to support them, but they seem to be encouraging. Beyond AIDS framework, there is an enormous potential to apply the methods developed in this work to other epidemiological contexts. In this supplementary material we provide the detailed version for calculating the WAIC measure (section 6.1) and the BUGS code for fitting the selected joint model proposed in the paper (section 6.2). 
Watanabe-Akaike information criterion (WAIC)
where V S s=1 [a s ], represents the posterior sample variance and the over line stands for the posterior sample mean. Like the DIC models with smaller WAIC values should be preferred. 
BUGS code

