Abstract. Let Γ\X be a Q-rank one locally symmetric space. We describe the frequencies of oscillation of scattering matrices on Γ\X in the energy variable in terms of sojourn times of scattering geodesics. Scattering geodesics are the geodesics which move to infinity in both directions and are distance minimizing near both infinities. The sojourn time of a scattering geodesic is the time it spends in a fixed compact region. The frequencies of oscillation come from the singularities of the Fourier transforms of scattering matrices and we show that these occur at sojourn times of scattering geodesics on the locally symmetric space. This generalizes a result of Guillemin obtained in the case of finite volume non-compact Riemann surfaces.
Introduction
The purpose of this paper is to describe the frequencies of oscillation (in the energy variable) of scattering matrices on Q-rank one locally symmetric spaces Γ\X. In other words, we describe the singularities of the Fourier transforms (with respect to the energy parameter) of scattering matrices and show that they occur at sojourn times of scattering geodesics on the locally symmetric space. This generalizes a result of Guillemin [9] obtained in the case of finite volume non-compact Riemann surfaces. In the case when Q-rank is greater than one, the method of this paper would also give some results (see Remarks at the end of Sect.3) but we restrict ourselves to a simpler case at this early stage.
Scattering geodesics are the geodesics which move to infinity in both directions and are distance minimizing near both infinities -see Proposition 2.5 and Definition 2.4 for a more direct geometric description. The sojourn time of a scattering geodesic is, roughly speaking, the time it spends in a fixed compact region.
Let X = G/K be a symmetric space of noncompact type, and Γ ⊂ G an arithmetic discrete subgroup of finite covolume. Then Γ\X is a locally symmetric space of finite volume. When Γ\X is noncompact, it has both a discrete and continuous spectra. The continuous spectrum is given by the Eisenstein series, and the constant terms of the Eisenstein series along rational parabolic subgroups are described by the scattering matrices. For general Γ\X, the Eisenstein series and scattering matrices were studied by Langlands in [18] (see Lemma 3.5 and (3. 3) below). Roughly speaking, the scattering matrices measure the density of the continuous spectrum, and their analytic properties and functional equations play an important role in the Langlands' program (see [19] ).
The scattering matrices in the Q-rank one case take a particularly simple form. Specifically, in the Q-rank case, there is a one-to-one correspondence between the set of ends of Γ\X and the set of Γ-conjugacy classes of rational parabolic subgroups. Topologically, each end is a cylinder. For each end of the space, let us denote the associated parabolic subgroup by P . We associate to it a compact locally symmetric space, Γ XP \X P , of smaller dimension (see Proposition 2.3). Then, a section of the topological end associated with P is a fiber bundle over Γ XP \X P , with fiber equal to Γ NP \N P , a compact quotient of a unipotent group N P . Let P 1 , · · · , P n be a set of representatives of Γ-conjugacy classes of rational parabolic subgroups. For each µ ∈ R we then consider the direct sum of the µ-eigenspaces of the Laplacians on Γ XP i \X Pi , i = 1, · · · , n. The scattering matrix S µ (also denoted by c µ below) is a unitary operator on that space. For µ = 0, the dimension of the space is equal to the number of the ends of Γ\X, and it is non-zero only for a discrete set of µ's in ∪ n i=1 Spec(Γ Pi \X Pi ). For a particular orthonormal basis of eigenvectors corresponding to µ,
where K(µ) is the dimension of the direct sum of the eigenspace, and k(j) ∈ {1, · · · , n} is the unique index such that φ µ j is an eigenfunction on Γ XP k(j) \X P k(j) , we have the following expression for the scattering matrix S µ (λ):
S µ (λ) = {s µ ij (−iλ)} 1≤i,j≤K(µ) . The operator S µ (λ) is meromorphic in λ ∈ C (we are in the Q-rank one case) and we are interested in values of λ ∈ R, corresponding to the continuous spectrum.
Using this notation we can now state our results. The detailed definitions of all other objects appearing in the statement will be given in Sect.2. Theorem 1. Let Γ\X be a Q-rank one locally symmetric space. For l, m ∈ {1, · · · , n}, let T lm ⊂ R be the set of sojourn times of scattering geodesics between the ends corresponding to parabolic subgroups P l and P m . Then T lm is discrete and for each T ∈ T lm the corresponding scattering geodesics form a smooth family parametrized by a common finite cover X T,ml of Γ XP l \X P l and Γ XP m \X Pm with projections
defined in (2.4).
If we think of the geometric Theorem 1 as a classical statement, the next theorem provides the corresponding quantum property of locally symmetric spaces. It partially answers [16, Question 13.17.2] .
To formulate it, we need to discuss the structure of Γ\X more -it will be carefully reviewed in Sect.2. As recalled above, to each infinite end we associate a parabolic subgroup P , which admits the Langlands decomposition N P M P A P . Let Φ + (P, A P ) be the set of the roots in a * P of the adjoint action of A P on N P . We then define 2ρ = 2ρ P = sum of the roots in Φ + (P, A P ) (1.3)
where we add with multiplicities equal to the dimensions of the root spaces. In the Q-rank one case, dim A P = 1, and a Killing form is equal to the standard Euclidean norm of R and the roots in Φ + (P, A P ) and hence ρ P are identified with positive numbers. Then ρ is the same positive number for all rational parabolic subgroups P . The group N P can be identified with the Riemannian submanifold N P x 0 in X, where x 0 = K ∈ X = G/K. We then have a natural quotient Γ NP \N P , Γ NP = Γ ∩ N P , also equipped with a Riemannian density.
Theorem 2. Let Γ\X be a Q-rank 1 locally symmetric space, and s µ ij (λ) be the components of the scattering matrix for the eigenvalue µ with respect to the orthonormal basis φ with coefficients easily determined from the leading coefficient in Theorem 2 and the Taylor expansion of g ml T at T . It is possible (see (1.5) below) that a finer analysis based on less general methods will give an expansion without the need for a cut-off φ.
As mentioned above, when X = SL(2, R)/SO(2) and Γ is a co-finite discrete subgroup of SL(2, R), the result is due to Guillemin [9] , [10] . In that case the only contribution comes from µ = 0, the spaces X T,ml reduce to points and m, l range from one to the number of cusp ends. The argument of [9] was a direct computation, and in a more general case of a non-constant curvature, an application of the method coming from Euclidean scattering. It was based on the construction of wave operators using the theory of Fourier Integral Operators. A nice feature of the Riemann surface case is that the same theorem holds if a compactly supported metric perturbation is introduced. In Theorem 2 that is not the case. The spectral decomposition changes dramatically when the the structure of a locally symmetric space is perturbed and we do not know a proper analogue of the quantum statement. Similarly, the structure of scattering geodesics will also change dramatically under perturbations: for example, the set of sojourn times may not be discrete anymore.
To compare with (1.4), we recall Guillemin's explicit expansion in the case of Γ\H 2 :
where now we only have µ = 0 and k(i) = i, k(j) = j, index the cusps.
In this paper, rather than to follow [9] and construct the wave operators or to study Eisenstein series explicitly, we adapt an observation of Zelditch [25] . It was in turn was inspired by Kuznecov sum formulae: the real part of the scattering matrix can be given as an integral of the wave group over horocycles (see Proposition 4.1). That gives an easy way for understanding the singularities of the Fourier transform of the real part of the scattering matrix [25, (2.10) ,(2.12)]. We observe (Lemma 5.1) that we can also obtain singularities of the Fourier transform of the scattering matrix itself that way. Once the geometry is understood (Theorem 1 and Sect.2), the same method applies in the case studied here.
We also point out that in the Euclidean setting, sojourn times are an old object of classical (and semi-classical) scattering. For that, and for pointers to recent work, we refer to [22] .
Geometry of Locally Symmetric Spaces
In this section, we define arithmetic subgroups, locally symmetric spaces and their geometry at infinity. The geometry at infinity is needed to understand scattering geodesics and hence their sojourn time, and is also crucial to understanding the continuous spectrum and the spectral decomposition. Though we will mainly study locally symmetric spaces of Q-rank 1 in §4 and §5, we formulate some results in §2 and §3 without this restriction. An important class of Q-rank 1 locally symmetric spaces consists of Hilbert modular varieties (see [7] ).
We begin by recalling some notions from algebraic group theory. The references are [1] [2] [3] [4] . Let G = G(C) be a semisimple linear algebraic group defined over Q, G = G(R) the real locus of G, which is a semisimple Lie group with finitely many connected components. Let K ⊂ G be a maximal compact subgroup. The Killing form of the Lie algebra of G defines a G-invariant Riemannian metric on X = G/K, and X is a Riemannian symmetric space of non-compact type. Definition 2.1. A subgroup Γ of the rational locus G(Q) of G is called an arithmetic subgroup if under an embedding G → GL(n, C) which is defined over Q, Γ is commensurable to G∩GL(n, Z).
The embedding G → GL(n, C) exists because G is by definition a linear algebraic group defined over Q. The class of arithmetic subgroups is well-defined and does not depend on the embedding G → GL(n, C). Furthermore, a result of Selberg [24, Lemma 8] says that any arithmetic subgroup has a subgroup of finite index which is torsion free, and which is also clearly arithmetic.
Any torsion free arithmetic subgroup Γ acts properly discontinuously and fixed point freely on X, and the quotient Γ\X is a locally symmetric space of finite volume. In the following, we assume that Γ is torsion free, and Γ\X is non-compact. A good example to keep in mind while reading this paper is Γ = Γ n = {g ∈ SL(n, Z) | g ≡ Id mod n}, and X is the space of positive definite unimodular matrices.
The first natural question is to understand the geometry of Γ\X near infinity, and hence to see how geodesics and points of Γ\X go to infinity. For this purpose, we need to recall the reduction theory, in particular, rational parabolic subgroups and their Langlands decomposition.
A closed subgroup P of G is called a parabolic subgroup if P contains a maximal connected solvable subgroup, i.e., a Borel subgroup, of G. This condition is equivalent to the condition that the quotient P\G is compact (or a projective variety, to be precise). If P is defined over Q, P is called a rational parabolic subgroup.
For any rational parabolic subgroup P, let N P be the greatest unipotent normal subgroup of P, which is called the unipotent radical of P and is defined over Q. When G = SL(n), the subgroup of upper triangular matrices is a rational parabolic subgroup P, and N P is the subgroup of upper triangular matrices with 1 on the diagonal, i.e., unipotent upper triangular matrices. The quotient N P \P is called the Levi quotient of P and is a reductive algebraic group defined over Q, denoted by L P .
To decompose P, we need to lift L P to a subgroup of P (see [4, §1] ). Let x 0 = K ∈ X = G/K be a fixed basepoint. Then there is a unique lift i x0 : L P → P such that i x0 (L P ) is a closed subgroup of G stable under the Cartan involution θ associated with K. In the following, i x0 is also denoted by i 0 for simplicity.
Let
. Let S P be the maximal torus in L P split over Q, i.e., isomorphic to C × over Q, and let A P = S P (R) 0 , the identity component of the real locus S P (R). Then there is a complementary subgroup M P of L P defined over Q such that
Under the lift i 0 : L P → P, we identity A P , M P with their images i 0 (A P ), i 0 (M P ) in P . Then we have the following (rational) Langlands decomposition of P :
i.e., the map (n, m, a) → nma is a diffeomorphism from N P × A P × M P to P . The dimension of A P is called the split rank of P, and the Q-rank of G is the maximum of the split rank of all rational parabolic subgroups P of G.
When the Q-rank of G is equal to 1, Γ\X is called a Q-rank 1 locally symmetric space. More generally, the Q-rank of G is also called the Q-rank of Γ\X. For n ≥ 2, the space SL(n, Z)\SL(n, R)/SO(n) has Q-rank n − 1, and hence is of Q-rank 1 if and only if n = 2. An important class Γ\X of Q-rank 1 consists of Hilbert modular varieties. See [7] for details.
Since G = P K, the parabolic subgroup P acts transitively on X = G/K, and the Langlands decomposition of P induces the following horospherical decomposition of X:
where the map is given by (n, a, m(K ∩ P ), a) → namK ∈ X. Note that this map is well-defined since A P , M P commute. In the above identification, we used the fact K ∩ P = K ∩ M P is a maximal compact subgroup of M P . Denote K ∩ M P by K P , and M P /K P by X P , called the boundary symmetric space associated with the rational parabolic subgroup P . Then the horospherical decomposition can be written as
This is a basic decomposition in this paper and plays an important role in describing the geometry at infinity of Γ\X and the continuous spectrum of Γ\X. When X = SL(2, R)/SO(2) is identified with the upper half plane and P consists of upper triangular matrices, X P reduces to a point, N P corresponds to the x-coordinates, and A P to the y-coordinates. For a general Q-rank 1 space Γ\X, X P is nontrivial. For example, for the Hilbert modular varieties in [7] , X P is an Euclidean space.
In the following, the coordinates of a point x ∈ X in this horospherical decomposition are denoted by
Let a P be the Lie algebra of A P , then H(x) = log a(x) ∈ a P , and x is also written as
The arithmetic subgroup Γ induces several subgroups. Let Γ NP = Γ ∩ N P . Then Γ NP is a cocompact discrete subgroup in N P . Under the projection P → L P , the subgroup Γ P = Γ ∩ P is mapped to an arithmetic subgroup of L P , which turns out to be contained in M P . Denote this image in M P by Γ XP and identify it with its lift in P under i 0 . Then Γ XP acts properly discontinuously on X P with a quotient of finite volume. In general, Γ XP is not torsion free even if Γ is. On the other hand, if we assume Γ to be neat, i.e., every element in Γ realized as a matrix via a linear embedding of G has no root of unity except 1 as an eigenvalue, then Γ is torsion free, and furthermore, Γ XP is also torsion free. It is known that any arithmetic subgroup contains a neat subgroup of finite index. In fact, the neat condition is motivated by this property. (See [1, §17] .) For convenience, we assume in the rest of the paper that Γ is neat. The quotient Γ XP \X P is a smooth locally symmetric space and called the boundary component of Γ\X associated with the rational parabolic subgroup P .
Let Φ + (P, A P ) be the set of roots of the adjoint action of A P on N P . For any real number r, define A P,r = {a ∈ A P | α(log a) > r, for all α ∈ Φ + (P, A P )}, in particular, when r = 0, A P,r is the positive chamber A + P . The corresponding chamber in a P is denoted by a + P = log A + P . For any bounded set w in N P × X P , the set w × A P,r in N P × X P × A P ≃ X is called a Siegel set of X associated with the rational parabolic subgroup P .
The main result in the reduction theory of arithmetic subgroups can be summarized as follows (see [3] [23]). Proposition 2.2. There are only finitely many Γ-conjugacy classes of (proper) rational parabolic subgroups of G. Let P 1 , · · · , P n be a set of representatives of these conjugacy classes. For every r ≫ 0, and each P i , there is a bounded set w i = w i (r) such that w i is mapped injectively to a compact set in Γ P \N P × X P and w i × A Pi,r is injectively into Γ\X under the map π : X = N P × X P × A P → Γ\X, and there is also a compact set w 0 = w 0 (r) in Γ\X such that the following disjoint decomposition holds:
For convenience, we often identify w i ×A Pi,r with its image π(w i ×A Pi,r ) in Γ\X. Basically, the reduction theory says that the non-compactness of Γ\X comes from the Siegel sets of rational parabolic subgroups. For the case of a Riemann surface Γ\H, each Siegel set π(w i × A Pi,r ) corresponds to a cusp neighborhood of Γ\H. So, in general, we can say that there is a one-toone correspondence between the "cusps" of Γ\X and Γ-conjugacy classes of rational parabolic subgroups of G.
In the Q-rank 1 case, the shape of Γ\X near infinity and the reduction theory can be described more explicitly as follows. In this case, all rational parabolic subgroups P i have split rank 1, i.e., dim A Pi = 1, and Γ XP i \X Pi is a compact locally symmetric space. Since Γ Pi , Γ NP i and Γ XP i fit into an exact sequence 0 → Γ NP i → Γ Pi → Γ XP i → 0, and Γ NP i is a normal subgroup of Γ Pi , the quotient Γ Pi \(N Pi × X Pi ) is a fiber bundle over Γ XP i \X Pi with fiber equal to Γ NP i \N Pi , which is a compact nilmanifold. The bundle Γ Pi \(N Pi × X Pi ) admits a flat connection whose (horizontal) sections are images of {n} × X Pi . Such sections will appear later as parameter spaces for scattering geodesics. Proposition 2.3. Assume G is of Q-rank 1, i.e., the Q-rank of Γ\X is equal to 1. When r ≫ 0, two points in N Pi × X Pi × A Pi,r ⊂ X are Γ-equivalent if and only if they are Γ Pi -equivalent, and hence Γ Pi \N Pi × X Pi × A Pi,r is mapped injectively into Γ\X under the projection Γ Pi \X → Γ\X. Each subset Γ Pi \N Pi ×X Pi ×A Pi,r is a topological cylinder with a section equal to Γ Pi \N Pi ×X Pi , and is an end of Γ\X. Furthermore, all ends of Γ\X are of this form, and hence there exists a compact subset w 0 ⊂ Γ\X such that Γ\X admits a disjoint decomposition:
Briefly, the above proposition says that in the Q-rank 1 case, all the ends of Γ\X are topological cylinders, with one end corresponding to one Γ-conjugacy class of rational parabolic subgroups. On the other hand, we would like to emphasize that each end is not a metric cylinder which is defined to be an isometric product R ≥0 × B, where B is a compact Riemannian manifold. In fact, in the decomposition
when the A Pi,r -component goes to the positive infinity, the fibers Γ NP i \N Pi in the bundle Γ Pi \N Pi × X Pi shrink exponentially while the base Γ XP i \X Pi stays fixed. In a certain sense, an end of a Q-rank 1 locally symmetric space Γ\X is combination of a cusp of a Riemann surface and a (metric) cylindrical end, where the shrinking factor Γ NP i \N Pi corresponds to the horocycle of a cusp, and Γ XP i \X Pi corresponds to a section of a cylindrical end. This combination will also be reflected in the description of the spectral decomposition of Γ\X, in particular, the continuous spectrum.
Next we study geodesics in Γ\X which run from one "cusp" to another one, the so-called scattering geodesics.
Definition 2.4. A geodesic γ : (−∞, ∞) → Γ\X is called a scattering geodesic if there exist two numbers t 1 < t 2 and two rational parabolic subgroups P i , P j such that (1) for all t ≥ t 2 , γ(t) ∈ w i ×A Pi,r in Proposition 2.2 for some large r, and in the decomposition γ(t) = (n, m, a(t)), the components n, m are independent of t for t ≥ t 2 , and log a(t) = tH + H 0 , where H 0 ∈ a P , H ∈ a + P . (2) the same conditions are satisfied by γ(t) for t ≤ t 1 with respect to the rational parabolic subgroup P j , and log a(t) = −tH +H 0 . (Note that the minus sign in front of s is needed since t → −∞ in this case). When the above conditions are satisfied, γ is called a scattering geodesics between the ends associated with P i , P j , or a scattering geodesic from P i to P j .
In the Q-rank 1 case, a scattering geodesic γ runs from the infinity of one end to the infinity of another end, and inside each end, the coordinate on the section Γ Pi \N Pi × X Pi is constant. This latter condition is automatically satisfied for Riemann surfaces. On the other hand, in the general Q-rank 1 case, there are geodesics going out to infinity of an end which do not satisfy this condition, i.e., the component of Γ XP i \X Pi is not constant and they spiral out to infinity. Therefore, in the general Q-rank 1 case, scattering geodesics are not exactly the geodesics going from one end to another. But the additional condition imposed in the above definition is natural in view of the following result (see [16] ). Proposition 2.5. A geodesic γ in Γ\X is a scattering geodesic if and only if there exist two numbers t 1 < t 2 such that both rays γ(t), t ≥ t 2 ; γ(t), t ≤ t 1 are distance minimizing in Γ\X, i.e., γ is eventually distance minimizing in both directions.
More importantly, the condition on the scattering geodesics is also natural from the point of view of microlocal analysis, in particular, the wave equation as seen below. In the following, we only consider scattering geodesics between parabolic subgroups of rank 1.
For each parabolic subgroup P of rank 1, i.e., dim A P = 1, and for every sufficiently large height r, let Y P,r = Γ P \N P × X P × {r}, a section at height r of the end associated with P . Then Y P,r is a codimension 1 submanifold in Γ\X. Let N Y P,r be the normal bundle of Y P,r . The complement of the zero section in N Y P,r has two connected components. Denote the one containing the positive direction A + P by N + Y P,r , and the other component is denoted by N − Y P,r . Then we have the following characterization of scattering geodesics. Proposition 2.6. A geodesic γ(t) is a scattering geodesic from a parabolic subgroup P i to another parabolic subgroup P j if and only if for every sufficiently large r, there exist t 1 , t 2 such that
Proof. If γ(t) is a scattering geodesic, it is clear that it satisfies the conditions in the proposition.
On the other hand, if γ(t) satisfies the above condition, then a liftγ of γ(t) in the universal covering space X is of the formγ(t) = (n i , m i , a i (t)) ∈ N Pi × X Pi × A Pi in the horospherical decomposition of X with respect to P i , where n i , m i are independent of t, and log a i (t) is linear in t. The reason for these expressions is that every geodesic in X is of the form (n, m, exp(H 0 + tH)) ∈ N P × X P × A P for a unique real parabolic subgroup P of G, where n ∈ N P , m ∈ X P , and
imply that A P = A Pi and hence P = P i . By considering the direction t → −∞, we get a similar expression for another liftγ(t) in the horospherical decomposition determined by P j . These expressions imply that γ(t) is a scattering geodesic as defined in Definition 2.4.
An important invariant of a scattering geodesics is its sojourn time. In the following, all geodesics have unit speed and are directed.
Definition 2.7. Let r be a sufficiently large height, as in Proposition 2.2. For a scattering geodesic γ(t) as in Definition 2.4, let t 2 (r) be the largest number t such that γ(t) ∈ Y Pi,r the first time as t decreases from +∞. Similarly, let t 1 (r) be the smallest number t such that γ(t) ∈ Y Pj ,r for the first time as t increases from −∞. Then the sojourn time of γ is defined to be t 2 (r) − t 1 (r) − 2r , and will be denoted by denoted by T (γ).
We observe that t 2 (r ′ )−t 2 (r) = t 1 (r)−t 1 (r ′ ) = r−r ′ and hence t 2 (r)−t 1 (r)−2r is independent of the height r. The sojourn times defined with this modification are not necessarily positive, though they are uniformly bounded from below by −2r.
In the case of Riemann surfaces, this sojourn time was first introduced by Guillemin [9] . In the Q-rank 1 case, the sojourn time of a scattering geodesic is the length of the geodesic segment between two sections Y Pi,r , P Pj ,r of the ends of P i , P j at the height r modified by the height r so that it is independent of r.
Proposition 2.8. If X has strictly negative sectional curvature, i.e., the rank of X (or the Rrank of G) is equal to 1, then there are countably infinitely many scattering geodesics between every pair of ends, and their sojourn times form a discrete sequence of numbers with finite multiplicity in R.
Proof. Two unit speed geodesics γ(t), γ ′ (t) in X are defined to be equivalent if
Let X(∞) be the set of equivalence classes of geodesics in X, called the sphere at infinity, and X ∪ X(∞) the usual geodesic compactification. Since the rank of X is equal to 1, there is a one-to-one correspondence between real parabolic subgroups of G and the points in X(∞), and furthermore, for any two distinct points p, q in X(∞), there is a unique geodesic γ(t) in X such that lim t→+∞ γ(t) = p, and lim t→−∞ γ(t) = q. For each parabolic subgroup P , denote the corresponding point in X(∞) by [P ]. Fix two representatives P i , P j of Γ-conjugacy classes of rational parabolic subgroups as in Proposition 2.2. For any two rational parabolic subgroups P ′ i , P ′ j which are Γ-equivalent to P i , P j , let γ(t) be the unique geodesic connecting the points [P
Then the image of γ in Γ\X is a scattering geodesic from the end of P i to the end of P j . Conversely, any scattering geodesic from the end of P i to that of P j is of this form.
To show that the sojourn times form a discrete sequence, we denote the unique geodesic γ(t)
Then every scattering geodesic connecting the ends of P i , P j is the image in Γ\X of one of the geodesics in the union
As γ runs over the cosets and off to infinity, it can be shown that the sojourn time of the geodesic γ −1 P i γ, P j goes to infinity. The reason is that the sojourn time of γ −1 P i γ, P j is greater than the norm of the a Pi -component of γ in the Langlands decomposition, up to a constant independent of γ. By the proof of absolute convergence of Eisenstein series for large parameters (see [11, §2]), these norms form a discrete sequence. This implies that the sojourn times of the scattering geodesics between the ends of P i and P j form a discrete sequence. Since Γ\X has only finitely many ends, the discreteness of the spectrum of the sojourn times of Γ\X follows.
An immediate corollary of the above proposition is that if the R-rank of G is equal to 1, the scattering geodesics of Γ\X are isolated. On the other hand, if the R-rank of G is greater than one, scattering geodesics are often embedded in smooth, non-discrete families.
Proposition 2.9. Assume that the Q-rank of G is equal to 1. Let γ(t) be a scattering geodesic in Γ\X between the ends associated with two rational parabolic subgroups P i and P j . Then γ(t) lies in a smooth family of scattering geodesics of the same sojourn time parametrized by a common finite covering space X T,ij of the boundary locally symmetric spaces Γ XP i \X Pi and Γ XP j \X Pj .
Proof. First, we assume that a liftγ(t) in X of γ(t) is of the formγ(t) = (id, m, a(t)) ∈ N Pi × X Pi × A Pi,r , where m ∈ X Pi , a(t) = exp H 0 + tH, H ∈ a + Pi . Let P − i be the opposite parabolic subgroup of P i with respect to the split component A Pi , i.e., P
where the Lie algebra of N − Pi is equal to sum of the root spaces of the roots −α, for α ∈ Φ + (P, A Pi ). Since the N Pi component ofγ(t) is trivial, the horospherical coordinates ofγ(t) for P i are also the horospherical coordinates for P − i . Therefore,γ(t) is a scattering geodesic between P i and P − i . By assumption,γ(t) is a scattering geodesic between P i and a Γ-conjugate of P j . This implies that P − i is a rational parabolic subgroup, hence the lifted Levi quotient i 0 (M Pi A Pi ), which is also denoted by M Pi A Pi , is given by M Pi A Pi = P i ∩ P − i and hence is a rational subgroup. In particular, the lifted subgroup M Pi = i x0 (M Pi ) is defined over Q, and the split component A Pi is also rational.
The above argument shows that in the equationγ(t) = (id, m, a(t)), the component m can be changed to another point in X Pi andγ(t) is a still a scattering geodesic between P i and P − i . It is clear that the sojourn time ofγ(t) does not depend on m. The projections of two such geodesicsγ 1 (t) = (id, m 1 , a(t)),γ 2 (t) = (id, m 2 , a(t)) in Γ\X define the same geodesic if and only if there exists an element γ ∈ Γ such that γm 1 = m 2 . This implies that γ ∈ M Pi and hence γ ∈ Γ ∩ M Pi = Γ Pi ∩ M Pi . Therefore, the projection γ(t) ofγ(t) = (id, m, a(t)) in Γ\X only depends on the image of m in the quotient Γ Pi ∩ M Pi \X Pi , and hence the scattering geodesic γ(t) belongs to a smooth family parametrized by Γ Pi ∩ M Pi \X Pi . The space Γ Pi ∩ M Pi \X Pi can be identified with the image of {id} × X Pi in the bundle Γ Pi \N Pi × X Pi and hence is a horizontal section of this bundle (see the comments before Proposition 2.3). This implies that Γ Pi ∩ M Pi \X Pi is a covering space of the base Γ XP i \X Pi of this bundle. Since Γ is torsion free, Γ Pi ∩ M Pi is also torsion free, and hence Γ Pi ∩ M Pi \X Pi is a smooth manifold which we will denote by X T,ij .
As mentioned earlier, M Pi is a rational subgroup of P i . This implies that Γ Pi ∩ M Pi is an arithmetic subgroup of M Pi and hence a subgroup of finite index of Γ XP i , which is defined earlier as the image of Γ Pi in M Pi under the projection defined by the Langlands decomposition. Therefore, Γ Pi ∩ M Pi \X Pi is a finite covering space of Γ XP i \X Pi . Since P j is Γ-conjugate to P
Pi is a finite common covering space of Γ XP i \X Pi and Γ XP j \X Pj . The proposition is proved in this case.
On the other hand, suppose that a liftγ(t) has a non-trivial N Pi -component n,γ(t) = (n, m, a(t)). Let x 1 = nx 0 be a new basepoint. Then with respect to this basepoint x 1 , the Langlands decomposition of P i becomes
In the induced horospherical decomposition of X:
the components ofγ(t) are given bỹ
Since the N Pi -component is trivial, by the previous argument,γ(t) is a scattering geodesic between P i and opposite parabolic subgroup of P i with respect to this split component nA Pi n −1 . If we denote the opposite parabolic subgroup of P i with respect to the fixed split component A Pi as above by P − i , then this opposite parabolic subgroup with respect to the split component nA Pi n −1 is equal to nP − i n −1 . By assumption, γ(t) is a scattering geodesic between two rational parabolic subgroups P i and P j . This implies that nP − i n −1 is also rational and Γ-conjugate to P j . This in turn implies that the split component nA Pi n −1 is rational, and the lift i x1 (M Pi ) = nM Pi n −1 is also defined over Q.
As in the previous case, the M Pi component ofγ(t) can be moved in X Pi andγ(t) is still a scattering geodesic of the same sojourn time. Two such geodesics (n, m 1 , a(t)) and (n, m 2 , a(s)) in X project to the same geodesic in Γ\X if and only if there exists an element γ ∈ Γ such that γnm 1 = nm 2 . This implies that n −1 γn ∈ n −1 Γn ∩ M Pi . Therefore, the image in Γ\X of a geodesic (n, m, a(t)) in X only depends on the image of m in n −1 Γn ∩ M Pi \X Pi . This shows that γ(t) belongs to a smooth family of scattering geodesics parametrized by n −1 Γn ∩ M Pi \X Pi . As above, since Γ is torsion free, n −1 Γn ∩ M Pi is also torsion free and hence the parameter space n −1 Γn ∩ M Pi \X Pi is a smooth manifold. This parameter space can be identified with the image of the horizontal section {n} × X Pi in the bundle Γ Pi \N Pi × X Pi and hence is a covering space of the base Γ XP i \X Pi . In fact it is a finite covering space of Γ XP i \X Pi . First note that
is a rational subgroup, the intersection Γ ∩ nM Pi n −1 is an arithmetic subgroup in nM Pi n −1 , and hence n −1 Γn ∩ M Pi is a cofinite discrete subgroup of M Pi . This proves the finiteness of the covering n −1 Γn ∩ M Pi \X Pi → Γ XP i \X Pi . The corresponding smooth manifold will be denoted by X T,ij .
Since P j is Γ-conjugate to nP
\X Pi can be identified with Γ ∩ M Pj \X Pj , it follows that the parameter space n −1 Γn ∩ M Pi \X Pi is also a common finite covering space of Γ XP i \X Pi and Γ XP j \X Pj . This completes the proof of this proposition.
Remark. If a sojourn time has a multiplicity, then we will have different manifolds X T,ij for each different family of geodesics with the same sojourn time. To fix an identification of X T,ij , we will identify it with the quotient of X Pi as in the proof of the proposition.
Remark. In this paper, we fixed a basepoint x 0 = K ∈ X and identified the subgroup M P in the Levi quotient of a rational parabolic subgroup P with its lift i x0 (M P ). In general, i x0 (M P ) is not a rational subgroup. But for any rational parabolic subgroup P , we can always find a basepoint x 1 such that i x1 (M P ) is rational. The existence of such a basepoint can be seen from the proof of the above proposition.
Suppose that i x0 (M P ) is rational. Then the set of connected components of the continuous families of scattering geodesics coming out of the parabolic subgroup P are parametrized by Γ NP \N P (Q). Precisely, let m 0 = K P be a basepoint in X P = M P /K P . Let H be the unique unit vector in a + P . Then the proof of the above proposition shows that for every n ∈ N P (Q), the geodesic (n, m 0 , exp tH) in X projects to a scattering geodesic in Γ\X coming from P . Two such scattering geodesics belong to one connected family if and only if their N P components are in the same Γ NP orbit. Furthermore, every scattering geodesic coming out of P is of this form.
This parametrization of scattering geodesics coming out of a cusp can be seen clearly in the case of Riemann surfaces.
Each connected family of scattering geodesics between two rational parabolic subgroups or two ends of Γ\X has a common sojourn time. All these sojourn times form a spectrum of sojourn times. In the following, we say a geodesic in X is a scattering geodesic if its image in Γ\X is a scattering geodesic, and its sojourn time is equal to the sojourn time of the image. Proposition 2.10. Assume that Q-rank of Γ\X is equal to 1 as above. Then for any two (not necessarily different) ends of Γ\X, there are countably infinitely smooth families of scattering geodesics between them, and the spectrum of sojourn times of all scattering geodesics forms a discrete sequence of points in R of finite multiplicities.
Proof. We first prove that for any two different rational parabolic subgroups P 1 , P 2 of G, there is a unique connected family of scattering geodesics in X which project to a family of scattering geodesics in Γ\X of the same sojourn time. By [5, Proposition 4.7] , P 1 , P 2 contains a unique common maximal rational split torus A: A ⊂ P 1 ∩P 2 . Since G has Q rank 1, A is a common split component of
, and P 2 is the opposite parabolic subgroup of P 1 with respect to the split component A. Then the proof of Proposition 2.9 shows that there is a smooth family of scattering geodesics in X between P 1 and P 2 . Its projection in Γ\X gives a smooth family of scattering geodesics of the same sojourn time parametrized by parametrized by Γ ∩ M P1 \X P1 .
Let P 1 , · · · , P n be representatives of Γ-conjugacy classes of rational parabolic subgroups, which corresponds to the set of ends of Γ\X as mentioned earlier. Suppose two ends of Γ\X correspond to P i and P j . When P i = P j , i.e., when the two ends agree, for any γ ∈ Γ \ Γ Pi , P i = γP i γ −1 . Then the family of scattering geodesics in X between P i and γP i γ −1 projects to a family of scattering geodesics in Γ\X between this common end. Conversely, every scattering geodesic in Γ\X between this end lies in such a family. This shows that there are countably infinitely many family of scattering geodesics connecting any one end. On the other hand, when P i = P j , P i = γP j γ −1 for every γ ∈ Γ, and the family between P i and γP j γ −1 projects to a family of scattering geodesics in Γ\X between the two ends, and any family of scattering geodesics in Γ\X between the two ends is of this form. This shows that for any two different ends, there are countably infinitely many family of scattering geodesics between them. This proves the first part of the proposition.
For every pair of parabolic subgroups P i , P j as above and γ ∈ Γ, when P i = γP j γ −1 , the sojourn time of the family of scattering geodesics determined by P i and γP j γ −1 is greater than the norm of the a Pj -component of γ in the Langlands decomposition with respect to P j , up to a constant independent of γ. By the proof of absolute convergence of Eisenstein series for large parameters (see [11, §2, Remark 1]), these norms form a discrete sequence in R. This in turn implies the discreteness of the spectrum of the sojourn times of all the scattering geodesics in Γ\X.
Remark. When the Q-rank of Γ\X is equal to 1, it is easy to see directly that there are scattering geodesics between any two different ends. In fact, for each end, pick a sequence of points in Γ\X converging the infinity of that end and connect these two sequences of points by distance minimizing geodesic segments. Then any limit of such a sequence of geodesic segments is a required scattering geodesic. But this argument does not work if two ends are the same.
Let T (Γ\X) be the tangent bundle of Γ\X, and S(Γ\X) be the unit sphere bundle.
Proposition 2.11. Assume that the Q-rank of Γ\X is equal to 1. Let P 1 , · · · , P n be representatives of Γ-conjugacy classes of rational parabolic subgroups. Let Φ t be the geodesic flow in the tangent bundle T (Γ\X) minus the zero section. For every pair P i , P j , let Y P1,r , Y P2,r be the sections at the height r ≫ 0 (defined before Proposition 2.6). Then 
Let S(Γ\X) be the unit sphere bundle in the tangent bundle T (Γ\X). Since the geodesic flow preserves the length, Φ
By Proposition 2.6, the orbit under the geodesic flow Φ t of any intersection point in
is a scattering geodesic from P j and P i , and |T | − 2r is exactly the sojourn time of this scattering geodesic. Each connected component of this intersection set Φ
parametrizes a continuous family of scattering geodesics between P i and P j and hence is a common finite cover of Γ XP i \X Pi and Γ XP j \X Pj by Proposition 2.9. This proves the first statement. We next prove the clean intersection property. Recall that two submanifolds
. Clearly, when T = 0 and P i = P j , Φ T (N Y Pi,r ) intersects N Y Pj ,r cleanly. As above, we can assume now that T > 0. Since each connected component of Φ T (N Y Pi,r ) ∩ N Y Pj ,r corresponds to a continuous family of scattering geodesics which has a common sojourn time, the previous proposition then implies that there are at most only finitely connected components of the intersection. Each connected component can be studied via its lift in T X. Let Y P,r be the lift in X of Y P,r , and N Y P,r the normal bundle of Y P,r in T X. The intersection of Φ T (N Y Pi,r ) and N Y Pj ,r is clean if the intersection of their lifts
The reason is that discreteness of Γ shows that locally we can identify the quotient with the lift, so if that is done for all lifts associated with γ ∈ Γ, we have cleanness of the intersection in the quotient.
For simplicity of notation, we only prove the case when γ = id. Under the geodesic flow
Let v be a point in Φ 
, is equal to dim X i + dim A i = dim X i + 1. This follows from the decomposition X = N Pi × A Pi × X Pi and the fact that n Pi ∩ n Pj = {0}, dim n Pi = dim n Pj .
To prove the last statement, assume T > 0. We observe as above that
Remark. Let SX be the unit sphere bundle in T X. Then G acts on SX. This G-action is transitive if and only if the rank of X, i.e., the R-rank of G is equal to 1, and the action is simply transitive if and only if G = SL(2, R). In this latter case, SX can be identified with G. When the rank of X is greater than 1, there are infinitely many G-orbits in SX, and each of them is a smooth submanifold.
Remark. For higher rank rational parabolic subgroups P , i.e., when dim A P > 1, scattering geodesics between them also lie in continuous families. In fact each smooth family of scattering geodesics between P i and P j is parametrized by the product of a common finite cover of Γ XP i \X Pi and Γ XP j \X Pj , and a vector subspace contained in a Pi , which is the orthogonal complement of the a Pi of the geodesics. In the Q-rank 1 case, dim a P = 1, and the factor of the vector subspace reduces to a point. In the higher rank case, it should be the scattering flats, i.e., flat subspaces which are immersions of R l ∼ = a P , that play the role of scattering geodesics in the Q-rank 1 case. In can be shown that each smooth family of scattering flats between P i , P j is parametrized by a common finite cover of Γ XP i \X Pi and Γ XP j \X Pj .
Let T * (Γ\X) be the cotangent bundle of Γ\X, S * (Γ\X) the unit sphere bundle in S * (Γ\X), N * Y P,r the conormal bundle. Under the Riemannian metric, these co-bundles can be identified with the corresponding bundles. Then the results of this section are summarized in Theorem 1 and in the following commutative diagram: when T = 0,
The space X T,ij parametrizes the family of scattering geodesics between the ends of P i and P j with sojourn time |T | − 2r, and because of the clean intersection property (Proposition 2.11) it can be identified with N * Y Pi,r ∩ Φ −T (N * Y Pj ,r ) ∩ S * (Γ\X): the middle vertical map is a diffeomorphism.
Spectral theory of locally symmetric spaces
In this section, we recall the spectral decomposition for locally symmetric spaces Γ\X, and a decomposition suitable for studying the relation between the sojourn times of scattering geodesics and the scattering matrices in the continuous spectrum. For example, the latter decomposition shows that for a Q-rank 1 space Γ\X, L 2 (Γ\X) can be thought of as a countable sum of L 2 (S) where S is a Riemann surface, and these summands do not interact with each other for the purpose of scattering theory. Under compact perturbations, such a decomposition does not hold in general. This is the reason that the results in Theorem 2 does not hold for compact perturbations of Γ\X as mentioned in the introduction. In the following, we always identify a function on Γ\X with its lift on X, which is a Γ-invariant function on X.
For any locally integrable function f on Γ\X, and any rational parabolic subgroup P , the constant term f P of f alone P is defined by
where the Haar measure dn on Γ NP \N P has total measure 1. Clearly f P is invariant under N P and hence f P is a function on Γ XP \X P × A P .
A function ϕ on Γ\X is called cuspidal if for all proper rational parabolic subgroups P of G, the constant terms f P vanishe. The subspace of L For any proper rational parabolic subgroup P , let ρ P be half the sum of roots in Φ + (P, A P ) with the multiplicity equal to the dimension of the root spaces. For any x ∈ X, write the horospherical coordinates as above:
where H(x) ∈ a P . For any cuspidal eigenfunction φ on the boundary locally symmetric space Γ XP \X P , and Λ ∈ a * P ⊗ C with Re Λ ≫ 0 in the sense that α(Re Λ) ≫ 0 for all α ∈ Φ + (P, A P ), the Eisenstein series
converge absolutely and uniformly for x in compact subsets of X. Clearly, E(P, φ, Λ) is Γ-invariant and hence defines a function on Γ\X. The Eisenstein series E(P, φ, Λ) is locally integrable on Γ\X but does not belong to L 2 (Γ\X).
Remark. When X is the upper half plane, the above definition reduces to the usual definition. In this case, φ = 1 or constant, ρ P = 1 2 , and H(z) = log Im(z), z ∈ X = {z ∈ C | Im(z) > 0}. To get functions in L 2 (Γ\X), we need to define pseudo-Eisenstein series (or incomplete theta series). For any v ∈ C ∞ 0 (a P ), define
This series converges absolutely and uniformly for x in compact subsets in X, and E(P, φ, v) ∈ L 2 (Γ\X). We note that formally, if we take v(H) = exp(ρ P +Λ)(H), the pseudo-Eisenstein series becomes the Eisenstein series, and hence the pseudo-Eisenstein series are truncated versions of the Eisenstein series.
For a fixed P and a cuspidal eigenfunction φ on Γ XP \X P , when v runs over all functions in C ∞ 0 (a P ), the pseudo-Eisenstein series E(P, φ, v) span a subspace of L 2 (Γ\X) whose closure is invariant under ∆. Denote this closed subspace by L 2 P,φ (Γ\X). Then it is a basic fact due to Langlands ([18] , see also [11, p. 16] ) that the subspaces L 
and hence L
But a difficulty with the right hand side is that the subspaces L 2 P,φ (Γ\X) are not orthogonal to each other and hence the sum is not a direct sum. Therefore, we need to understand the interaction (or intersection) of these subspaces. The scattering matrices introduced below describe this interaction and overcome the difficulty. Definition 3.2. Two rational parabolic subgroups P 1 , P 2 are called associate if there exists an element g ∈ G such that gA P1 g −1 = A P2 .
Remark. In the above definition, A P1 , A P2 are lifts in G of the identity components of the split center of the Levi quotients L P1 , L P2 , and hence they are not necessarily defined over Q in general. On the other hand, if they are defined over Q, then we can choose g ∈ G(Q) such that gA P1 g −1 = A P2 (see [11, pp. 33-34] ).
If the Q-rank of G is equal to 1, then all parabolic subgroups are minimal and hence conjugate under G(Q) and hence associate.
This lemma suggests the following decomposition of L 2 (Γ\X). Since any two conjugate rational parabolic subgroups are automatically associate, there are finitely many associate classes of rational parabolic subgroups, denoted by C 1 , · · · , C m . For each associate class C i , let P i,1 , · · · , P i,ri be representatives of Γ-conjugacy classes in C i . Let Spec cus (C i ) be the union of the cuspidal eigenvalues of Γ XP i,j \X Pi,j , 1 ≤ j ≤ r r . Then for any µ ∈ Spec cus (C i ), define
where 1 ≤ j ≤ r i , and φ ranges over all cuspidal eigenfunctions φ on Γ XP i,j \X Pi,j with eigenvalue µ. It is important to note that this sum is not direct. Then the above discussions and Lemma 3.3 can be summarized into the following:
and this decomposition is invariant under ∆.
As mentioned earlier, there is only one association class C in the Q-rank 1 case. For simplicity, in this case, L 2 C,µ (Γ\X) is denoted by L 2 µ (Γ\X) also, and then L 2 (Γ\X) admits the following decomposition
Besides being orthogonal, this decomposition in Lemma 3.4 has another property which is crucial for our study of the relation between the scattering matrices and the scattering geodesics. The property is that for any two distinct subspaces L Cj,ν (Γ\X) and any two functions f, g belonging to them, and for any rational parabolic subgroup P , the constant terms f P , g P of f, g along P are perpendicular to each other if restricted to sections Γ XP \X P in Γ XP \X P × A P . (Recall that this latter space is the space where the constant terms live).
To get the spectral decomposition of each subspace L 2 Ci,µ (Γ\X) and hence L 2 (Γ\X), we need meromorphic continuation of Eisenstein series E(P, φ, Λ), their constant terms, and functional equations satisfied by them.
Recall that E(P, φ, Λ) converges absolutely when Re Λ ≫ 0. Langlands [18] showed that E(P, φ, Λ) admits a meromorphic continuation in a * P ⊗ C. Lemma 3.5. Let P ′ be a rational parabolic subgroup. If rank (P ′ ) ≥ rank (P ) and P ′ is not associate to P , then the constant term E P ′ (P, φ, Λ) = 0. On the other hand, if P ′ is associate to P , then the constant term of E(P, φ, Λ) along P ′ is given by
where W (a P , a P ′ ) is the set of all linear maps from a P to a P ′ of the form Ad(g)| aP , where g satisfies gA P g −1 = A P ′ in the definition of associate parabolic subgroups, µ is the eigenvalue of the cuspidal eigenfunction φ and c µ (s : Λ) is a meromorphic family of linear maps from the cuspidal eigenspace of Γ XP \X P to the cuspidal eigenspace of Γ X P ′ \X P ′ of the same eigenvalue µ.
The linear maps c µ (s : Λ) are called scattering matrices from P to P ′ for the eigenvalue µ. When Re Λ ≫ 0, this lemma is proved in [11, Chap. II, §4, 5]. By meromorphic continuation, the same results hold for all Λ ∈ a * P ⊗ C. Remark. It is not obvious that a cuspidal eigenfunction φ on the boundary locally symmetric space Γ XP \X P of eigenvalue µ is scattered only to another cuspidal eigenfunction on Γ X P ′ \X P ′ of the same eigenvalue µ. This fact is not clear from the eigen-equation ∆φ = µφ alone. In fact, we need all the G-invariant differential operators to draw this conclusion.
Since all the invariant differential operators of X P leaves the µ-eigenspace in L 2 cus (Γ XP \X P ) invariant and commute with each other, we can assume that φ is a joint eigenfunction of all the invariant differential operators. Then E(P, φ, Λ) is also a joint eigenfunction of all the invariant differential operators of X, since each summand in the series is so. This implies the constant term E P ′ (P, φ, Λ) is also a joint eigenfunction with the same eigenvalue, which in turn implies that for each fixed a in A P ′ , the restriction of E P ′ (P, φ, Λ) to Γ X P ′ \X P ′ × {a} in Γ X P ′ \X P ′ × A P ′ is a joint eigenfunction of all invariant differential operators on X P ′ , and in particular the eigenvalue for the Beltrami-Laplace operator is equal to µ. In this brief argument, a crucial point is that the eigenvalues of a joint eigenfunction of all invariant differential operators on X is determined by a point in a Cartan subalgebra up to the action of the Weyl group. This is the reason that W (a P , a p ′ ) enters into the equation for E P ′ (P, φ, Λ) in the above lemma. For details, see [11, Chap. II, §5].
When Re Λ = 0, E(P, φ, Λ) are the generalized eigenfunctions for the continuous spectrum. These generalized eigenfunctions are not linearly independent. Instead, they are related by functional equations.
For simplicity, we assume in the rest of this section that G is of Q-rank 1 unless otherwise specified, and state the functional equation for the Eisenstein series and the spectral decomposition in this Q-rank 1 case. Near the end, we will comment on the higher rank case.
For every rational parabolic subgroup P , dim A P = 1. Identify a P with R such that the norm on a P defined by the Killing form becomes the standard Euclidean norm of R and the roots in Φ + (P, A P ) are positive linear functionals on R. Similarly, we identify a P with R, and hence a * P ⊗ C with C. Since Γ XP \X P is compact, the cuspidal condition for functions on Γ XP \X P is empty and hence automatically satisfied. As mentioned earlier, there is only one association class C of parabolic subgroups, and Γ XP \X P is compact for every rational parabolic subgroup P , and hence Spec cus (C) = Spec (C) is the union of the eigenvalues of the compact locally symmetric spaces Γ XP i \X Pi , where P 1 , · · · , P n are representatives of Γ-conjugacy classes of rational parabolic subgroups. For every µ ∈ Spec (C), and every 1 ≤ j ≤ n, choose an orthonormal basis of the µ-eigenspace of Γ XP j \X Pj . As explained above, we can also choose them to be joint eigenfunctions of all the invariant differential operators on X Pj . Put all these eigenfunctions into a list φ
k is associated with a unique rational parabolic subgroup P j(k) such that φ µ k is an eigenfunction on Γ XP j(k) \X P j(k) , and hence defines an Eisenstein series E(P j(k) , φ µ k , Λ). For simplicity, we also denote the Eisenstein series by E(φ µ k , Λ). For an Eisenstein series E(φ µ k , Λ) and a parabolic subgroup P j , the constant term along P j
where ρ = ρ Pj is the half sum of roots in Φ + (P j , A Pj ) and is identified with a number in R as mentioned earlier, δ j,j(k) is equal to 1 if j = j(k) and zero otherwise, and the sum over i runs over those φ µ i which are eigenfunctions of the boundary space Γ XP j \X Pj , and c ki (Λ) are components of the scattering matrix c µ (s : Λ) in Lemma 3.5 with respect to the orthonormal basis φ
For each µ ∈ Spec (C), let E(Γ Xj \X Pj , µ) be the eigenspace of eigenvalue µ, and
The eigenfunctions φ This matrix is called the scattering matrix for Γ\X at the eigenvalue µ.
Then the functional equation for the Eisenstein series can be stated as follows: For any φ ∈ E(C, µ),
From this equation, we obtain that
Since c µ (Λ) is unitary when Re(Λ) = 0, we get that when Re(Λ) = 0, the matrix c µ (Λ) is also symmetric.
We note that the functional equation for Eisenstein series of a Riemann surface is stated in a different way that the scattering matrix acts on the Eisenstein series instead of the function inside, and the index for the scattering matrix is parametrized by the cusps. In the general Q-rank 1 case, there are many Eisenstein series associated with one parabolic subgroup, and the functional equation (3.5) relates one Eisenstein series to a linear combination of Eisenstein series for functions ψ j defined on different boundary components Γ XP i \X Pi as defined in equation (3.4) .
The Eisenstein series E(φ 
µ2 (Γ\X), and any rational parabolic subgroup P , the constant terms f P , g P are orthogonal to each other when restricted to every section Γ XP \X P in Γ XP \X P × A P , i.e., for any a ∈ A P :
Proof. For two different eigenvalues µ 1 , µ 2 , the constant terms of their Eisenstein series E(φ µ1 i , Λ) and E(φ µ1 j , Λ) along any rational parabolic subgroup P are given by eigenfunctions of different eigenvalues and hence orthogonal to each other when restricted to any section Γ XP \X P in Γ XP \X P × A P . Clearly, the same conclusion holds for residual eigenfunctions. This proves the proposition.
This spectral decomposition of each subspace L 2 µ (Γ\X) is similar to the spectral decomposition of a Riemann surface with i k cusps. When the Q-rank of Γ\X is equal to 1, by (2.2),
Putting together the spectral decomposition of L 2 µ (Γ\X) for all µ ∈ Spec(C) and L 2 cus (Γ\X), we get the spectral decomposition of L 2 (Γ\X). Therefore, as commented in the beginning of this section, for Q-rank 1 space Γ\X, its spectral decomposition is similar to union of countably many Riemann surfaces. A basic reason why we need this decomposition is that even though the full residual space L 2 res (Γ\X) can be of infinite dimension, the residual subspace in each L 2 Ci,µ (Γ\X) is at most finite dimensional.
Both the functional equation for Eisenstein series and the spectral decomposition in the higher rank is much more complicated. Instead of giving detailed, complicated statements, we make several remarks.
Remark. If the Q-rank of G is greater than 1, there are in general more than one association classes of rational parabolic subgroups of split rank 1. For each such association class C i , the subspace L 2 Ci,µ (Γ\X) admits a spectral decomposition similar to the Q-rank 1 case. On the other hand, if the parabolic subgroups P in an association class C i have split rank greater than one, then the spectral decomposition of the subspace L 2 Ci,µ (Γ\X) is different in the sense that some new non-cuspidal Eisenstein series of parabolic subgroups not contained in the association class C i arise, i.e., Eisenstein series E(Q, φ, Λ) associated with a non-cuspidal eigenfunction φ on Γ XQ \X Q , where Q is a rational parabolic subgroup containing a subgroup P in C i .
Remark. Though the scattering matrices for higher rank rational parabolic subgroups are more complicated, they can be factorized into products of rank one scattering matrices of some boundary locally symmetric spaces. More precisely, let C i be an association class of rank greater than or equal to 2, then a scattering matrix for C i is product of scattering matrices of parabolic subgroups in C i when they are considered as rank 1 parabolic subgroups of larger parabolic subgroups. For details, see [11, p. 124 -125] , [21, p. 524 -525] , and [15, §2.7] . From this point of view, it is crucial to understand the rank 1 scattering matrices.
Scattering matrix in terms of the wave group
In the Q-rank one case, all the rational parabolic subgroups P are conjugate and hence the half sums ρ P of roots in Φ + (P, A P ) are all equal if each is identified with a positive number as in the introduction. Denote this common number by ρ.
For any µ ∈ Spec(C) = ∪ n i=1 Spec(Γ Pi \X Pi ), let U µ (t) denote the following modified propagator for the wave equation acting on the subspace L 2 µ (Γ\X):
where we choose the branch of the square root which is positive on the real axis and apply the spectral theorem. Using Proposition 3.6 we can write the wave group in terms of Eisenstein series: for f ∈ L 2 µ (Γ\X),
In fact, by Proposition 3.6,
The functional equation for the Eisenstein series and the fact that the scattering matrix c µ (iλ) is unitary for λ ∈ R imply
and (4.2) follows.
In the discussion below we will identify the operator U µ (t) with its distributional kernel
. We now follow a modification of Zelditch's argument [25] which in turn was inspired by Kuznecov's sum formulae [17] . Thus, for two parabolic subgroups P i and P j we define
We note that U µ ij is the constant term of U µ , and hence the measures dn, dn ′ have been normalized so that the total measures vol (Γ NP i \N Pi ), vol (Γ NP j \N Pj ) are equal to 1.
noting that in the Riemann surface case discussed in [25] , the space Γ XP i \X Pi reduces to a point, and only the terms with φ
Then v k1,k2 ∈ C ∞ (R × A Pi × A Pj ) and when we use (4.2), (3.3) and Proposition 3.7 in this definition we obtain
In the second equation, we used the formula for the constant term E Pi (φ µ k , iλ) in (3.3), and when j(k) = i, φ µ k (m) is defined to be zero for m ∈ Γ XP i \X Pi ; in the third equation, we used the fact that φ µ k are orthonormal eigenfunctions; and in the last equation, we used the fact that the scattering matrix (c µ k1k2 (iλ)) is both unitary and symmetric for real λ (see the comments after (3.5)).
We can summarize this discussion in 
where u µ k1k2 is defined by (4.4).
Frequencies of the scattering matrix.
It is clear from Proposition 4.1 that the singularities of s k1k2 are directly related to the singularities of u µ k1k2 . That this relation is exact will follow from the following elementary
Proof. Since (∂ 2 r − ∂ 2 t )u(r, t) = 0 for r > 0 the lemma follows from the statement about propagation of singularities for the wave equation. More directly, we can make a change of variables, x = t − r and y = −(r + t), so that for x + y ≤ −2r 0 ,ũ(x, y) = v(x) + w(y) and singsuppũ ⊂ {x = ℓ j } ∪ {y = ℓ j }. Then v(x) =ũ(x, y) − w(y) and by choosing y = ℓ j we see that sing suppv ⊂ {ℓ j }. Also, for y /
We remark that the emergence of the one dimensional wave equation in this context is very natural and could be phrased in terms of the Lax-Phillips scattering theory [20] . Proposition 4.1 and Lemma 5.1 show that indeed, it suffices to study u µ k1k2 (t, a, a ′ ), for a family of values of a, a ′ . For that let us consider the decomposition of Γ\X given in Proposition 2.3. We will fix r ≫ 0 and put B P,r = ∂A P,r = {a ∈ A P | α(log a) = r} , where α is the short root in Φ + (P, A P ) if there are both short and long roots. We can arrange this so that H = r for a = e H ∈ B P,r . We then define as above (near Proposition 2.6) the sections at the height r of the ends of Γ\X:
Then for a ∈ B Pi,r and a ′ ∈ B Pj ,r we have In the above equation, we used the following Lemma 5.2. Let f Pi be given by (3.1). Then
where m is any point of X Pi , and the measure on Γ NP i \N Pi × {m} × B Pi,r is the Riemannian density as a submanifold of Γ NP i \N Pi × X Pi × A Pi = Γ NP \X and hence the total measure is equal to e −2ρr v i .
The reason for the coefficient in front of the last integral is the fact that in the definition of the constant terms in (3.1), the total measure of Γ NP i \N Pi is normalized to be equal to 1.
A statement about the singular support of u µ k1k2 follows from the following general lemma which is a standard result about wave front sets. Proof. We recall first the well known statement about propagation of singularities for the wave equation: if U (t, x, y) = exp(it √ ∆)(x, y) ∈ D ′ (R × M × M ), then W F (U ) = {(t, x, y; τ, ξ, η) ∈ T * (R × M × M ) | τ = σ( √ ∆)(x, ξ) , (x, ξ) = Φ t (y, η)} .
Since τ = 0 on W F (AU ) we conclude that N * (R×Y 1 ×Y 2 )∩W F (AU ) = ∅ (we recall that the zero section of T * M is removed). Applying Corollary 8.2.7 of [13] we conclude that U def = AU↾ R×Y1×Y2 is well defined and that The lemma is an immediate consequence.
Refinements of this bring us into the framework of "Kuznecov formulae" for manifolds studied in [25] . It is clear that the precise description of singularities of u(t) under further geometric assumptions follows from the calculus of Lagrangian distributions of Hörmander -see [12] , [6] and Sect.25.2 of [14] . In fact, as carried out in [25] and for T j ∈ T define,
assuming (for simplicity only) that W j is connected then, u(t) = (2π) Here dµ j is a natural density defined in (2.6.1) of [25] (see also (5.7) below).
To compute the principal symbol ofŝ µ k1k2 we need to review the construction of the density on N * Y 1 ∩ Φ −Tj (N * Y 2 ) ∩ S * M and for that we follow [6] (or Sect.21.6 and Sect.25.2 of [14] ) as in Sect.2(a) of [25] . Since the construction is quite involved we review the construction. The half-density computations provide an invariant description of the symbols -in local coordinates and in direct representation of Fourier Integral Operators, they correspond to computing the Hessian factors in applications of the stationary phase method.
An a-density on a k dimensional vector space W , is a map f : k W → R + , satisfying f (tv) = |t| a f (v). The space of a-densities on W is denoted by Ω a (W ). For a choice of a basis and with the corresponding coordinates w = (w 1 , · · · , w k ), we write an a-density at α|dw| a . Let V j ⊂ V , j = 1, 2, be two Lagrangian subspaces of a symplectic vector space V . We then have a short exact sequence
where the identification is determined by ı and τ . It is easy to visualize it in the coordinates in which the maps take the form The symplectic form identifies (V 1 ∩ V 2 ) * with V /Im τ since
contained in the set T = {T k }, and a precise statement about the structure of the singularity comes from (5.5): the trace involving our modified propagator corresponds to (u(t) + u(t))/2.
To understand the singularities of the scattering matrix (ŝ k1k2 ), we consider two cases. When k 1 = k 2 , Proposition 4.1 and Lemma 5.1 show that the singularities ofŝ k1k2 (t−2r) are determined by the singularities u µ k1k2 (t, a, a ′ ). By Proposition 2.11, when the parabolic subgroups P i , P j for φ µ k1 , φ µ k2 are different, the set T in Lemma 5.5 does not contain zero, and {T k − 2r | T k ∈ T , T k > 0} is exactly the set T ij of sojourn times of scattering geodesics between P i and P j . Then it follows from Lemma 5.3 that the singularities of u µ k1k2 (t, a, a ′ ) are included in the set {T + 2r | T ∈ T ij } ∪ {−T − 2r | T ∈ T ij }. Therefore, by Lemma 5.1, the singularities ofŝ k1k2 (t) are exactly located at the set T ij of sojourn times. To get the structure of the singularities, we notice that the factors e For the case k 1 = k 2 , there is an additional singularity at t = 0 given by δ 0 (t) = δ 0 (t)δ k1k2 in Proposition 4.1: the set T in Lemma 5.5 does contain zero. The singularity of u µ k1k2 (t, a, a ′ ) at t = 0 is nontrivial and cancels out the singularity of δ 0 (t). The easiest way to see that is to suppose that the singularities do not cancel out. Then, Proposition 4.1 shows thatŝ µ k1k2 (t) is singular at either 2r or −2r. Since r is arbitrary, this is impossible. In fact, (4.5) applied with a fixed r (H = H ′ = r) shows that the singularities of the left hand side form a discrete set. Same argument as before shows that the singularities ofŝ k1k2 (t) are located at {T k −2r | T ∈ T , T k > 0}, which is the set of sojourn times T ij . The structure of the singularities can be determined as in the case k 1 = k 2 .
