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Abstract
Consider the following discrete model of a nonautonomous logistic equation:N (n + 1) = N (n) exp
c(n)− m∑
j=0
b j (n)N (n − j)
 , n ≥ 0,
N (0) = N0 > 0 and N (− j) = N− j ≥ 0, 1 ≤ j ≤ m,
where c(n) and b j (n), 0 ≤ j ≤ m, n ≥ 0 are bounded and
c(n) > 0, b0(n) > 0, b j (n) ≥ 0, 1 ≤ j ≤ m, n ≥ 0.
In this paper, using some kind of iterative method to the above equation, we establish sufficient conditions that ensure the global
attractivity for solutions. The result is an extension of the former work [K. Uesugi, Y. Muroya, E. Ishiwata, On the global attractivity
for a logistic equation with piecewise constant arguments, J. Math. Anal. Appl. 294 (2004) 560–580] to the nonautonomous case.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the following discrete model of a nonautonomous logistic equation:N (n + 1) = N (n) exp
{
c(n)−
m∑
j=0
b j (n)N (n − j)
}
, n ≥ 0,
N (0) = N0 > 0 and N (− j) = N− j ≥ 0, 1 ≤ j ≤ m,
(1.1)
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where c(n) and b j (n), 0 ≤ j ≤ m, n ≥ 0 are bounded and
c(n) > 0, b0(n) > 0, b j (n) ≥ 0, 1 ≤ j ≤ m, n ≥ 0. (1.2)
[1,2] have established two type of sufficient conditions for the contractivity of solutions and global asymptotic stability
for the positive equilibrium of autonomous logistic equation with piecewise constant delays. [3] improved the result
in [4] using a discrete Lyapunov-like function. But these results still cannot extend the condition obtained by [5] for
the case m = 0 to m ≥ 1 in the autonomous case of (1.1). Using some kind of the monotone iterative method, [6]
succeeded in this problem and established sufficient condition (1.7) of global asymptotic stability for the positive
equilibrium of autonomous logistic equation with piecewise constant delays.
In this paper, we establish sufficient conditions that ensure the global attractivity for solutions of the
nonautonomous logistic equation (1.1). This result is an extension of [6] for the autonomous case to the
nonautonomous case.
Assume that
there exists at least one known positive solution {N∗(n)}∞n=1 of the system (1.1). (1.3)
For this solution {N∗(n)}∞n=1, put
r1(n) = b0(n)N∗(n) and r2(n) =
m∑
j=1
b j (n)N∗(n − j),
r¯1 = sup
n≥0
r1(n), r1 = infn≥0 r1(n), and r¯2 = supn≥0 r2(n).
(1.4)
The following theorem is our main result:
Theorem 1.1. Assume the conditions (1.2) and (1.3), and suppose that one of the following conditions is satisfied:
(i) 0 < r¯2 < r1 and r¯1 + r¯2 ≤ 1.
(ii) 0 < r¯1 ≤ 2 and r¯2 = 0.
(iii) 0 < r¯2 < 1 < r¯1, r1 ≥ 1, r¯1 + r¯2 ≤ 2,
r¯2
r¯1
er¯1+r¯2−1 ≤ r1 + r¯2 and
r¯2
r¯1
er¯1+r¯2−1−
r¯2
r¯1 < r1 + r¯2 −
r1
r¯1
.
(iv) 0 < r¯2 < r1 ≤ r¯1 ≤ 1, r1 + r¯2 ≤ 1 < r¯1 + r¯2, and
r¯2
r1
er1+r¯2−1 < r1 + r¯2.
(v) 0 < r¯2 < r1 ≤ r¯1 ≤ 1, r1 < 1, r1 + r¯2 > 1 and
r¯2
r1
er1+r¯2−1 ≤ r1 + r¯2.
(vi) r¯1 = r1 = 1, r¯2 > 0 and r¯2(er¯2 − 1) ≤ 1.
(vii)

r1 < 1 < r¯1, r¯2 > 0, 1 < r¯1 + r¯2 ≤ 2,
r¯2
r¯1
er¯1+r¯2−1 ≤ r1 + r¯2,
r¯2
r1
er1+r¯2−1 ≤ r1 + r¯2.
r¯2
r¯1
er¯1+r¯2−1−
r¯2
r¯1 < r1 + r¯2 −
r1
r¯1
, and (r¯1 + r¯2 − 1)
(
r¯1
r1
− 1
)
< (1− r1)
(
1+ r1
r¯2
)
.
(1.5)
Then, for any solution {N (p)}∞n=1 of system (1.1),
lim
n→∞(N (n)− N
∗(n)) = 0. (1.6)
Note that if r1 = r¯1, then the condition (1.5) becomes the following condition
0 < r¯2 < r¯1, r¯1 + r¯2 ≤ 2, and r¯2r¯1 e
r¯1+r¯2−1 ≤ r¯1 + r¯2, (1.7)
which was obtained by [6] for the autonomous case of (1.1). In this meaning, Theorem 1.1 is a generalization of the
results in [6] of the autonomous case to the nonautonomous case in Eq. (1.1).
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2. The special case m = 0
The following logistic equation is one of the basic differential equation models for population growth of a single
species:
dy(t)
dt
= r(t)y(t)
(
1− y(t)
K (t)
)
, t ≥ 0, (2.1)
where r(t) and K (t) represent the intrinsic growth rate and the carrying capacity, respectively.
In this section, consider its discrete analogue:
N (n + 1) = N (n) exp
[
r(n)
(
1− N (n)
K (n)
)]
, n = 0, 1, 2, . . . , (2.2)
under the assumptions that N (0) > 0, {r(n)}∞n=0 and {K (n)}∞n=0 are strictly positive sequences of real numbers. In
addition, assume that there exist positive constants r , r¯ , K and K¯ such that
0 < r ≤ r(n) ≤ r¯ , 0 < K ≤ K (n) ≤ K¯ , n = 0, 1, 2, . . . . (2.3)
For the permanence of Eq. (2.2), we have [7, Theorem 2.1].
Theorem 2.1 (See [7]). Assume (2.3). Then, every positive solution {N (n)}∞n=0 of Eq. (2.2), satisfies
N ≤ lim inf
n→∞ N (n) ≤ lim supn→∞ N (n) ≤ N¯ , (2.4)
where
N¯ = K¯
r¯
exp(r¯ − 1), N = K exp
(
r¯
(
1− N¯
K¯
))
> 0. (2.5)
Moreover, by [7], the following theorem was obtained:
Theorem A (See [7, Theorem 3.2]). Assume that r(n) and K (n) are periodic with a common positive period ω in
Eq. (2.2) with (2.3) and
r¯ ≤ 1+ log
(
2
K
K¯
)
≤ 1+ log 2 < 2. (2.6)
Then, there exists an ω-periodic solution {N∗(n)}∞n=0 of Eq. (2.2) and for any positive solution {N (n)}∞n=0 of Eq. (2.2),
we have
lim
n→∞(N (n)− N
∗(n)) = 0. (2.7)
Note that in the particular case of K (n) = K (constant), the condition (2.6) obtained by [7] becomes r¯ ≤ 1+ log 2.
For K (n) = K (constant), it is known that the optimal condition for the positive equilibrium to be globally
asymptotically stable, becomes r¯ ≤ 2 (see for example, [5]).
Let N (n) = N∗(n) exp(x(n)). Then, Eq. (2.2) is transformed to
x(n + 1) = x(n)− r(n)
K (n)
N∗(n)(exp(x(n))− 1).
Thus,
x(n + 1) = x(n)− a(n) f (x(n)), n = 0, 1, 2, . . . . (2.8)
where
a(n) = r(n)
K (n)
N∗(n) and f (x) = ex − 1. (2.9)
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Put
r¯1 = sup
n≥0
a(n), ϕ(x) = x − r¯1 f (x). (2.10)
Theorem 2.2. For r¯1 > 1, assume
ϕ(ϕ(L)) > L , L∗ ≤ L < 0, (2.11)
where ϕ(x) has a unique local maximum at L∗ < 0 and ϕ(x) is a strictly decreasing function of x on [L∗, 0]. Then
the zero solution of Eq. (2.8) is globally asymptotically stable.
Proof. By definition of ϕ(x), we have that{
x − a(n) f (x) ≥ ϕ(x), x < 0,
x − a(n) f (x) ≤ ϕ(x), x > 0.
Suppose that for some real number L < 0, there exists a positive integer nL ≥ 0 such that x(n) ≥ L , for n ≥ nL . If
L < L∗ < 0, then for a sufficiently large integer n ≥ nL ,{
x(n + 1) ≤ ϕ(L∗),
x(n + 1) ≥ ϕ(ϕ(L∗)).
If L∗ ≤ L < 0, then for a sufficiently large integer n ≥ nL ,{
x(n + 1) ≤ ϕ(L),
x(n + 1) ≥ ϕ(ϕ(L)).
Thus, if (2.11) holds, then{
ϕ(ϕ(L∗)) > L∗ > L , L < L∗ < 0,
ϕ(ϕ(L)) > L , L∗ ≤ L < 0.
Hence, by applying an iterative monotone method, we obtain that limn→∞ x(n) = 0 and the zero solution of Eq. (2.8)
is globally asymptotically stable. 
Applying Theorem 2.2 to Eq. (2.2), we offer the following theorem.
Theorem 2.3. Assume (2.3) and suppose that there exists a solution {N∗(n)}∞n=0 of Eq. (2.2) such that
r¯
K
N∗(n) ≤ 2. (2.12)
Then, for every positive solution {N (n)}∞n=0 of Eq. (2.2), we have
lim
n→∞(N (n)− N
∗(n)) = 0. (2.13)
If (2.6) holds, then for any solution {N∗(n)}∞n=0 of Eq. (2.2), condition (2.13) is satisfied.
In particular case that K (n) ≡ K (constant), if
r¯ ≤ 2, (2.14)
then
lim
n→∞ N (n) = N
∗, (2.15)
where N∗ = K is the positive equilibrium of Eq. (2.2).
Proof. Eq. (2.2) can be expressed by Eq. (2.8). Put
G(L) = ϕ(ϕ(L))− L .
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Then,
G(L) = ϕ(L)− r¯1(eϕ(L) − 1)− L = r¯1(2− eϕ(L) − 1) = r¯1{2− eL − eL−r¯1(eL−1)}.
Put
g(t) = t + ter¯1(1−t), 0 < t < +∞.
Then, for L∗ ≤ L ≤ 0,
G(L) = r¯1{2− g(eL)},
g′(t) = 1+ {1− r¯1t}er¯1(1−t),
g′′(t) = r¯1{r¯1t − 2}er¯1(1−t).
On the other hand, by (2.12), we may restrict that r¯1 ≤ 2. Then,
g′(t) ≥ g′
(
2
r¯1
)
= 1− er¯1−2 ≥ 0, 0 < t < +∞.
Thus, g(t) is a strictly monotone increasing function of t on (0,+∞) and
g(t) < g(1) = 2, 0 < t < 1,
from which we obtain (2.11). Hence, by Theorem 2.2, limn→∞ x(n) = 0, which implies (2.15). By (2.4) and (2.5),
(2.6) implies (2.12). In the particular case that K (n) = K (constant), we choose N∗(n) = N∗ = K . Then, (2.12) and
(2.13) become (2.14) and (2.15), respectively. 
Example 2.1 (See [7]). Consider Eq. (2.2) with
r(n) = 1, K (2n) = 4, K (2n + 1) = (4/7) exp(3/4) = 1.20971430, n = 0, 1, 2, . . . .
Cleary, (2.3) holds with r = r¯ = 1, K = (4/7) exp(3/4), K¯ = 4, and the condition (2.6) obtained by [7] does not
satisfied, because 1+ log(2(K/K¯ )) = 1+ log((2/7) exp(3/4)) < 1 = r¯ . On the other hand, for a solution {N∗(n)}∞n=0
of Eq. (2.2) such that N∗(2n) = 1, N∗(2n+1) = exp(3/4), n = 0, 1, 2, . . . , we have (r¯/K )N∗(n) ≤ 7/4 < 2. Then,
the condition (2.12) in Theorem 2.3 is satisfied. Thus, by Theorem 2.3, we have (2.13). Hence, this implies that
Theorem 2.3 improves the result of [7].
Note that the condition (2.12) in Theorem 2.3, actually improves the corresponding result (2.6) obtained by [7] (see
Example 2.1). Moreover, in the particular case of K (n) = K (constant), the condition (2.12) becomes r¯ ≤ 2 (see [5]),
which improves the condition r¯ ≤ 1+ log 2 obtained by the method proposed in [7].
3. Conditions of global attractivity for m ≥ 1
In this section, we consider a more general difference equation as follows:
x(n + 1) = x(n)−
m∑
j=0
a j (n) f (x(n − j)), n ≥ 0, (3.1)
where we assume
a0(n) > 0, a j (n) ≥ 0, 1 ≤ j ≤ m, n ≥ 0, (3.2)
and suppose that the function f (x) is a more general setting that{
f (x) ∈ C1(−∞,+∞), f (0) = 0, f ′(x) > 0,−∞ < x < +∞,
lim
x→−∞ f (x) = −1 and limx→+∞ f (x) = +∞.
(3.3)
Note that if f (x) = ex − 1, then we get the original equation (3.1) which is derived from Eqs. (1.1) and (1.3) by
x(n) = ln N (n)
N∗(n)
, a j (n) = b j (n)N∗(n − j), 0 ≤ j ≤ m. (3.4)
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Because by (3.4), (1.1) is written as
N∗(n + 1)ex(n+1) = N∗(n)ex(n) exp
{
c(n)−
m∑
j=0
b j (n)N∗(n − j) exp(x(n − j))
}
, n ≥ 0,
from which we obtain that
x(n + 1) = x(n)−
m∑
j=0
a j (n)(ex(n− j) − 1), n ≥ 0.
Put
r1(n) = a0(n) > 0, r2(n) =
m∑
j=1
a j (n) ≥ 0, ϕ(x; r1(n)) = x − r1(n) f (x). (3.5)
Then, (3.1) is written by
x(n + 1) = ϕ(x(n); r1(n))−
m∑
j=1
a j (n) f (x(n − j)), n = 0, 1, 2, . . . . (3.6)
Any solution {N (n)}∞n=1 of (1.1) satisfies
lim
n→∞ N (n) = N
∗
i ,
if, and only if, for f (x) = ex − 1, the zero solution of (3.1), is globally attractive, i.e. any solution {x(n)}∞n=1 of (3.1)
satisfies
lim
n→∞ x(n) = 0.
It is evident that every solutions {x(n)}∞n=1 of (3.1) exist for n ≥ 1.
Now, we investigate sufficient conditions that all solutions {x(n)}∞n=1 of Eq. (3.1) satisfy
lim
n→∞ x(n) = 0. (3.7)
For (3.1), we have the following lemma:
Applying the techniques used in [8], we obtain the following lemmas and theorem (see [8, Lemmas 2.1, 2.2 and
Theorem 3.1]):
Lemma 3.1. In (3.1), if x(n) is eventually nonpositive (respect. nonnegative), then x(t) is eventually increasing
(respect. decreasing), and limn→∞ x(n) exists and it holds limn→∞ x(n) = 0.
Proof. In (3.1), assume that x(n) is eventually nonpositive for n ≥ n0. Then, by the strictly monotone increasing
function f (x) of x on (−∞,+∞), we have that f (xn− j ) ≤ 0, j = 1, 2, . . . ,m, n ≥ n0 + m, and by (3.1),
0 ≥ x(n + 1) = x(n)−
m∑
j=1
a j (n) f (x(n − j))
≥ x(n), n ≥ n0 + m.
Thus, {x(n)}∞n=n0+m is a monotone increasing sequence which is bounded above by 0. Put limn→∞ x(n) = α. Suppose
α > 0. Then, there exists n¯1 ≥ m such that
x(n − i) ≥ α, 0 ≤ i ≤ m, for n ≥ n¯1,
since x(n) eventually decreases to α. Using this and (3.1), we have
x(n + 1) ≤ x(n)−
m∑
i=0
ai (n) f (α), for n ≥ n¯1.
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Summating from n¯1 to n, we have
x(n + 1) ≤ x(n¯1)−
(
n∑
q=n¯1
m∑
i=0
ai (q)
)
min
0≤i≤m f (α),
which implies, due to
∑∞
q=n0
∑m
i=0 ai (q) = +∞,
lim
n→∞ x(n) = −∞.
This contradicts α > 0. Hence, α = 0 and limn→∞ x(n) = 0.
Similarly, if x(n) is eventually nonnegative, then x(n) is eventually decreasing and we have limn→∞ x(n) = 0. 
Lemma 3.2. Let {x(n)}∞n=1 be the solution of (3.1) with (3.2)–(3.3). If x(n) is oscillatory about 0, then x(n) is
bounded above and below.
Proof. By (3.3), limx→−∞ f (x) = −1 > −∞. Then, by (3.1) and (3.2),
x(n + 1) ≤ x(n)+
m∑
i=0
ai (n), for n ≥ m. (3.8)
First we prove that x(n) is bounded above. Suppose lim supn→∞ x(n) = +∞. Then, by Lemma 3.1, x(n) is
both unbounded and oscillatory, and hence, there exists a strictly monotone increasing sequence {n¯ p}∞p=1 such that
n¯ p ≥ m + 1 and
x(n¯ p) = max
0≤n≤n¯ p
x(n) > 0, x(n¯ p)− x(n¯ p − 1) ≥ 0 and limp→∞ x(n¯ p) = +∞.
Then,
0 ≤ x(n¯ p)− x(n¯ p − 1) = −
m∑
i=0
ai (n¯ p − 1) f (x(n¯ p − i − 1)),
and so
∑m
i=0 ai (n¯ p − 1) f (x(n¯ p − i − 1)) ≤ 0. Thus, there exists g(n p) ∈ {n¯ p − m − 1, n¯ p − m, . . . , n¯ p − 1} such
that x(g(n¯ p) ≤ 0) and x(n) > 0, for n ∈ {g(n¯ p + 1, . . . , n¯ p)}. Summating (3.8) from g(n¯ p) to n¯ p − 1, we have
x(n¯ p) ≤
n¯ p−1∑
q=g(n¯ p)
m∑
i=0
ai (q) ≤ λ, and λ = (m + 1) sup
n≥0
m∑
i=0
ai (n) < +∞.
Consequently, lim supp→∞ x(n¯ p) ≤ λ. This contradiction shows that x(n) is bounded above. Similar to the discussion
above, we also see that
x(n) ≤ λ, for n ≥ m + 1.
Thus, by (3.1) and (1.2), we have
x(n + 1)− x(n) ≥ −
(
m∑
i=0
ai (n)
)
f (λ), for n ≥ 2m + 1. (3.9)
Next, we will show that x(n) is bounded below. Suppose that lim infn→∞ x(n) = −∞. Since x(n) is oscillatory about
0, there exists a strictly monotone increasing sequence {n p}∞p=1 such that n p ≥ 3m + 2 and
x(n p) = min0≤n≤n p x(n) < 0, x(n p)− x(n p − 1) ≤ 0 and limp→∞ x(n p) = −∞.
Then,
0 ≥ x(n p)− x(n p − 1) = −
m∑
i=0
ai (n p − 1) f (x(n p − i − 1)),
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which shows that there exists g¯(n p) ∈ {n p − m − 1, n p − m, . . . , n p − 1} such that x(g¯(n p)) ≥ 0 and x(n) < 0, for
n ∈ {g¯(n p + 1, . . . , n p)}. Summating (3.9) from g¯(n p) to n p − 1, we have
x(n p) ≥ −
 n p−1∑
q=g¯(n p)
m∑
i=0
ai (q)
 f (λ) ≥ −λ f (λ).
Consequently, lim infn→∞ x(n) ≥ −λ f (λ), which is a contradiction. Thus, x(n) is bounded below. Hence the proof
is complete. 
Put
r1(n) = b0(n)N∗(n) > 0, r2(n) =
m∑
j=1
b j (n)N∗(n − j) ≥ 0, ϕ(x; r1(n)) = x − r1(n) f (x). (3.10)
Then, (3.1) is written by
x(n + 1) = ϕ(x(n); r1(n))−
m∑
j=1
a j (n) f (x(n − j)), n = 0, 1, 2, . . . . (3.11)
Now, we consider the conditions of limn→∞ x(n) = 0.
Put 
r¯1 = sup
n≥0
r1(n), r1 = infn≥0 r1(n),
r¯2 = sup
n≥0
r2(n), ϕ(x; r1) = x − r1 f (x),
ϕ¯(x) = max
r1≤r1≤r¯1
ϕ(x; r1) =
{
x − r¯1 f (x), x ≤ 0,
x − r1 f (x), x > 0,
ϕ(x) = min
r1≤r1≤r¯1
ϕ(x; r1) =
{
x − r1 f (x), x ≤ 0,
x − r¯1 f (x), x > 0.
(3.12)
For (3.12), we have the following lemma:
Lemma 3.3. Assume that ϕ¯(x) has only one critical point L∗ < 0 which is a local maximum, and for L ≤ 0, put
F(L) ≡ min{ϕ(L), ϕ(ϕ¯(max{L∗, L})− r¯2 f (L))} − r¯2 f (ϕ¯(max{L∗, L})− r¯2 f (L)). (3.13)
If
F(L) > L for any L < 0, (3.14)
then limn→∞ x(n) = 0.
Proof. By Lemma 3.2, we may assume that there exist a constant L < 0 and some integer n0 such that
x(n) ≥ L , for any n ≥ n0.
Case I. We assume L ≤ L∗. Then, for n ≥ n0 + m,
L ≤ x(n + 1) ≤ R¯∗L ≡ ϕ¯(L∗)− r¯2 f (L).
Thus, we have that for n ≥ n0 + 2m,
x(n + 1) ≥ min(ϕ(L), ϕ(R¯∗L))− r¯2 f (R¯∗L).
Case II. We assume L∗ < L < 0. Then, for n ≥ n0 + m,
L ≤ x(n + 1) ≤ R¯L ≡ ϕ¯(L)− r¯2 f (L).
Thus, we have that for n ≥ n0 + 2m,
x(n + 1) ≥ min(ϕ(L), ϕ(R¯L))− r¯2 f (R¯L).
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Therefore, from (3.13) and (3.14), we obtain that
x(n + 1) ≥ F(L) > L , for any L < 0.
Similar to the proof in [6], we obtain limn→∞ x(n) = 0. 
Similarly, we obtain the following. Lemmas 3.4–3.7 (see [6]).
Lemma 3.4. Assume that ϕ¯(x) has only one critical point R∗ > 0 which is a local maximum, and
R∗ ≥ ϕ¯(R∗)+ r¯2, (3.15)
and suppose that for H(L) ≡ r1 f (L)+ r¯2 f (ϕ¯(R∗)− r¯2 f (L)), f or L ≤ 0,
r1 > r¯2 ≥ 0 and limL→−∞ H(L) < 0. (3.16)
Then limn→∞ x(n) = 0.
Lemma 3.5. Assume that ϕ¯(x) has only one critical point R∗ > 0 which is a local maximum, and
R∗ < ϕ¯(R∗)+ r¯2. (3.17)
Then, there exists a unique L¯ < 0 such that
R∗ = ϕ¯(R∗)− r¯2 f (L¯), (3.18)
and it holds that
R∗ > ϕ¯(R∗)− r¯2 f (L) > 0 for L¯ < L ≤ 0. (3.19)
Put
G(L) ≡ min{ϕ(L), ϕ(ϕ¯(R∗)− r¯2 f (L))} − r¯2 f (ϕ¯(R∗)− r¯2 f (L)), for L ≤ L¯. (3.20)
If
r1 > r¯2 > 0, and G(L) > L for any L ≤ L¯, (3.21)
then limn→∞ x(n) = 0.
Lemma 3.6. Assume that ϕ¯(x) has only one critical point R∗ = 0 which is a local maximum. Then,
R∗ < ϕ¯(R∗)+ r2, (3.22)
and there exists a unique L¯ = 0 such that
R∗ = ϕ¯(R∗)− r2 f (L¯). (3.23)
If
G(L) > L , for any L < 0, (3.24)
then limn→∞ x(n) = 0.
Lemma 3.7. Assume that for x < 0, ϕ¯(x) has only one critical point L∗ < 0 which is a local maximum, and for
x > 0, ϕ¯(x) has only one critical point R∗ > 0 which is a local maximum, and
R∗ < ϕ¯(R∗)+ r¯2. (3.25)
Then, there exists a unique L¯ < 0 such that
R∗ = ϕ¯(R∗)− r¯2 f (L¯), (3.26)
and it holds that
R∗ > ϕ¯(R∗)− r¯2 f (L) > 0 for L¯ < L ≤ 0. (3.27)
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For L ≤ 0, put
F(L) ≡ min{ϕ(L), ϕ(ϕ¯(max{L∗, L})− r¯2 f (L))} − r¯2 f (ϕ¯(max{L∗, L})− r¯2 f (L)), (3.28)
and
G¯(L) ≡ min{ϕ(L), ϕ(ϕ¯(RL)− r¯2 f (L))} − r¯2 f (ϕ¯(RL)− r¯2 f (L)), (3.29)
where for L ≤ L¯, RL = R∗, and for L¯ < L < 0, RL < R∗ is determined by
RL = ϕ(RL)− r¯2 f (L).
If
F(L) > L for any L < 0, (3.30)
and
r1 > r¯2, and G¯(L) > L for any L < 0, (3.31)
then limn→∞ x(n) = 0.
Proof. By Lemma 3.2, we may assume that there exist a constant L < 0 and some integer n0 such that
x(n) ≥ L , for any n ≥ n0.
We can see that for n ≥ n0 + m,
x(n + 1) ≤ max{ϕ¯(max{L∗, L})− r¯2 f (L), ϕ¯(RL)− r¯2 f (L)}.
Therefore, similar to the proofs of [6, Lemmas 2.2–2.4], we can prove that the conditions (3.30), if F(L) ≤ G¯(L),
and (3.31), if F(L) > G¯(L), imply limn→∞ x(n) = 0. 
4. Proof of Theorem 1.1
Hereafter, we restrict our attention to f (x) = ex − 1. For the case
r1 > r¯2 ≥ 0 and r¯1 + r¯2 ≤ 1, (4.1)
by [4], it was shown that limn→∞ x(n) = 0. Therefore, we only consider the case
r1 > r¯2 ≥ 0 and r¯1 + r¯2 > 1, (4.2)
and the corresponding conditions to Lemmas 3.3–3.7.
Put{ ˜¯ϕ(x) = ϕ¯(x)− r¯2 f (x), −∞ < x < +∞,
ϕ˜(x) = ϕ(x)− r¯2 f (x), −∞ < x < +∞. (4.3)
Lemma 4.1. Assume
r1 > 0, and 0 < r¯1 + r¯2 ≤ 2. (4.4)
Then, for x < 0, ϕ¯(x) = x − r¯1 f (x) and
ϕ˜( ˜¯ϕ(L)) > L , for any L < 0. (4.5)
Moreover, if r¯2 = 0 for (3.10)–(3.12), then limn→∞ x(n) = 0.
Proof. Since by (3.12),
ϕ¯(x) = x − r¯1 f (x), for x ≤ 0, and ϕ(x) = x − r˜1(x) f (x), r˜1(x) =
{
r¯1, if x ≥ 0,
r1, if x < 0.
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we have that for x < 0 and t = ex < 1,{
ϕ˜( ˜¯ϕ(x)) = ˜¯ϕ(x)− (r˜1( ˜¯ϕ(x))+ r¯2)(e ˜¯ϕ(x) − 1)
= x − {(r¯1 + r¯2)(t − 1)+ (r˜1( ˜¯ϕ(x))+ r¯2)(te(r¯1+r¯2)(1−t) − 1)}.
Consider the following function:
h1(t) = (r¯1 + r¯2)(t − 1)+ (r˜1( ˜¯ϕ(x))+ r¯2)(te(r¯1+r¯2)(1−t) − 1), 0 < t < 1.
Then,
h′1(t) = (r¯1 + r¯2)+ (r˜1( ˜¯ϕ(x))+ r¯2){1− (r¯1 + r¯2)t}e(r¯1+r¯2)(1−t),
h′′1(t) = −(r˜1( ˜¯ϕ(x))+ r¯2)(r¯1 + r¯2){2− (r¯1 + r¯2)t}e(r¯1+r¯2)(1−t).
Thus, by (4.4) we have that
h′1(t) ≥ h′1
(
2
r¯1 + r¯2
)
= (r¯1 + r¯2)− (r˜1( ˜¯ϕ(x))+ r¯2)e(r¯1+r¯2)−2 ≥ (r¯1 + r¯2)− (r˜1( ˜¯ϕ(x))+ r¯2) ≥ 0.
Therefore, we have that
h1(t) < h1(1) = 0, for 0 < t < 1,
which implies (4.5).
Moreover, if r¯2 = 0 for (3.10)–(3.12), then by [5], limn→∞ x(n) = 0. 
Lemma 4.1 implies that if 0 < r¯1 ≤ 2 and r¯2 = 0, then limn→∞ x(n) = 0.
Now, for Lemma 3.3. we offer the following lemma:
Lemma 4.2. Assume (4.4) and
0 < r¯2 < 1 < r¯1, r1 ≥ 1, r¯1 + r¯2 ≤ 2,
r¯2
r¯1
er¯1+r¯2−1 ≤ r1 + r¯2 and
r¯2
r¯1
er¯1+r¯2−1−
r¯2
r¯1 < r1 + r¯2 −
r1
r¯1
. (4.6)
Then, ϕ¯(x) has only one critical point L∗ = − ln r¯1 < 0 which is a local maximum.
(a) For L ≤ 0, put
G1(L) = ϕ(L)− r¯2 f (R¯∗L)− L , G˜1(L) = r1 f (L)+ r¯2 f (R¯∗L), and R¯∗L = ϕ¯(L∗)− r¯2 f (L). (4.7)
Then, each of the following holds:
(i) limL→−∞ G˜1(L) ≤ 0.
(ii) G˜1(L∗) < 0.
(iii) If G˜ ′1(L) = 0 for some L < L∗, then G˜1(L) < 0.
Hence, G˜1(L) < 0, and G1(L) > 0, for any L ≤ L∗.
(b) For L ≤ 0, put
G2(L) = ϕ(R¯∗L)− r¯2 f (R¯∗L)− L , and R¯∗L = ϕ¯(L∗)− r¯2 f (L). (4.8)
Then, each of the following holds:
(i) limL→−∞ G2(L) = +∞.
(ii) G2(L∗) = ϕ˜( ˜¯ϕ(L∗))− L∗ > 0.
(iii) G ′2(L) < 0, for any L ≤ L∗.
Hence, G2(L) = ϕ˜(R¯∗L)− L > 0, for any L ≤ L∗.
(c) For L ≤ 0, put
G3(L) = ϕ(R¯L)− r¯2 f (R¯L)− L , and R¯L = ϕ¯(L)− r¯2 f (L). (4.9)
Then, G3(L) = ϕ˜( ˜¯ϕ(L))− L > 0, for any L∗ ≤ L < 0.
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Proof. Since ϕ¯′(x) = 1 − r¯1ex , by (3.12) and (4.6), we can easily see that ϕ¯(x) has only one critical point
L∗ = − ln r¯1 < 0 which is a local maximum. Moreover, by (4.7), R¯∗L = − ln r¯1 + (r¯1 + r¯2) − 1 − r¯2eL , and
G˜1(L) = r1(eL − 1)+ r¯2r¯1 er¯1+r¯2−1−r¯2e
L − r¯2.
(a) (i) By assumptions, we have
lim
L→−∞ G˜1(L) =
r¯2
r¯1
e(r¯1+r¯2)−1 − (r1 + r¯2) ≤ 0.
(ii) By (4.6),
G˜1(L∗) = r1r¯1 − (r1 + r¯2)+
r¯2
r¯1
e(r¯1+r¯2)−1−
r¯2
r¯1 < 0.
(iii) Since
G˜ ′1(L) = r1eL +
r¯2
r¯1
er¯1+r¯2−1−r¯2eL (−r¯2eL),
G˜ ′1(L) = 0 implies that
r1e
L = r¯
2
2
r¯1
eLer¯1+r¯2−1−r¯2eL .
Therefore, if G˜ ′1(L) = 0 for some L ≤ L∗, then it holds that
G˜1(L) = r1eL +
r¯2
r¯1
er¯1+r¯2−1−r¯2eL − (r¯1 + r¯2)
≤ r¯2
r¯1
er¯1+r¯2−1−r¯2eL (r¯2eL + 1)− (r1 + r¯2)
≤ (r1 + r¯2)
(
r¯2eL + 1
er¯2eL
− 1
)
< 0,
because r1+ r¯2 ≥ r¯2r¯1 er¯1+r¯2−1 and x+1 < ex , for x > 0. Hence, from (a) (i)–(iii), we get G1(L) > 0, for any L ≤ L∗.
(b) (i) Since R¯∗L = − ln r¯1 + (r¯1 + r¯2)− 1− r¯2eL , we have that
G2(L) = − ln r¯1 + 2(r¯1 + r¯2)− 1− r¯2eL − r¯1 + r¯2r¯1 e
r¯1+r¯2−1−r¯2eL − L ,
lim
L→−∞G2(L) = − ln r¯1 + 2(r¯1 + r¯2)− 1−
r¯1 + r¯2
r¯1
er¯1+r¯2−1 − lim
L→−∞ L = +∞.
(ii) Since L∗ < 0, by Lemma 4.1, we see that
G2(L∗) = ϕ˜( ˜¯ϕ(L∗))− L∗ > 0.
(iii) We have thatG
′
2(L) = −r¯2eL
(
1− r¯1 + r¯2
r¯1
er¯1+r¯2−1−r¯2eL
)
− 1,
and lim
L→−∞G
′
2(L) = −1 < 0.
Thus, similar to [6, Proof of Lemma 3.2 (b) (iii)], we obtain G ′2(L) < 0. Hence, from (b) (ii), we get G2(L) ≥
G2(L∗) > 0, for any L ≤ L∗.
(c) By Lemma 4.1, we see that
G3(L) = ϕ˜( ˜¯ϕ(L))− L > 0, for any L∗ ≤ L < 0. 
Lemma 4.2 implies that if (4.6) holds, then (3.14) in Lemma 3.3, are satisfied and limn→∞ x(n) = 0. Note that
if r¯1 = r1 > 1, then r¯2r¯1 e
r¯1+r¯2−1− r¯2r¯1 < r1 + r¯2 − r1r¯1 in (4.6) is satisfied, because xer¯1+r¯2−1−x is a strictly monotone
increasing function on [0, 1] and for 0 < r¯2 < 1 < r¯1 and r¯1 + r¯2 ≤ 2, it holds that r¯2r¯1 < r¯1 + r¯2 − 1 ≤ 1.
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Similarly, for Lemma 3.4. we offer the following lemma:
Lemma 4.3. Assume that
0 < r¯2 < r1 ≤ r¯1 ≤ 1, r1 + r¯2 ≤ 1 < r¯1 + r¯2, and
r¯2
r1
er1+r¯2−1 < r1 + r¯2. (4.10)
Then, ϕ¯(x) has only one critical point R∗ = − ln r1 > 0 which is a local maximum, R∗ ≥ ϕ¯(R∗)+ r¯2, and for H(L)
defined in Lemma 3.4, limL→−∞ H(L) < 0. Hence, limn→∞ x(n) = 0.
Proof. By (4.10), r1 < 1 and (3.16) holds. Hence, by Lemma 3.4, we have limn→∞ x(n) = 0. 
Lemma 4.3 implies that if (4.10) holds, then (3.15) and (3.16) in Lemma 3.4, are satisfied and limn→∞ x(n) = 0.
Now, for Lemma 3.5. we offer the following lemma:
Lemma 4.4. Assume that
0 < r¯2 < r1 ≤ r¯1 ≤ 1, r1 < 1, r1 + r¯2 > 1 and
r¯2
r1
er1+r¯2−1 ≤ r1 + r¯2. (4.11)
Then, ϕ¯(x) has only one critical point R∗ = − ln r1 > 0 which is a local maximum, R∗ < ϕ¯(R∗)+ r¯2 and there exists
a unique L¯ < 0 such that
R∗ = ϕ¯(R∗)− r¯2 f (L¯). (4.12)
(a) For L ≤ 0, put
G4(L) = ϕ(L)− r¯2 f (R¯∗L)− L , G˜4(L) = r1 f (L)+ r¯2 f (R¯∗L), and R¯∗L = ϕ¯(R∗)− r¯2 f (L). (4.13)
Then, each of the following holds:
(i) limL→−∞ G˜4(L) ≤ 0.
(ii) G˜4(L¯) < 0.
(iii) G˜ ′4(L¯) > 0.
Hence, G4(L) > 0, for any L ≤ L¯.
(b) For L ≤ 0, put
G5(L) = ϕ(R¯∗L)− r¯2 f (R¯∗L)− L , R¯∗L = ϕ¯(R∗)− r¯2 f (L). (4.14)
Then, ϕ(R¯∗L) > ϕ(L) and G5(L) > G4(L) > 0, for any L ≤ L¯.
Proof. By (3.19) and (4.11), ϕ¯′(x) = 1 − r1ex , for x > 0, we can easily see that ϕ¯(x) has only one critical point
R∗ = − ln r1 > 0 which is a local maximum, and R∗ < ϕ¯(R∗)+ r¯2.
Thus, by Lemma 3.5 and r¯2 > 0, we see that there exist a unique L¯ < 0 such that
R∗ = ϕ¯(R∗)− r¯2 f (L¯).
Then,
r1 f (R
∗)+ r¯2 f (L¯) = 0, and f (L¯) = −r1r¯2 f (R
∗) < 0,
and
0 < eL¯ = 1− 1
r¯2
(1− r1) < 1.
(a) (i) We have that
lim
L→−∞ G˜4(L) =
r¯2
r1
er1+r¯2−1 − (r1 + r¯2) ≤ 0.
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(ii) We have
G˜4(L) = r1(eL − 1)+ r¯2
(
1
r1
er1+r¯2−1−r¯2eL − 1
)
,
G˜ ′4(L) = r1eL +
r¯2
r1
(−r¯2eL)er1+r¯2−1−r¯2eL = eL
(
r1 −
r¯22
r1
er1+r¯2−1−r¯2eL
)
.
Therefore, we have that
G˜4(L¯) = r1(eL¯ − 1)+ r¯2
(
1
r1
er1+r¯2−1−r¯2eL¯ − 1
)
= −r1
r¯2
(1− r1)+ r¯2
(
1
r1
− 1
)
= 1− r1
r1r¯2
(r¯22 − r21) < 0.
(iii) We have that
G˜ ′4(L¯) = eL¯
(
r1 −
r¯22
r1
)
> 0.
Since G˜ ′4(L) has only one zero point, by (a) (i)–(iii), one can see that G4(L) > 0, for any L ≤ L¯ .
(b) We will prove that ϕ(R¯∗L) > ϕ(L) for L ≤ L¯ , where R¯∗L = ϕ¯(R∗)− r¯2 f (L).
Put
h5(L) = ϕ(R¯∗L)− ϕ(L).
Then, we have that R¯∗L = − ln r1 + (r1 + r¯2)− 1− r¯2eL and
h′5(L) = (1− r¯1eR¯
∗
L )(−r¯2eL)− (1− r1eL)
= r¯2eL
(
r¯1
r1
er1+r¯2−1−r¯2eL − 1
)
+ (r1eL − 1), L ≤ L¯.
Then,
h′′5(L) = r¯2(1− r¯2eL)
r¯1
r1
eLer1+r¯2−1−r¯2eL + (r1 − r¯2)eL > 0, L ≤ L¯.
Thus, by eL¯ = 1− 1r¯2 (1− r1) and (4.11), we have that for L ≤ L¯ ,
h′5(L) ≤ h′5(L¯) = (r¯1 + r¯2 − 1)
(
r¯1
r1
− 1
)
− (1− r1)
(
1+ r1
r¯2
)
= (r¯1 + r¯2)
(
r¯1 − r1
r1
− 1− r1
r¯2
)
−
(
r¯1
r1
− 1
)
< 0.
Hence, for L ≤ L¯ ,
h5(L) ≥ h5(L¯) = ϕ(R∗)− ϕ(L¯) > 0,
from which we get that ϕ(R¯∗L) > ϕ(L), for L ≤ L¯ . Hence, by (4.12), (4.14) and (a), we obtain G5(L) > G4(L) > 0,
for any L ≤ L¯ . 
Lemma 4.4 implies that if (4.11) holds, then (3.17)–(3.19) and (3.21) in Lemma 3.5, are satisfied and
limn→∞ x(n) = 0.
Now, for Lemma 3.6. we offer the following lemma:
Lemma 4.5. Assume that
r¯1 = r1 = 1, r¯2 > 0 and r¯2(er¯2 − 1) ≤ 1. (4.15)
Then, (3.22)–(3.24) hold and we have the following:
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(a) For (4.12) with R∗ = 0, G4(L) = −r1 f (L) > 0 for any L < L¯ = 0.
(b) For (4.14) with R∗ = 0, G5(L) = ϕ˜(R¯∗L)− L > 0, for any L < L¯ = 0.
Proof. The proof is similar to that of Lemma 4.4(a) and (b) in the case L¯ < 0. 
Lemma 4.5 implies that if (4.15) holds, then (3.22)–(3.24) in Lemma 3.6, are satisfied and limn→∞ x(n) = 0.
Now, for Lemma 3.7. we offer the following lemma:
Lemma 4.6. Assume
r1 < 1 < r¯1, r¯2 > 0, 1 < r¯1 + r¯2 ≤ 2,
r¯2
r¯1
er¯1+r¯2−1 ≤ r1 + r¯2,
r¯2
r1
er1+r¯2−1 ≤ r1 + r¯2,
r¯2
r¯1
er¯1+r¯2−1−
r¯2
r¯1 < r1 + r¯2 −
r1
r¯1
, and (r¯1 + r¯2 − 1)
(
r¯1
r1
− 1
)
< (1− r1)
(
1+ r1
r¯2
)
.
(4.16)
Then, for x < 0, ϕ¯(x) = x − r¯1 f (x) has only one critical point L∗ = − ln r¯1 < 0 which is a local maximum, and for
x > 0, ϕ¯(x) = x − r1 f (x) has only one critical point R∗ = − ln r1 > 0 which is a local maximum.
Then, each (a)–(c) in Lemma 4.2 with r1 < 1 and Lemma 4.4 with r¯1 > 1 hold and (3.25)–(3.31) in Lemma 3.7 are
satisfied.
Proof. By r¯1 > 1, the conditions (4.4) and (4.6) and r¯2r1 e
r1+r¯2−1 ≤ r1+ r¯2, similar to the proof of Lemma 4.2 (a)–(c),
we have that for the case r1 < 1, it still holds that G1(L) > 0 and G2(L) > 0, for any L ≤ L∗, and G3(L) > 0, for
any L∗ ≤ L < 0, are satisfied. Moreover, (r¯1 + r¯2 − 1)( r¯1r1 − 1) < (1 − r1)(1 +
r1
r¯2
) means h′5(L) < 0 in the proof
of Lemma 4.4 (b). Therefore, by the condition (4.16), similar to the proof of Lemma 4.4 (a)–(b), we have that for the
case r¯1 > 1, it still holds that G4(L) > 0 and G5(L) > 0, for any L ≤ L¯ . Thus, (3.30) and (3.31) are satisfied. 
Lemma 4.6 implies that if (4.16) holds, then (3.30) and (3.31) in Lemma 3.7, are satisfied and limn→∞ x(n) = 0.
Proof of Theorem 1.1. For each of the cases (4.1), 0 < r¯1 ≤ 2 and r¯2 = 0, (4.6), (4.10), (4.11), (4.15) and (4.16),
respectively, [4], Lemmas 4.1–4.6, respectively imply limn→∞ x(n) = 0. Thus, we prove Theorem 1.1. 
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