Neural networks underpinning working memory demonstrate sign language specific components possibly related to differences in temporary storage mechanisms. A processing approach to memory systems suggests that the organisation of memory storage is related to type of memory processing as well. In the present study, we investigated for the first time semantic, phonological and orthographic processing in working memory for sign-and speech-based language. During fMRI we administered a picture-based 2-back working memory task with Semantic, Phonological, Orthographic and Baseline conditions to 11 deaf signers and 20 hearing non-signers. Behavioural data showed poorer and slower performance for both groups in Phonological and Orthographic conditions than in the Semantic condition, in line with depth-of-processing theory. An exclusive masking procedure revealed distinct sign-specific neural networks supporting working memory components at all three levels of processing. The overall pattern of sign-specific activations may reflect a relative intermodality difference in the relationship between phonology and semantics influencing working memory storage and processing.
Introduction
Working memory is the cognitive function that allows on-line processing and storage of information and is thus vital for everyday functioning and communication (e.g. Baddeley and Hitch (1974) , Daneman and Carpenter (1980) , Postle (2006) , Ruchkin, Grafman, Cameron and Berndt (2003) ). Studies investigating the language modality specificity of working memory have revealed that although behavioural performance is similar across signed and speech-based languages (Boutla, Supalla, Newport & Bavelier, 2004; Rudner, Fransson, Ingvar, Nyberg & Rönnberg, 2007) , the neural networks that support them, despite significant overlap, show clear evidence of language modality specificity, possibly related to differential organisation of storage mechanisms (Bavelier et al., 2008; Buchsbaum et al., 2005; Pa, Wilson, Pickell, Bellugi & Hickok, 2008; Rönnberg, Rudner & Ingvar, 2004; Rudner et al., 2007) .
A processing approach to memory systems suggests that the organisation of memory storage is related to type of memory processing and includes both general and specific mechanisms (Nyberg, Forkstam, Petersson, Cabeza, & Ingvar, 2002) . In the present study we investigate for the first time the specificity of semantic, phonological and orthographic processing in working memory and whether the neural representation of these processes is language modality specific.
Signed language
Signed languages are the preferred mode of communication for people who are born deaf (Emmorey, 2002) . In signed languages, communication takes place in the visual mode as opposed to audiovisually, or simply auditorily, in speech communication. This means that cognitive processes mediated by sign language may bootstrap onto visual processes but also onto sign language-specific processes that are not primarily related to visual processing. This is analogous to speech-based cognition which is dependent on both lower-level auditory processes and higher cognitive processes (Davis & Johnsrude, 2003) . However, signed language is predominantly left-lateralized in the brain (Rönnberg, Söderfeldt & Risberg, 2000; Söderfeldt, Rönnberg & Risberg, 1994) , as demonstrated by both lesion data (reviewed in Corina and Knapp (2006) ) and imaging data (reviewed in MacSweeney, Capek, Campbell and Woll (2008) ). Further, thinking in sign language or ''inner signing'' is mediated by similar regions to inner speech (McGuire et al., 1997) .
There is no longer any doubt about the linguistic status of sign language (Campbell, MacSweeney, & Waters, 2008; Rönnberg, Söderfelt & Risberg, 2000) and similar levels of linguistic analysis (phonological, semantic, syntactic; Siple, 1997) modalities allow an analytic approach to the investigation of the modality specificity of cognition.
The representation of semantics appears to be similar across language modalities (Bosworth & Emmorey, 2010; McEvoy, Marschark & Nelson, 1999) . For example, retrieval of lexical signs from different semantic categories activates regions of the left temporal lobe similar to those activated by the retrieval of words (Emmorey et al., , 2004 . Further, semantic violations in sign language generate a classic N400 effect (Capek et al., 2009) .
Phonology may be defined as the level of linguistic analysis that organises the medium through which language is transmitted (Sandler & Lillo-Martin, 2006, p. 114) . In speech-based languages, this refers to the patterning of sounds, at segmental as well as suprasegmental levels; in sign languages, it refers to the patterning of the position, shape and movement of the signing hands. Phonological processing in sign language has been shown to engage the same left perisylvian regions in the inferior frontal lobe, superior temporal sulcus and the parietal lobe as speech-based language (MacSweeney, Waters, Brammer, Woll & Goswami, 2008 ). This suggests that the neural network supporting phonological processing is to some extent supramodal. However, activation within this network is modulated by both language modality and hearing status, indicating a measure of modality specificity (MacSweeney, .
Orthography refers to the mapping between speech sounds and written letters. Deaf people have limited access to speech sounds due to their sensory impairment and although a certain amount of phonological information is available from lip reading (or speechreading), this information typically underdetermines the phonological variation of spoken language. Signed languages have their own code for representing the orthography of spoken language and this code is known as finger-spelling. The Swedish finger-spelled alphabet is a set of signs for the Swedish alphabet. It is not a representation of the sounds of Swedish but a manual representation of the orthographic representation of Swedish. Finger-spelling is used by signers to fill lexical gaps in a signed language (Sutton-Spence & Woll, 1999) . Thus, although sign language users have a way of representing orthography in their own language modality, it remains irreducibly linked to speech-based language. Despite this, it has been shown that orthographic processing activates common regions including the mid fusiform gyrus across the language modalities of sign and speech (Waters et al., 2007) .
Thus, there is evidence to suggest that language modality-general neural networks are engaged in all three kinds of processing addressed in this study. As regards semantics, there is little theoretical reason and, to our knowledge, no empirical evidence of modalityspecific representation. Phonology can be described at an abstract supramodal level and there is empirical evidence that its neural underpinnings reflect this. At a surface level, the phonologies of sign and speech are very different which is likely to drive some modality specificity. Orthography is by definition speech-based and thus modality specific although it is functionally represented in sign language by finger-spelling and finger-spelling seems to be supported by neural networks similar to those underlying speech-based spelling. Consequently, we expect to find modality neutral networks for all three types of processing with some modality-specific components for phonological and orthographic but not semantic processing.
Working memory
Working memory refers to the mechanisms involved in the processing and short-term maintenance of information. One influential model proposes separate phonological and visuospatial processing buffers and an episodic buffer that maintains integrated information from other cognitive systems and combines information in different codes into unitary multidimensional representations (Baddeley, 2000 (Baddeley, , 2012 Repovs & Baddeley, 2006) . At an abstract level, the function of these buffers can be described in the same way for signed and speech-based language (Rudner, Davidsson & Rönnberg, 2010; Rudner & Rönnberg, 2008a , 2008b Wilson & Emmorey, 1997; 1998; but at a surface level the phonological processing buffer seems to be modality specific (Wilson, 2001) while the episodic buffer is modality independent (Rudner et al., 2010; Rudner & Rönnberg, 2008a , 2008b . Wilson (2001) made the case for sensorimotor coding in working memory and it has been argued that working memory, rather than being a distinct cognitive mechanism, can be parsimoniously described in terms of general purpose sensorimotor and representational systems (Buchsbaum and D'Esposito, 2008; Hickok, Buchsbaum, Humphries, & Muftuler, 2003; Postle, 2006) whose capacity is determined by attentional resources (Ruchkin et al., 2003) .
Working memory has a characteristic neural organisation involving a load-sensitive frontoparietal network (Cabeza & Nyberg, 2000; Smith & Jonides, 1997; Wager & Smith, 2003) . Work from our lab (Rönnberg et al., 2004; Rudner et al., 2007) showed that despite the fact that sign language processing engages similar networks to speech processing (Emmorey et al., , 2004 McGuire et al., 1997; MacSweeney, Waters, et al., 2008; Waters et al., 2007) , and that working memory has a similar capacity for signed and speech-based language (Boutla et al., 2004; Rudner et al., 2007) , working memory for sign language engages some parts of the brain to a greater extent than working memory for spoken language. In other words, there are modality specific neural networks that support working memory for sign language.
In two studies, one using PET and one using fMRI, we showed that hearing individuals who are bilingual in Swedish and Swedish Sign Language (SSL) engage working memory networks to a similar extent using sign and speech but that they in addition engage bilateral parietal and temporal regions significantly more for sign-based than speech-based working memory. We interpreted this sign-specific activation as indexing a modality-specific short-term store of signs. This is in line with the extensive behavioural evidence indicating that short-term storage of words has a more prominent serial organisation than short-term storage of signs which may be more spatial (O'Connor & Hermelin, 1973; 1976; Rudner & Rönnberg, 2008a; Rudner et al., 2010; Wilson, Bettger, Niculae & Klima, 1997) . This evidence supports a partly language modality specific view of working memory. Our PET study (Rönnberg et al., 2004) showed similar patterns of results for both episodic and semantic retrieval in working memory, suggesting that the modality specificity of working memory generalises across types of processing.
Work by the Hickok group studied the neural correlates of working memory for pseudosigns in deaf native signers (Buchsbaum, et al., 2005 ) and compared working memory for pseudosigns and pseudowords in hearing native users of American Sign Language (ASL, Pa et al., 2008) . Like our own work, these studies showed modality specificity for working memory for sign language. In particular, working memory for pseudosigns activated more posterior regions, including parietal cortex, than working memory for pseudowords, during both encoding and maintenance phases of the task, while frontal regions showed similar activation across modalities. In a study from the Bavelier group (Bavelier et al., 2008) deaf native users of ASL and hearing non-signers memorised series of letters that were presented either as speech for the hearing participants or by fingerspelling for the deaf group. The deaf group showed greater activation than the hearing group in bilateral parietal regions during the recall phase of the task and more bilateral frontal activation during the encoding phase of the task.
Thus, evidence from the literature suggests that although neural networks supporting the perception of sign and speech are very similar, working memory networks have sign-specific components at different levels of processing.
Memory systems
Working memory shares process and storage systems with episodic and semantic long-term memory (Nyberg et al., 2002) . During long-term memory encoding different types of processing lead to different levels of memory retention (Craik & Lockhart, 1972; Craik & Tulving, 1975) . In particular, deeper processing involving the semantic content of to-be-remembered items during memory encoding is associated with higher levels of subsequent remembering than shallower processing involving only the surface characteristics of the stimuli such as orthography and phonology. We have found that semantic similarity of to-be-remembered stimuli enhances working memory processing in a similar manner across the modalities of sign and speech (Rudner & Rönnberg, 2008a; Rudner et al., 2010) . This is in contrast to phonological similarity which seems to have little effect on working memory performance in either modality (Rudner & Rönnberg, 2008a) .
These findings agree with the depth-of-processing framework and suggest that it can be extended from episodic memory to working memory as well as from speech-based language to signed language.
The present study
In the present study we investigated for the first time whether language modality modulates the neural networks supporting different types of processing (semantic, phonological, orthographic) in working memory by employing a 2-back working memory task during fMRI. This task required the participant to recode picture stimuli in relation to semantic, phonological or orthographic response criteria. We expected to find better performance when semantic processing was required than when phonological or orthographic processing were required, in line with our own work (Rudner & Rönnberg, 2008a; Rudner et al., 2010) and depth-of-processing theory (Craik & Lockhart, 1972) On the basis of previous imaging findings, we expected to find that different kinds of working memory processing share neural networks but also show process-specific and language modalityspecific components (Bavelier et al., 2008; Buchsbaum et al., 2005; Nyberg et al., 2002; Pa et al., 2008; Rönnberg et al., 2004; Rudner et al., 2007) . We expected to find language modalityspecific differences relating to orthography, which is irreducibly linked to speech-based language, and phonology, which although it can be described at an abstract level is instantiated differently at the surface level for sign and speech. We did not expect to find modality-specific differences relating to semantics whose representation and related processing mechanisms are probably not language modality specific.
Material and methods

Participants
Eleven deaf signers (DS) and 20 hearing non-signers (HN) took part in the study. They were all self-reported healthy, right-handed, and had normal or corrected-tonormal vision, including colour discrimination ability. The demographic characteristics of the participants are summarised in Table 1 . As can be seen from the table, DS had all learned SSL before the age of seven. This was important because the childhood advantage for language acquisition is not unique to speech and impacts all levels of linguistic processing (Mayberry & Eichen, 1991) . HN all reported Swedish as their mother tongue. Ethical approval was given by the regional ethical review board in Linköping (file number Ö 11-05), in accordance with Swedish law on research involving human subjects. All subjects gave informed consent and were paid 250 SEK for their participation.
Two-back task
In this task, easily nameable pictures were presented one at a time and the participants were asked to match each picture to the picture that occurred two steps back in the series on a particular criterion. All participants performed the 2-back task in the scanner under four different conditions (Semantic, Phonological, Orthographic and Colour baseline; BL), each with its own matching criterion. In the Semantic condition the matching criterion was semantic category, in the Phonological condition, it was phonological similarity, in the Orthographic condition it was orthographic similarity and in BL it was colour. The different conditions were designed to induce different types of processing in working memory. This is the first time, to our knowledge, that Semantic, Phonological and Orthographic working memory processing across the language modalities of sign and speech have been investigated in one and the same study, making it unique.
The pictures used in the 2-back task were selected to satisfy the matching criteria used in the four different conditions of the 2-back task. Four blocks of 12 pictures each were used for each condition. Thus a total of 48 pictures were presented in each of the four conditions of the 2-back task giving a total 192 presented pictures for each participant. None of the stimuli were presented more than once. The same stimuli were used for both groups in all conditions except the Phonological condition, where separate sets of material were created for the two groups. This was because although the matching criterion for this condition was phonological similarity for both groups, the way in which this criterion was implemented differed between groups. Thus, five sets of material or 240 pictures were used in the study, see Appendix 1.
Within each block of 12 pictures there were two subsets of six depicted items. All items matched on the appropriate criterion within subsets but not between sets in the same block. Thus, one block used in the Semantic condition included six pictures of animals and six pictures of vehicles. One block used in the Orthographic condition included six pictures of objects whose Swedish lexical labels began with the letter ''P'' and six pictures of objects starting with ''S''. One block used for the phonological condition with HS included six pictures of items whose Swedish lexical labels ended in ''-in'' and six pictures of objects ending in ''-et''. Throughout the Swedish phonological condition word stress was on the final syllable. None of the words used in this condition had a final syllable that was a grammatical morpheme. Thus, there was no systematic grammatical marking that could influence the phonological decision. For DS, one block of the phonological condition included six pictures whose lexical labels in Swedish Sign Language were articulated with a fist hand shape and six with a flat hand shape. In Swedish Sign Language noun classifiers occur after the noun (Bergman & Wallin, 2003) . Thus, in encoding single items, there is no reason to believe that there was any systematic grammatical marking to influence the phonological decision. Although the Swedish and Swedish Sign Language phonological conditions differ in their surface description, at a theoretical level they are very similar in the cognitive demands they pose.
The pictures were arranged within the blocks so that the correct response to each stimulus item was ''yes'' for five of the twelve pictures. Pseudorandomization ensured that the same correct response never occurred consecutively on more than three occasions. Details of blocks are given in Appendix 1. At a general level, the 2-back task requires encoding of serially presented items in a format appropriate to the particular condition. As the task progresses, working memory is updated with new items while obsolete items are strategically discarded.
There are several advantages of using picture stimuli instead of text stimuli in experiments comparing cognitive processing in deaf signers and hearing nonsigners (Rudner & Rönnberg, 2008a) . In the first place, although Swedish was the first language of the hearing participants in the present study, it was the second language of the deaf participants and evidence suggests that working memory processing differs between first and second languages (Chee, Soon, Lee & Pallier, 2004) . Further, the neural mechanisms of reading are shaped by auditory experience of speech; for deaf readers other networks may be recruited (Aparicio, Gounot, Demont & Metz-Lutz, 2007) . When pictures of prototypical items are used as stimuli in linguistic processing tasks, it may be assumed that both groups recode pictures as lexical labels in their preferred language, Swedish for hearing participants and SSL for deaf participants (Rudner & Rönnberg, 2008a) . When linguistic processing is not required, no recoding is required for either group. Evidence suggests that although deafness may enhance some aspects of visual function this does not apply to stimuli presented at the focus of attention (Bavelier, Dye & Hauser, 2006) . Thus, the advantage of using pictures of prototypical items as stimuli in this study is that appropriate linguistic processing can be stimulated in the two groups without introducing the bias of using different sets of stimulus material and good experimental control can be maintained.
Procedure
The subjects were instructed on, and thoroughly practiced, all four conditions of the task using similar but not identical material before entering the scanner. The order of presentation of the conditions and blocks was individually randomized at run-time. The onsets of picture stimuli were randomly jittered within each block using a Poisson distribution ranging from 4 to 20 s. This meant that the time between onsets was 4 s in most cases but in a few unpredictable cases (according to the said distribution) it was longer. The stimulus was presented on screen throughout this period.
In the scanner, material was presented on a screen at the foot of the scanner (visible in a mirror attached to the head coil) and through headphones. Before the start of each block, the participant was given a task cue. The participants were instructed to respond to each item as quickly as possible. The yes/no responses were given by pressing one of two buttons mounted on a glove worn on the right hand. The first two items in each list elicited a negative response as there were no previous items available for matching. Response accuracy and latency (from stimulus onset) were recorded automatically. Each task was presented four times. Each of four sessions comprised the four different conditions of the experiments. The order between conditions was counterbalanced across groups and conditions according to a Latin square. There was a short break between each session during which the participants remained in the scanner.
Functional imaging
Images were acquired using a Siemens Allegra 3 T MRI scanner with a standard head coil at Lund university hospital. Structural images were acquired for the neurological screening. 1 Â 1 Â 1 mm 3 images were obtained according to the following acquisition parameters: TR 2.5 ms; TE 4.38 ms; TI 1.1 ms; flip angle 81. During the trial, functional EPI images were acquired with a resolution of 3 Â 3 Â 3 mm, 0.9 mm slice distance and a TR of 2.5 s.The first three scans were regarded as dummy scans and excluded from the analyses (in addition to the two volumes automatically discarded by scanner software). During scans, participants were explicitly asked to avoid movements involving the head. Furthermore, the head of the participant was gently fixated by means of cushions. Noise attenuation was obtained by means of standard MR sound protection earphones.
Data analysis
The structural images were screened for neurological abnormalities before inclusion in the data analysis. No gross neurological abnormalities were observed. Functional imaging data were analysed using SPM8 /http://www.fil.ion.ucl.ac.uk/ spm/S and preprocessing included the following steps: manual positioning of the anterior-posterior commisure plane, realigning and unwarping; coregistration; segmentation; normalisation to the EPI template in SPM8; spatial smoothing with a 8 mm Gaussian kernel.
The statistical model was specified using individually defined regressors for each participant and condition based on stimulus onset for correct responses, specifically. This ensured that significant effects identified by the analysis related to successful task-driven cognitive processes. The resting baseline was modelled implicitly. For each of the participants, contrasts were calculated for the Semantic, Phonological, and Orthographic conditions compared to each other and to BL that is nine contrasts in all. These contrasts were brought up to the second level and Statistical Parametric Maps were prepared for each of these contrasts (F and t contrasts) across and within groups. Between-group comparisons were also made for each of these contrasts. MarsBar (Brett, Anton, Valabregue, & Poline, 2002) was used for additional extraction of beta values relating to the voxel with peak activation. The MNI coordinates generated by the SPM analysis were converted to Talairach space using GingerALE (Laird et al. 2005 ) and brain regions were identified using Talairach Client /http://www.talairach.org/client.htmlS.
To estimate differential involvement in DS and HN, for the nine contrasts mentioned above, we used an exclusive masking procedure to reveal voxels showing significant activation in one group but no such activation in the other (mask p-value ¼0.05; Schwartz et al., 2008) . In other words, for each of the nine contrasts in turn, the voxels activated by DS in the within group contrast were used as an exclusive mask, that is they were not included in the analysis, when activation relating to HN was examined. Similarly, the voxels activated by HN were used as an exclusive mask when activation relating to DS was examined. For example, to examine activation patterns relating to semantic processing in working memory exclusively attributable to DS, we first calculated the contrast Semantic4BL for HN and applied the activated voxels as an exclusive mask when calculating the same contrast for DS. This procedure allowed us to attribute specific activated regions to mechanisms engaged by one group but not the other. In all analyses, an initial significance threshold of p ¼0.001 (uncorrected) and a spatial threshold of 15 contiguous voxels were used. Activation was reported as significant if cluster or peak p-value o0.05 (see, e.g., Schwartz et al. (2008) ). It could be noted that a more liberal threshold of an exclusive mask corresponds to a more conservative masking procedure.
Results
Behavioural data
In order to analyse the behavioural data gathered in the scanner, we noted the number of hits and false alarms. These numbers were transformed to proportions, d prime was calculated in order to assess accuracy and the logistic bias index C L to assess response bias (Snodgrass & Corwin, 1988) . See Table 2 .
The d prime 2 Â 4 (Group by Condition) repeated measurements ANOVA showed a main effect of Condition: F(3,87)¼ 34.04, po0.001 but no statistically significant effect of Group or Group by Condition interaction. Pairwise comparisons with Bonferroni adjustment showed that performance was significantly better in the Semantic Condition than in the Phonological and Orthographic Conditions (p o0.001).
The C L 2 Â 4 (Group by Condition) repeated measurements ANOVA also showed a main effect of Condition: F(3,87)¼4.94, po0.01 but no statistically significant effect of Group or Group by Condition interaction. Pairwise comparisons with Bonferroni adjustment showed that response bias was significantly greater in the Phonological condition than in the BL (p o0.05) and Semantic (po0.01) conditions. Thus, in the Phonological condition, although the hit rate was only 58% for both groups (see Table 2 ) or an average of around 12 out of 20 possible data points per individual for inclusion in the fMRI analysis, the bias towards misses indicates a good likelihood of an accurate decision underlying each hit. Even so, the lower resulting statistical power in the Phonological condition may have led to potential differences remaining undetected in activation between groups in this condition or between the Phonological condition and the other conditions. Latencies for correct responses are shown in Table 2 . These were also analysed by means of a 2 Â 4 (Group by Condition) repeated measurements ANOVA. The main effect of Condition was statistically significant: F(3,87)¼48.20, po0.001. The main effect of Group was also statistically significant: F(1,29)¼8.4, po0.01 (DS had longer latencies than HN) but the Group by Condition interaction was not statistically significant. Pairwise comparisons with Bonferroni adjustment for multiple comparisons revealed faster responses in the BL and Semantic conditions than in the Orthographic and Phonological conditions (all p-valueso0.01). This finding tallies with previous results showing slower performance on working memory tasks for deaf signers than for hearing non-signers, despite similar accuracy, but no interaction with semantic manipulations or age (Rudner et al., 2010) . The longer latencies for DS than HN across tasks may indicate differences in underlying working memory mechanisms but importantly, latency differences do not differ significantly between conditions and thus are unlikely to influence results relating to betweencondition contrasts.
fMRI data
Activation for each of the Semantic, Phonological and Orthographic conditions compared to BL collapsed across groups is shown in Table 3 . These contrasts were all characterised by activation of the cerebellum and subgyral regions including the thalamus. Additionally, the Semantic condition compared to BL activated a bilateral network of anterior and posterior regions; the Phonological condition activated frontal regions bilaterally and the Orthographic condition activated frontal regions bilaterally including the anterior cingulate as well as left temporal regions.
When we compared activation between groups for each of these three contrasts separately, no significant differences were found. The materials and instructions for the Phonological condition differed across groups and so activations for DS and HN are reported separately for this condition compared to BL in Table 4 .
Further, when we compared activation between each of the three possible pairs of the Semantic, Phonological and Orthographic conditions, in both directions, i.e. six contrasts in all, again no significant differences were found. However, an interesting pattern of effects was revealed when between-condition contrasts were compared between groups using the exclusive masking procedure, see Table 5 and Figs. 1 and 2. Sections 3.2.1-3.2.3 report contrasts that apply this procedure.
Semantic processing
For DS, the Semantic condition compared to BL generated more activation in the right superior frontal gyrus (BA 10), see Fig. 1 . The Semantic condition did not generate significantly more activation in any region than the Phonological or Orthographic conditions for either group. 
Phonological processing
For HN, the Phonological condition compared to BL generated activation in the posterior portion of the left inferior gyrus (BA 45), see Fig. 1 . There was also activation in the posterior cingulate bilaterally and right cuneus for the same contrast and group. For DS, this contrast generated activation in the left middle frontal gyrus (BA 10) and the anterior portion of the left inferior gyrus (BA 46), see Fig. 1 .
For HN, the Phonological condition compared to the Semantic condition generated activation in the left insula, the cingulate gyrus bilaterally and right inferior frontal gyrus. For DS, the Phonological condition compared to the Orthographic condition generated activation in the fusiform gyrus bilaterally as well as the cerebellum, see Fig. 2 .
Orthographic processing
For HN, the Orthographic condition compared to BL generated activation in the left middle temporal gyrus and a network of right lateralised regions around the junction of the temporal, parietal and occipital lobes. However, it should be noted that for all voxels reported for this particular contrast the standard deviation of the beta values exceeded the mean, see Table 5 , and thus these results should be interpreted with caution. For HN, the Orthographic condition compared to the Semantic condition generated activation in the right insula and the cingulate gyrus bilaterally.
Discussion
Behavioural results showed an effect of depth-of-processing in working memory that generalised across the language modalities of signed and speech-based language. This effect was revealed by the main effects of Condition in the behavioural data demonstrating more accurate and faster performance across groups in the Semantic condition of the working memory task than in the Phonological and Orthographic conditions, in line with the depthof-processing literature (Craik & Tulving, 1975) . Behavioural results also replicated previous results showing no modalityspecific difference in the accuracy of working memory performance between groups (Boutla et al., 2004; Rudner et al., 2007) , and extended them by demonstrating this lack of difference in accuracy of performance across conditions engendering different varieties of working memory processing. Thus, we show for the first time, in one and the same study, a behavioural depth-ofprocessing effect in working memory that is similar for signed and speech-based language.
fMRI results showed greater activation across groups for each of the Semantic, Phonological and Orthographic conditions Fig. 1 . Language modality specific activation relating to the Semantic and Phonological conditions compared to BL using the exclusive masking procedure. The top image shows significant activation for DS for the Semantic condition compared to BL (exclusively masked by the same contrast for HN). The middle image shows significant activation for DS for the Phonological condition compared to BL. The bottom image shows significant activation for HN for the Phonological condition compared to BL. The left panel shows group mean beta value in peak voxel and standard error. Functional maps are thresholded at p ¼ 0.001 and a minimum cluster size of 15 voxels. The colour scale indicates the t value of the contrast. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) compared to BL. This demonstrates that processing the abstract item features of semantic category, phonological similarity and orthographic identity in working memory generates more neural activation than processing surface features such as colour and that this applies to both signed and speech-based language. No significant differences in activation were found between groups when each condition was examined separately. As regards semantic processing, this fits with our hypothesis that neural networks supporting semantic processing in working memory would be similar across language modalities. However, it does not tally with our expectations as regards phonological and orthographic processing. One reason for a lack of significant difference in activation between groups in these conditions may be the relatively low task performance of both groups in the Phonological condition and of DS in the Orthographic condition.
Nevertheless, an analysis of between-condition contrasts by group using an exclusive masking procedure did show language modality specificity of the neural networks supporting phonological and orthographic processing in working memory in line with our predictions. Further, this analysis also showed group differences in semantic processing in working memory that we had not expected. Thus, we demonstrate a language modality specificity that applies at each of these three levels of processing.
In particular, DS showed a language modality specific working memory levels of processing network comprising cortical regions in the frontal and temporal lobes. Semantic and phonological processing were organised at almost identical locations in the anterior frontal lobes in right and left hemispheres respectively. Left inferior frontal gyrus activation for phonological processing was also found for HN but in a region posterior to that activated by DS. Phonological and orthographic processing, whose neural organisation did not differ for HN, showed differential activation for DS in the fusiform gyrus bilaterally.
This unique set of findings shows that there is a language modality specificity of working memory that applies to semantic, phonological and orthographic processing. Furthermore, the loci of the language modality specific activations for these types of processing are topographically distinct. Thus, it is not simply the case that there is one language modality specific component of the neural network supporting working memory for sign language processing that is generic for all types of processing. On the contrary, semantic, phonological and orthographic processing in working memory for sign language are supported by their own language modality specific components.
The cross-hemisphere symmetry of the sign-specific activations relating to phonological and semantic processing in the present study is intriguing. There is evidence from other work that the left and right frontal lobes are differentially engaged in different aspects of memory processing (Nyberg, Cabeza & Tulving, 1996) . In particular, the Hemispheric Encoding/Retrieval Assymetry (HERA) model (Habib, Nyberg & Tulving, 2003; Tulving et al., 1994) proposes that whereas the left prefrontal cortex is more heavily engaged in retrieving information from semantic memory and encoding it into episodic memory, the right prefrontal cortex shows greater involvement in the retrieval of information from episodic memory. This may provide a guiding principle for understanding the left/right frontal organisation of language modality specific phonological and semantic processing respectively in working memory for DS. Specifically, this bilateral pattern of activation for DS may reflect differential pressure on encoding and retrieval mechanisms for phonological and semantic processing in working memory that is not seen for HN. We will consider phonological, orthographic and semantic activations separately, starting with phonological.
Phonological processing for DS
The locus of language modality specific activation for phonological processing for DS was anterior to that for HN in the left inferior frontal gyrus, see Table 5 and Fig. 1 . This may reflect left hemisphere encoding differences in line with the HERA model (Habib et al., 2003; Tulving et al., 1994) that can be at least partly understood in relation to previous work comparing the neural networks underpinning phonological processing in signed and speech-based language. MacSweeney, reported similar phonological processing networks for sign and speech-based language but also found a more anterior locus of activation in left inferior frontal gyrus for deaf native signers performing a phonological task in British Sign Language (BSL) than for hearing non-signers performing a phonological task in English. Both of these tasks involved retrieving the lexical labels of picture pairs and encoding them into short-term memory to perform a phonological judgement. The English version of the task required rhyme judgements while the BSL version required judgments on sign location, which like hand shape is one of the basic elements of sign language phonology. Thus, these tasks were very similar to those used in the present study, without the memory updating component. In still another related study (Macsweeney, Brammer, Waters & Goswami, 2009 ), greater activation was found for deaf signers than for hearing nonsigners matched on reading ability in anterior regions of the left inferior frontal gyrus for the English version of the picture-based phonological task used in MacSweeney, .
Our findings and the findings of MacSweeney, , MacSweeney, Brammer, et al. (2009) , support the notion that there are language modality specific differences in the encoding of phonological representations. These differences may relate to surface differences in task, the sensorimotor surface characteristics of the representations (Wilson, 2001) or to the nature of their abstract representation. Because the modalityspecific activations relating to phonological processing for both sign and speech are located anterior to sensory and motor areas in higher-order processing areas it seems likely that differences relate to abstract rather than surface differences. There is emerging evidence that the presence of iconicity in sign languages results in a very different relationship between semantics and phonology (Marshall et al., in Prep.) compared to speech-based languages, with phonological elements often also functioning as meaning-bearing elements (Vigliocco, Vinson, Woolfe, Dye, & Woll 2005) . This may shift the relative balance within language modality of the semantic and phonological processing networks in the left inferior frontal gyrus (Fiez, 1997; Hagoort, 2005; McDermott, Petersen, Watson, & Ojeman, 2003) .
We propose that the more anterior locus of phonological processing in working memory for sign language in the left inferior frontal gyrus may reflect greater semantic content of the representations used by deaf signers to perform the Phonological condition of the 2-back working memory task in the present study. This interpretation is in line with the growing recognition of the episodic buffer as an important feature of working memory (Baddeley, 2000 (Baddeley, , 2012 Hirshorn, Fernandez and Bavelier, 2012; Rudner & Rönnberg, 2008b) . However, further work is needed to investigate the relative role of phonological and semantic encoding in working memory for sign and speech.
Orthographic processing for DS
For the Phonological condition compared to the Orthographic condition, DS showed activation in the fusiform gyrus bilaterally and the cerebellum, see Table 5 and Fig. 2 . The right hemisphere activation fell within the region defined by Waters et al. (2007) as the right hemisphere homologue of the visual word form area (x ¼37 to 48; y¼ À43 to À 70; z¼ À1 to À 17 in Talairach space), and proposed to be involved in the integration of orthographically structured input with visual word form representations. The left hemisphere activation was located more posteriorly at an earlier stage of the ventral visual stream thought to be involved in identifying letter shape (Dehaene, Cohen, Sigman, & Vinckier, 2005) . Thus, both loci belong to a visual processing network involved in reading. Neither the Phonological nor Orthographic condition involves reading, but the Orthographic condition does require activation of letter and possibly also word representations. The Phonological condition may involve activation of letter and word representations for HN. Thus, since phonological processing is thought to be automatic and closely tied to orthography in hearing individuals, it may be that hearing individuals used both phonological and orthographic knowledge to perform the 2-back task in both the Orthographic and Phonological conditions, rendering activation patterns for these two conditions very similar for HN. The fact that the orthography of Swedish is fairly transparent is likely to increase the similarity of the Orthographic and Phonological conditions for HN in this study. However, as sign language phonology is not related to letter or word representations, it is unlikely that these types of representation are activated by DS in the Phonological condition making the underlying processing for the deaf signers in the two conditions quite different: (1) because the Phonological Condition was sign-based and (2) because the Orthographic condition was perhaps more purely visual, since they would not have the same kind of automatic phonological activation as hearing people do. Consequently the data pattern in our study may reflect a fundamental difference between orthographic and phonological processing in sign language that is more pronounced than for speechbased language.
Semantic processing for DS
The sign-specific right prefrontal activity relating to semantic processing in working memory in the present study (see Table 5 and Fig. 1) was not expected and it is not typical of semantic processing networks (Binder, Desai, Graves & Conant, 2009 ) that have been shown to be similar for signed and speech-based languages (Bosworth & Emmorey, 2010; Capek et al., 2009; Emmorey et al., 2003 Emmorey et al., , 2004 McEvoy et al., 1999) . We have argued that the language modality specific differences in phonological processing revealed in the present study can be understood in terms of differences in memory encoding relating to intermodality differences in the relative phonological and semantic nature of cognitive representations. We suggest that sign-specific activity identified in this condition reflects greater pressure for DS on mechanisms retrieving semantic information encoded into episodic memory during the working memory task in accordance with the HERA model (Habib et al., 2003; Tulving et al., 1994) , possibly due to greater semantic content of the representations used by deaf signers in performing semantic processing in working memory.
Overall pattern for DS
The working memory language modality specific networks found for DS indicate that phonological processing in sign language has similarities with semantic processing for the same group but differs from both speech-based phonological processing for HN and orthographic processing for DS. This overall pattern gives further support to the notion that phonological processing in sign language has a semantic aspect not found for speech (Marshall et al., in Prep.; Vigliocco et al., 2005) . This interpretation fits with a view of sign language preceding speech-based language during evolution (Corballis, 2010) with a more concrete rendering of semantics through deixis (Morgensterna, Caëta, Collombel-Leroyb, Limousinc, & Blondel, 2010) and a different set of constraints on semantic processing (Baggio & Hagoort, 2011) .
Process-specific activation for HN
The pattern of modality-specific activation found for HN was related to load processing networks in the anterior and posterior cingulate (Cabeza & Nyberg, 2000; Smith & Jonides, 1997; Wager & Smith, 2003) . In line with behavioural results, we found a difference in activation between the Semantic condition and both the Phonological and Orthographic conditions for HN. In both contrasts, more activation was found in the anterior cingulate for the nominally shallower processing conditions, i.e. Phonological and Orthographic than for the nominally deeper processing condition, i.e. Semantic. The anterior cingulate has been found to be sensitive to working memory load (Barch et al., 1997) possibly due to modulation of brain connectivity in the frontoparietal network (Ma et al., 2012) . This pattern of activation for the hearing group, together with behavioural results suggests that in working memory processing for speech-based language, shallower phonological and orthographic processing leads to poorer and slower performance as well as greater working memory load than deeper semantic processing, possibly as a result of differential connectivity between frontal processing regions and posterior storage areas.
Apart from activation in the left inferior frontal gyrus, HN also showed activation in the posterior cingulate for the Phonological condition compared to BL. This region is associated with the default processing network (Fransson & Marrelec, 2008) . Its level of activation is modulated by changes in working memory processing load (Woodward et al., 2006) possibly as a result of changes in functional connectivity (Newton, Morgan, Rogers, & Gore, 2011) . HN performed somewhat worse in the Phonological condition than in BL. Thus, the activation pattern for this contrast may simply reflect difference in cognitive load.
Conclusion
We have shown for the first time that in working memory for both signed and speech-based language phonological and orthographic processing lead to poorer and slower performance than semantic processing, in line with depth-of-processing theory. Deaf signers display distinct sign specific working memory components at all three levels of processing. These results are in line with previous work showing sign-specific neural networks supporting working memory for sign and speech (Bavelier, Newman et al., 2008; Buchsbaum et al., 2005; Pa et al., 2008; Rönnberg et al., 2004; Rudner et al., 2007) and extend them by showing sign specificity relating to the domains of semantic, phonological and orthographic processing in working memory. We argue that the overall pattern of sign specific activations may reflect a relative difference in the relationship between phonology and semantics between language modalities.
