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Abstract
The search for efficient neural network architectures has
gained much focus in recent years, where modern archi-
tectures focus not only on accuracy but also on inference
time and model size. Here, we present FUN, a family
of novel Frequency-domain Utilization Networks. These
networks utilize the inherent efficiency of the frequency-
domain by working directly in that domain, represented
with the Discrete Cosine Transform. Using modern tech-
niques and building blocks such as compound-scaling and
inverted-residual layers we generate a set of such networks
allowing one to balance between size, latency and accuracy
while outperforming competing RGB-based models. Exten-
sive evaluations verifies that our networks present strong
alternatives to previous approaches. Moreover, we show
that working in frequency domain allows for dynamic com-
pression of the input at inference time without any explicit
change to the architecture.
1. Introduction
The introduction of well-designed convolutional neural
networks (CNNs) has revolutionized the computer vision
field [13, 1, 2, 17, 6]. While early efforts in the design of
such networks focused mostly on maximizing accuracy, re-
cent works [19, 8, 15, 22, 18] have shown the importance
of architectures that are not only accurate, but also effi-
cient. More specifically, these works focus on lowering the
number of floating point operations (FLOPs), inference la-
tency and the number of model parameters while maximiz-
ing model accuracy.
An increasingly popular avenue for research on CNNs
efficiency is to leverage frequency domain representations
of images, most commonly achieved using the Discrete
Cosine Transform (DCT). Being part of the JPEG codec,
the DCT is both widely used and convenient to work with.
As a result, previous works used the DCT coefficients as
inputs to CNNs, achieving faster inference [5, 3] and more
control [25] over the input size.
We build upon these works by introducing a family of novel
Code available at https://github.com/kfir99/FUN
Figure 1: ImageNet Accuracy vs Model Size
Frequency-domain Utilization Networks (FUN). As the
name suggests, FUN networks utilize the advantages inher-
ent in the frequency domain representations. We present
a family of architectures that allow for trade-offs between
model accuracy, model size, and inference latency, while
also allowing for different levels of input compression.
Motivated by the results presented in [5], we explore
similar design principles in the widely used ResNet ar-
chitectures. The resulting frequency domain architecture,
named ResFUN, is superior in terms of efficiency and
model size to both the original ResNet and the modified
DCT based architecture in [5]. Next, we apply these
design principles to more efficiency oriented class of
architectures [16, 19] whose main building block is the
Inverted Residual Block (MBConv). The resulting DCT-
based architecture, named eFUN, is significantly faster
and lighter than the equivalent RGB-based architectures,
while achieving comparable, and at times, even better























the compound scaling method [19], generating models
with a range of sizes, speeds, and accuracy, providing
different degrees of freedom when selecting a model for
different computational budgets. Figure 1 summarizes our
performance on the ImageNet classification task, showing
that eFUN outperforms other competing models.
Extensive evaluations are performed to measure the ef-
fectiveness and benefits of our eFUN family of models com-
pared to highly-optimized RGB-based networks. For ex-
ample, on the ImageNet classification task, our base model,
eFUN, is 20% smaller and 65% faster than EfficientNet-B0,
while dropping only a small percentage of accuracy. No-
tably our results show that due to the inherent properties of
the DCT representation, one can remove more than half of
the input channels of a model trained on ImageNet with a
drop of less than 1% in top-1 accuracy with no additional
training.
Our main contributions are:
• A novel, DCT-based, CNN architecture achieving
state-of-the-art results on ImageNet classification.
• A family of frequency-based models constructed using
the compound scaling method introduced in [19].
2. Related Work
Efficient CNNs In recent years, CNNs have significantly
improved, becoming increasingly more accurate over time.
However, this accuracy has come at a cost in the form of
slower, larger architectures [20, 24, 9]. As these CNNs
have gotten bigger, we have begun reaching hardware ca-
pacity limitations. For example, GPIPE [9] with over 560M
parameters requires a dedicated infrastructure for training.
Therefore, recent works [18, 8, 16, 19, 27, 10] have focused
on designing more efficient architectures without compen-
sating for accuracy. While many works have done so using
more standard techniques such as pruning [4] and quan-
tization [23], it has become common to design highly-
optimized architectures obtained using a Neural Architec-
ture Search (NAS) aimed at optimizing the FLOP count as
a proxy for inference latency that is agnostic of the underly-
ing hardware. Contrary to these works, we approach the ef-
ficiency problem by changing the representation of the data,
from RGB to DCT coefficients, and design efficient archi-
tectures operating on the DCT inputs.
Frequency Domain Based Networks The utilization of
the frequency domain for CNNs has been studied in the past
for various reasons. [5] have shown that feeding DCT inputs
to ResNet-based CNNs can lead to a significant speedup in
inference latency while maintaining accuracy close to that
of RGB-based models. The speedup provided by their ar-
chitectures is due to the shallower network and the lower
spatial size of the DCT inputs. We extend this work, utiliz-
ing more modern architectural building blocks and achiev-
ing better efficiency in terms of inference latency, model
size, and input size. [25] trade-off the spatial size of the in-
put with the number of DCT coefficients used to represent
each block in the DCT. They suggest using DCT inputs with
larger spatial dimensions (448×448 compared to 224×224
for RGB), while keeping only a certain number of DCT co-
efficients from each block. We show that our FUN models
can work well even when drastically reducing the number
of DCT channels used for each block, without any need to
change the spatial size of the input, thus enabling the use
of highly compressed inputs. Finally, [21] propose using
a new block, the Harmonic block, in RGB-based architec-
tures, which relies on the DCT filters.
3. Frequency-Domain Utilization Networks
In this section we introduce a set of novel architectures
operating on inputs in the frequency domain. We first de-
scribe the preprocessing required for the DCT inputs, fol-
lowed by the network design process for the different archi-
tectures.
3.1. The DCT Preprocessing Pipeline
Our preprocessing stage is described in Figure 2. Sim-
ilar to [5], the RGB-represented input image is first con-
verted to its corresponding YCbCr representation, repre-
senting the luminance (Y) and chroma (Cb, Cr) of the im-
age. The two chroma channels are then down-sampled by a
factor of 2, as is done in the JPEG codec. Each of the three
channels is then split into 8 × 8 blocks and passed through
the DCT converting each to its frequency-domain represen-
tation. Next, the two chroma channels are up-sampled to
have the same spatial size as the luminance channel. Finally,















































































Figure 3: FUN architectures, (a) presents ResFUN, (b) presents eFUN.
3.2. The ResFUN Architecture
First, as an illustrative example, we present the Res-
FUN architecture described in Figure 3a. Similar to the
standard ResNet architecture [6], ResFUN is constructed
using Residual Blocks. In the case of ResFUN, however,
the input layer must be changed to accommodate the DCT-
represented inputs. In a similar fashion to [5], we remove
the first convolutional layer and first Residual Block of the
ResNet, corresponding to the initial ×8 down-sampling of
the original RGB input image, to fit the 28× 28 spatial size
of the DCT-based inputs.
Additionally, to further reduce the number of parameters
in our model, we decrease the number of filters in each of
the ResNet stages — from 512, 1024, 2048 in ResNet-50
to 512, 768, 1024 in our ResFUN architecture, respectively.
Doing so reduces the model size by a factor of 2.5, from
25.5M parameters in ResNet-50, to 10.4M in our ResFUN
model. This additional reduction in model size is possible
since our DCT inputs are already a processed, more com-
pact representation than the RGB inputs, for which the stan-
dard ResNets are designed.
3.3. The eFUN Architecture
Having successfully converted the ResNet architecture
to operate on DCT-represented inputs, we then turn to more
efficiency-oriented architectures. Specifically, we focus on
the class of architectures utilizing the Inverted Residual
Block (MBConv) [16, 7, 18, 19, 15]. A notable exam-
ple of such architectures is the EfficientNet [19] family of
architectures, which additionally introduces the compound
model scaling technique. There, one can generate scaled-up
versions of a baseline model by intelligently balancing the
width, depth, and input resolution to maximize performance
for a given computational budget. Following these recent
architectural advancements, we present a family of FUN
models, efficientFUN (eFUN). Our baseline eFUN model,
illustrated in Figure 3b is inspired by EfficientNet-B0, but
with several key differences.
Shallower Architecture As EfficientNet-B0 receives
RGB inputs of size 224×224×3, their input is only down-
sampled to a spatial dimension of 28× 28 after the first six
layers. Conversely, our eFUN models are given DCT inputs
already with a spatial resolution of 28 × 28. The smaller
input resolution enables us to create a shallower network,
leading to lower inference latency compared to the larger
EfficientNet counterpart.
Wider Bottleneck In EfficientNet-B0, the stages with
equivalent input resolutions to the DCT domain are 5 and 6.
To compensate for the loss of representation strength from
stages 1 through 4, we widen stages 5 and 6 of EfficientNet-
3
B0 channels from 80 and 112, to 128 and 160 respectively.
Scaled-Down Models Given the base model constructed
above, the compound scaling method is leveraged to gen-
erate additional architectures. In contrast to [19] however,
we scale down our eFUN model and generate the smaller
eFUN-S+ and eFUN-S models in addition to scaling up to
obtain the larger eFUN-L model.
3.4. The Benefits of FUN
The shallower design of the eFUN and ResFUN architec-
tures is a direct consequence of working in the frequency
domain. Specifically in the case of DCT, this results in a
wider but shallower network. In the following sections we
show that this design change in the eFUN architecture is
superior to the original design in both accuracy and model
size. Our results are in agreement with [26] where it was
shown that the wider but shallower deep residual networks
outperformed previous deeper but thinner versions of the
same networks.
Additionally, due to the parallel compute paradigm in
modern GPUs, a known rule of thumb is that, all else being
equal, shallow and wide beats deep and narrow in terms of
inference latency. For our eFUN network, this can lead to
between 30% and 80% inference time improvements com-
pared to baseline RGB architectures.
Finally, FUNs allow for dynamic reduction of the input
size. Unlike the RGB or YCbCr representations, where all
3 input channels have similar importance, in DCT coeffi-
cients the lower frequencies tend to have a larger visual im-
portance. This insight is leveraged to show how the eFUN
architectures can work well even when significantly reduc-
ing the number of input channels of a trained model, with
no additional training or modifications needed.
3.5. Implementation Details
All of our FUN models take as input 224x224 RGB im-
ages, which first pass through the preprocessing presented
in Section 3.1. We use the computed DCT of each input
image, with the same configuration as the standard JPEG
DCT, and use JPEG image quality set to 100, meaning the
DCT coefficients are not further compressed. The DCT
coefficients obtained from the JPEG pipeline are in the
shape of 28x28x64 for the Y channel, and 14x14x64 for
each of the Cb and Cr channels. The chroma channels are
then up-sampled and all three channels are stacked over
the frequency dimension, resulting in a final input of size
28x28x192.
The eFUN models are trained on ImageNet using a sim-
ilar settings to that of [19]: The RMSProp optimizer is used
with decay of 0.9 and momentum of 0.9; weight decay of
1e-5; and a learning rate scheduler with an initial learning
rate of 0.048 with a decay of 0.97 every 2.4 epochs. We
Model Top-1 Acc. # Parameters (M) Images / sec.
ResFUN 72.8% 10.4 167
ResNet18 69.8% 11.7 330
ResNet34 73.3% 21.8 180
Table 1: ResFUN performance compared to ResNets with
different depths
also use stochastic depth with a drop probability of 0.2 for
eFUN-S+, eFUN-S and eFUN, and 0.3 drop probability for
eFUN-L. The models are trained for 450 epochs using 4
NVIDIA V100 GPUs and a batch size of 512 and inference
latency of all models is measured using a single NVIDIA
V100 GPU with a batch size of 1. All latency measure-
ments are computed as if the images were already loaded
in the relevant representation (RGB/DCT), thus the timing
improvement possible due to reduced JPEG decompression
time for DCT representation is not taken into account. The
results for RGB-based models are reported using the same
implementation 1 where EfficientNet-B0 and EfficientNet-
B1 are trained using the same settings as the eFUN models.
Additionally, Our ResFUN model is trained using the SGD
optimizer with a learning rate of 0.1 for 90 epochs, 0.01 for
20 epochs, and 0.001 for 20 epochs.
4. Experiments
In this section an evaluation of the FUN models intro-
duced in Section 3 is performed. We start by evaluating our
ResFUN architecture in comparison to the standard ResNet
architectures. We then conduct an extensive evaluation of
our eFUN family of models, and compare them to a wide
variety of efficiency-oriented RGB-based models. We con-
tinue by investigating the transfer-learning capabilities of
our models compared to those of RGB-based models. Fi-
nally, we perform an ablation study to explore different pos-
sible architectural choices.
4.1. ImageNet Results on ResFUN
We first show results obtained on the ImageNet clas-
sification task using our constructed ResFUN architecture
compared to standard ResNet architectures operating on in-
puts represented in RGB. Results are summarized in Ta-
ble 1. While the RGB-based ResNets offer different trade-
offs between accuracy and model size by changing the
depth of the model, our frequency-based ResFUN offers
appealing advantages. Compared to the smallest ResNet
model, ResNet-18, ResFUN is both shallower and uses less




Model Top-1 Acc. # Parameters (M) Images / sec. #FLOPs (M)
eFUN-S+ 73.3% 2.5 145 520
RegNetX-400MF [15] 72.4% 5.2 70 400
MobileNet-V2 1.0 [16] 73% 3.5 148 300
MobileNet-V3-Large 0.75 [7] 73.4% 4 95 150
eFUN-S 75.6% 3.4 132 600
FBNet-C[22] 75.1% 5.6 122 375
SEMNASNet 1.0 [18] 75.4% 3.9 122 300
MobileNet-V3-Large 1.0 [7] 75.8% 5.5 94 220
RegNetY-800MF [15] 76.3% 6.3 77 800
eFUN 77% 4.2 124 850
EfficientNet-B0 [19] 77.4% 5.3 77 400
eFUN-L 78.8% 6.2 101 1, 600
EfficientNet-B1 [19] 79.3% 7.8 56 700
Table 2: eFUN performance on ImageNet. CNNs with similar top-1 accuracy are grouped together for clear comparison.
racy by approximately 3% and being smaller in size. Al-
though the larger ResNet-34 architecture out-performs our
model with respect to top-1 accuracy, the ResFUN archi-
tecture provides an attractive alternative being ×2 smaller
than the standard ResNet-34 architecture. These compar-
isons show that the ResFUN architecture manages to be
smaller than the ResNet18 while being almost as accurate
as the ResNet34, making ResFUN significantly more effi-
cient than the ResNet architectures.
4.2. ImageNet Results on eFUN
The results of our eFUN models are presented in Ta-
ble 2 and show that the eFUN model is 20% smaller
and 65% faster than the highly-efficient, state-of-the-art
EfficientNet-B0 model, while being very close in terms
of accuracy (77.4% for EfficientNet-B0 compared to 77%
eFUN). Building on the eFUN model, we use Efficient-
Net’s compound scaling method, allowing us to scale up
and scale down the eFUN architecture to provide flexibility
with respect to the desired computational budget. In partic-
ular, the smallest architecture generated by compound scal-
ing of the eFUN model is the eFUN-S+ architecture, which
is 30% smaller and 0.3% more accurate than the compa-
rable MobileNet-V2-100 model. Although both models ob-
tain similar inference latency (Figure 4), MobileNet-V2 was
specifically designed and optimized for inference latency,
while eFUN-S+ is inherently fast due to the advantages of-
fered by FUN, while also being smaller and more accurate
than the former.
Table 2 shows that while eFUN models are typically
faster than similar RGB-based models at inference time,
their FLOP count is significantly higher. FLOPs are usu-
ally used as a proxy to estimate the run time of models on
different CPUs without measuring on a specific setup. Our
Figure 4: ImageNet Accuracy vs. Latency.
results show that FLOPs are not a good indicator for infer-
ence latency when measured on GPUs, due to their highly
paralleled nature. Since eFUN models are generally signif-
icantly shallower (10− 13 layers) than EfficientNet models
(18 layers for EfficientNet-B0), their execution on GPUs,
proportional to the depth of the network, is faster.
4.3. Transfer Learning Results for FUN Architec-
tures
To show that FUN generalizes for different tasks, we
present an evaluation of our models on three commonly
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Figure 5: Transfer learning results, from left to right: CIFAR100 [12], FGVC aircraft [14], Stanford Cars [11].
Dataset Train size Test Size # Classes
CIFAR-100 [12] 50,000 10,000 100
Stanford Cars [11] 8,144 8,041 196
FGVC Aircraft [14] 6,667 3,333 100
Table 3: Transfer Learning Datasets.
used transfer learning datasets, which are presented in Ta-
ble 3. For these experiments, the same settings defined in
Section 3.5 are applied, where each model is first pretrained
on ImageNet and then fine-tuned on its task.
Figure 5 illustrates the trade-off between model accu-
racy, model size and inference latency for three transfer
learning datasets. For each model, we report results for
top-1 accuracy, inference speed (in images per second), and
model size (in number of parameters). One can see that
eFUN models significantly outperform the competing mod-
els in terms of model size and inference latency, while pro-
viding comparable accuracy. Specifically, when consider-
ing the popular CIFAR-100 dataset [12], the eFUN model
outperforms the EfficientNet-B0 model by 0.9% accuracy,
while still being 20%smaller and 65% faster. Our eFUN-
S+ model is lower in accuracy compared to EfficientNet-B0
model (82.5% for EfficientNet-B0 compared to 81.1% for
eFUN-S+), but is 53% smaller and 91% faster.
4.4. Architecture Ablation Study
In this section we conduct an ablation study with vari-
ous alternative architectures to those presented above in or-
der to validate our architecture design. The first architec-
ture considered is the standard EfficientNet-B0 architecture
presented in [19], with a few key changes. First, the first
convolution layer is removed and the number of strides is
reduced accordingly, in order to keep the spatial dimension
Stage Operator Resolution # Channels # Layers
i F̂i Ĥi × Ŵi Ĉi L̂i
1 MBConv1, k3x3 28× 28 16 1
2 MBConv6, k3x3 28× 28 24 2
3 MBConv6, k5x5 28× 28 40 2
4 MBConv6, k3x3 28× 28 80 3
5 MBConv6, k5x5 14× 14 112 3
6 MBConv6, k5x5 14× 14 192 4
7 MBConv6, k3x3 7× 7 320 1
8 Conv1x1 & Pooling & FC 7× 7 1280 1
Table 4: The eFUN-variant-A architecture. Each row de-
scribes a stage, i, with L̂i layers, input resolution 〈Ĥi, Ŵi〉
and output channels Ĉi.
Stage Operator Resolution # Channels # Layers
i F̂i Ĥi × Ŵi Ĉi L̂i
1 MBConv6, k3x3 28× 28 80 3
2 MBConv6, k5x5 14× 14 112 3
3 MBConv6, k5x5 14× 14 192 4
4 MBConv6, k3x3 7× 7 320 1
5 Conv1x1 & Pooling & FC 7× 7 1280 1
Table 5: The eFUN-variant-B architecture. Each row de-
scribes a stage, i, with L̂i layers, input resolution 〈Ĥi, Ŵi〉
and output channels Ĉi.
of the output layer the same as the original architecture. The
modified architecture is presented in Table 4 and is denoted
eFUN-variant-A. The second architecture was designed by
following the modifications made to the ResNet-50 model
in order to create the ResFUN architecture. In this archi-
tecture, the DCT inputs are fed directly to the stage in the
original EfficientNet architecture which is designed to have
inputs with the same spatial size as eFUN’s DCT inputs
(28 × 28). The rest of the network is the same as the fi-
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Table 6: Architecture ablation study, presented on the Ima-
geNet dataset.
# Input Channels Y/Cb/Cr Top-1 Acc. # Parameters (M)
192 64/64/64 77.01 4.23
88 64/12/12 76.02 3.99
64 44/10/10 73.95 3.96
48 32/8/8 69.45 3.93
24 14/5/5 51.85 3.91
Table 7: The effects of dropping input channels on eFUN
performance.
nal stages of the standard EfficientNet-B0 architecture. The
modified architecture is denoted eFUN-variant-B and pre-
sented in Table 5.
Our results, presented in Table 6, show that the original
eFUN model outperforms both variants. We conclude that
the balance between the width and resolution of the net-
work is crucial and that a naive change to the architecture
does not yield the same results. In particular, we find that
EfficientNet-B0 is not suitable for DCT inputs due to the
large difference in input resolution required. Thus, intelli-
gent modifications are needed to design a smaller architec-
ture able to exploit the strengths of the DCT representation.
4.5. Input Compression
In this experiment, we take a trained eFUN show the ef-
fects of discarding input channels on the model accuracy
and size. To do so, during inference selected Y, Cb, and Cr
channels are zeroed-out. We show that one can significantly
reduce the number of frequency channels used to represent
the input by keeping only the lowest frequency channels in
each of Y, Cb, and Cr.
Our results, presented in Table 7, show that when using
FUN, it is possible to significantly reduce the size of the
input, while maintaining a relatively high accuracy. For ex-
ample, dropping 54% of the input channels (from 192 to
88) results in a 1% drop in accuracy while dropping 75%
of the input channels results in a 7.5% drop in accuracy.
These results offer a desirable property: as no additional
training is performed here, FUN models inherently support
different possible operating points with regard to the input
compression ratio. Figure 6 shows the effect of compres-
sion on the Top-1 accuracy for both our DCT eFUN model
Figure 6: ImageNet accuracy vs. input compression ratio.
and an RGB EfficientNet-B0, where simple down-sampling
is used to simulate compression for RGB-based models.
4.6. A Learnable DCT Transformation
The core advantage of FUN comes from the usage of
the DCT representation, which is static and not learned. In
this experiment, we study whether the input DCT can be
replaced with a learnable convolutional layer. In particu-
lar, the new convolutional layer receives as input a YCbCr
image obtained from its RGB representation. It then trans-
forms each 8 × 8 × 1 input block into 1 × 1 × 64 outputs.
The final DCT output, of size 28×28×192, is then fed into
the original network, as before.
We propose two methods of learning this transformation:
1. Adding a DCT-like convolutional layer before an al-
ready trained eFUN model and training only the added
convolutional layer, this Learnable-eFUN variant is
denoted LeFUN.
2. Adding a DCT-like convolutional layer before the
eFUN architecture and training the entire network end-
to-end, denoted LeFUNe2e.
Intuitively, the second approach implements an ”encoder-
decoder” architecture, where the decoder is a fixed eFUN
network and the encoder is trained to produce inputs similar
to those expected by the decoder.
The results achieved by each of the methods are pre-
sented in Table 8. The results show that LeFUNe2e pro-
vides the best accuracy, while resulting in a slightly larger
model compared to the standard eFUN model, and LeFUN
7
Figure 7: Dct filters. From left to right: LeFUN, LeFUNe2e, standard DCT.




Table 8: Comparison of fixed and learnable transforms.
provides the worst accuracy by a large margin. The filters
learned by each of the three methods are presented in Fig-
ure 7. One can see that some of the filters learned by our
new layers seem similar to those of the standard DCT, as
they include vertical and horizontal lines in some frequency.
However, most filters still look rather different than those of
the DCT, showing the usefulness of using the static DCT
filters, which allows an higher level of understanding and
has meaningful ordering of the filters.
Our results show that using a DCT-like learned convo-
lutional layer for RGB inputs can provide results similar to
those of eFUN models in terms of model size, latency, and
top-1 accuracy. However, using a learned transformation
makes it difficult to analyze the importance of each input
channel and does not provide inherent support for dynamic
input compression presented in Section 4.5.
5. Conclusions
In this paper we have presented the FUN family. These
architectures were designed, using modern building blocks,
to utilize DCT inputs instead of the standard RGB ones.
We show that using this representation one can create ar-
chitectures that are much more efficient, in terms of size
and latency, while still maintaining the accuracy of RGB-
based models. The effectiveness of this representation is
then shown using an extensive set of experiments. We hope
that, apart from its direct impact, FUN would inspire more
research into the effectiveness of the frequency-domain for
training neural networks.
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