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1. Introduction and preliminaries
In this paper, we consider the following the Kirchhoff-type problems⎧⎪⎪⎨⎪⎪⎩
−
(
a + b
∫
RN
|∇u|2 dx
)
u + u = f (x,u), in RN ,
u ∈ H1(RN),
(1.1)
where constants a > 0, b > 0, N = 2 or 3 and f ∈ C(RN × R, R).
When Ω is a smooth bounded domain in RN , the problem⎧⎪⎨⎪⎩
−
(
a + b
∫
Ω
|∇u|2 dx
)
u = f (x,u), in Ω;
u = 0, on ∂Ω
(1.2)
is related to the stationary analogue of the Kirchhoff equation
utt −
(
a + b
∫
Ω
|∇u|2 dx
)
u = g(x, t)
which was proposed by Kirchhoff [9] as an extension of the classical D’Alembert’s wave equation for free vibrations of elastic
strings. The Kirchhoff’s model takes into account the changes in length of the string produced by transverse vibrations. It
is pointed in [1] that the problem (1.2) model several physical and biological systems, where u describes a process which
depends on the average of itself (for example, population density). Some early studies of the Kirchhoff equation may see
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J. Jin, X. Wu / J. Math. Anal. Appl. 369 (2010) 564–574 565[2–4,6,7,10,14]. Some interesting studies of the problem (1.2) by variational methods can be found in [1,5,8,9,11–13,16]. In
the present paper, I am going to study the existence of inﬁnitely many radial solutions for problem (1.1).
Comparing with (1.1) and (1.2), RN in place of the bounded domain Ω ⊂ RN . This make that the study of the prob-
lem (1.1) is more diﬃcult and interesting.
We need the following preliminaries.
Let H := H1(RN ) be the Sobolev space with the norm
‖u‖ =
[ ∫
RN
(|∇u|2 + u2)dx] 12 ,
and ‖ · ‖p denotes the norm in Lp(RN ), i.e.
‖u‖p =
( ∫
RN
|u|p dx
) 1
p
.
Let H∗ be the dual of H , 〈·,·〉 the duality pairing between H∗ and H . Let O (N) be the group of orthogonal transformations
on RN . Then
E = H1O (N)
(
RN
) := {u ∈ H ∣∣ gu(x) := u(g−1x)= u(x), ∀g ∈ O (N)}
is a subspace of invariant functions of H . By Corollary 1.26 in [15] we know that the embedding
E ↪→ Ls(RN) (1.3)
is compact for each s ∈ (2,2∗). Moreover, we need the following assumptions:
( f1) f (x,u) = o(|u|) as |u| → 0 uniformly for any x ∈ RN .
( f2) There are constants 1< p < 2∗ − 1 and c > 0 such that∣∣ f (x,u)∣∣ c(1+ |u|p), ∀(x,u) ∈ RN × R,
where
2∗ − 1 =
{ N+2
N−2 , N  3;
+∞, N = 1,2.
( f3) There exists μ > 4 such that
μF (x,u) := μ
u∫
0
f (x, s)ds u f (x,u), ∀(x,u) ∈ RN × R.
( f4) inf
x∈RN ,|u|=1
F (x,u) > 0.
( f5) f (gx,u) = f (x,u) for each g ∈ O (N) and for each (x,u) ∈ RN × R .
( f6) f (x,−u) = − f (x,u) for any (x,u) ∈ RN × R .
( f7) 4F (x,u) u f (x,u), ∀(x,u) ∈ RN × R .
( f8)
F (x,u)
u4
→ +∞ as |u| → +∞ uniformly for any x ∈ RN .
( f9) F˜ (x,u) := 14 f (x,u)u − F (x,u) → +∞ as |u| → +∞ uniformly in x ∈ RN , and there exist σ > 1 + 22∗−2 and positive
constant C such that | f (x,u)|σ  C F˜ (x,u)|u|σ for |u| large.
Usually, in order to ﬁnd the weak solution of problem (1.1), we should consider the following functional I deﬁned on H
I(u) = a
2
∫
RN
|∇u|2 dx+ b
4
( ∫
RN
|∇u|2 dx
)2
+ 1
2
∫
RN
u2 dx−
∫
RN
F (x,u)dx
= a
2
Υ (u) + b
4
[
Υ (u)
]2 + 1
2
‖u‖22 − Ψ (u), (1.4)
where Υ (u) := ∫ N |∇u|2 dx and Ψ (u) := ∫ N F (x,u)dx.R R
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In order to give the proofs of our main results, we need the following lemmas.
Lemma 2.1. If assumptions ( f1) and ( f2) hold, then I ∈ C1(H, R) and〈
I ′(u), v
〉= (a + b ∫
RN
|∇u|2 dx
)∫
RN
∇u∇v dx+
∫
RN
uv dx− 〈Ψ ′(u), v〉, (2.1)
where 〈Ψ ′(u), v〉 = ∫RN f (x,u)v dx.
Proof. According to (1.4), it suﬃces to show that
Ψ ∈ C1(H, R), 〈Ψ ′(u), v〉= ∫
RN
f (x,u)v dx, ∀u, v ∈ H .
First, we prove the existence of the Gateaux derivative of Ψ .
For ε > 0, by ( f1), ( f2), there is c(ε) > 0 such that∣∣ f (x,u)∣∣ ε|u| + c(ε)|u|p (2.2)
for all (x,u) ∈ RN × R . For any u, v ∈ H and 0 < |t| < 1, by mean value theorem and (2.2), there exists 0 < θ < 1 such that
|F (x,u(x) + tv(x)) − F (x,u(x))|
|t| =
∣∣ f (x,u(x) + θtv(x))v(x)∣∣
 ε
∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + c(ε)(∣∣u(x) + θtv(x)∣∣)p∣∣v(x)∣∣
 ε
∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + 2p−1c(ε)(∣∣u(x)∣∣p∣∣v(x)∣∣+ ∣∣v(x)∣∣p+1).
The Hölder inequality implies that
g(x) := ε∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + 2p−1c(ε)(∣∣u(x)∣∣p∣∣v(x)∣∣+ ∣∣v(x)∣∣p+1) ∈ L1(RN).
Consequently, by the Lebesgue Theorem, one has〈
Ψ ′(u), v
〉= ∫
RN
f (x,u)v dx.
Next, we show that Ψ ′(·) : H → H∗ is continuous.
Assume that un → u in H . By the continuity of the imbedding
H ↪→ Ls(RN) (2 s 2∗) (2.3)
we know that for any s ∈ [2,2∗], there is constant ηs > 0 such that
‖w‖s  ηs‖w‖, ∀w ∈ H1
(
RN
)
and
un → u in Ls
(
RN
)
.
Note that∥∥Ψ ′(un) − Ψ ′(u)∥∥= sup
‖v‖1
∣∣∣∣ ∫
RN
[
f (x,un) − f (x,u)
]
v dx
∣∣∣∣
 sup
‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx.
By the Hölder inequality, Theorem A.4 in [15] implies
sup
‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx → 0
as n → ∞. Hence ‖Ψ ′(un) − Ψ ′(u)‖ → 0. This shows Ψ ′ : H → H∗ is continuous. This completes the proof. 
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∀(g,u) ∈ O (N) × H, I(gu) = I(u),
and the action of the group O (N) on H is isometric, i.e.
∀(g,u) ∈ O (N) × H, ‖gu‖ = ‖u‖.
Moreover, by Lemma 2.2 and Theorem 1.28 in [15] we know that if u is a critical point of Φ := I|E , then u is a critical point
of I . We will use Fountain Theorem to ﬁnd the critical points of the restricted functional Φ .
Lemma 2.2. Υ is weakly lower semicontinuous.
Proof. Let {un} ⊂ H and un ⇀ u in H . Set H˜ = {u ∈ L2(RN ): ∇u ∈ L2(RN )} with the norm ‖u‖H˜ = (
∫
RN |∇u|2 dx)
1
2 . Then the
imbedding H ↪→ H˜ is continuous. Hence un ⇀ u in H˜ . Consequently, by the weakly lower semicontinuity of the norm,
Υ (u) =
∫
RN
|∇u|2 dx lim inf
n→+∞
∫
RN
|∇un|2 dx = lim inf
n→+∞Υ (un).
This shows that Υ is weakly lower semicontinuous. 
Lemma 2.3. If ( f1) and ( f2) hold, then Ψ |E is weakly continuous.
Proof. Let {un} ⊂ E converges weakly to u in E . Then {un} is bounded in E and converges to u in Ls(RN ), where 2 < s < 2∗ .
From (2.2), we have∣∣Ψ (un) − Ψ (u)∣∣= ∣∣∣∣ ∫
RN
[
F
(
x,un(x)
)− F (x,u(x))]dx∣∣∣∣
=
∣∣∣∣∣
∫
RN
[ 1∫
0
f
(
x,u + s(un − u)
)
(un − u)ds
]
dx
∣∣∣∣∣

∫
RN
|un − u|
[
ε
(
|u| + 1
2
|un − u|
)
+ c(ε, p)(|u|p + |un − u|p)]dx
 c
[
ε + c(ε, p)(‖un − u‖p+1 + ‖un − u‖p+1p+1)],
where c is independent of ε and of n. Therefore, Ψ |E is weakly continuous. This completes the proof. 
Lemma 2.4. Assume that ( f1) and ( f2) hold. If {un} ⊂ E is a bounded sequence with Φ ′(un) → 0, then {un} ⊂ E has a convergent
subsequence.
Proof. Since {un} ⊂ E is bounded and the embedding
E ↪→ Ls(RN)
is compact for each s ∈ (2,2∗), passing a subsequence, we can assume that
un ⇀ u in E
and
un → u in Ls
(
RN
)
, s ∈ (2,2∗).
Note that〈
Φ ′(un) − Φ ′(u),un − u
〉= (a + b ∫
RN
|∇un|2 dx
)∫
RN
∇un · ∇(un − u)dx+
∫
RN
|un − u|2 dx
−
(
a + b
∫
N
|∇u|2 dx
)∫
N
∇u · ∇(un − u)dx−
∫
N
[
f (x,un) − f (x,u)
]
(un − u)dxR R R
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(
a + b
∫
RN
|∇un|2 dx
)∫
RN
∣∣∇(un − u)∣∣2 dx+ ∫
RN
|un − u|2 dx
− b
( ∫
RN
|∇u|2 dx−
∫
RN
|∇un|2 dx
)∫
RN
∇u · ∇(un − u)dx
−
∫
RN
[
f (x,un) − f (x,u)
]
(un − u)dx
min{a,1}‖un − u‖2 − b
( ∫
RN
|∇u|2 dx−
∫
RN
|∇un|2 dx
)∫
RN
∇u · ∇(un − u)dx
−
∫
RN
[
f (x,un) − f (x,u)
]
(un − u)dx.
One has
min{a,1}‖un − u‖2 
〈
Φ ′(un) − Φ ′(un),un − u
〉+ b( ∫
RN
|∇u|2 dx−
∫
RN
|∇un|2 dx
)∫
RN
∇u · ∇(un − u)dx
+
∫
RN
[
f (x,un) − f (x,u)
]
(un − u)dx.
By the continuity of the imbedding H ↪→ H˜ (see the proof of Lemma 2.2), one has un ⇀ u in H˜ . Hence, by the boundedness
of {un} in H , one has
b
( ∫
RN
|∇u|2 dx−
∫
RN
|∇un|2 dx
)∫
RN
∇u · ∇(un − u)dx → 0,
as n → +∞. Moreover, for any ε > 0, one has∣∣∣∣ ∫
RN
[
f (x,un) − f (x,u)
]
(un − u)dx
∣∣∣∣ ∫
RN
[
ε
(|un| + |u|)+ c(ε)(|un|p + |u|p)]|un − u|dx
 εc1 + c(ε)‖un − u‖p+1
(‖un‖pp+1 + ‖u‖pp+1)
 εc1 + c2c(ε)‖un − u‖p+1,
where c1 and c2 are independent of ε and n. Since ‖un − u‖p+1 → 0 as n → +∞, we have proved that∫
RN
[
f (x,un) − f (x,u)
]
(un − u)dx → 0,
as n → +∞. Consequently, by Φ ′(un) → 0, we know that ‖un − u‖ → 0. This completes the proof. 
To give the proof of our main result, we need the following critical point theorem.
Lemma 2.5 (Fountain Theorem). (See [15, P58].) Let X be a Banach space with the norm ‖ · ‖ and let Xi be a sequence of subspace of
X with dim Xi < +∞ for each i ∈ N. Further, set
X =
∞⊕
i=1
Xi, Yk =
k⊕
i=1
Xi, Zk =
∞⊕
i=k
Xi .
Consider an even functional Φ ∈ C1(X, R). Assume for each k ∈ N, there exist ρk > γk > 0 such that
(Φ1) ak := max Φ(u) 0,
u∈Yk,‖u‖=ρk
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u∈Zk,‖u‖=γk
Φ(u) → +∞, k → +∞
and
(Φ3) Φ satisﬁes the (PS)c condition for every c > 0.
Then Φ has an unbounded sequence of critical values.
Theorem 2.1. If assumptions ( f1)–( f6) are satisﬁed, then problem (1.1) has a sequence {uk} of radial solutions such that I(uk) → +∞.
Proof. Since
Φ(u) = a
2
∫
RN
|∇u|2 dx+ b
4
( ∫
RN
|∇u|2 dx
)2
+ 1
2
∫
RN
u2 dx−
∫
RN
F (x,u)dx,
Lemma 2.1 implies Φ ∈ C1(E, R) and ( f6) implies Φ is even. Now, we prove that Φ satisﬁes the remaining conditions of
Theorem 2.5. Since E ↪→ L2(RN ) and L2(RN ) is a separable Hilbert space, E has a countable orthogonal basis {ei} with all
‖ei‖ = 1. Set Xi = span{ei}, Yk =⊕ki=1 Xi , Zk =⊕∞i=k Xi .
(1) ( f1)–( f4) imply that there are two positive constants c1 and c2 such that
F (x,u) c1|u|μ − c2|u|2, ∀(x,u) ∈ RN × R.
Hence the above inequality implies that
Φ(u) 1
2
max{a,1}‖u‖2 + b
4
‖u‖4 − c1‖u‖μμ + c2‖u‖22.
Because all norms are equivalent on a ﬁnitely dimensional space and μ > 4, there exists large ρk > 0 such that
ak := max
u∈Yk,‖u‖=ρk
Φ(u) < 0.
So the condition (Φ1) is satisﬁed.
(2) Set
βk = sup
u∈Zk,‖u‖=1
‖u‖p+1.
From the fact Zk+1 ⊂ Zk , it is clear that 0  βk+1  βk (i.e. {βk} is nonnegative and nonincreasing). Hence βk → β  0, as
k → +∞. If β > 0, then, for large k, there exists a uk ∈ Zk such that
‖uk‖ = 1, ‖uk‖p+1 > β2 > 0.
For any v =∑+∞i=1 aiei ∈ E , we have
∣∣〈uk, v〉∣∣=
∣∣∣∣∣
(
uk,
+∞∑
i=1
aiei
)∣∣∣∣∣=
∣∣∣∣∣
(
uk,
+∞∑
i=k
aiei
)∣∣∣∣∣ ‖uk‖ ·
∥∥∥∥∥
+∞∑
i=k
aiei
∥∥∥∥∥=
√√√√+∞∑
i=k
a2i → 0, as k → +∞.
This shows uk ⇀ 0 in E . Moreover, by (1.3) we have that
uk → 0 in Lp+1
(
RN
)
.
It contradicts that
‖uk‖p+1  β2 > 0.
Thus β = 0, i.e. βk → 0.
By (2.2) we have
∣∣F (x,u)∣∣ 1∫ ∣∣ f (x, tu)u∣∣dt  ε
2
|u|2 + c(ε)
p + 1 |u|
p+1, ∀(x,u) ∈ RN × R.0
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c23
) we have that
Φ(u) 1
2
min{a,1}‖u‖2 − ε
2
‖u‖22 −
c(ε)
p + 1‖u‖
p+1
p+1

(
1
2
min{a,1} − εc
2
3
2
)
‖u‖2 − c(ε)
p + 1β
p+1
k ‖u‖p+1

[
1
2
(
min{a,1} − εc23
)− c(ε)
p + 1β
p+1
k ‖u‖p−1
]
‖u‖2,
where c3 is continuous imbedding constant E ↪→ L2(RN ).
Choose
γk =
[
(min{a,1} − εc23)(p + 1)
4c(ε)β p+1k
] 1
p−1
.
We obtain
bk := inf
u∈Zk,‖u‖=γk
Φ(u) 1
4
(
min{a,1} − εc23
)[ (min{a,1} − εc23)(p + 1)
4c(ε)β p+1k
] 2
p−1
.
Since βk → 0 and p > 1,
bk → +∞, as k → +∞.
So condition (Φ2) is satisﬁed.
(3) It remains to prove the (PS)c condition (Φ3).
From Lemma 2.4, it suﬃces to show that any (PS)c sequence {un} ⊂ E is bounded. In fact, if a sequence {un} ⊂ E satisﬁes
Φ(un) → c > 0 and Φ ′(un) → 0, then for large n, by ( f3) and μ > 4, we have
c + 1+ ‖un‖Φ(un) − 1
μ
〈
Φ ′(un),un
〉
min{a,1}
(
1
2
− 1
μ
)
‖un‖2 + b
(
1
4
− 1
μ
)( ∫
RN
|∇un|2 dx
)2
+
∫
RN
[
1
μ
f (x,un)un − F (x,un)
]
dx
min{a,1}
(
1
2
− 1
μ
)
‖un‖2.
Hence {un} is bounded in E . So Φ satisﬁes the (PS)c condition.
Consequently, the conclusion follows from Lemma 2.5. 
Theorem 2.2. If the conditions ( f7) and ( f8) are used in place of ( f3) and ( f4), then the conclusion of Theorem 2.1 holds.
Proof. From the proof of Theorem 2.1 we know that it is suﬃcient to show that any (PS)c sequence is bounded and the
condition (Φ1) is satisﬁed.
By ( f1), ( f2) and ( f8) we know that for any M > 0, there is a constant C(M) > 0 such that
F (x,u) M|u|4 − C(M)|u|2, ∀(x,u) ∈ RN × R.
Hence
Φ(u) 1
2
max{a,1}‖u‖2 + b
4
‖u‖4 − M‖u‖44 + C(M)‖u‖22.
Since all norms are equivalent on the ﬁnitely dimensional space Yk , there is a constants σ > 0 and c > 0 such that
Φ(u) 1
2
max{a,1}‖u‖2 −
(
Mσ − b
4
)
‖u‖4 + cC(M)‖u‖2.
Set a ﬁxed M > b4σ . By the above inequality there exists large ρk > 0 such that
ak := max
u∈Yk,‖u‖=ρk
Φ(u) 0.
Hence the condition (Φ1) holds.
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c + 1+ ‖un‖Φ(un) − 1
4
〈
Φ ′(un),un
〉
 1
4
min{a,1}‖un‖2 +
∫
R3
[
1
4
f (x,un)un − F (x,un)
]
dx
 1
4
min{a,1}‖un‖2.
Since a > 0, it is easy to see that {un} is bounded in E . Hence Lemma 2.4 implies that Φ satisﬁes the (PS)c condition. This
completes the proof. 
Theorem 2.3. If the condition ( f9) is used in place of ( f7), then the conclusion of Theorem 2.2 holds.
Proof. From the proofs of Theorem 2.2, it is suﬃcient to prove that every (PS)c sequence {un} of Φ is bounded in E .
Let {un} ⊂ E be such that
Φ(un) → c and Φ ′(un) → 0.
If {un} is unbounded in E , we can assume ‖un‖ → +∞. Hence, one has
c + 1+ ‖un‖Φ(un) − 1
4
〈
Φ ′(un),un
〉
 1
4
min{1,a}‖un‖2 +
∫
RN
F˜ (x,un)dx.
Consequently, for large n, one has
c + 1 1
4
min{1,a}‖un‖2 − ‖un‖ +
∫
RN
F˜ (x,u)dx
∫
RN
F˜ (x,un)dx.
Set vn = un‖un‖ . Then ‖v‖ = 1 and ‖vn‖s  ηs‖vn‖ = ηs for each 2 s 2∗ . Note that
〈Φ ′(un),un〉
‖un‖4 =
a
∫
RN |∇un|2 dx
‖un‖4 +
b(
∫
RN |∇un|2 dx)2
‖un‖4 +
∫
RN |un|2 dx
‖un‖4 −
∫
RN
f (x,un)un
‖un‖4 dx.
Consequently, one has
limsup
n→+∞
∫
RN
f (x,un)un
‖un‖4 dx = limsupn→+∞
b(
∫
RN |∇un|2 dx)2
‖un‖4 := b1  b < +∞
and
lim inf
n→+∞
∫
RN
f (x,un)un
‖un‖4 dx = lim infn→+∞
b(
∫
RN |∇un|2 dx)2
‖un‖4  0.
Now, we prove
lim
n→+∞
∫
RN
f (x,un)un
‖un‖4 dx = 0.
It is suﬃcient to prove b1 = 0. Indeed, passing a subsequence, we can assume
lim
n→+∞
∫
RN
f (x,un)un
‖un‖4 dx = b1.
For r  0 and 0 α < β +∞, set
g(r) := inf{ F˜ (x,u): x ∈ RN , |u| r}, On(α,β) := {x ∈ RN : α  ∣∣un(x)∣∣< β}
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Sβα := inf
{
F˜ (x,u)
|u|2 : x ∈ R
N , α  |u| < β
}
.
Then ( f9) implies that g(r) → +∞ as r → +∞ and for large α > 0, one has g(α) > 0, Sβα > 0 and
F˜
(
x,un(x)
)
 Sβα
∣∣un(x)∣∣2, ∀x ∈ On(α,β).
Consequently, for large n and α, whenever α < β one has
c + 1
∫
On(0,α)
F˜ (x,un)dx+
∫
On(α,β)
F˜ (x,un)dx+
∫
On(β,+∞)
F˜ (x,un)dx

∫
On(0,α)
F˜ (x,un)dx+ Sβα
∫
On(α,β)
|un|2 dx+ g(β)
∣∣On(β,+∞)∣∣.
Hence
c + 1
‖un‖2 
1
‖un‖2
∫
On(0,α)
F˜ (x,un)dx+ S
β
α
‖un‖2
∫
On(α,β)
|un|2 dx+ g(β) |On(β,+∞)|‖un‖2 .
By ( f1) and ( f2), one has
1
‖un‖2
∣∣∣∣ ∫
On(0,α)
F˜ (x,u)dx
∣∣∣∣ 1‖un‖2 C(α)‖un‖22  C(α)η22.
Consequently, 1‖un‖2
∫
On(α,β)
F˜ (x,un)dx and 1‖un‖2
∫
On(β,+∞) F˜ (x,un)dx are bounded uniformly in n and β > α. Moreover,
limβ→+∞ g(β) = +∞ implies
lim
β→+∞
|On(β,+∞)|
‖un‖2 = 0, uniformly in n.
Without lose of generality, we assume 2∗ < +∞. Therefore, the Hölder inequality implies that for any s ∈ [2,2∗]
1
‖un‖2
∫
On(β,+∞)
|vn|s dx 1‖un‖ 2s2∗
( ∫
On(β,+∞)
(|vn|s) 2∗s dx) s2∗ ∣∣∣∣ On(β,+∞)‖un‖2
∣∣∣∣
2∗−s
2∗

ηs2∗
‖un‖ 2s2∗
∣∣∣∣ On(β,+∞)‖un‖2
∣∣∣∣
2∗−s
2∗ → 0
as β → +∞ uniformly in n.
By ‖un‖ → +∞, we can take positive integral number N0 such that ‖un‖  1 if n > N0. Hence, for s = 2σσ−1 , one has
s ∈ (2,2∗] and σ = ss−2 . Hence the condition ( f9) implies∣∣∣∣ ∫
On(β,+∞)
f (x,un)un
‖un‖4 dx
∣∣∣∣  ∫
On(β,+∞)
| f (x,un)|
|un| · ‖un‖ ·
v2n
‖un‖ dx

[
1
‖un‖2
∫
On(β,+∞)
| f (x,un)|σ
|un|σ dx
] 1
σ
[
1
‖un‖2
∫
On(β,+∞)
|vn|s dx
] 2
s

[
1
‖un‖2
∫
On(β,+∞)
C F˜ (x,un)dx
] 1
σ
[
1
‖un‖2
∫
On(β,+∞)
|vn|s dx
] 2
s
→ 0
as β → +∞ uniformly in n.
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On(α,β)
f (x,un)un
‖un‖4 dx
∣∣∣∣ ∫
On(α,β)
C(α,β)|un| · |vn|
‖un‖3 dx
C(α,β)η22
‖un‖2 → 0
as n → +∞, and∣∣∣∣ ∫
On(0,α)
f (x,un)un
‖un‖4E
dx
∣∣∣∣ ∫
On(0,α)
C(α)|un|2
‖un‖4 dx
C(α)η22
‖un‖2 → 0
as n → +∞. Hence b1 = 0.
Since E is a Hilbert space and ‖vn‖ = 1, passing a subsequence, there is a point v ∈ E such that
vn ⇀ v in E; vn → v in Ls
(
RN
) (
s ∈ (2,2∗)); vn(x) → v(x) a.e. x ∈ RN .
Set Ω = {x ∈ RN : v(x) = 0}. Then for each x ∈ Ω , one has |un(x)| → +∞. For any M > 0, ( f1), ( f2), ( f8) and ( f9) imply
f (x,un)un  M|un|4 − C(M)|un|2, ∀x ∈ RN .
Hence∫
RN
f (x,un)un
‖un‖4 dx M‖vn‖
4
4 − C(M)
‖vn‖22
‖un‖2 .
Consequently,
0 = lim
n→+∞
∫
RN
f (x,un)un
‖un‖4 dx M‖v‖
4
4 = M
∫
Ω
|v|4 dx > 0
if meas(Ω) > 0. This is a contradiction. Hence meas(Ω) = 0. Therefore, v(x) = 0 a.e. x ∈ RN . By ( f1), ( f2) and ( f9) we know
that there is a constant C1 > 0 such that
1
4
un f (x,un) − F (x,un)−C1|un|2, ∀x ∈ RN .
Consequently,
1
‖un‖2
[
Φ(un) − 1
4
〈
Φ ′(un),un
〉]
 1
4
min{1,a} + 1‖un‖2
∫
RN
[
1
4
un f (x,un) − F (x,un)
]
dx
 1
4
min{1,a} − C1‖vn‖22.
This implies 0 14 min{1,a}, a contradiction. Therefore, {un} is bounded in E . This completes the proof. 
Remark 1. Because we don’t assume that F (x,u)  0, the condition ( f3) cannot imply ( f7). Hence Theorem 2.1 and
Theorem 2.2 are two different theorems. There are functions f (x,u), which satisfy all assumptions of Theorem 2.1 and
Theorem 2.2, but do not satisfy ( f9) in Theorem 2.3.
Example 1. Set f (x,u) = u3|u| 32 . Then F (x,u) = 211 |u|
11
2 and f (x,u) satisﬁes all conditions of Theorem 2.1 and Theorem 2.2,
but do not satisfy ( f9).
Remark 2. Obviously, ( f3) and ( f4) or ( f7) and ( f8) imply F˜ (x,u) → +∞ as |u| → +∞. Moreover, there are functions
f (x,u), which satisfy all conditions of Theorem 2.3, but do not satisfy ( f3) and ( f7).
Example 2. For small ε > 0, set F (x,u) = |u|4+ε + 2ε|u|4 sin2( |u|εε ). Then f (x,u) satisﬁes all conditions of Theorem 2.3, but
do not satisfy ( f3) and ( f7).
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