Collective decision-making systems rely on many agents to gather, process and exchange information to arrive at a group decision. Critical to group success is the transfer of information among agents and between agents and their environment. Without information transfer, no consensus can be achieved. Yet, the role of individual rules in determining information transfer at the group level is poorly understood. With the aim to shed a light on how the decision mechanism of individuals affects information transfer in collectives, we analyze the information landscape of two decision-making strategies: one based on the majority rule and one based on the voter model. For each strategy, we consider a binary site-selection scenario and use transfer entropy to measure the flow of information in a spatial, multi-agent system. We find that information transferred among agents is dependent on the decision mechanism, increases with the time necessary to make a collective decision, and is loosely modulated by the uncertainty of the final outcome. This is the first study that compares collective decision making mechanisms through the lens of information dynamics. Although this approach is limited to simulated agents, similar approaches could in principle be used to study collective decisions in biological systems.
Introduction
It is clear that individual agents, with access to only limited information, can coordinate their behavior to make wellinformed collective decisions. Examples from biology include collective decisions made by bees and ants (Franks et al., 2002) , the coordinated motion of birds and fishes (Ballerini et al., 2008; Couzin et al., 2005) , and the motion of individual cells during embryogenesis or regeneration (Pezzulo and Levin, 2015) . In these and many other natural and artificial examples, intelligent decisions emerge in cases where individuals obey very simple rules because these simple rules are generally sufficient for agents to interact and exchange the information necessary to make an informed decision. However, the time and accuracy of group decisionmaking depend on the particular decision mechanism(s) of individual agents -meaning that not all rules perform equally when it comes to a particular problem to be solved at the collective level. Thus, even when performing the same collective computation, different groups may differ in the structure of information transfer among individuals. These differences and, in particular, how different flows of information among individuals can lead to the same emergent behavior are not well understood.
Information theory provides a quantitative framework for assessing how information is exchanged and processed in collectives and has been adopted before in the study of both natural (e.g., to study foraging behavior of ant colonies (Reznikova and Ryabako, 1994; Zenil et al., 2015; Meyer, 2017) ) and artificial systems (e.g., to design multirobot systems (Sperati et al., 2008 (Sperati et al., , 2011 ). Although intuition might suggest that information is transfered when two entities interact, quantification of the actual number of bits transferred often reveals that the predictive value of transferred information (i.e., predictive transfer (Lizier and Prokopenko, 2010) ) is not a one-to-one map with the information of the communicated symbols. Consider the example of one person telling another that it will likely rain today and the other person should bring an umbrella. In areas of the world where rain is an uncommon event, this message has much predictive power as it will lead to the receiver taking an action that it would have otherwise been unlikely to take. However, in areas of the world where daily rain might be expected, the message will have little predictive power over the action of the receiver because the receiver would have likely been carrying an umbrella anyway.
To understand how behavioral interactions contribute to valuable information, it is important to be able to differentiate between "small talk" and meaningful communication. In other words, to understand how collectives make a decision requires therefore to detail how information flows among agents as a result of executing specific mechanisms in a given context rather then simply detailing how individuals implement these mechanisms. As we will show, even in cases where the same collective decision is made, differences in the decision mechanisms of individuals can lead to differences in the total amount of information transferred within a group.
To quantify information transfer, we use Schrieber's widely adopted measure of transfer entropy (Schreiber, 2000) -a directed measure of information exchanged between parts of a dynamical system. Transfer entropy has been used before to detect leader-follower relationships in the collective motion of zebrafish (Mwaffo et al., 2017; Butail et al., 2016) , to study collectives of artificial agents (Walker et al., 2013 ), neural (Boedecker et al., 2012 Lizier et al., 2009 ) and Boolean networks (Kim et al., 2015) , and to study informational patterns in computational neuroscience (Honey et al., 2007; Lizier et al., 2011) . Here, we rely on transfer entropy to determine patterns in information exchange among agents implementing two selforganized collective decision-making strategies (Valentini et al., 2016b) and to determine how information transferred may depend on local-level rules.
The two decision-making strategies we implement couple a simple decision mechanism, the majority rule or the voter model, with direct modulation of signaling time to solve the best-of-n problem (Valentini et al., 2016b) . In a best-of-n problem, agents must make a consensus decision for the best option among n available ones. A large number of alternative strategies have been designed to address this problem (see Valentini et al. (2017) for an extensive review) and could have been chosen for this study. Our choice of focusing on the majority rule and the voter model is motivated by the simplicity of their implemented interaction mechanisms and by the fact that their dynamics have been thoroughly investigated in previous works. These strategies have been studied by means of population models using both ordinary differential equations and chemical reaction networks (Valentini et al., 2016b) , formal methods using symbolic model checking (Kouvaros and Lomuscio, 2016) , as well as multi-agent simulations and experiments with real robot swarms. As a result of their simplicity, both of these strategies generalize to different problem scenarios (Valentini et al., 2016a) and have been recently extended with a number of additional mechanisms (Crosscombe et al., 2017; Strobel et al., 2018; Ebert et al., 2018) . However, despite their wide reach in the collective decision-making literature, we know of no detailed empirical study of their information dynamics, and thus we use the comparison of these two strategies as a model system for inferring information transfer in collective decisions by artificial agents.
We study the information landscape of the majority rule and of the voter model by means of spatial, multi-agent simulations. We focus on the flow of information generated when agents in the collective apply a decision mechanism. To this end, we use transfer entropy to quantify the information originating from the neighbors of a focal agent applying a decision mechanism and flowing toward that same focal agent. We study transfer entropy in the majority rule and in the voter model for two problem configurations by varying the difficulty of the problem. Finally, we project the results about transfer entropy in the speed-accuracy space to analyze information transfer as a function of the performance of each strategy.
We find that the amount of information transferred differs across decision mechanisms, with the majority rule transferring more information than the voter model. Moreover, information transfer is positively correlated with the difficulty of the decision-making problem as well as with the time necessary for the collective to make a consensus decision. Information transfer is not correlated with decision accuracy (i.e., probability of choosing the best option) but is loosely modulated by the uncertainty of the collective decision -a closely related measure.
Methods
In this section, we provide details about our experimental approach. We first define the decision-making problem and the two strategies (i.e., majority rule and voter model) considered in our study. We proceed with a description of the spatial multi-agent simulations used to generate our raw data. Finally, we review the formulation of transfer entropy and then detail our approach to interpret raw data originating from the simulations and required to compute transfer entropy.
Decision-Making Problem and Strategies
As a decision-making problem, we consider a binary siteselection scenario where a collective of N agents is required to choose the best of two sites. This decision-making problem is a particular instance of the best-of-n problem (i.e., n = 2) and a popular benchmark to test collective decisionmaking strategies (Valentini et al., 2017) . In our study, we make use of a site-selection scenario characterized by two options, site A and site B, with equal (or symmetric) costs, and differing qualities, ρ A = 1.0 and ρ B 1.0.
This problem configuration has been used extensively to study a pair of collective decision-making strategies, one based on the majority rule (MR) and one based on the voter model (VM) (Valentini et al., 2016b) . In both strategies, each agent of the collective repeatedly iterates through the same sequence of actions: explore a site i and sample its quality ρ i ; advertise (or disseminate) a preference for site i for a time that is proportional to ρ i ; and then, after this time, apply a decision mechanism (either the majority rule or the voter model) to reconsider its preference i and possibly change it in favor of a different site j = i. When using the majority rule as a decision mechanism, agents in the collective consider all preferences of their nearest neighbors and adopt the option favored by the majority of them. When using the voter model instead, agents blindly adopt the preference of another agent that is randomly chosen from those of their nearest neighbors. The duration of both the exploration and dissemination phases is stochastic and drawn at each agent state transition from an exponential distribution, cf. (Valentini et al., 2016b) , with a mean duration, respectively, of 50 seconds for the exploration phase and of 
Multi-Agent Simulations
To study the flow of information generated by the decision-making strategies described above, we used a simple, continuous-space multi-agent simulator 1 implemented in C (Valentini et al., 2014) . A collective of N = 100 agents is confined to a closed, rectangular environment with a height of 100 units and a width of 300 units (see Figure 1 ). The environment itself is partitioned into three adjacent and communicating regions (100 units by 100 units). Sites A and B are located on left and right sides of the environment, respectively, and the region in the middle represents the "nest" -a central location that initially hosts the collective of agents and acts as a space for agent-to-agent communication.
The agents themselves are represented by self-propelled, massless particles that can collide with the boundaries of the environment but do not collide with each other. Agents move at a constant velocity of 20 units per second 2 and their trajectory is determined by a random walk, when moving within a certain region, and by a straight line, when moving from one region to another. Upon collision with one of the boundaries of the environment, an agent will bounce back mirroring the angle of incidence in the collision. Agents' positions are updated with a frequency of 10 Hz. Agents are capable of navigating the environment and, when necessary, moving between different regions. For example, before entering the dissemination phase, an agent moves in a straight line from one of the two sites to the nest and, once there, transits to the dissemination state to broadcast its preference to other nearby neighbors in the nest 3 . Only agents in 1 A video-recording of a simulation based on the voter model generated with the same simulator but different environment size can be found at https://youtu. be/es9XXGr9Tpk. 2 Simulation parameters have been previously fine tuned to approximate a wellmixed interaction of agents, see (Valentini et al., 2014) . 3 A similar but specular process is implemented before an agent enters the exploration phase which happens after the application of a decision mechanism.
the dissemination phase, i.e., those broadcasting their preference, can perceive each other's preference for a site and use this information during the application of the decision mechanism. For the purpose of this study, the two decisionmaking strategies both use a communication neighborhood represented by the agent's five nearest neighbors (see the last part of this section for a motivation of our choice) without imposing a constant communication range. Locality of interactions is obtained instead from the spatial density of agents. Simulations are terminated when a consensus decision is made by the collective.
Transfer Entropy
Central to our analysis of information transfer underlying collective decisions is the notion of transfer entropy introduced by Schreiber (2000) . Transfer entropy, T Y →X , is an information-theoretic measure that quantifies the direct exchange of information from a process Y toward a process X. In its original formulation, transfer entropy is defined on time series of discrete values, but it can be extended for use with continuous-valued time series as well. We denote with x i and y i the discrete values of time series X and Y at time step i. Transfer entropy T Y →X from process Y toward process X is given by
, where p(·) gives the probability of a certain event · and
is the k-history of X at time step i. This formulation of transfer entropy is also known as apparent transfer entropy. A variation in which all probabilities are conditioned also on the current state of all other processes W = {W 1 , W 2 , . . . } in the system is known instead as complete transfer entropy (Lizier et al., 2008) .
In our analysis, we aim to measure the flow of information originating from the neighbors of a decision-making agent and destined to that same agent. We restrict our current analysis to the study of transfer entropy with history length k = 1. Therefore, the previous equation reduces to:
Although the behavior of agents in a collective executing either of the two decision-making strategies is well defined by a memoryless, finite-state machine (Valentini et al., 2016b) , longer scale interactions might still be possible due to the repeated and mutual interactions happening over time between the same agents of the collective. Our choice of k = 1 is motivated instead by simplicity as we aim to focus our efforts on the study of other experimental variables. We will investigate the effect of longer history lengths in future work.
Measuring Information Flow from Raw Data
To compute transfer entropy and analyze the information flow during the decision-making process, we need to define two time series -X and Y -from the raw data generated by the simulations that capture the transfer of information among agents. When applying a decision-making mechanism, a focal agent may change its current preference as a result of processing information about the preferences of its neighbors. We aim to study this information-processing phase and consider therefore the preferences for a site of the focal agent and those of its neighbors. Time series X represents the instantaneous preferences of the focal agent. Each entry x i ∈ {0, 1} gives the site preference of the focal agent (0 for site A, 1 for site B) prior to its i-th application of the decision mechanism. The next entry x i+1 is thus the site preference after the application of the decision mechanism and may record a change in preference of the focal agent. Time series Y represents the number of agents preferring site A in the neighborhood of the focal agent at the time of the application of the decision mechanism. Thus, the value of y i is bounded by the neighborhood size set in the simulations (i.e., five nearest neighbors), and so y i ∈ {0, 1, . . . , 5}. The support of time series X and Y is therefore independent from the particular decision mechanism used by the agents of the collective. Specifically, the constant neighborhood size set in the simulations lets us compare the majority rule and the voter model without possible artifacts resulting from the computation of measures with time series defined over different state spaces.
For each problem configuration considered in our analysis, we performed 100 independent simulations with a collective of N = 100 agents randomly positioned in the nest (see next section for more details). This approach potentially leads to a set of 10 4 pairs (X (i) , Y (i) ) of time series. We say potentially, however, because the length of each time series varies and is determined by a stochastic process as the number of applications of the decision mechanism by each focal agent is itself a random variable dependent on the problem configuration (see beginning of this section). This number varies anywhere from no applications to a few hundred applications. We disregard all pairs of time series whose length is less than 2 time steps as they do not yield data useful to compute transfer entropy. Rather than computing T Y →X for each agent in the collective and then averaging the results, we use all remaining pairs (X (i) , Y (i) ) originating from the agents within the same simulation to estimate the probabilities used in Eq. 1 and then compute transfer entropy. We repeat this process for each of the 100 simulations and then aggregate the results. All computations are performed in R using the rinform 4,5 package based on the Inform 6 C library (Moore et al., 2018) .
Experimental Results and Discussion
We consider two decision-making problems of different difficulty by varying the quality ρ B of the worst site in the set {0.5, 0.9}. For each problem and for each decision mechanism, we study the system while varying the initial number of agents in the collective favoring the best site, i.e., site A, from a minimum of 0.1N to a maximum of 0.9N , including regular intervals in between (N = 100). As introduced in the previous section, we performed 100 simulations for each of the above problem configurations. We let simulations run until the collective of agents reaches a unanimous consensus decision for one of the two sites (which is guaranteed as the system is finite and absorbing, as discussed by Valentini et al. (2016b) ). Then we record the final collective decision and the time required to reach unanimous consensus.
We analyzed the performance of both decision-making strategies (i.e., the majority rule and the voter model) under different initial conditions, that is, different demographic distributions of sites' preferences among the agents. We study the: consensus time, that is, the time required by the collective of agents to reach consensus for either of the two sites; and the proportion of simulations in which the collective reached consensus for site A -where we define consensus as unanimous agreement among the agents for one site. This latter measure gives an estimate of the probability of the collective to choose the best option. The focus of this study was not on the relative performance of the two decision-making strategies, as such performance analyses have been studied in other work. Instead, we use these models of collective behavior to demonstrate how information dynamics and collective decision-making performance may be related. Figure 2a shows the performance of both strategies in terms of consensus time. In agreement with previous studies (Valentini et al., 2016b) , the time necessary for the collective to reach consensus generally increases with the difficulty of the problem (e.g., compare ρ B (·) = 0.5 with ρ B (·) = 0.9 in Figure 2a ). The majority rule (purple lines and confidence interval) is much faster than the voter model (reported in green) with a performance gain of approximately one order of magnitude in the difficult problem configuration (ρ B = 0.9). However, the majority rule and the voter model differ in terms of accuracy. Figure 2b shows the estimate of the probability of the collective to make a decision for the best site. The voter model is particularly accurate reaching consensus almost entirely on site A except for a subset of the initial conditions in the difficult problem setup. Differently, the accuracy of the majority rule is generally much lower than that of the voter model. It is well described by a sigmoid function of the initial number of agents favoring the best site. Increasing the difficulty of the decision problem shifts the critical point that determines whether the majority rule is more or less likely to yield a decision for the best site rather than for the inferior one. Figure 2c gives a first illustration of the information flow underlying this system for both the majority rule and the voter model. For nearly all initial conditions, the majority rule lets one agent's neighbors transfer higher amounts of information than the voter model with peaks of approximately three times the information transferred using this latter mechanism. Transfer entropy T Y →X is a function of the initial number of agents in the collective favoring site A, and its shape resembles that of the consensus time. For the majority rule, T Y →X is maximized in the proximity of the critical point at which the collective is equally likely to choose either of the two sites. That is, the information transfer is maximal when the collective decision is characterized by the most intense competition between the two options. In the case of the voter model, information transfer behaves similarly increasing with the initial number of agents favoring the suboptimal site-an indicator of the level of competition underlying the collective decision.
Transfer Entropy Over Initial Conditions

Transfer Entropy in the Speed-Accuracy Space
The results reported above seem to suggest that information transfer is an increasing function of both the time necessary to make a decision and the uncertainty of its outcome. Here, we attempt to deepen our analysis by connecting the results of transfer entropy to different measures of performance of the strategies, that is, consensus time (speed) and probability of consensus on the best site (accuracy).
Figures 3a and 3d illustrate the information landscape in the speed-accuracy space for the majority rule and for the voter model, respectively, in the case of the difficult problem scenario with ρ B = 0.9. In both figures, the scale of consensus time (i.e., the y axis) is between 0 and 100 because consensus time has been normalized by the maximum consensus time over all runs and initial conditions multiplied by the number of agents. Figures 3a and 3d show that, for both the majority rule and the voter model, the amount of transferred information increases with the time necessary for the collective to make a consensus decision. Such a monotonic relationship between information transferred and accuracy (i.e., the probability to make a collective decision for the best site), however, does not exist. Instead, information transferred is maximized at an intermediate accuracy for both the majority rule and the voter model.
For the majority rule, the observation that transfer entropy is maximized when the probability of reaching a consensus for A is approximately 0.5 is consistent with the interpretation that agents transfer more information when the outcome of the decision is maximally uncertain, and this additional transfer of information prolongs the decision and leads to a maximal consensus time at the same point. Furthermore, the lower peak value of mean transfer entropy for the voter model is consistent with the accuracy of the voter model being much higher than the majority rule (see Figure 2b) agents can exchange less information because the decision mechanism is more accurate in general.
To return to the rain example from the Introduction, the eventual certainty of a consensus on a correct decision in the voter model implies that only a few decisions are due to useful information being passed from agent to agent, and all other interactions are "small talk." The decision strategy of sampling randomly from a surrounding neighborhood leads to fixation on a single opinion, the best one, in which case any further trading of opinions has no effect -agents are "preaching to the choir" or confirming their own biases. On the other hand, the blind adoption of a random sample of the environment means that although most interactions will not result in a change of opinion, some minority opinions will , and in the speed-initial-condition space when (b) the decision-making problem is simple (ρ B = 0.5) and (c) when it is difficult (ρ B = 0.9) for agents using the majority rule. Respectively, for the voter model, mean transfer entropy (d) in the speed-accuracy space (ρ B = 0.9), and in the speed-initial-condition space when (e) the decision-making problem is simple (ρ B = 0.5) and (f) when it is difficult (ρ B = 0.9).
persist for long periods of time before fixation purges them from the population. Thus, the low transfer of information in the voter model is concomitant with an increase in consensus time. However, in the case of the majority rule, the likelihood of an agent to change preference when encountering a randomly selected group of neighbors is high and continues to stay high especially in the case of a difficult decision. In those cases, an individual blindly following the majority of whatever group it encounters will switch rapidly from one opinion to another, and every informational transaction will have some influence on the system. However, once a system gains inertia, minority opinions do not slow the eventual consensus as much as in the voter model, and the ultimate decision occurs at a faster rate. Thus, the absolute value of mean transfer entropy seems to be an indication of convergence speed.
Finally, Figures 3b (ρ B = 0.5) and 3c (ρ B = 0.9) and Figures 3e (ρ B = 0.5) and 3f (ρ B = 0.9) show the mean transfer entropy in the speed-initial-conditions space for the majority rule and for the voter model, respectively. As in the analysis above, the consensus time is normalized to the maximum consensus time multiplied by the number of agents in the collective. The results contained in these figures confirm the positive correlation between consensus time and mean transfer entropy, and this correlation is especially strong for the majority rule. However, for both decision mechanisms, the initial conditions also seem to have modulating effect on this relationship. For the majority rule, a ridge of high transfer entropy appears to match the case when the initial preference demographics are complementary to the actual quality difference between the nest sites. That is, if initially 90% of the population have a higher opinion of a site that is in reality 90% of the quality of the other site, then the social pressure for the wrong site will perfectly balance the agent's private assessment attracting it to the correct site. However, the relationship between initial condition and mean transfer entropy in the voter model case is less clear.
Summary and Conclusions
In this paper, we attempted to shed a light upon the role of information transfer resulting from the interactions among agents using two well-studied decision-making strategies. We considered a spatial multi-agent system where agents are driven by a simple decision mechanism (i.e., the majority rule or the voter model) coupled with modulation of signaling efforts (Valentini et al., 2016b) . We studied information transfer of these strategies when applied to a binary site-selection scenario for different problem difficulties. After comparing and contrasting the performance of the two strategies, we used transfer entropy (Schreiber, 2000) to measure the flow of information generated during the decision-making process. Specifically, we analyzed the information transferred to an agent from its neighbors when this agent applies a decision mechanism.
In agreement with our hypothesis, we found that the overall amount of information transferred by the two decision strategies differs considerably despite both strategies successfully solving the decision-making problem. The majority rule generally transfers more information than the voter model, sometimes up to three times the amount transferred by this latter mechanism (Figure 2c ). This result may explain performance differences in the consensus time and accuracy of the final decision characterizing the two mechanisms. Although the voter model is much more accurate than the majority rule, it is also much slower (Valentini et al., 2016b) . Our results, on the one hand, may suggest that this is due to the voter model transferring less information and more slowly than the majority rule. On the other hand, the fast but comparably much less accurate decisions resulting from the majority rule may be explained by a swift processing of excessive amounts of information.
In the case of the majority rule the transferred information peaks in the proximity of the critical point that divides initial conditions more likely to lead the collective to decide for the best site from those leading it to a decision for the inferior site 7 . Although this critical point is generally not the point of maximal "disorder of opinions" (i.e., equal number of agents favoring both sites), this result is similar to that of Barnett et al. (2013) , which show for an Ising model that transferred information is maximized in the disordered paramagnetic phase, or that of Boedecker et al. (2012) , which show for a recurrent neural network that transferred information is maximized at the edge of chaos. The critical point in our system is a function of the relative quality of the two options, i.e., problem difficulty, and represent the farthest point from a collective decision in terms of consensus time. This relation between consensus time and transferred information could provide a mechanism to infer the time required for a collective decision when only some agents of the collective are observable, for example, those within the nest.
We then deepened our analysis by projecting the transferred information first in the speed-accuracy space and then in the speed-initial-conditions space. We found that, while the overall amount of transferred information is positively correlated with the consensus time, it appears to be less dependent on the probability for the collective to make an optimal decision while being loosely modulated by the decision uncertainty (Figures 3a and 3d) . Nonetheless, higher values of consensus time do not always lead to higher amounts of transferred information, but initial conditions also impact this process (see Figures 3b and 3c and Figures 3e and 3f) . This result may suggest that other variables could play a driving role behind information transfer in this system.
Information is essential to collective decision making. The gathering and exchange of information performed by the agents in a collective is usually driven by rules that are very simple, yet sufficient to process information and, in doing so, let the collective make accurate and timely decisions. Collective decisions of this sort are often said to be such that, once they have been made, it is not possible to trace them back to the contribution of individual agents. This aspect of collective decision making makes understanding process dynamics particularly challenging. Even when interaction rules between agents are well known (as for the case of artificial agents and opposed to biology where rules are inferred from observations), understanding their contribution to the group-level behavior is still an open problem. Key to gaining insights into this problem is uncovering the link between group behavior and individual interactions among agents and between agents and the environment generated by a given set of rules. Characterizing the information dynamics in groups with tools such as transfer entropy can provide these initial insights and even fresh perspectives on already well-studied decision-making strategies. Moving forward with gathering enough information from natural systems to facilitate similar characterizations is an important future step for understanding naturally evolved decision-making strategies.
