Abstract. This note is to study a variety of graded algebras that arise from the induced representations for semisimple algebraic groups and quantum groups. These algebras will play an important role in a study of the cohomology groups of line bundles over the flag varieties. This short note concentrates on the calculation of the Gelfand-Kirillov dimensions of these algebras.
Introduction
In this paper, we calculate the Gelfand-Kirillov dimensions of certain graded algebras arising from the representation theory of semisimple algebraic groups and quantum groups.
For a given semisimple algebraic group G and a Borel subgroup B over a field k. Each rational B-module M defines a vector bundle over the flag variety G/B and the space of global sections of the vector bundle is a subspace of k[G] ⊗ M . In particular M is 1-dimensional, the space of global sections can be viewed as a subspace of the coordinate algebra k [G] . If M is a commutative algebra on which B acts as algebra automorphisms, then the space of global sections is also an algebra on which the algebraic group G acts as algebra automorphism. The aim of the paper is to study the properties of these algebra as far as the GK-dimension is concerned. For algebraic groups, the geometry of these algebras can be described. But for their quantum parts, the geometric interpretation still needs to be worked out. So far the evidence shows that in the quantum case, the Gk-dimension is closely related to the space classifying the flag modules of these algebras as studied by Ohn. For a given line bundle L λ associated to an integral weight λ of the root system R. A(λ) = ⊕
is naturally a graded associative algebra with multiplication being the tensor product map
). A(λ) is a rational G-module on which G acts as automorphism of graded algebra. If λ is not dominant, the algebra A(λ) is just the field k. For dominant λ, the algebra A(λ) is finitely generated (using the fact that tensor product of two induced modules have a good filtration). The algebra A(λ) is actually a subalgebra of the coordinate algebra and thus defines an irreducible projective variety of dimension 1991 Mathematics Subject Classification. Primary 17B55, 20G; Secondary 17B50. Research was supported in part by NSF grant DMS-9401389.
GK-dim(A(λ)) − 1. This variety actually is the G-orbit of the highest weight space in the projective space P(V (λ)) of the Weyl module V (λ) of highest weight λ. The geometric property of this algebra is of special interests, in particular, in classifying the point modules of the graded algebra. For any submonoid Λ of the dominant weight monoid X + , M (Λ) = ⊕ λ∈Λ k λ is a B-algebra and H 0 (G/B, L(M (Λ))) is a G-algebra and its GK-dimension will also be computed. However, their geometric interpretation is to be worked out.
One can also construct analogous graded algebras A q (λ) for quantum groups. Although the algebras A q (λ) have the same GK-dimensions as their counter parts for G, they fail to be commutative. In this case an interesting question is to classify the point modules and to relate the point modules with the G-orbit of the highest weight space in the projective space of the corresponding Weyl modules for the corresponding algebraic group G. When, the parameter is not a root of 1 in the field of complex numbers, its known that the quantum coordinate algebra possesses infinite dimensional irreducible modules. But it is not clear whether these subalgebras possesses infinite dimensional irreducible modules. The computation of the GK-dimensions of these algebras works for all characteristic and any non-zero parameter q.
This paper is organized as follows. In Section 2, we set more general induction functor for general Hopf algebra (even bialgebras) and prove that the induced module for a Hopf algebra from a Hopf module algebra for a Hopf subalgebra, remains a Hopf module algebra. As a special example, a skew polynomial extension can be viewed as an induced modules over polynomial algebras. Zhang [Zh2] proved skew polynomial extension will increase the GK-dimension by at most 1. The results in later sections seem to suggest a more general phenomena. This setting of induced representation will cover both algebraic group and quantum group situations. Section 3 is devoted to computing the GK-dimensions of the induced algebras for both quantum groups and algebraic groups. This dimension seems to appear naturally from the geometry of generalized flag varieties. Section 4 contains a few general remarks on interesting appearance of GK-dimensions. In particular the GK-dimension of the extension algebra of a module for a finite dimensional algebra is closely related to the complexity of the modules. For finite groups, it is proved by Carlson [C] that the Krull dimension (which equals the GK-dimension in this case) of the extension algebra of a finite dimensional module is the same as the complexity of the module. For cocommutative Hopf algebras, the results of Friedlander and Suslin [FS] can be used to prove that the same to be true for all finite dimensional modules.
Induced Representations
2.1 Let k be a field and H a Hopf algebra over k. A full subcategory C H of the H-module category is called admissible if all modules in C are locally finite, C includes the trivial modules and is closed under direct limit, tensor product, and finite dimensional dual. As studied in [Lin1, Lin2] , such category is uniquely determined by a class of cofinite ideals I = {Ann H (M ) | M ∈ Ob(C H ) and dim M < ∞}. For any Hopf subalgebra D of H, the collection of ideals I D = {D ∩ I | I ∈ I} defines an admissible category C D for the Hopf algebra D and the restriction functor from the category of all H-modules to the category of all D-modules sends all modules in C H to C D . The restriction functor Res [Lin1, Lin2] ).
Let H = Dist(G) be the distribution algebra of an algebraic group scheme G and C H be the category of all G-rational modules (possibly infinite dimensional). For any closed subgroup scheme N of G, Dist(N ) is a Hopf subalgebra of H and C D is exactly the category of all rational N -modules and Ind H D is isomorphic to the induction functor Ind G N as defined in [Jan] for algebraic group schemes. Example 2. Let H = U q (g) be the quantum enveloping algebra, as defined in [L3] , of a complex semisimple Lie algebra g over C(q) with q either an indeterminate or 0 = q ∈ C. Let C H be the category of all integrable modules of type 1. If D is any parabolic subalgebra U (I, J) as defined in [APW] , then the category C D defined here and the category defined in [APW] for U (I, J) are the same and the induction functor Ind H D is also the same as the one defined in [APW, 2.1 
Proof. In deed, since the multiplication map M ⊗ M → M is a homomorphism of D-modules, we have the induced homomorphism Ind 
for all f, g ∈ Hom k (H, M ) and x ∈ H using Sweedler's notation for comultiplication [Sw] . In particular, when
(as a subalgebra of the algebra Hom k (H, k)). If all modules in C H are locally finite dimensional, then k[H] has a Hopf algebra structure, which we will not use in this paper. (see [Lin1] for more details.) Corollary 2.3. If M = ⊕ λ∈Λ k λ as D-module algebra with k λ being 1-dimensional D-module and algebra structure is given by k λ ⊗ k µ → k λµ for a set Λ of characters of D including , where
Proof. Using the H-module algebra structure of k[H], there is another way to see the H-module algebra structure on Ind
is not a D-module algebra in general. However we have the following
x ∀d ∈ D} is closed under multiplication and is an H-module subalgebra. In fact, for any
Now since M is a direct sum of the 1-dimensional D-modules, we can assume a i , b j are in the 1-dimensional submodules and (d (1) a i ) and (d (2) b j ) are scalars. Apply this to the above one shows that
We get a natural isomorphism of vector spaces ⊕ la∈Λ Ind
f, ∀d ∈ D} so the notation makes perfect sense. By the definition of the product Ind
, it is easy to check that under the above isomorphism, multiplication is preserved and the multiplication is an isomorphism of H-module algebras. 
For each
D-module M in C D , let T (M ) be the tensor algebra of M . T (M ) is a (graded) D-module algebra. As D-module, T (M ) is the direct sum of the submod- ules M ⊗n for n = 0, 1, . . . . Thus Ind H D T (M ) = ⊕ ∞ n=0 Ind H D (M ⊗n ) (Ind
2.5
The definition of admissible categories for bialgebras (without the requirement of antipode) and its subalgebra can also be defined by simply removing the condition about dual modules. Then we can define the induced module for bialgebras in a similar way.
Let A be a k-algebra and σ an algebra endomorphism of A. The polynomial extension of A with respect to σ is the algebra A[x, σ] generated by A and an indeterminate x subject to the commuting condition xa = σ(a)x. We can make the polynomial algebra k[y] a bialgebra by setting ∆(y) = y ⊗ y and ε(y) = 1. Define
acts on A by letting y → σ. Then the multiplication of A is a homomorphism of k[y]-modules. We can define the admissible category C for k[x, y] to be the full subcategory consisting of all k[x, y]-modules on which x acts nilpotently. Now the induced algebra Ind
. Let F y be the quotient field of the polynomial ring k [y] . Note that the GK-dimension of the F y -algebra k[x, y] ⊗ k[y] F y has GK-dimension of 1. The results in the next section suggests that something more general along this line should hold. The result should be closely related certain geometry.
3. Algebras from representation theory 3.1 In this section we set H and C H as in Examples 1-2. Let us fix a root system R with ∆ ⊆ R + being the sets of simple roots and positive roots. In the case of Example 1, we assume that G is a simply connected semisimple algebraic group and N is a split Borel subgroup B with a maximal torus T . Thus D is the distribution algebra of the Borel subgroup B. For any D-module M in C D (thus a rational Bmodule), Ind In the case of Example 2, we fix D to be the subalgebra [APW] for more details on the notations.) Let X(T ) be the character group of T , which is isomorphic to the integral weight lattice of the root system R [Hu3] . Then all irreducible D-modules (up to isomorphism) in C D in both cases are in one-to-one correspondence to the set X(T ), while the irreducible H-modules in C H are in one-to-one correspondence to the set X + of all dominant weights in X(T ). There is a character of U 0 associated to each λ ∈ X(T ), which is an algebra homomorphism λ :
For each H or D-module M and λ ∈ X(T ), we denote by M λ the T (or U 0 )-weight space of weight λ in the sense of [APW] . In particular each λ defines a character for the algebra D. Although the Hopf algebra D is not cocommutative, the convolution product of characters is commutative as they factors through the cocommutative Hopf algebra U 0 . Thus we can also regard X(T ) as the character group D in the quantum case and write it additively.
3.2 For H and D as mentioned above, we can see that k[H] has no zero divisors. For λ ∈ X(T ), Ind
In the case of algebraic groups, the above condition is equivalent to b(f ⊗ 1) = (f ⊗ 1) for all b ∈ B, i.e., f ⊗ 1 = bf ⊗ λ(b)1 and bf = λ(b −1 )f . In the case of quantum groups, the condition is equivalent to
In the case that q is a root of 1, there are a few more conditions need to be checked, which we omit here.
Let Λ be an additive subset of X(T ) containing zero, i.e., Λ is a submonoid of X(T ). We define a D-module M (Λ) = ⊕ λ∈Λ k λ . The tensor product k λ ⊗ k µ → k λ+µ defines a k-algebra structure on M (Λ). We will discuss the GK-dimension of the algebra Ind
Note that, by Corollary 2.3, Ind
is always a subalgebra of the coordinate algebra k[H].
Theorem 3.3. For λ, µ ∈ X + , the multiplication map Ind
is finitely generated if Λ is finitely generated as submonoid of X + . In particular the coordinate algebra k[G/U ] = λ∈X + Ind G B (k λ ) is finitely generated for both the algebraic group and its quantum analog.
Proof. We will prove the first part of the theorem only. The second part is a consequence of the first part. Let λ, µ ∈ X + . Ind
has a filtration with consecutive quotients being of the form Ind H D k ν with ν ∈ X + . For semisimple algebraic groups this is well-known [M, Don, W] (for the characteristic 0 situation, this is trivial due to the semi-simplicity of finite dimensional modules and the characterization of the simple modules by Borel and Weil). For quantum groups when the parameter q is not a root of unit, this is similar to the case of characteristic 0 reductive groups with detailed work in [APW] . When q is a p r -th root of 1, Andersen, Polo, and Wen have shown the result in [APW] . The general situation is proved by Paradowski [P] using Lusztig's canonical basis.
To show that Ind 
Note that, when Λ = X(T ) + , Ind )) is generated by the degree 1 space, where the gradation is given by the sum of heights of the highest weights. Ohn [O] was interested in studying the algebra Ind H D M (Λ), especially, its geometric properties.
3.4 Let f : N → N be a function. The polynomial growth of f is defined to be the real number ν(f ) = inf{ν ∈ R | f (n) ≤ n ν for all n 0}. Let A be a k algebra. Suppose A is finitely generated. Let V ⊆ A be a subspace containing a set of generators of A. Set A n = n i=1 V i ⊆ A with V 0 = k1 and f (n) = dim(A n ). The GK-dimension (Gelfand-Kirillov dimension) of A is defined to be ν(f ). The GK-dimension of A is independent of the choice of the subspace V and denoted by GK-dim(A). For more general k-algebras A, the GK-dimension of A is defined to be sup{GK-dim(A ) | A is a finitely generated subalgebra of A}. In particular, if f (n) = dim(A n ) is polynomial of n, then GK-dim(A) = deg(f (n)). See [MR] and [KL] for more details about GK-dimensions of algebras and modules.
3.5
To calculate the GK-dimension of the algebra Ind H D M (Λ) for any finitely generated submonoid Λ ⊆ X + . We consider the special case Λ = {nλ | n ∈ N} for fixed λ ∈ X + . The algebra A = Ind 
Here ρ is the half sum of all positive roots, and λ, α = 2(λ,α) (α,α) with ( , ) being the inner product on the Euclidean space containing the root system R.
For the convenience of later calculation, we set dim(λ) = dim Ind H D k λ and take
By the definition of the GK-dimension, [MR, 8.1 .9] we need to calculate the dimension of
3.6 For fixed λ, dim(iλ) is a polynomial of i, i.e., dim(iλ) = N s=0 a s i s with a s ∈ Q depending on λ only. In particular a N = α∈R + λ,α ρ,α . Here N = |R + | is the number of positive roots.
Define f (n) = dim(A n ). We regard f (n) as a function of n. Then
The following lemma is well-known, but we can not locate a reference. Since we are going to use it repeatedly, we give a proof here for the completeness.
Lemma 3.7. For any nonnegative integer s,
Here t n is a polynomial of n of degree at most s.
Proof. When s = 0, 1, this is trivial. We now use induction on s. Denote g s (n) = n i=1 i s . Assume that g s (n) = a s+1 n s+1 + a s n s + · · · a 0 is a polynomial of n with coefficients a 0 , a 1 , . . . a s+1 independent of n and a s+1 = 1 s+1
. By using the Abel partial summation formula (or integration by parts) we one gets
Thus, solving out g s+1 (n) we get g s+1 (n) = 1 s + 2 n s+2 + terms with the degrees of n at most s + 1. (3.5)
Hence the induction proves the lemma.
Note that more generally we have ν(g s (n)) = s + 1 for any s > 0. In fact we can
Let us go back to (3.3). f (n) = N s=0 a s g s (n) is a polynomial of degree N + 1 by the above lemma if λ, α > 0 for all simple roots α.
For more general weight λ, we consider the polynomial
Let R + λ be the set of all positive roots α such that λ, α = 0. Then
∨ = 0} and let P λ be the parabolic subgroup containing B and positive simple roots α ∈ I λ . Then the one dimensional B-modules k nλ extends to P λ -module structures. Thus Ind
k nλ , which is the space of global sections of the line bundle k nλ on G/P λ . Note that dim G/P λ = N − |R + λ |. The theorem shows that the GK-dimension of the algebra Ind
In the quantum version, we don't have a precise geometric definition of generalized flag manifold G/P λ . However the GK-dimension of the quantum analog of the graded algebra Ind
k nλ is independent of the choice of the weight λ. It depends on the set R + λ only. This dimension seams to be the dimension of the algebra variety that parameterizes the isomorphism classes of the point modules of the the graded algebras. Later we will see that variety is independent of the choice of the weight λ.
3.9
As mentioned in the introduction, the graded algebra A(λ) defines an irreducible projective variety Y λ in the commutative case. In fact, using the Serre duality, Ind H D (k λ ) is the space of linear functions on the Weyl module V (λ). Theorem 3.3 shows that induced algebra homomorphism k[V (λ)] → A(λ) is homogeneous and surjective. Thus we can embed Y λ in P(V (λ)) as G-invariant closed subvariety. In fact, Y λ the homogeneous subvariety generated by highest weight space. Since P λ stabilizes the highest weight space, then we have a natural morphism G/P λ → Y λ . By comparison of the dimension and the fact that both varieties are complete, therefore, the above map is finite. In the quantum case, In the quantum case, it is interesting to classify the point modules of the algebra A(λ) and relate the variety of all point modules in the sense of Artin-Tate-Van der Bergh [ATV] to the variety Y λ or G/P λ .
3.10 Next we consider the case when Λ = r i=1 Nλ i ⊆ X + is a free commutative submonoid of rank r with basis λ 1 , λ 2 , . . . , λ r . For example Λ = X + is free commutative monoid of rank l with basis ω 1 , . . . , ω l being the set of fundamental weights. Here l is the rank of the root system. By Theorem 3.3, then algebra A = Ind
n i λ i ) with the summation taken over all (n 1 , . . . , n r ) ∈ N r such that n i ≤ n. Using Weyl's dimension formula (3.1) we have dim(
Here a i (α) =
Note that d l,t (n) generalizes the function g s (n). In fact g s (n) = d 2,(s,0) (n). The following lemma generalizes Lemma 3.7.
is a polynomial of n with degree l − 1 + t 1 + · · · + t l and the leading coefficient
Proof. We use induction on l. It is trivial when l = 1. Assume l > 1. We write
(3.8)
Here t = (t 2 , . . . , t l ) ∈ N l−1 . By the induction assumption, we can write d l−1,t (i) = r j=0 c j i j with r = l − 2 + t 2 + · · · + t l , c 0 , c 1 , . . . , c r being independent of i, and
. Then, by using Lemma 3.7, we have
(3.9)
The leading term occurs when j = r with leading coefficient being
r+s , by the definition of the classical Beta-function, we have
Here B(α, β) is the classical beta-function and B(r + 1, t 1 + 1) = r!t 1 ! (r+t 1 +1)! > 0 since r and t 1 are non-negative integers (l ≥ 2). Thus the leading coefficient is c r
Proposition 3.12. For positive integers r, N , and non-negative real numbers a ij , with i = 1, . . . , r, set
is a polynomial of n with degree N + r − 1 − |J|.
Proof. Let us consider the polynomial f (
(x i a ij + 1)). Then the polynomial f (x 1 , · · · , x r ) has total degree N − |J| since each factor has degree 1 unless j ∈ J. Without lose of generality, we can assume that |J| = 0. Let us write ··· ,tr) c t 1 ,··· ,tr d r,t (n). (3.11) By the lemma above, d r,t (n) is a polynomial of n with degree t 1 +· · ·+t r +r−1 while the total degree of f (x 1 , · · · , x r ) is N . Note that all c t 1 ,··· ,tr are sums of products of a ij 's. Thus monomials of highest total degree N in f (x 1 , · · · , x r ) must have nonnegative coefficients with at least one being positive. On the other hand, the leading coefficients of all d r,t (n)'s are positive. Therefore the coefficient of n N +r−1 (the leading term) in d(n) must be positive. Hence d(n) has degree N + r − 1 since N = t 1 + · · · + t r for any monomial x Theorem 3.13. When Λ ⊆ X + is a free commutative submonoid of rank r and
where P Λ is the parabolic subgroup containing B determined the simple roots in I Λ .
(3.12)
Thus dim A n is a polynomial of n with the leading term occurs when j = N +r−1−|J| and the leading coefficient being
. Note that dim(G/P Λ ) = N − |J|. The theorem follows.
3.14 A rather more general question is to compute the GK-dimension of Ind H D (M (Λ)) for more general submonoid Λ. Note that all submonoid of X + is finitely generated. Thus the algebra Ind H D (M (Λ)) needs not be finitely generated. However, let L = ZΛ be the Z-submodule of X(T ) generated by Λ. Then L is finitely generated and free. We need the following lemma.
Lemma 3.15. If L is a Z-submodule of Z n generated by a subset Y consisting of elements of Z n with non-negative components, then L has basis {λ 1 , . . . , λ r } such that Y ⊆ r i=1 Nλ i . In general, λ 1 , . . . , λ r don't have non-negative components.
Proof. We use induction on n. When n = 1, the lemma is trivial. For n > 1, let {e 1 , . . . , e n } be the standard basis of Z n . We consider the projection φ :
to the first n − 1 components. LetL = φ(L) andȲ = φ(Y ). ThenL in Z n−1 is generated byȲ . By the induction hypothesis,L has a Z-basis {λ 1 , . . . ,λ r } such that Y ⊆ r i=1 Nλ i . If φ : L →L is not an isomorphism, then the kernel is a rank one free Z-submodule with a basis ae n for some positive integer a. In this case, λ i = (λ i , 0) ∈ L for i = 1, . . . , r and {λ 1 , . . . , λ r , ae n } is the required basis.
If
We remark that in general one can not take the basis with non-negative components, even having Z replaced by the fields Q and R of rational numbers and real numbers respectively. The above inductive argument can prove that, for n = 1, 2, 3, if L is a Q-subspace generated by vectors with non-negative components, then L has a basis with non-negative components such that such that all vectors in L with non-negative components are non-negative linear combinations of the basis element. In general when dim L = 1 or n, the statement is trivial. Thus the situations for n = 1, 2 are trivial. For n = 3, one only needs to consider dim L = 2. If one can take one of the three projections φ which is not an isomorphism on L, then one of the standard basis element is in L and the induction above will finish the proof. The only case the above proof needs more attention is that φ is an isomorphism and one of a i is positive and the other is negative. Now one can easily replace the one with negative a i by a non-negative linear combination of two λ i with zero in the third component.
For n > 3, one can take L to be the solution space of x 1 + x 2 = x 3 + x 4 in R 4 . L is generated by (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1). But L does not have a Rbasis with non-negative components such that these four generators are non-negative linear combinations of the basis vectors.
3.16
We are now ready to compute the GK-dimension of Ind H D (M (Λ)) for any submonoid Λ of X + . Let L = ZΛ be the free Z-submodule of rank r. The subsets I L ⊆ ∆ and J L ⊆ R + are defined similarly. Then we have I Λ = I L and J Λ = J L . Let P Λ be the parabolic subgroup of G containing B with I Λ being the simple roots of the Levi factor.
3.18
Note that the algebra M (Λ) is graded when a basis as in the above proof for
which is a polynomial of n of degree r − 1. The above proof also shows that GK-dim(M (Λ)) = rank(ZΛ) for any submonoid Λ of X + .
Thus the above results suggest that GK-dim Ind is the subalgebra of B-semi-invariants in k [G] . Here G acts on k[G] from left by (bf )(x) = f (b −1 x) for all x ∈ G and all b ∈ G. Since G is connected, this algebra is an integral domain. There is a natural gradation defined by the height of weights in X + in the sense of ht(λ) = l i=1 n i if λ = l i=1 n i ω i , with ω 1 , · · · , ω l be the fundamental weights. This graded algebra defines an irreducible projective scheme X(Λ), on which G acts. The flag variety G/B is the special case. If Λ = X + , then A(Λ) contains the homogeneous coordinate algebra of G/B as a subalgebra. This defines a surjective G-equi-variant map X(Λ) → G/B. An interesting question is to describe the geometry of the projective scheme X(Λ), and their relation with the representations of the algebraic groups, in particular, the cohomology groups of line bundles of over the flag varieties.
4.5 For finite dimensional algebra A and a finite dimensional A-module M , let · · · → P 1 → P 0 → M → 0 be the minimal projective resolution. Define f (n) = dim P n for all n ∈ N. The complexity of M , c(M ) is defined to be ν(f ) + 1.
On the other hand, Ext *
is a graded k-algebra with the multiplication being the Yoneda product (see [Ben1] . Let g(n) = dim Ext (M ) . Note that the complexity c(M ) was defined as an integer in [Ben2] . But the definition we give here is more natural.
Friedlander and Suslin [FS] have provedthat for a finite algebraic group scheme G and any finite dimensional rational G-module M , Ext N ) ) is an integer. Now for any finite dimensional Hopf algebra H, the category of all H-modules is isomorphic to the category of all H • -comodules. Here H • is a finite dimensional Hopf algebra. (See [Lin1] ). Thus we have Theorem 4.6. If A is a finite dimensional cocommutative Hopf algebra, then for any finite dimensional H-module M , we have GK-dim(M ) = c(M ) which is always an integer.
