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Abstract. We propose a novel data-driven method to learn multiple kernels in kernel
methods of statistical machine learning from training samples. The proposed kernel
learning algorithm is based on a U -statistics of the empirical marginal distributions of
features in the feature space given their class labels. We prove the consistency of the
U -statistic estimate using the empirical distributions for kernel learning. In particular,
we show that the empirical estimate of U -statistic converges to its population value with
respect to all admissible distributions as the number of the training samples increase.
We also prove the sample optimality of the estimate by establishing a minimax lower
bound via Fano’s method. In addition, we establish the generalization bounds of the
proposed kernel learning approach by computing novel upper bounds on the Rademacher
and Gaussian complexities using the concentration of measures for the quadratic matrix
forms.We apply the proposed kernel learning approach to classification of the real-world
data-sets using the kernel SVM and compare the results with 5-fold cross-validation for
the kernel model selection problem. We also apply the proposed kernel learning approach
to devise novel architectures for the semantic segmentation of biomedical images. The
proposed segmentation networks are suited for training on small data-sets and employ
new mechanisms to generate representations from input images.
1. Introduction
Kernel methods are one of the most pervasive techniques to capture the non-linearrelationship between the representations of input data and labels in statistical ma-
chine learning algorithms. The kernel methods circumvent the explicit feature mapping
that is required to learn a non-linear function or decision boundary in linear learning al-
gorithms. Instead, the kernel methods only rely on the inner product of feature maps in
the feature space, which is often known as the “kernel trick” in the machine learning lit-
erature. For large-scale classification problems, however, implicit lifting provided by the
kernel trick comes with the cost of prohibitive computational and memory complexities as
the kernel Gram matrix must be generated via evaluating the kernel function across all pairs
of datapoints. As a result, large training sets incur large computational and storage costs.
To alleviate this issue, Rahimi and Recht proposed random Fourier features that aims to
approximate the kernel function via explicit random feature maps [2, 3].
∗Theoretical results of this paper is submitted to the International Conference on Machine Learning
(ICML), Long Beach, California 2019. The application of the proposed kernel learning approach to biomed-
ical image segmentation is submitted to the IEEE Transactions on Medical Imaging as a separate paper,
where the authors’ names appear in a different order [1].
These authors contributed equally to this work.
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Although the kernel SVMs with random features are typically formulated in terms of
convex optimization problems, which have a single global optimum and thus do not require
heuristic choices of learning rates, starting configurations, or other hyper-parameters, there
are statistical model selection problems within the kernel approach due to the choice of the
kernel. In practice, it can be difficult for the practitioner to find prior justification for the
use of one kernel instead of another to generate the random feature maps. It would be more
desirable to explore data-driven mechanisms that allow kernels to be chosen automatically.
While sophisticated model selection methods such as the cross-validation, jackknife, or
their approximate surrogates [4, 5, 6] can address those model selection issues, they often
slow down the training process as they repeatedly re-fit the model. Therefore, to facilitate
the kernel model selection problem, Sinha and Duchi [7] proposed a novel scheme to learn
the kernel from the training samples via robust optimization of the kernel-target alignment
[8]. Cortes, et al. [9] also presents a kernel learning algorithm based on the notion of
centered alignment-a similarity measure between kernels or kernel matrices. In a separate
study, [10] have also studied the generalization bounds for learning kernels from a mixture
class of base kernels. The same multiple kernel learning scheme have been recently revisited
by Shahrampour and Tarokh [11].
An alternative approach to kernel learning is to sample random features from an arbitrary
distribution with arbitrary hyper-parameters (i.e. no tuning) and then apply a supervised
feature screening method to distill random features with high discriminative power from
redundant random features. This approach has been adopted by Shahrampour et al. [12],
where an energy-based exploration of random features is proposed. The feature selection
algorithm in [12] employs a score function based on the kernel polarization techniques of
[13] to explore the domain of random features and retains samples with the highest score.
Therefore, in the context of feature selection, the scoring rule of [12] belongs to the class of
filter methods [14], i.e., the scoring rule of [12] is based on intrinsic properties of the data,
independent of the choice of the classifier (e.g. logistic or SVM). In addition, the number
of selected random features in [12] is a hyper-parameter of the feature selection algorithm
which must be determined by human user or via the cross-validation.
In this paper, we propose a novel method for kernel learning from the mixture class of
a set of known base kernels. In contrast to the previous kernel learning approaches that
are either use a scoring rule or optimization of the kernel-target alignment, our approach is
based on the maximal separation between the empirical marginal distributions of features
given their class labels. More specifically, we select the mixing coefficients of the kernel as
to maximize the distance between the empirical distributions based on the maximum mean
discrepency (MMD). We analyze the consistency of the MMD for measuring the empirical
distributions. In particular, we prove that a biased MMD estimator based on the empirical
distributions converges to the MMD of the population measures. We also prove minimax
lower bounds for the MMD estimators, i.e., we prove a lower bound on the difference of the
population MMD and its estimator for all admissible MMD estimators. In addition, we prove
novel generalization bounds based on the notions of Rademacher and Gaussian complexities
of the class of functions defined by random features that improves upon previous bounds
Cortes, et al. [10].
We leverage our kernel learning approach to develop two novel architectures for the se-
mantic segmentation of biomedical images using the kernel SVMs. Specifically, in the first
architecture, we leverage the VGG network that is pre-trained on natural images in con-
junction with a kernel feature selection method to extract semantic features. In the second
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mechanism, we extract features via Mallat’s scattering convolution neural networks (SC-
NNs) [15]. The scattering network uses a tree-like feature extractor in conjunction with
pre-specified wavelet transforms. Each node in the tree is a filter that is obtained by scaling
and rotating an atom to construct translation invariant representations from the input im-
ages. We then validate our kernel learning algorithm and evaluate the performance of our
proposed segmentation networks for Angiodysplasia segmentation from colonoscopy images
from the GIANA challenge dataset. Angiodysplasia is an abnormality with the blood vessels
in the gastrointestinal (GI) tract. The GI tract includes the mouth, esophagus, small and
large intestines, and stomach. This condition causes swollen or enlarged blood vessels, as
well as the formation of bleeding lesions in the colon and stomach. Gold-standard exami-
nation for angiodysplasia detection and localization in the small bowel is performed using
Wireless Capsule Endoscopy (WCE). As a benchmark for comparision, we also evaluate the
segmentation performance of fully convolutional network (FCN) [16], a popular architecture
for the semantic segmentation of natural images. We compare our segmentation results
with that of FCN in terms of intersection-over-union (IoU) metric. We show that while
FCN over-fit the small dataset, our proposed segmentation architecture provides accurate
segmentation results.
1.1. Prior Works on Kernel Learning Methods. There exists a copious theoretical
literature developed on kernel learning methods [17], [10]. Cortes, et al. studied a kernel
learning procedure from the class of mixture of base kernels. They have also studied the
generalization bounds of the proposed methods via notion of Rachademar complexity. The
same authors have also studied a two-stage kernel learning in [18] based on a notion of
alignment. The first stage of this technique consists of learning a kernel that is a convex
combination of a set of base kernels. The second stage consists of using the learned kernel
with a standard kernel-based learning algorithm such as SVMs to select a prediction hypoth-
esis. In [19], the authors have proposed a semi-definite programming for the kernel-target
alignment problem. An alternative approach to kernel learning is to sample random fea-
tures from an arbitrary distribution (without tunning its hyper-parameters) and then apply
a supervised feature screening method to distill random features with high discriminative
power from redundant random features. This approach has been adopted by Shahrampour
et al. [12], where an energy-based exploration of random features is proposed. The fea-
ture selection algorithm in [12] employs a score function based on the kernel polarization
techniques of [13] to explore the domain of random features and retains samples with the
highest score.
This paper is closely related to the work of Duchi, et al. [7]. Therein, the authors have
studied a kernel learning method via maximizing the kernel-target alignment with respect
to non-parametric distributions in the ball of a (user-defined) base distribution defined by
the f -divergence distance. Therefore, the proposed kernel alignment in [7] has two hyper-
parameters, namely, the radius of the ball determining the size of the distribution class, and
the base distribution determining the center of the ball.
The rest of this paper is organized as follows. In Section 2, we present some background
on kernel methods in classification and regression problems. In Section 3, we review the
notion of the kernel-target alignment. In Section 4, we relate the kernel-target alignment
to the notion of two-sample test for discriminating between two distributions. We also
provide a kernel selection procedure. In Section 5 we state the main assumptions and
provide the generalization bounds and performance guarantees, while deferring the proofs
to the appendices. In Section 7, we leverage the kernel learning algorithm to devise novel
iii
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architectures for the semantic segmentation. In Section 8 we evaluate the performance of
the proposed segmentation networks for localization and delineation of Angiodysplasia from
colonoscopy images. In Section 9 we discuss future works and conclude the paper.
2. Preliminaries
In this section, we review preliminaries of kernel methods in classification and regression
problems.
Notation and Definitions. We denote vector by bold small letters, e.g. x = (x1, · · · , xn) ∈
IRn, and matrices by the bold capital letters, e.g.,M = [Mij ] ∈ IRn×m. The unit sphere in n-
dimensions centered at the origin is denoted by Sn−1 = {x ∈ IRn : ∑ni=1 x2i = 1}. We denote
the n-by-n identity matrix with In, and the vector of all ones with 1n = (1, 1, · · · , 1) ∈ IRn.
For a symmetric matrix M = [Mij ] ∈ IRn×n, let |||M |||2 = supx∈Sn−1〈x,Mx〉 denotes its
spectral norm, and ‖M‖F =
√
Tr(MMT ) =
∑n
i,j=1 |Mij |2 denotes its Frobenius norm.
The eigenvalues of the matrix M are ordered and denoted by λ1(M) ≥ · · · ≥ λn(M).
We alternatively write λmin(M) = λn(M) and λmax(M) = λ1(M) for the minimum and
maximum eigenvalues of the matrix M , respectively. The empirical spectral measure of the
matrix M is denoted by
µ̂nM =
1
n
n∑
i=1
δλi(M),(2.1)
where δλi(M) is Dirac’s measure concentrated at λi(M). We denote the limiting spectral
distribution of µ̂nM by µM , and its support by support(µM ).
The Wigner’s semi-circle law is denoted by µsc and is defined as below
µsc(dx) =
1
2pi
√
4− λ2 I{|λ|≤2}dx,(2.2)
where I{·} is the indicator function. Let M ∈ IRn×d be a random matrix whose entries are
independent identically distributed random variables with the zero mean and the variance
σ2 < ∞. Let n, d → ∞ and n/d → λ ∈ (0,∞). The limiting distribution of the covariance
matrix Yn = n
−1MMT is given by the Marcˇhenko-Pastur law [20],
µMP,λ(A) =
{
ν(A) +
(
1− 1λ
)
I{0∈A} if λ ≥ 1
ν(A) if 0 ≤ λ ≤ 1,(2.3)
where
ν(dx) =
1
2piσ2
√
(λ+ − x)(x− λ−)
λx
I[λ−,λ+]dx,(2.4)
and λ±
def
= σ2(1 ± √λ)2. The free additive convolution between two laws µ and ν in the
sense of Voiculescu [21] is denoted by µ ν. Similarly, the free multiplicative convolution is
denoted by µ ν.
Definition 2.1. (Orlicz Norm) The Young-Orlicz modulus is a convex non-decreasing
function ψ : IR+ → IR+ such that ψ(0) = 0 and ψ(x)→∞ when x→∞. Accordingly, the
Orlicz norm of an integrable random variable X with respect to the modulus ψ is defined
as
‖X‖ψ def= inf{β > 0 : IE[ψ(|X| − IE[|X|]/β)] ≤ 1}.(2.5)
iv
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In the sequel, we consider the Orlicz modulus ψν(x)
def
= exp(xν) − 1 . Accordingly, the
cases of ‖ · ‖ψ2 and ‖ · ‖ψ1 norms are called the sub-Gaussian and the sub-exponential norms
and have the following alternative definitions:
Definition 2.2. (Sub-Gaussian Norm) The sub-Gaussian norm of a random variable Z,
denoted by ‖Z‖ψ2 , is defined as
‖Z‖ψ2 = sup
q≥1
q−1/2(IE|Z|q)1/q.(2.6)
For a random vector Z ∈ IRn, its sub-Gaussian norm is defined as
‖Z‖ψ2 = sup
x∈Sn−1
‖〈x,Z〉‖ψ2 .(2.7)
Definition 2.3. (Sub-exponential Norm) The sub-exponential norm of a random vari-
able Z, denoted by ‖Z‖ψ1 , is defined as follows
‖Z‖ψ1 = sup
q≥1
q−1(IE[|Z|q])1/q.(2.8)
For a random vector Z ∈ IRn, its sub-exponential norm is defined as
‖Z‖ψ1 = sup
x∈Sn−1
‖〈Z,x〉‖ψ1 .(2.9)
For a given convex lower semi-continuous function f : (0,∞) → IR with f(1) = 0, the
f -divergence between two Borel probability distributions P,Q ∈ B(X ) is defined as follows
Df (P ||Q) def=

∫
X f
(
dP (x)
dQ(x)
)
dQ(x), P  Q
∞ otherwise.
Here, dP/dQ is the Radon-Nikodyme derivative of P with respect to Q. In the case that
f(x) = x log(x), the f -divergence corresponds to the Kullback-Leibler (KL) divergence
DKL(P ||Q) =
∫
X log(dP/dQ)dP . For f(x) = (x− 1)2, the f -divergence is equivalent to the
χ2-divergence χ2(P ||Q). Lastly, f(x) = 12 |x− 1| corresponds to the total variation distance
DTV(P ||Q) = 12‖P −Q‖1.
We use asymptotic notations throughout the paper. We use the standard asymptotic
notation for sequences. If an and bn are positive sequences, then an = O(bn) means that
lim supn→∞ an/bn < ∞, whereas an = Ω(bn) means that lim infn→∞ an/bn > 0. Fur-
thermore, an = O˜(bn) implies an = O(bnpoly log(bn)). Moreover an = o(bn) means that
limn→∞ an/bn = 0 and an = ω(bn) means that limn→∞ an/bn = ∞. Lastly, we have
an = Θ(bn) if an = O(bn) and an = Ω(bn). Finally, for positive a, b > 0, denote a . b if a/b
is at most some universal constant.
2.1. Regularized Risk Minimization in Reproducing Kernel Hilbert Spaces. In
this paper we focus on the classical setting of supervised learning, whereby we are given are
given n feature vectors and their corresponding univariate class labels (x1, y1), · · · , (xn, yn) ∈
X ×Y ⊂ IRd× IR. In this paper, we are concerned with the binary classification. Therefore,
the target spaces is given by Y = {−1, 1}.
In the following definition, we characterize the notion of kernel functions and reproducing
Hilbert spaces:
We say P is absolutely continuous w.r.t. Q, denoted by P  Q, if for all the subsets A ⊂ X satisfying
Q(A) = 0, we have P (A) = 0.
v
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Definition 2.4. (Kernel Function [22]) Let X be a non-empty set. Then a function
kX : X × X → IR is called a kernel function on X if there exists a Hilbert space HX over
IR, and a map g : X → HX such that for all x1,x2 ∈ X , we have
kX (x1,x2) = 〈g(x1), g(x2)〉HX ,(2.10)
where 〈·, ·〉HX is the inner product in the Hilbert space HX .
Some examples of reproducing kernels on IRd (in fact all these are radial) that appear
throughout the paper are:
• Gaussian: The Gaussian kernel is given by kX (x,y) def= exp(−‖x− y‖/2%2).
• ANOVA: The ANOVA kernel is defined by kX (x,y) def=
∏d
k=1 exp(−(xk − yk)2/2%2)
and performs well in multidimensional regression problems.
• Laplacian: The Laplacian kernel is similar to the Gaussian kernel, except that it is
less sensitive to the bandwidth parameter. In particular, kX (x,y)
def
= exp(−‖x −
y‖/%).
Definition 2.5. (Characteristic Kernel [22]) We say that an RKHS (HX , kX ) is char-
acteristic if the embedding map P 7→ IEP [kX (·,x)] ∈ HX is injective.
If the kernel kX is bounded, Definition 2.5 is equivalent to saying that HX is dense in
L2(P ) for any Borel probability measure P ∈ B(X ) [23]. Two examples of the characteristic
kernels are the Gaussian and Laplacian kernels.
Recall that a positive definite kernel is a function kX : X × X → IR such that for
any n ≥ 1, for any finite set of points {xi}ni=1 in X and real numbers {ai}ni=1, we have∑n
i,j=1 aiajkX (xi,xj) ≥ 0. For any symmetric and positive semi-definite kernel kX (·, ·), by
Mercer’s theorem [24], there exists: (i) a unique functional Hilbert space HX referred to as
the reproducing kernel Hilbert space (see Definition 2.6) on X such that kX (·, ·) is the inner
product in the space, and (ii) a map g : X → HX defined as g(x) def= kX (·,x) that satisfies
Definition 2.4. The function g is called the feature map and the Hilbert space HX is often
called the feature space.
Definition 2.6. (Reproducing Kernel Hilbert Space [22]) A kernel kX (·, ·) is a repro-
ducing kernel of a Hilbert space HX if ∀f ∈ HX , f(x) = 〈kX (·,x), f(·)〉HX . For a (compact)
subset X ⊂ IRd, and a Hilbert space HX of functions f : X → IR, we say HX is a Re-
producing Kernel Hilbert Space if there exists a kernel kX : X × X → IR such that kX
has the reproducing property, and kX spans HX = span{kX (·,x) : x ∈ X}, where A is the
completion of a set A.
Given a loss function L : Y × IR 7→ IR+ (e.g. hinge function for SVM, or quadratic for
linear regression), and a reproducing Hilbert kernel space (HX , kX ), a classifier f ∈ HX⊕{1}
is selected by minimizing the empirical risk minimization with a quadratic regularization,
inf
f∈HX
R̂[f ]
def
= IEP̂nX,Y
L(Y, f(X)) +
λ
2
‖f‖2HS,(2.11)
where ‖ · ‖HS is the RKHS norm, λ > 0 is a regularization parameter, and P̂nX,Y is the joint
empirical measure, i.e.,
P̂nX,Y =
1
n
n∑
i=1
δ(X − xi, Y − yi),(2.12)
vi
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where δ(·) is Dirac’s delta function. The Representer Theorem due to Wahba [25] for
quadratic loss functions, and its generalization due to Schlkopf, Herbrich, and Smola [26]
for general losses states that the optimal solution f∗ of the empirical loss minimization in
Eq. (2.11) admits the following representation
f∗(x) = ω0 +
n∑
k=1
ωikX (x,xi),(2.13)
where ωi ∈ IR, for all 1 ≤ i ≤ n, where ω0 is an offset term. Moreover, we have that
‖f‖2HS = 〈ω,Knω〉, where Kn def= [k1, · · · ,kn] ∈ IRn×n is the kernel matrix with columns
ki
def
= (kX (xi,xj))1≤j≤n. The key insight provided by the Representer Theorem is that even
when the Hilbert space HX is high-dimensional or infinite dimensional, we can solve (2.11)
in polynomial time via reducing the empirical loss minimization in Eq. (2.11) to a finite
dimensional optimization over the spanning vector ω, namely,
min
ω∈IRd
1
n
n∑
i=1
L(yi, 〈ki,ω〉) + λ
2
〈ω,Knω〉.(2.14)
For small training data-sets, the optimization problem in Eq. (2.14) is solvable in polynomial
time using stochastic or batch gradient descent. However, for large training data-sets, solving
the empirical risk minimization in Eq. (2.14) is cumbersome since evaluating the kernel
expansion (2.13) at a test point requires O(nd) operations. Moreover, the computational
complexity of preparing the kernel matrix Kn during training phase increases quadratically
with the sample size n.
To address this problem, Rahimi and Rechet proposed random Fourier features [2] to
generate low-dimensional embedding of shift invariant kernels kX (x,y) = kX (x− y) using
explicit feature maps. In particular, let ϕ : X × Ξ→ IR be the explicit feature map, where
Ξ is the support set of random features. Then, the kernel kX (x− y) has the following
kX (x,y) =
∫
Ξ
ϕ(x, ξ)ϕ(y, ξ)µΞ(dξ)(2.15)
= IEµΞ [ϕ(x; ξ)ϕ(y; ξ)],(2.16)
where µΞ ∈ P(Ξ) is a probability measure, and P(Ξ) is the set of Borel measures with the
support set Ξ. In the standard framework of random fourier feature proposed by Rahimi
and Rechet [2], ϕ(x, ξ) =
√
2 cos(〈x, ξ〉 + b), where b ∼ Uni[0, 2pi], and ξ ∼ µΞ(·). In this
case, by Bochner’s Theorem [28], µΞ(·) is indeed the Fourier transform of the shift invariant
kernel kX (x,y) = kX (x− y).
For training purposes, the expression in Eq. (2.15) is approximated using the Monte
Carlo sampling method. In particular, let ξ1, · · · , ξN ∼i.i.d. µΞ be the i.i.d. samples. Then,
the kernel function kX (x,y) can be approximated by the sample average of the expectation
An alternative approach to develop scalable kernel methods is the so-called Nystro¨m approximation [27]
which aims to construct a small sketch of the kernel matrix Kn and use it in lieu of the full matrix to solve
Problem (2.14).
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in Eq. (2.16). Specifically, the following point-wise estimate has been shown in [2]:
IP
[
sup
x,y∈R
∣∣∣∣∣kX (x,y)− 1D
D∑
j=1
ϕ(x; ξj)ϕ(y; ξj)
∣∣∣∣∣ ≥ ε
]
(2.17)
≤ 28
(
σpdiam(X )
ε
)2
exp
(
− Dε
2
4(d+ 2)
)
,
where typically D  n. In the preceding inequality, X ⊂ IRd is assumed to be a compact
subset with the diameter of diam(X ), and σ2p = IEµΞ [ξξ′].
Using the random Fourier features {ϕ(xi; ξj)}nj=1, the following empirical loss minimiza-
tion is solved:
β∗ = arg min
β∈IRN
1
n
n∑
i=1
L
(
yi,
1√
N
βTϕ(xi)
)
,(2.18a)
s.t.:‖β‖∞ ≤ R/N,(2.18b)
for some constant R > 0, where ϕ(x)
def
= (ϕ(x, ξ1), · · · , ϕ(x, ξm)), and β def= (β1, · · · , βD).
The approach of Rahimi and Recht [2] is appealing due to its computational tractability.
In particular, preparing the feature matrix during training requires O(nD) computations,
while evaluating a test sample needs O(D) computations, which significantly outperforms
the complexity of traditional kernel methods.
3. Data-Dependent Kernel Selection via Kernel-Target Alignment
In this paper, we focus on a hinge loss function associated with the support vector ma-
chines (SVMs) for classification problems. To describe a kernel selection strategy for SVMs,
we recall the definition of the margin based classifiers. Given a training dataset of n points
of the form (x1, y1), · · · , (xn, yn) ∈ X × {−1, 1}, and a feature map g(x), the margin based
classifier is given by
min
β
1
2
‖β‖22(3.1a)
s.t. : yi(〈β, g(xi)〉+ b) ≥ 1, i = 1, 2, · · · , n.(3.1b)
Soft-marign SVMs corresponds to the penalty function method for the optimization in Eq.
(3.1), namely
min
(b,β)∈IR×IRn
1
n
n∑
i=1
[1− yi(〈β, g(xi)〉+ b)]+ + λ
2
‖β‖22,(3.2)
where [x]+
def
= max{0, x}. Alternatively, by transforming Eq. (3.1) into its corresponding
Lagrangian dual problem, the solution is given by
max
α
〈α, e〉 −αTGkXα(3.3a)
s.t. : 0  α, 〈α,y〉 = 0,(3.3b)
whereGkX = [Gij ]i,j∈[n] is a n-by-n with elementsGij = yiyj〈g(xi), g(xj)〉HX = yiyjkX (xi,xj).
Moreover, there is the following connection between primal and dual variables
β =
n∑
i=1
αiyig(xi).(3.4)
viii
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Therefore, the optimal margin of the classifier is related to the matrix GkX via
1
2
‖β∗‖22 =
1
2
n∑
i,j=1
α∗,iα∗,jyiyj〈g(xi), g(xj)〉(3.5)
= αT∗GkXα∗.(3.6)
To gain further insight about the matrix GkX , we need to define the notion of the kernel
alignment as a similarity measure between two kernel functions over a set of data-points:
Definition 3.1. (Kernel Alignment, Cortes, et al. [9]) The empirical alignment of a
kernel k1(·, ·) with a kernel k2(·, ·) with respect to the (unlabeled) samples S = {x1, · · · ,xn}
is defined by
ρS(k1, k2)
def
=
〈K1,K2〉√〈K1,K1〉〈K2,K2〉 ,(3.7)
where K1
def
= [k1(xi,xj)]i,j∈[n], K2
def
= [k2(xi,xj)]i,j∈[n], and 〈K1,K2〉 def= Tr(K1KT2 ).
Define the kernelK∗
def
= [k∗(xi,xj)]i,j∈[n] = yyT , defined by the labels y
def
= (y1, · · · , yn)T .
Notice that the kernel K∗ is optimal since it creates optimal separation between feature
vectors, i.e., k∗(xi,xj) = 1 when yi = yj , and k2(xi,xj) = −1 when yi 6= yj . From
Definition 3.1, we now observe that the matrix GkX captures the alignment between the
kernel matrix Kn
def
= [kX (xi,xj)]i,j∈[n] and the optimal kernel K∗. More specifically, since
〈K∗,K∗〉 = 〈yyT ,yyT 〉 = n2, the kernel alignment metric in Eq. (3.7) can be expressed in
terms of the matrix GkX as follows
pS(kX , k∗) =
〈Kn,yyT 〉
n‖Kn‖F =
1
n‖Kn‖F e
T
nGkX en,(3.8)
where ‖ · ‖F is the Frobenious norm, and en = (1, 1, · · · , 1) ∈ IRn is the vector of all ones.
Therefore, the matrix GkX captures the alignment of the kernel kX with the optimal kernel
k∗.
4. Kernel Alignment as an unbiased Two-Sample Test
In this section, we propose a scoring rule method for selection of random features. To
specify the proposed method, we first review the notion of the Maximum Mean Discrepancy
(MMD):
Definition 4.1. (Maximum Mean Discrepancy [29]) Let (X , d) be a metric space. Let
F be a class of functions f : X → IR. Let P,Q ∈ B(X ) be two Borel probability measures
from the set of Borel probability measures B(X ) on X . We define the maximum mean
discrepancy (MMD) between two distributions P and Q with respect to the function class
F as follows
DMMDF [P,Q]
def
= sup
f∈F
∫
X
f(x)d(P −Q)(x).(4.1)
As shown by Zhang, et al. [30], the kernel-target alignment in Eq. (3.7) is closely related
to the notion of the Maximum Mean Discrepancy (MMD) between the distribution of two
classes, measured by functions from RHKS, i.e., when F = HX in Definition 4.1. To see
this, define the modified labels as ŷi = 1/n+ for yi = 1, and ŷi = −1/n− when yi = −1 each
i = 1, 2, · · · , n. Here, n+ and n− denotes the number of positive and negative labels, such
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that n+ + n− = n. Let ŷ = (ŷ1, · · · , ŷn). Then, the kernel alignment can be reformulated
as follows
〈Kn, ŷŷT 〉 =
∥∥∥∥∥∥
∑
i∈[n]
ŷikX (·,xi)
∥∥∥∥∥∥
2
HS
.(4.2)
The formula in Eq. (4.2) is an unbiased estimator of the MMD between distributions with
respect to functions from RHKS,
DMMDkX [P0, Q0] =
∥∥∥∥∫X kX (·;x)d(P0 −Q0)(x)
∥∥∥∥
HS
(4.3)
=
[
IEz,z′∼P0 [kX (z; z
′)] + IEs,s′∼Q0 [kX (s, s
′)]− 2IEz∼P0,s∼Q0 [kX (z; s)]
]1/2
,
equality follows by the reproducing property 〈kX (·;x), kX (·;x′)〉HX = kX (x;x′). Here,
P0
def
= PX|Y=+1 and Q0
def
= PX|Y=−1 are the marginal distributions, whereby features with
the positive and negative labels are drawn, respectively.
For characteristic kernels kX (cf. Definition 2.5), the discrepancy DMMDHX [·, ·] indeed de-
fines a valid metric on the space of Borel probability measures B(X ) in the sense that for
any P0, Q0 ∈ B(X ), DMMDHX [P0, Q0] = 0 if and only if P0 = Q0, see [31].
Let Y+ and Y− denote the set of samples with positive yi = 1 and negative yi = −1
labels, respectively. We define the empirical marginal distributions corresponding to the
observed samples x1, · · · ,xn
P̂
n+
0
def
=
1
n+
∑
i∈Y+
δ(x− xi),(4.4a)
Q̂
n−
0
def
=
1
n−
∑
i∈Y−
δ(x− xi).(4.4b)
Instead of unbiased estimator in Eq. (4.2), we leverage the following biased empirical
estimate of Eq. (4.3) is the sum of two U -statistics and a sample average as below (see [29])
DMMDkX
[
P̂
n+
0 , Q̂
n−
0
](4.5)
=
(
1
n+(n+ − 1)
∑
i,j∈Y+
i 6=j
kX (xi,xj) +
1
n−(n− − 1)
∑
i,j∈Y−
i 6=j
kX (xi,xj)− 2
n+n−
∑
i∈Y+
∑
j∈Y−
kX (xi,xj)
)1/2
.
For a balanced training data-set, n+ = n− = n0, an unbiased empirical estimate of Eq.
(4.3) can be computed as one U -statistic
DMMDkX
[
P̂
n+
0 , Q̂
n−
0
]
=
(
1
n0(n0 − 1)
∑
i,j∈Y+
i 6=j
k̂X (zi, zj)
)1/2
,(4.6)
where zi = (xi,yi), and z1, · · · , zn0 ∼i.i.d P0 ⊗Q0, and
k̂X (zi, zj) =kX (xi,xj) + kX (yi,yj)− kX (xi,yj)− kX (xj ,yi).
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To simplify the analysis, we assume n+ = n− = n0 and consider the U -statistics in
Eq. (4.6). We also consider a class of mixture kernels of a set of known base kernels
k`X : X × X → IR, i.e., we consider
kwX (x,y)
def
=
m∑
`=1
w`k
`
X (x,y),(4.7)
where the mixing coefficients w
def
= (w1, · · · , wm) are determined based on the MMD scores
w`
def
= w`(P̂
n+
0 , Q̂
n−
0 ) =
Dk`X
(P̂
n+
0 , Q̂
n−
0 )∑m
`=0 Dk`X
(P̂
n+
0 , Q̂
n−
0 )
.(4.8)
Computing efficient mixture coefficients {w`}m`=1 for multiple kernel learning has been
studied extensively over the past few years [32]. However, those approaches propose to solve
an optimization problem to maximize the kernel alignment which can be computationally
prohibitive when the number of base kernels is very large.
Associated with the mixture model of Eq. (4.7), we consider the following class of func-
tions parameterized by R > 0:
Fm(R) def=
{
f(x) =
βTϕw(x)√
D
: ‖β‖2 ≤ R√
mD
,w ∈ ∆m
}
,(4.9)
where β ∈ IRDm and the vector ϕw(x) ∈ IRmD is defined via concatenation of random
features associated with each base kernel, i.e.,
ϕw(x)
def
= (
√
w1ϕ
1(x, ξ11), · · · ,
√
w1ϕ
1(x, ξ1D), · · · ,
√
wmϕ
m(x, ξm1 ), · · · ,
√
wmϕ
m(x, ξmD )).
(4.10)
Furthermore, ∆m
def
= {w : w ≥ 0,∑mi=1 wi = 1} is the simplex of probability distributions
with m mass functions. Algorithm 1 outlines the procedure for SVMs with the multiple
kernel learning algorithm proposed in this paper.
Remark 4.2. Alternatively, the statistic in Eq. (4.5) can be rewritten in terms of random
Fourier features. In particular, due to the bijection between the kernel and the generative
distribution of random features, we can write
DMMDµΞ
[
P̂
n+
0 , Q̂
n−
0
]
=
[
1
n+(n+ − 1)
∑
i,j∈Y+
i 6=j
IEµΞ [ϕ(xi; ξ)ϕ(xj ; ξ)]
+
1
n−(n− − 1)
∑
i,j∈Y−
i6=j
IEµΞ [ϕ(xi; ξ)ϕ(xj ; ξ)]
− 2
n+n−
∑
i∈Y+
∑
j∈Y−
IEµΞ [ϕ(xi; ξ)ϕ(xj ; ξ)]
]1/2
.(4.11)
The correspondence between the base kernel k`X and its generative distributions µ
`
Ξ, provides
the following alternative mixture model for the distribution of random features instead of
xi
D
R
A
F
T
Algorithm 1 SVMs with Multiple Kernels Learning.
1: Input: Training samples (x1, y1), · · · , (xn, yi) ∈ X ×Y. A set of base kernels {k`X }m`=1. Integers D and
m.
2: Compute the empirical marginal measures P̂
n+
0 and Q̂
n−
0 from Eq. (4.4).
3: Compute the MMD score of each kernel DMMD
k`X
[P̂
n+
0 , Q̂
n−
0 ] from Eq. (4.6) (if n+ = n−) or Eq. (4.5).
4: Associated with each base kernel k`X , draw D samples ξ
`
1, · · · , ξ`D ∼i.i.d. µ`Ξ.
5: Compute the random feature vector ϕw(x) in Eq. (4.10) using the mixing coefficients w = (w`)1≤`≤m
given in Eq. (4.8).
6: Output: The solution of the following optimization problem
β∗ = arg min
β∈IRmD :‖β‖2≤ R√
mD
1
n
n∑
i=1
L
(
yi,
1√
D
βTϕw(xi)
)
,
kernels,
µwΞ
def
=
m∑
`=1
w`µ
`
Ξ.(4.12)
Using the mixture model in Eq. (4.12), we draw mD random feature maps ϕ(x, ξk), where
ξ1, · · · , ξmD ∼i.i.d. µwΞ , and let ϕw(x) = (ϕ(x, ξk)1≤k≤mD. In this paper, we only analyze
the mixture kernel model in Eq. (4.7).
5. Theoretical Results: Consistency, Minimax Rate, and Generalization
Bounds
In this section, we state our main theoretical results regarding the performance guarantees
of the proposed kernel learning procedure in Section 4. The proof of theoretical results in
presented in Appendix.
5.1. Technical Assumptions. To state our theoretical results, we first state the technical
assumptions under which we prove our theoretical results:
(A.1) The kernel is Hilbert-Schmidt, i.e., supx,y∈X |kX (x,y)| ≤M.
(A.2) The base kernels are shift invariant, i.e., k`X (x,y) = k
`
X (x−y) for all ` = 1, 2, · · · ,m.
(A.3) Given a loss function L : Y×S 7→ IR, we assume there exists a function ` : Y×S → IR
dominating L in the sense that for all y ∈ Y and x ∈ S, `(y, x) ≥ L(y, x). Further,
we suppose `(y, ·) is a Lipschitz function with respect to Euclidean distance ‖·‖S on
S with constant K, i.e., |`(y,x1)− `(y,x2)| ≤ K‖x1 − x2‖S . Moreover, we assume
`(y, ·) passes through the origin and is uniformly bounded, i.e., `(y, 0) = 0 for all
y ∈ Y.
(A.4) The feature space X ⊂ IRd is compact with a finite diameter diam(X ) <∞.
5.2. Consistency, MinMax Lower Bound, and Asymptotic Distribution. The first
result of this paper is concerned with the consistency of biased MMD estimator in Eq. (4.3)
with respects to the sampling data distributions:
Theorem 5.1. (Consistency and Asymptotic Distribution) Suppose the conditions
in (A.1) hold. Let P,Q be two arbitrary Borel probability measures from the set Pα(X ) def=
{(P,Q) ∈ B(X ) : DTV(P ||Q) ≤ α}. Let P̂n+0 and Q̂n+0 denote the empirical measures
corresponding to the samples X1, · · · , Xn+ ∼i.i.d. P and X1, · · · , Xn− ∼i.i.d. Q, respectively.
Then, for a fixed distribution µθΞ ∈ Ξm of random features we have that
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• With the probability of (at least) 1− ρ, we have
sup
(P,Q)∈Pα(X )
|DMMDkX [P,Q]−DMMDkX [P̂n, Q̂n]| ≤
√
6M log(en/3)
n
+ 2
√
M
2n
log
(
2
ρ
)
.(5.1)
In particular,
p-lim
n→∞
sup
(P,Q)∈Pα(X )
DMMDkX [P̂
n, Q̂n] = DMMDkX [P,Q].(5.2)
• For the special case of the Gaussian RBF kernel kX (x,y) = exp
(
− ‖x−y‖222%2
)
, the following
lower bound holds with the probability of (at least) 1/5,
sup
(P,Q)∈Pα(X )
∣∣∣∣∣DMMDkX [P,Q]−DMMDkX
[
P̂n+ , Q̂n−
]∣∣∣∣∣ ≥ 18 1√3(d+ 1)Mn.(5.3)
• Consider a balanced data-set n+ = n− = n0. For all the Borel probability measures
(P,Q) ∈ B⊗2(X ), the asymptotic distribution is given by
√
n0(D
MMD
kX [P̂
n, Q̂n])
d N(0, σ2),(5.4)
where σ2 = 2(IEz∼P0,s∼Q0 [k
2
X (z; s)]− [IEz∼P0,s∼Q0 [kX (z; s)]]2).
Proof. The proof is presented in Section A.1 of the supplementary materials. 
The upper bound in Eq. (5.1) shows that the MMD estimator converges to its population
value at the rate of O˜(1/√n). The lower bound in Eq. (5.3) also proves a rate of Ω(1/√n),
and hence Θ˜(1/
√
n).
We remark that a similar upper bound is established in [29], albeit using a different
approach. Specifically, our proof relies the convergence rate of the empirical measures to
their population value under the total variation distance. In addition, the upper bound in
Eq. (5.1) includes the additional supremum term. Note that both the upper bound (5.1) and
the lower bound (5.3) are uniform and are independent of the radius α of the distribution
set Pα(X ). However, from our proofs in Section A.1 of the supplementary material, it is
apparent that the uniform convergence property is exclusive to the total variation distance,
and does not extend to the parameteric set Pα(X ) defined by different f -divergences.
In addition, the lower bound provided in Eq. (5.3) is proved via Fano’s method which is
a standard technique to compute the minimax rate via reducing the estimation problem to
a multi-way hypothesis testing problem. We remark that our method improves upon [33]
that uses Le Cadram’s two point method to establish the minimax rate.
The proof of the asymptotic distribution in Eq. (5.4) is due to Gretton, et al. [29] and
shows that the fluctuations of the estimator is asymptotically zero-mean Gaussian, with
a variance related to the variance of the random variables kX (z, s), z ∼ P, s ∼ Q. The
additional factor 2 in the variance term σ2 is due to the averaging over bn0/2c terms.
The following corollary is an immediate result of Theorem 5.1 and establishes the con-
vergence in probability of the mixing coefficients defined in Eq. (4.8) to their population
versions:
Corollary 5.1.1. For all (P,Q) ∈ Pα(X ) and for every ` = 1, 2, · · · ,m,
p-lim
n→∞
w`(P̂
n+ , Q̂n+) = w`(P,Q).(5.5)
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5.3. Generalization Bounds. To upper bound the out-of-sample error in terms of the
training error, we require the following notions of complexities of a function class:
Definition 5.2. (Rademacher and Gaussian Complexities) Given a finite-sample set
S = (X1, · · · ,Xn), and function class F consider the following random variable
R̂nS(F) def= IEPε
[
sup
f∈F
1
n
n∑
i=1
εif(Xi)
∣∣∣∣∣X1, · · · ,Xn
]
.(5.6)
where ε
def
= (ε1, · · · , εn) are i.i.d. Rademacher random variables, i.e., (ε1, · · · , εn)∼i.i.d.Pε =
Uni{−1, 1}, and Pε = P⊗nε . The Rademacher complexity is then defined as the expected
value of R̂nS(F) with respect to the observed samples, i.e.,
Rn(F) def= IEPX [R̂nS(F)].(5.7)
Similarly, the Gaussian complexities GnS(F) and Gn(F) is defined by letting P = N(0, 1) in
Eqs. (5.6)-(5.7), respectively.
In the following proposition, we establish novel upper bounds on the Rademacher and
Gaussian complexities of the class of functions based on the mixture kernel (4.7).
Proposition 5.1. (Upper Bounds on the Function Class Complexities) Consider
the class of functions Fm(R) defined in Eqs. (4.9)-(4.10). Then,
(i) The Rademacher complexity of the class Fm(R) is
Rn(Fm(R)) ≤ R
nD
√
pi
192
|||Φ|||2 · erfc
(√
192D
)
.(5.8)
(ii) The Gaussian complexity of the class Fm(R) is given by
Gn(Fm(R)) ≤ R
nD
(
2
√
piTr((ΦΦT )2)
‖Φ‖F +
‖Φ‖F
2|||Φ|||22
e
− ‖Φ‖
4
F
4Tr((ΦΦT )2)
)
.(5.9)
Here, Φ
def
= [ϕw(xi, ξj)](i,j)∈[n]×[mD].
Proof. The proof is presented in Section A.2 of the supplementary material. 
Let us make some remarks about the implications of Proposition 5.1.
The proof techniques we used to establish the upper bound on the Rademacher com-
plexity are novel and based on concentration inequalities for quadratic matrix forms. In
particular, our proofs does not use the Khintchin-Kahane type inequality that is standard
in computation of the upper bounds on the Rademacher complexity; see, e.g., [10],[11]. In
particular, the Khintchin-Kahane type inequality yields the following upper bound on the
Rademacher complexity (See Section A.2 of the supplementary materials):
Rn(Fm(R)) ≤ R
nD
√
m
√
23
44
‖Φ‖F .(5.10)
Since 0 < erfc(x) ≤ 1 for 0 < x, and |||Φ|||2 ≤ ‖Φ‖F for any feature matrix Φ ∈ IRn×mD,
the upper bound we established in Eq. (5.8) is sharper than that of Eq. (5.10). Similarly,
the proof of the upper bound on the Gaussian complexity is based on the concentration of
measure for χ2 random variables.
To compute explicit bounds from the Rademacher and Gaussian complexities, we require
upper and lower bounds on the matrix norms of the feature matrix Φ = [ϕw(xi, ξj)](i,j)∈[n]×[D].
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The following lemma shows that the spectra of the random matrix Φ concentrates around
the kernel matrix Kwn
def
= [kwX (xi,xj)](i,j)∈[n]×[n] scaled by the factor D:
Lemma 5.3. (Concentration of the Spectra of Feature Matrices) Suppose
(A.6) holds. Consider the feature matrix Φ = [ϕw(xi; ξj)](i,j)∈[n]×[D] ∈ IRn×D and the
associated kernel matrix Kwn
def
= [kwX (xi,xj)](i,j)∈[n]×[n]. The Frobenious norm of the ma-
trix Φ satisfies the following concentration bound
IP
[|‖Φ‖2F −D · Tr(Kwn )| ≥ δ] ≤ 28m(σpDn‖w‖2diam(X )
δ
)2
e
−
δ2
4Dn2‖w‖2(d+ 2) .(5.11)
Furthermore, the spectral norm of the matrix |||Φ|||2 satisfies
IP
[∣∣∣|||Φ|||22 −D · |||Kwn |||2∣∣∣ ≥ δ] ≤ e3n log 328m(2σpDn2‖w‖2diam(X )δ
)2
e
− δ2
16Dn2‖w‖2(d+2) .(5.12)
Proof. The proof is presented in Section A.3 of the supplementary materials. 
Lemma 5.3 suggests that the spectra of the feature matrix Φ concentrates around the
spectra of the kernel matrix Kwn . The concentration bounds in Eqs. (5.11)-(5.12) naturally
follows from the point-wise estimate in Eq. (2.17) and using the standard ε-net argument.
The asymptotic analysis of the spectrum of the kernel matrices has been studied exten-
sively in the random matrix literature; see, e.g., [34] for locally smooth kernel functions,
and [35], [36] for non-smooth kernel functions. Those asymptotic results are universal and
consequently do not impose any conditions on the distribution of feature vectors. In the
sequel, we are concerned with the non-asymptotic results for the spectrum of the Gram
matrices of the mixture kernels. Naturally, the proof of non-asymptotic results require tail
conditions on the feature vectors.
Lemma 5.4. (Non-Asymptotic Bounds on the Spectrum of Radial Kernels)
Suppose (A.1) and (A.2) hold.
|||Kwn |||2 ≤
m∑
`=1
w`
∣∣∣∣∣∣K`n∣∣∣∣∣∣2,(5.13)
where K`n
def
= [k`X (xi,xj)](i,j)∈[n]2 . Furthermore,
• If the feature vectors X1, · · · ,Xn ∼i.i.d. N(0, Id×d) are independent Gaussian random
variables. Then, with the probability of at least 1 − ρ, the spectral norm of the mixture
kernel matrix is bounded from above by
∣∣∣∣∣∣∣∣∣K`n∣∣∣∣∣∣∣∣∣
2
≤ 2k`X (0) + e
2n log 3
c
√
2
max
{
3n× 210IEµ`Ξ
[
1
‖ξ‖2
]√
ln
(
1
ρ
)
, 28
√
n
2
IEµ`Ξ
[
1
‖ξ‖22
]
ln
(
1
ρ
)}
.
(5.14)
In Equation (5.14), c > 0 is a universal constant, and µ`Ξ is the distribution associated
with the kernel k`X .
• If the feature vectors X1, · · · ,Xn are independent with bounded independent components
|Xij | ≤ K, i = 1, 2, · · · , n, j = 1, 2, · · · , d, for some K > 0. Then, with the probability of
at least 1− ρ, the spectral norm of the mixture kernel matrix is bounded from above by
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Table 1. Summary of the benchmark data-sets from ASU data-base [39] for our
empirical evaluation.
BASEHOCK ISOLET ORL PCMAC ARCENE warpPIE10P
Samples 1,993 1,560 400 1,943 200 210
Features 4,862 617 1,024 3,289 10,000 2,420
Classes 2 26 40 2 2 10
∣∣∣∣∣∣∣∣∣K`n∣∣∣∣∣∣∣∣∣
2
≤ 2k`X (0) + e
2n log 3
c
√
2
max
{
3n× 210IEµ`Ξ
[
1
K‖ξ‖2
]√
ln
(
1
ρ
)
, 28
√
n
2
IEµ`Ξ
[
1
K2‖ξ‖22
]
ln
(
1
ρ
)}
.
(5.15)
Proof. The proof is deferred to Section A.4 of the supplementary materials. 
We remark that our non-asymptotic analysis of the spectrum of kernel matrices in Lemma
5.4 generalizes those of [37] that are established for the special cases of the Gaussian and
polynomial kernels. More specifically, the proof we present employs the decoupling technique
from the random matrix theory [38] as well as a concentration of measure for Lipschitz
functions of the Gaussian random variables.
We now are in position to state the main result of this section which is a generalization
bound for the risk function based on the Rademacher complexity of the class of function
Fm(R) established by Bartlett, et al. [40]. Due to the space limitation, we state our results
using the Rademacher complexityRn(Fm(R)). A similar generalization bound can be stated
using the Gaussian complexity:
Theorem 5.5. (Generalization Bounds, [40]) Consider a loss function L : Y×IR→ IR+
and a dominating cost function ` in (A.3). Let Fm(R) be the class of functions in Eq.
(4.9)-(4.10) and let {(Xi, Yi)}ni=1 be independently selected from the joint distribution PX,Y .
Then, for any integer n and any 0 < δ < 1, with probability at least 1 − δ over samples of
length n, every f in FR satisfies
IEPX,Y [L(f(X), Y )] ≤ IEP̂n
X,Y
[`(f(X), Y )] +KRn(Fm(R)) +
√
8 ln(2/δ)/n.(5.16)
where the Rademacher complexity of the class Fm(R) is given by
Rn(Fm(R)) ≤ R
n
√
D
√
pi
192
erfc(
√
192D)|||Kwn |||1/22 + εn,
with the probability of (at least) 1−e3n log 328m
(
2σpDn
2‖w‖2diam(X )
εn
)2
e
− ε
2
n
16Dn2‖w‖2(d+2) , where
|||Kwn |||1/22 is upper bounded by the expressions in Eqs. (5.13)-(5.15) of Lemma 5.4. 
6. Experimental Evaluation for Classification of Real-World Datasets
6.1. Evaluation Data-Set. In this section, we carry out experiments on 12 standard
benchmark tasks from the ASU feature selection website [39]. Table 1 summarizes the
benchmark data sets we use for our empirical evaluation. The data sets are drawn from
several domains including gene data, image data, and voice data, and span both the low-
dimensional and high-dimensional regimes.
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6.2. Feature Selection. For each classification task, we select a subset of features of size
m. Performance is then measured by training a kernel SVM on the top m features. In our
numerical experiments, the top m features are selected using the kernel feature selection
scheme of [41]. This is done for m ∈ {5, 10, ..., 100}.
6.3. Implementation Details. We implement the SVM classification and RBF sampler
using Python Sklearn library [42], and the MMD metric using Python Shogun library [43].
For multi-class datasets, we use the one-versus-all rule. We implement our codes on Python
3.7 and train our models on NVIDIA Titan V100 32GB graphics processing units (GPU).
In all experiments, we fix the regularization constant of the SVM to λ = 1.
6.4. Numerical Results. In the first set of experiments, we first fix the number of features
to m = 100, and compute the best value for the bandwidth γ of the Gaussian RBF kernel
kX (x,y) = exp(−γ‖x− y‖22) from the set of base values ranging from 10−20 to 103.
In Figure 1, we demonstrate the bandwidth selection using the 5-fold cross validation,
and the two-sample test via U -statistics as defined in Eq. (4.6). The blue curves in Figure
1 are associated with the 5-fold cross validation (CV), averaged over 20 different validation
sets. More specifically, for each blue curve, we compute the accuracy of the SVM classifier
for 20-trials on different validation sets and average the result. Accordingly, the blue hulls
around each blue curve in Figure 1 shows the 95% confidence intervals. Moreover, the red
curves denote MMD values in conjunction with the empirical conditional measures defined
in Eq. (4.4), using the U -statistics in Eq. (4.6).
From Figures 1 (a)-(b)-(d), we observe a good agreement in the selected bandwidth using
the 5-fold cross-validation and the MMD attained via the U -statistic in Eq. (4.6). However,
evaluating U -statistics is significantly faster than the cross-validation as it is independent of
the SVM classifier and thus does not involve training. Figures 1 (a)-(b)-(d) corresponding
have a small number of features and/or a small number of classes. However, for high-
dimensional data-sets with a large number of features or classes, such as ORL, ARCENE, and
wrapPIE10P in Figures 1 (c)-(e)-(f), there are discrepancies between the bandwidth selected
using the cross-validation and the MMD scores.
Nevertheless, the accuracies of the kernel SVM attained on the associated test data-sets
are comparable as demonstrated in Figures 2 (c)-(e)-(f). In Figure 2, both the blue and
the red curves correspond to the kernel SVM with a single Gaussian RBF kernel, where
the bandwidth of the kernel is selected based on the cross-validation, and the highest MMD
score, respectively. The green curves in Figure 2 correspond to the kernel SVM using
multiple kernels as characterized in Eq. (4.7). We also note that for easier data-sets such
as PCMAC, our proposed multiple kernel learning approach outperforms the cross-validation
as demonstrated in Figure 2-(b).
7. Application to the Semantic Segmentation of Biomedical Images
Equipped with the theoretical framework for kernel learning in Section 3, here we propose
a new architecture for the semantic segmentation of biomedical images.
7.1. Background on the Semantic Segmentation. Semantic Segmentation refers to
the process of associating each pixel of an image with a class label, and has extensive
applications in precision medicine for the development of computer-aided diagnosis based
on radiological images with different modalities such as magnetic resonance imaging (MRI),
computed tomography (CT), or colonoscopy images. Semantic segmentation is also crucial
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(a) (b) (c)
(d) (e) (f)
Figure 1. Model Selection for the bandwidth parameter γ = 1/2%2 of the Gaussian
RBF kernels kX (x,y) = exp(−γ‖x−y‖22) using the 5-fold cross-validation and the two-
sample test. Blue hulls around each curve shows the 95% confidence intervals from 20
trials of the cross-validation on different validation sets. Panel (a): BASEHOCK, Panel (b):
PCMAC, Panel (c): ARCENE, Panel (d): ISOLET, Panel (e): ORL, Panel (f):warpPIE10P.
(a) (b) (c)
(d) (e) (f)
Figure 2. Classification accuracy of the kernel SVMs on the test data-set using the
the Gaussian RBF kernel kX (x,y) = exp(−γ‖x−y‖22). The bandwidth γ of the trained
SVM classifier is selected using the cross-validation (blue), MMD score (red), and the
mixture model in Eq. (4.7) (green). Panel (a): BASEHOCK, Panel (b): PCMAC, Panel (c):
ARCENE, Panel (d): ISOLET, Panel (e): ORL, Panel (f):warpPIE10P.
for complete scene understanding and to infer knowledge from imagery which is the principal
objective of the field of the computer vision.
In recent years, deep artificial neural networks (ANNs) and, in particular, deep con-
volutional neural networks (CNNs) have achieved the state-of-the-art performance for the
semantic segmentation of natural images; see, e.g., [44, 45, 46]. This success is largely due
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to the paradigm shift from manual to automatic feature extraction enabled by large repre-
sentational capacity of deep learning networks. Such auotmatic feature extraction is guided
by a large amount of training data accessible in public datasets, the archetype of which
are CIFAR-10, CIFAR-100, and ImageNet. These datasets collectively contain millions of
annotated samples from natural images. In contrast, extracting, harvesting, and building
large-scale annotated data-sets in medical imaging is extremely challenging as it requires
extensive clinical expertise. Therefore, training deep networks on clinical images can often
be cumbersome due to the lack of databases that are adequately sized to satisfy the needs
of the deep learning models. Without sufficient training samples, deep architectures with
the expressiveness of ResNet [46], AlexNet [47], VGGNet [48], and GoogLeNet [49], often
dramatically overfit the dataset, even with generic regularization strategies such as dropout
[50], sparse regularization of the network [51], and model averaging [52]. In addition, deep
learning networks trained on a small dataset often fail to extract salient features that are
crucial for pattern classification due to presence of noisy or irrelevant features.
In contrast, the kernel support vector machines (SVMs) are sample efficient learning al-
gorithms in which representations are generated using a set of pre-specified filters. Contrary
to deep learning models, the kernel SVMs are transparent learning models whose theoretical
foundations are grounded in the extensive statistical machine learning literature; see [53]
and references therein for a survey of theoretical results. However, to improve the accuracy
of the kernel-based learning algorithms, the following two challenges must be addressed:
First, although the kernel SVMs are typically formulated in terms of convex optimization
problems, which have a single global optimum and thus do not require heuristic choices
of learning rates, starting configurations, or other hyper-parameters, there are statistical
model selection problems within the kernel approach arising from the choice of the kernel.
In practice, it can be difficult for the practitioner to find prior justification for the use of one
kernel instead of another. It would be more desirable to explore data-driven mechanisms
that allow kernels to be chosen automatically.
Second, the kernel SVMs have been traditionally employed in conjunction with the hand-
crafted features such as SIFT or Daisy type descriptors [54, 55]. Such hand crafted de-
scriptors are unable to capture semantic representations and are less powerful in extracting
semantic features compared to their deep learning counterparts [56]. In addition, the man-
ual design of such hand crafted feature maps requires extensive prior knowledge about the
underlying imaging domain.
To address the first challenge, we levearge the kernel learning approach we proposed in
Section 4. To circumvent the second challenge, we consider two mechanisms for generating
representations from input images. In the first mechanism, we use the VGG network that
is pre-trained on natural images from CAIFAR data-set as a generic feature extractor in
conjunction with a kernel feature selection method. In the second mechanism, we use a
scattering convolution network [15] to generate feature maps. Figure 6 shows the proposed
segmentation network. In the sequel, we provide detailed description of each component of
this network.
7.2. Feature Extraction via Pre-trained VGG Net and Scattering Convolution
Networks (SCN). We consider two feature extraction mechanisms, namely one based on
ensemble of filters generated by a pre-trained VGG-net on natural images, and another based
on scattering convolution neural networks due to Bruna and Mallat [15]. In the sequel, we
describe both feature extractors in details.
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7.2.1. Pre-trained VGG-Net. We use a pre-trained VGG-Net as a generic feature extractor.
Specifically, we extract the filters of a pre-trained VGG net from all of its layers (thirteen
layers) to build a filter bank consisting of 4224 filters.
It is important to differentiate our approach from domain adaptation [57] and transfer
learning [58] paradigms. In those approaches, a deep learning network such as the VGG
Net or AlexNet is trained on a different dataset such as natural images. Then, the entire
network is employed to classify images on a different dataset such as medical imaging.
In contrast, in our approach we only use the convolutional filters of a pre-trained VGG
network to extract representation from our data. From this perspective, the VGG network
can be thought of as a generic filter bank. As depicted in Figure 6, the extracted represen-
tations from the filter bank is further processed before supplying them to the linear SVM
for classification.
7.2.2. Scattering Convolution Networks (SCNs). The scattering convolution networks (SCNs)
were proposed by and further generalized by Wiatowski and Bolcskei [59]. Scattering con-
volution network computes a translation invariant image representation, which is stable to
deformations and preserves high frequency information for classification. It cascades wavelet
transform convolutions with non-linear modulus and averaging operators. The first network
layer outputs SIFT-type descriptors, whereas the next layers provide complementary invari-
ant information which improves classification.
The basic building blocks of the feature extractor we described in this section consists of
a convolutional transforms with a set of pre-specified structured filters, non-linearity, and
pooling operation. In what follows, we first review each building block. We then describe
the architecture of the network.
• Convolutional Transform: The network we consider consist of d convolutional layers. Each
layer applies a convolutional transform that is made up of a set of pre-specified structured
filters ΨΛn = {gλn}λn∈Λn , n = 1, 2, · · · , d to generate different representations of input
image. The finite index set Λn is a collection of scales, directions, or frequency-shifts, and
gλn are the corresponding atoms of the filters that can be different in each layer.
As an example, consider the two dimensional Gabor wavelet filters. Let j ∈ Z denotes
an integer, Rϑ ∈ SO(2) a rotation element from the rotation group SO(2), represented by
the matrix
Rθ =
[
cosϑ sinϑ
− sinϑ cosϑ
]
,(7.1)
where ϑ = kpi/K, and K is the total number of orientations.
Then, λ = mk ∈ Λ def= Z× {0, 1, 2, · · · ,K − 1}, and the wavelet filters are specified by
ψmn(x, y) = 2
−jψ(x˜, y˜),(7.2)
where x˜ = 2−j(x cos(ϑ) + y sin(ϑ)), y˜ = 2−j(−x cos(ϑ) + y cos(ϑ)), and the scale factor
2−j ensures that the energy is independent of j.
Moreover, ψ is the mother wavelet. We consider two types of wavelet frameworks:
(i) Garbor Filters: The atom of the Garbor filter is specified on 2D spatial domain by
the following equation
ψ(x, y) =
1
2piσxσy
exp
(
−1
2
(
x2
σ2x
+
y2
σ2y
)
+ 2pijWx
)
,(7.3)
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with the following Fourier transform
ψ̂(u, v) = exp
(
−1
2
[
(u−W )2
σ2u
+
v2
σ2v
])
.(7.4)
Figure 4 depicts the constructed Garbor wavelet filters ψmn(x, y) by scaling and rotating
the mother wavelet ψ specified in Eq. (7.3). It is known that the continuous Garbor
transform has the ability to identify the singularities of a signal. In fact, if a function f ∈
L2(IR2) is smooth apart from a discontinuity at a point, say (x0, y0), then the continuous
Garbor transform 〈ψ, f〉L2(IR) decays rapidly except near (x0, y0) [60]. This property is
useful to identify the set of points where f is not regular, and explains the ability of the
continuous Garbor transform to detect edges.
(ii) Shearlets: In most multivariate problems, important features of the considered
data are concentrated on lower dimensional manifolds. For example, in image processing
an edge is an 1D curve that follows a path of rapid change in image intensity. Shearlets
provide efficient tools for analyzing the intrinsic geometrical features of a signal using
anisotropic and directional window functions [61]. Classical Shearlets are defined as fol-
lows. Let ψ ∈ L2(IR2) be defined by
ψ(x, y) = ψ1(x)ψ2(y/x),(7.5)
where ψ1 ∈ L2(IR) is a discrete wavelet in the sense that it satisfies the discrete Caldero´n
condition, given by ∑
j∈Z
|ψ1(2−jx)|2 = 1,(7.6)
almost everywhere x ∈ IR, and ψ1 ∈ C∞(IR) and suppψ1 ∈ [− 12 ,− 116 ]∪ [− 116 , 12 ]. Further-
more, ψ2 ∈ L2(IR) is a bump function in the sense that
1∑
k=−1
|ψ2(y + k)|2 = 1,(7.7)
almost everywhere y ∈ [−1, 1], satisfying ψ2 ∈ C2(IR) and supp(ψ2) ⊂ [−1, 1].
Figure 5 demonstrates the constructed Shearlets from the prescribed atom in Eq. (7.5).
Now, we have the following definition:
Definition 7.1. (Convolutional Set) Let Λ denotes a finite set. The collection ΨΛ =
{gλ}λ∈Λ is called a convolutional set with Bessle bound B ≥ 0 if∑
λd∈Λd
‖f ? gλd‖22 ≤ B‖f‖22.(7.8)
• Non-Linearity : A pointwise non-linearity ρn : IR → IR that is Lipschitz |ρ(x) − ρ(y)| ≤
L|x−y|,∀x, y ∈ IR is applied after each convolution layer. Some examples of non-linearities
are as follows:
(1) Hyperbolic Tangent : The non-linearity is defined as ρ(x) =
ex − e−x
ex + e−x
, and has the
Lipschitz constant L = 2.
(2) Rectified Linear Unit : The non-linearity is defined by ρ(x) = max{0, x} with Lips-
chitz constant L = 1.
(3) Modulus: The non-linearity is defined as ρ(x) = |x|, and has the Lipschitz constant
L = 1.
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Figure 3. Mallat’s scattering propagator [15]. Each path in the scattering diagram
yields complementary feature maps by scaling and rotating a mother wavelet filter.
Figure 4. Garbor filters from the first layer of the Mallat’s scattering network [15].
Each filter is obtained by rotating and scaling a mother Garbor wavelet filter.
Figure 5. Shearlets from the first layer of the Mallat’s scattering network [15]. Each
filter is obtained by rotating and scaling a mother Shearlet wavelet filter.
• Pooling Operation: The pooling operation reduces signal dimensionality in the individual
network layers and to ensure robustness of the feature vector with respect to deformations
and translations. A Lipschitz-continuous pooling operator Pn : IR
Nn × IRNn → IRNn/Sn ×
IRNn/Sn , where the integers Sn ∈ N, with Nn/Sn def= Nn+1 ∈ N is referred to as pooling
factor. Some examples of pooling operations are as follows:
(1) Sub-sampling : This operation amounts to Pn : IR
Nn → IRNn+1 , (Pf)[m] = f [Snm].
When Sn = 1, (Pf) = f is the identity operator.
(2) Average Pooling : This is defined as Pn : IR
Nn → IRNn+1 , (Pf)[m] = 1Sn
∑Snm+Sn−1
k=Snm
f [k]
for m ∈ {0, 1, 2, · · · , Nn+1}.
(3) Max Pooling : This is defined by
Pn : IR
Nn → IRNn+1 ,
(Pf)[m] = f [Snm] = max
k∈{Snm,··· ,Snm+Sn−1}
|f [k]|,
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Figure 6. The architecture of the proposed kernel-based segmentation network, using
a filter bank (either the VGG or the SCN filters) in conjunction with the kernel feature
selection to generate semantic representations. Random feature maps ϕ1, · · · , ϕD are
sampled from a distribution that is learned in a data-driven manner from the input
training images.
for n ∈ {0, 1, 2, · · · , Nd+1}.
We now have all the ingredients to formally define the notion of a module sequence:
Definition 7.2. (Module Sequence) For network layers n, 1 ≤ n ≤ d, let Ψn =
{gλn}λn∈Λn be a convolutional set, ρn : IR → IR a point-wise Lipschitz-continuous non-
linearity, and Pn : IR
Nn → IRNn+1 a Lipschitz-continuous pooling operator with Nn+1 =
Nn/Sn, where Sn ∈ N denotes the pooling factor Sn in the n-th layer. Then, the sequence
of triplets Ω
def
= (Ψn, ρn, Pn)1≤d≤n is called a module-sequence.
Consider the module Ω = (Ψn, ρn, Pn)1≤n≤d, and a path of index pn
def
= (λ1, · · · , λn) ∈
Λn1
def
=
∏n
i=1 Λi of length n. The output of the n-th layer is computed according to
U [pn](f)
def
= U [λn] · · ·U [λ2]U [λ1](f),(7.9)
where the scattering propogators are defined as below
U [λi]f
def
= Pi(ρi(f ? gλi)), i = 1, 2, · · · , n.(7.10)
For the empty path e
def
= ∅ we let U [e]f def= f . The feature map of the n-th layer is computed
by
Sn[pn](f) = U [pn](f) ? χn,(7.11)
where χn is the output generating atom. In particular, when χn = δn is Dirac’s delta
function concentrated at zero, the feature map is the same as the output of each layer, i.e.,
Sn[pn] = U [pn]. Moreover, by letting χn = 0, a particular feature map can be eliminated
Sn[pn] = 0. See Figure 3 for the diagram of the scattering propagator, and Figures 4 and 5
for some examples of the Garbor filters generated by the scattering network.
Definition 7.3. (Feature Extractor) Let Ω
def
= (Ψd, ρn, Pn)1≤n≤d be a given module
sequence. The feature extractor TΩ based on the map Ω is a map from L
2(IR) to its feature
vector, defined by
TΩ(f)
def
= ∪dk=0T kΩ(f),(7.12)
where T kΩ(f)
def
= {U [pn] ∗ χn}pn∈Λk1 .
xxiii
D
R
A
F
T
Let f = (fij) ∈ IRn×m denotes the input image, where fij denotes the (i, j)-th pixel of
the input image. The feature vector xij ∈ IRD associated with the pixel fij can be obtained
by stacking the feature maps generated in each layer of the scattering network. Formally,
we define
xij
def
=
(
TΩ(f)
)
ij
.(7.13)
Stacking features from different layers of the scattering network is similar to the skip archi-
tecture in CNNs that is often used to overcome the loss of locality caused by sub-sampling
and pooling operations, see [44] for details.
7.3. Kernel Feature Selection in the Feature Space. Although the deep layers of VGG
network generates random features that are generic and independent of the segmentation
task, the lower layers generate representations that are potentially dependent on the training
dataset (here natural images), and are unsuitable for segmentation of colonoscopy images.
In addition, VGG networks produces
Kernel feature selection proposed by Chen et al. [41] select a subset of generated repre-
sentations. In particular, it employs kernel-based measures of independence to find a subset
of covariates that is maximally predictive of the response. Let ω ∈ {0, 1}d denotes a vector
that indicates which feature is active. Let kX (·, ·) denotes the kernel that is learned from
data using Algorithm of . The algorithm in [41] proposes to minimize the following integer
programming optimization problem
min
ω
yT (GωX + dεdId)−1y(7.14a)
s.t. : ωi ∈ {0, 1}, i = 1, 2, · · · , d,(7.14b)
1Tdω = m,(7.14c)
where GωX is the centralized version of the kernel matrixKωX with (KωXij ) = kX (ω
xi,ω  xj).
We then approximate the problem (7.15) by relaxing the domain of ω to the unit hyper-
cube [0, 1]d and replacing the equality constraint with an inequality constraint, i.e.,
min
ω
yT (GωX + dεdId)−1y(7.15a)
s.t. : 0 ≤ ωi ≤ 1, i = 1, 2, · · · , d,(7.15b)
1Tdω ≤ m.(7.15c)
The optimization problem in Eq. (7.15) can be solved efficiently via gradient descent. A
solution to the relaxed problem is then converted back into a solution for the original problem
by setting the m largest values of ω to 1 and remaining values to 0.
Since we employ random features, we use the following approximation in [41],
(GωX + dεdId)−1 ≈ 1
εnn
(I − Vω(V Tω Vω + εnnID)−1V Tω ),
where Vω = (I − IIT /n)ϕT , where ϕ ∈ IRn×D.
7.4. Random Fourier Features with Kernel-Target Alignment. To approximate the
RBF kernel, we use the setup of random Fourier features of Rahimi and Recht [2]. In
particular, let ξk = (vk, wk) ∼ N(0, Id)×Uni[0, 2pi], and consider the feature vector ϕ(xij) def=
(ϕ1(xij), · · · , ϕD(xij)), where ϕk(xij) def= ϕ(xij , ξk), k = 1, 2, · · · , D.
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Each element of the random feature vector is generated according to
ϕ(xij ; ξk)
def
=
√
2
D
cos
(
1
2%2
〈xij ,vk〉+ wk
)
,(7.16)
for all k = 1, 2, · · · , n. To determine the value of the bandwidth γ = 12%2 , we use a set of
base RBF kernels kiX (xi,xj) = exp(−γi‖xi − xj‖22), where γi = 102i−2, i = −4, · · · , 4. We
the invoke the procedure in Section 4 to compute the best set of mixtures and compute the
optimal parameter θ of the mixture class.
In Figure 7, we illustrate the three dimensional visualization of the random feature maps
in the kernel space, using the t-SNE plot [62]. To enhance the visualization, we have cropped
the selected image and retained a balanced numbers of pixels from each class label. From
Figure 7, we clearly observe the effect of the bandwidth parameter γ = 12%2 on the accuracy
of the kernel-based segmentation architecture.
In particular, as we observe from Figures 7 (c)− (d), choosing an unsuitable bandwidth
parameters of γ = 0.1 and γ = 1 significantly degrades the classification accuracy, and results
in a mixture of two classes that can not be separated by the downstream linear SVMs. The
sensitivity of classification accuracy to the value of the bandwidth γ also highlights the
importance of our kernel selection approach, as outlined in Section 4, to automating the
kernel selection process.
7.5. The Linear SVM Classifier. In the last layer of our proposed network, we train a
linear SVM classifier. Specifically, we solve the following optimization problem over all the
training samples (yij , fij)(i,j)∈[I]×[J],
min
(b,β)∈IR×IRn
1
n
∑
i,j
[
1− yij
(
D∑
k=1
βkϕ((TΩ(f))ij , ξk)〉+ b
)]
+
+
λ
2
‖β‖22,(7.17)
where b is an offset term. Let (b∗,β∗) denotes the optimal solution of the optimization
problem in Eq. (7.17).
For a new input image f˜ = (f˜ij)(i,j)∈[I]×[J], we generate a class label y˜ij ∈ {−1,+1}
using
y˜ij = sgn
[
D∑
k=1
β∗kϕ((TΩ(f˜))ij , ξk) + b
∗
]
,(7.18)
where sgn is the sign function.
8. Evaluation of Segmentation Architectures for Angiodysplasia
Segmentation
In this section, we present the segmentation results for Angiodysplasia segmentation from
colonoscopy images obtained by the architectures described in the previous section.
8.1. Data Set and Pre-processing Steps. We use GIANA challenge data-set for An-
giodysplasia detection. The annotated data-set consists of 600 images for training and 600
hundreds for testing. Each set is composed of 300 images presenting with Angiodysplasia
and an other set of 300 without pathology.
To demonstrate the performance of our archtiectures for a small datasets, we limit our
experiments to 300 images with Angiodysplasia for training and testing. To accelerate the
training phase, we croped the images of size 576×576 to the size 240×320 while preserving
the pathologic regions of each image.
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(a) (b) (c) (d)
Figure 7. Visualization of the random feature maps in three dimensions, using the
t-SNE plot [62], and for different bandwidth parameters γ
def
= 1/2%2 of the Gaussian
RBF kernel. To generate the feature maps, the pre-trained VGG network is used. The
red and blue regions correspond to the random feature maps generated by the pixels
from each class label in a sampled colonoscopy image, respectively. Panel (a): γ = 10−6,
Panel (b): γ = 10−3, and Panel (c): γ = 0.1, Panel (d): γ = 1.
8.2. Training and Testing Implementations. To demonstrate the effect of the size of
training samples on the performance of our proposed networks, we divide our dataset of 300
images to various portions for testing and training. In particular, we consider the
We implement our codes on Python 3.7 and train our models on NVIDIA Titan V100
32GB graphics processing units (GPUs). To train the deep learning model described in
the sequel, the Adam optimizer [63] is used with the momentum parameter β1 = 0.9 and
β2 = 0.999, mini-batch sizes of Lb = 4 image for small training data-set. The initial
learning rate is µ = 10−4. We implement the SVM classification and RBF sampler using
Python Sklearn library [42], and the MMD metric using Python Shogun library [43].
8.3. Comparison Benchmark. FCN [16] is a popular convolutional type network for the
image segmentation. The network architecture of FCN is
We compare our networks with FCN for Angiodysplasia segmentation and evaluate their
performances. To quantify the foregoing performance comparison, we define the mean
Intersection-over-Union (IoU) score as follows: consider an input image with S pixels.
Let nij be the number of pixels of class i predicted to belong to class j. The mean IoU score
for semantic segmentation is defined as follows (see [16])
MIoU
def
=
1
2
n11
n12 + n21 + n11
+
1
2
n22
n12 + n21 + n22
.(8.1)
8.4. Segmentation Results. In Figures 8 and 9, we illustrate the segmentation results
for four sampled images from the GIANA challenge data-set, using FCN and our proposed
architecture in Figure 6. We train both networks on one percent of the data-set to showcase
the ability of our proposed architecture in coping with small training sample sizes.
Figure 8 shows the segmentation results, using the FCN architecture [16]. The middle row
corresponds to the heat map generated from the soft-max output of the FCN. In addition,
the bottom row shows the the heat map of the residual image, computed as the absolute
difference between the generated segmentation map and the ground truth. From Figure
8 (a)-(c), we observe that while FCN correctly locates the swollen blood vessels from the
surrounding tissues, the segmentation results is rather poor as can bee seen in the bottom
The Python codes of the experiments in this section can be found on our Github repository.
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(a) (b) (c) (d)
Figure 8. Segmentation of Angiodysplasia colonoscopy images generated by FCN [16]
on sampled test images from the GIANA challenge dataset. Top: the colonscopy images
obtained using Wireless Capsule Endoscopy (WCE), Middle: the heat maps depicting
the soft-max output of FCN, Bottom: the heat map of the residual image computed as
the absolute difference between the proposed segmentation and the ground truth. Due
to training on a small data-set, FCN tends to overfit and does not generalize well to the
test dataset.
(a) (b) (c) (d)
Figure 9. Segmentation of Angiodysplasia colonoscopy images on sampled test images
from the GIANA challenge dataset, generated via the kernel SVM using the VGG filter
bank with the kernel feature selection. The bandwidth of RBF kernel 1/2%2 is selected
via maximum mean discrepancy optimization. Top: the colonscopy images obtained
using Wireless Capsule Endoscopy (WCE), Middle: the heat maps depicting the soft-
max of SVM kernel classifier, Bottom: the heat map of the residual image computed
as the absolute difference between the proposed segmentation and the ground truth.
Despite training on a small data-set, the kernel SVM performs well on the test data set.
row of Figure 8. In the case of Figure 8 (d), the FCN almost entirely misses the swollen
blood vessels.
Figure 8 illustrates the segmentation results for the same images using kernel SVM ar-
chitecture. Here, the heat maps are generated via the soft-max function (a.k.a. the inverse
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Table 2. Comparison between the cross-validation (CV) and the statistical two-
sample test for model selection associated with the choice of bandwidth in Gaussian
RBF kernels.
Cross-Validation Two Sample Test
Bandwidth MI oU(VGG)
MIoU
(SCN)
DMMDkX
(VGG)
DMMDkX
(SCN)
γ = 10−8 0.686 0.436 8.068 3.830× 10−4
γ = 10−6 0.697 0.542 127.106 11.114
γ = 10−4 0.667 0.618 9.796 26.880
γ = 10−2 0.584 0.514 1.996 5.518
γ = 1 0.293 0.299 1.0596 1.000
γ = 102 0.298 0.297 1.000 1.000
γ = 104 0.300 0.298 1.000 1.000
γ = 106 0.301 0.299 1.000 1.000
logit function) of the kernel SVM classifier, i.e., for each pixel, we generate the output
logit−1
(
1√
D
βTϕ(x)
)
def
=
exp
(
1√
D
βTϕ(x)
)
1 + exp
(
1√
D
βTϕ(x)
) .(8.2)
We observe from Figure 8 that the segmentation results from the kernel SVM outperforms
those of FCN. Moreover, while FCN misses the bleeding region in Figure 8-(d), the SVM
network produces a correct segmentation.
In Figure 10, we illustrate the jitter plots as well as box plots for the mean IoU scores
defined in Eq. (8.1) for the kernel SVM network as well as FCN on the test data-set. We
use different training sample sizes for each plot as reported in Section 8.2 to evaluate the
performance of each network. We observe that on a small training data-set, the kernel
SVM achieves higher IoU scores than the deep learning network. This due to the fact that
fewer hyper-parameters are need to be determined during the training phase of the kernel
SVM. In contrast, due to the a large number of hyper-parameters that must be determined
in FCN from a small training sample size, the network is prone to over-fitting, even with
regularization techniques such as drop-out.
From Figure 10, we also observe that increasing the training sample size does not change
the performance of kernel SVMs significantly as the hyper-parameters of the classifiers
converge to their optimal values very quickly with a few training samples. In contrast, due
to the large representational capacity of deep learning network and due to a large number
of hyper-parameters in the network, increasing the number of training samples significantly
improves the performance of FCN.
In Table 2, we compare the performance of the 5-fold cross-validation and the two-sample
test for the bandwidth selection for the Gaussian RBF kernels. We observe that both model
selection methods choose the same bandwidth parameter, namely, γ = 10−6 for the VGG
filter bank, and γ = 10−4 for the SCN filter bank. Nevertheless, the proposed two-sample
test can be computed independent of the SVM classifier and as such it can be carried out
quickly and efficiently. Furthermore, in contrast to the cross-validation method, the two-
sample test does not require.
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(a) (b)
(c) (d)
Figure 10. Comparison of the mean IoU score MIoU for FCN [16] (the red color),
the kernel SVM with SCN filter bank (the green color), and the kernel SVM with VGG
filter bank (the blue color) on the test dataset. To tune the parameters of the kernel in
the Gaussian RBF kernel, the two-sample test is performed. Each plot correspond to
the performance of networks that are trained on different sample sizes. Panel (a): 76800
Pixels (1 image), Panel (b): 153600 Pixels (two images), Panel (c): Trained on 1% of
the data-set (3 images), (d): Trained on 5% of the data-set (15 images).
9. Discussion and Concluding Remarks
In this paper, we proposed novel kernel-based architectures for localization and segmen-
tation of Angiodysplasia from colonoscopy images. In the first architecture, features are
generated via a VGG network pre-trained on natural images combined with a kernel feature
selection. In the second network, we used an invariant scattering convolution neural network
to generate features that are stable with respect to deformations and rotations.
We compared the performance of the proposed segmentation networks with FCN -a pop-
ular convolutional neural network for segmentation of natural images-and showed that the
proposed segmentation networks in this paper outperforms FCN in terms of the mean IoU
score when the size of training samples is small. However, as the size of training samples
increase, the FCN achieve better segmentation results due to its large representational ca-
pacity.Therefore, the proposed segmentation networks are particularly suited for medical
imaging applications, where extracting and annotating large scale data-sets is difficult. The
main issue in applying kernel-based segmentation networks is to select a good kernel function
to achieve good generalization performance. To automate the process of kernel selection,
we proposed an optimization problem based on the notion of maximum mean discrepancy
between two probability distributions.
The performance of kernel-based networks significantly depends on the quality of gen-
erated representations. A pre-trained VGG network used as a generic feature extractor
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is capable of generating diverse representations from input data. Nevertheless, the key to
achieve a good generalization performance is to select the best discriminating representa-
tions from the pool of representations produced by VGG filter bank. Consequently, devising
better feature selection schemes in the feature space is the research direction that we pursue
in future works.
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Appendix A.
A.1. Proof of Theorem 5.1. In the sequel, we separately present the proofs of the upper
and lower bounds.
A.1.1. The Upper Bound. To prove the upper bound, we leverage the elementary inequality
|√x−√y| ≤√|x− y|, x, y ≥ 0. We then have that
|DMMDkX [P,Q]−DMMDkX [P̂n, Q̂n]| ≤
√∣∣∣(DMMDkX [P,Q])2 − (DMMDkX [P̂n, Q̂n)2∣∣∣
=
√
|T1(P ) + T2(Q) + T3(P,Q)|
≤
√
|T1(P )|+ |T2(Q)|+ |T3(P,Q)|,(A.1)
where T1(P ), T2(Q), and T3(P,Q) are defined as follows
T1(P )
def
=
∫∫
kX (x,x′)d(P − P̂n)⊗2(x,x′)
T2(Q)
def
=
∫∫
kX (x,x′)d(P − P̂n)⊗2(x,x′)
T3(P,Q)
def
=
∫∫
kX (x,y)d(P − P̂n)(x)d(Q− Q̂n)(y)
Then, due to (A.2), the following inequalities hold
|T1(P )| ≤ 4MD2TV(P ||P̂n)(A.3a)
|T2(Q)| ≤ 4MD2TV(Q||Q̂n)(A.3b)
|T3(P,Q)| ≤ 4MDTV(P ||P̂n)DTV(Q||Q̂n).(A.3c)
Substituting the upper bounds in Eqs. (A.3) into Eq. (A.1) and some algebraic manipula-
tions yields
|DMMDkX [P,Q]−DMMDkX [P̂n, Q̂n] ≤ 2
√
M(DTV(Q||Q̂n) +DTV(P ||P̂n)).
Fix Q and take the supremum with respect to P from both sides of the preceding inequality
sup
P :Df (P ||Q)≤α
|DMMDkX [P,Q]−DMMDkX [P̂n, Q̂n]| ≤ 2
√
MDTV(Q||Q̂n) + 2
√
M sup
P :Df (P ||Q)≤α
DTV(P ||P̂n).
(A.4)
non-asymptotic convergence rate of the empirical measure to the population distribution
with respect to the f -divergence:
Proposition A.1. (Weak Convergence of Empirical Measures) Let P ∈ B(X ) be
an arbitrary Borel probability measure, and let P̂n0 denotes the empirical measure associated
with the i.i.d. samples X1, · · · ,Xn ∼i.i.d. P . Then,
(i) P̂n0
weakly→ P .
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(ii) For f -divergences, the following inequality holds with the probability of at least 1− ρ
sup
P :Df (P ||Q)≤α
Df (P ||P̂n0 ) ≤ sup
P :Df (P ||Q)≤α
IEP
[
Df
(
P || 1
n
n∑
i=1
δXi
)]
+
(
β2
2n
log
1
ρ
) 1
2
.(A.5)
provided that the Fenchel conjugate f∗(y) = supx∈IR[xy − f(y)] satisfies |f∗(y)| < β for
all y ∈ dom(f∗) for some constant β < +∞.
(iii) For the special case of the TV distance, with the probability of at least 1− ρ, we have
sup
P :DTV(P ||Q)≤α
DTV(P ||P̂n0 ) ≤
√
6 log(en/3)
n
+
√
1
2n
log
1
ρ
.(A.6)
Proof. The proof is presented in Section B.1 of Appendix. 
We make some comments on the interpretation of Proposition A.1. Note that P̂n defines
a (sequence of) random probability measure(s), while P ∈ B(X ) is a deterministic Borel
probability measure. In the first part of the theorem, we use terminology that is standard in
the theory of random matrices to say that the sequence of random measures P̂n0 converges
weakly to the deterministic measure P , denoted by P̂n
weakly→ P , if for every continuous
compactly supported test function e : X → IR we have ∫X e(x)P̂n(dx) → ∫X e(x)P (dx);
see, e.g., [64].
Part (ii) provides a non-asymptotic convergence bound for general f -divergences satis-
fying the condition (A.1). Lastly, in part (iii), we establish an explicit convergence rate of
O(1/√n) for the special case of the total variation distance via its variational form.
We now leverage Inequality (A.6) of Proposition A.1 to upper bound the TV distance
in the right hand side of Eq. (B.11). Applying the union bound, we obtain that with the
probability of at least 1− ρ
sup
P :Df (P ||Q)≤α
|DMMDkX [P,Q]−DMMDkX [P̂n, Q̂n]| ≤ 2
√
M
n
+ 2
√
M
2n
log
(
2
ρ
)
.
A.1.2. The Lower Bound. To prove the lower bound, we use the Fano’s method which is
a standard technique in computing the minimax lower bound. The main essence of Fano’s
method is to reduce the estimation problem to a multiple hypothesis testing [65]. We first
review some preliminary results about Fano’s method based on the lecture notes in [65].
Let P denote a class of distributions on a sample space X , and let θ : P → Θ denote
a function defined on P , that is, a mapping P 7→ θ(P ). Let dΘ : Θ × Θ → IR+ denotes
a (semi)metric on Θ, and let Φ : IR+ → IR+ be a non-decreasing function with Φ(0) = 0.
Given the samples X1, · · · , Xn ∼i.i.d. P , we define the minimax risk as follows
Rn(θ(P); Φ ◦ dΘ) def= inf
θ̂
sup
P∈P
IEP [Φ(dθ(θ̂(X1, · · · , Xn), θ(P ))],(A.7)
where the infimum is taken over all estimators θ̂ = θ̂(X1, · · · , Xn), and the supremum is
over the wrost case distribution P ∈ P
Given an index set V of finite cardinality, consider a family of distributions {Pv}v∈V
contained within P. This family induces a collection of parameters {θ(Pv)}v∈V ; we call the
family a 2δ-packing in the dΘ-semimetric if
dΘ(θ(Pv1), θ(Pv2)) ≥ 2δ, for all v1 6= v2.(A.8)
Now, we leverage the following proposition regarding the lower bound on the minimax
risk defined in (A.7):
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Proposition A.2. (Fano’s Minimax Lower Bound [65]) Let {θ(Pv)}v∈V be a 2δ packing
in the d−semimetric norm. Assume that V is uniform on the set V, and conditional on
V = v, we draw a sample v ∼ Pv. Then, the minimax risk has the following lower bound
Rn(θ(P); Φ ◦ dΘ) ≥ Φ(δ)
(
1− I(V ;X) + log 2
log |V|
)
,(A.9)
where I(V ;X) = DKL(PV,X ||PV PX) is the mutual information between the random variables
V and X with the joint distribution PV,X . 
We endow the probability distributions with the KL divergence, i.e., let f(x) = x log(x).
To apply the Fano’s method, we consider the class of distributions
{(N(vn, σ2Id×d),N(0, σ2Id×d))}v∈V ,(A.10)
where the set is defined as follows V = {δ, 2δ, · · · , Nδ}, for some δ to be determined, and
n ∈ IRd is a fixed vector of the unit norm ‖n‖2 = 1. Clearly, to attain a non-trivial lower
bound from Inequality (A.9), we require that |V| > 2. The case of |V| = 2 will be discussed
separately (cf. Remark A.1).
The TV divergence between two multivariate Gaussian distributions P = N(µP , σ
2Id×d)
and Q = N(µQ, σ
2Id×d) with µ0,µ1 ∈ IRd is given by
DKL(N(µP , σ
2Id×d)||N(µQ, σ2Id×d)) =
∫
log (P/Q) dP
=
∫
IRd
log
(
exp(− 12σ2 (x− µP )(x− µP )T )
exp(− 12σ2 (x− µQ)(x− µQ)T )
)
P (dx)
=
1
2σ2
‖µP − µQ‖22.
Therefore, the KL divergence between the parametric distributions parameterized by v ∈ V
are given by
DKL(N(vn, σ
2Id×d)||N(0, σ2Id×d)) = δ
2
2σ2
.(A.11)
Equation (A.11) yields the following upper bound on the total variation distance via Pinsker’s
inequality [66],
DTV(N(vn, σ
2Id×d)||N(0, σ2Id×d)) ≤
√
1
2
DKL(N(vn, σ2Id×d)||N(0, σ2Id×d) = δ
2σ
.(A.12)
Therefore, by letting δ = 2σα, the set of distributions {(N(vn, σ2Id×d),N(0, σ2Id×d))}v∈V
are contained in Pα = {(P,Q) ∈ B⊗2(X ) : DTV(P ||Q) ≤ α}.
Let Pv
def
= N(vn, σ2Id×d) and Q = N(0, σ2Id×d). Furthermore, define the mixture P¯
def
=
1
|V|
∑
v∈V Pv. We compute an upper bound the mutual information I(X;V ) on the r.h.s.
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of Eq. (A.9) as follows
I(X;V ) ≤ 1|V|
∑
v∈V
DKL(Pv ⊗Q||P¯ ⊗Q)
(a)
=
1
|V|
∑
v∈V
DKL(Pv||P¯ )
(b)
≤ 1|V|2
∑
v∈V
DKL(Pv||Pv′)
=
1
|V|2
∑
v,v′∈V
DKL(N(vn, σ
2Id×d)||N(v′n, σ2Id×d))
=
α
N2
N∑
i,j=1
|i− j|2
≤ αN2.(A.13)
where (a) follows from the tensorization property of the KL divergence, i.e.,
DKL(P0 ⊗Q||P1 ⊗Q) = DKL(P0||P1) +DKL(Q||Q)
= DKL(P0||P1).(A.14)
Furthermore, (b) follows from the convexity of the KL divergence DKL(Pv||·).
To obtain a non-trivial lower bound via Fano’s inequality (A.9), we additionally require
that
1− I(V ;X) + log(2)
log |V| ≥ 1−
αN2 + log(2)
logN
≥ ς > 0.(A.15)
The the preceding inequality can be achieved if we choose 2
1
(1−ς) ≤ N ≤ b0.628× (1/√α)c,
for α ≤ 0.04.
In addition, the squared MMD between two multivariate Gaussian distributions can be
computed as follows (cf. Lemma 14 of [67])
(DMMDkX (N(µP , σ
2Id×d),N(µQ, σ2Id×d)))2 =
2
(2pi)d/2
∫
IRd
e−σ
2‖ξ‖22(1− cos(〈µP − µQ, ξ〉))µΞ(dξ).
In the case of the Gaussian RBF kernel kX (x,y) = exp
(−‖x− y‖22/2%2), the squared MMD
admits a closed form expression as follows
(DMMDkX (N(µP , σ
2Id×d),N(µQ, σ2Id×d)))2 = 2
(
%2
%2 + σ2
) d
2
(
1− exp
(
−‖µP − µQ‖
2
2
2%2 + σ2
))
,
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The preceding formula yields the following packing number for v0, v1 ∈ V : v0 6= v1,
|(DMMDkX (Pv0 , Q))2 − (DMMDkX (Pv1 , Q))2|
≥ 2
(
%2
%2 + σ2
) d
2
∣∣∣∣exp(− v202%2 + σ2
)
− exp
(
− v
2
1
2%2 + σ2
)∣∣∣∣1/2
≥ 2
(
%2
%2 + σ2
) d
2
∣∣∣∣exp(− 4N2σ2α2%2 + σ2
)
− exp
(
−4(N − 1)
2σ2α
2%2 + σ2
)∣∣∣∣1/2
≥ 2
(
%2
%2 + σ2
) d
2
exp
(
−2(N − 1)
2σ2α
2%2 + σ2
) ∣∣∣∣1− exp(−4(2N − 1)σ2α2%2 + σ2
)∣∣∣∣1/2
≥ (2/e)
(
%2
%2 + σ2
) d
4
∣∣∣∣1− exp(− 20σ2α2%2 + σ2
)∣∣∣∣1/2 .
Since the choice of the variance σ2 > 0 in the Gaussian distributions is arbitrary, we let
σ2 = %2(n2 − 1). Then, using Fano’s inequality in Proposition 5.1 in conjunction with the
function Φ(δ) = δ results in
sup
(P,Q)∈P
∣∣∣∣∣DMMDkX [P,Q]−DMMDkX
[
P̂n+ , Q̂n−
]∣∣∣∣∣ ≥ 18√d+ 1 1√n.(A.16)
Due to the fact that the kernel is Hilbert-Schmidt (cf. (A.2)), the following inequality holds
∣∣∣∣∣(DMMDkX [P,Q])2 − (DMMDkX [P̂n+ , Q̂n−])2
∣∣∣∣∣ ≤ 2√3M
∣∣∣∣∣DMMDkX [P,Q]−DMMDkX
[
P̂n+ , Q̂n−
]∣∣∣∣∣
(A.17)
Combining Eqs. (A.16) and (A.17) yields∣∣∣∣∣DMMDkX [P,Q]−DMMDkX
[
P̂n+ , Q̂n−
]∣∣∣∣∣ ≥ 12√3M(A.18)
Remark A.1. When |V| = 2, the minimax lower bound in Eq. (5.3) is trivial since I(V ;X)+
log(2)/ log |V| ≥ 1. In such case, the Le Cam’s two point method provide a non-trivial lower
bound, see, e.g., [33]. However, the minimax we presented yields a tighter lower bound than
that of Le Cam’s two point method.
A.2. Proof of Proposition 5.1. Recall the definition of the function class Fm(R) from
Eq. (4.9). We prove Part (i) by writing the empirical Rademacher complexity for the class
of functions in Fm(R) as follows
R̂nS(Fm(R)) = 1
n
IEPε
[
sup
f∈Fm(R)
n∑
i=1
εif(Xi)
∣∣∣∣∣X1, · · · ,Xn
]
=
1
n
√
D
IEPε
[
sup
β∈A
n∑
i=1
D∑
j=1
εiβj,m
√
wmφm(xi; ξj)
∣∣∣∣∣X1, · · · ,Xn
]
=
1
n
√
D
IEPε
[
sup
β∈A
εTΦβ
∣∣∣∣∣X1, · · · ,Xn
]
,(A.19)
where in the last equality, Φ
def
= [φw(Xi; ξj)](i,j)∈[n]×[mD] is the feature matrix with with
and A def= {β ∈ IRmD : ‖β‖2 ≤ R/
√
mD}.
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From the Cauchy-Schwarz inequality, it is easy to see that the supremum in Eq. (A.19)
is attained when β and εTΦ are co-linear, i.e., β = R ·Φε/(√mD‖Φε‖2). Therefore, from
Eq. (A.19) we obtain that
R̂nS(Fm(R)) =
R
nD
√
m
IEPε
[
‖εΦ‖2
∣∣∣∣∣X1, · · · ,Xn
]
.(A.20)
We now compute the expectation (A.28) via the following concentration inequality for
quadratic forms of independent random variables satisfying the moment assumption:
Theorem A.2. (Concentration Inequality for Quadratic Matrix Forms, [68,
Thm. 3]) Let Z = (Z1, · · · , Zn) ∈ IRn be a random vector satisfying the following moment
conditions for some K > 0:
IE|Zi|2p ≤ 1
2
p!b2iK
2(p−1), p ≥ 1.(A.21)
Let A ∈ IRn×n be a real matrix. Then, for every t ≥ 0,
IP{|ZTAZ − IE[ZTAZ]| > t} ≤ exp
(
−min
(
t2
192K2‖ADb‖2F
,
t
256K2|||A|||2
))
,(A.22)
where Db = diag(b1, · · · , bn), ‖A‖F =
∑n
i,j=1 |Aij |2. 
Remark A.3. Despite resemblance of Inequality (A.22) to the Hanson-Wright (HW) In-
equality [69], it differs from the HW Inequality in that it does not have an implicit universal
constant in the upper bound. Indeed, the concentration inequality in Eq. (A.22) is sharper
than the HW Inequality, albeit with the strong conditions on the moments of the random
variables in Eq. (A.21).
Now, let us apply the concentration inequality (A.22) in Theorem A.2 to compute the
expectation in Eq. (A.20). First, we show that Rademacher random variable ε ∼ Pε =
Uni{−1, 1} satisfies the moment conditions (A.21). In particular, for all p ≥ 1, we have
IE|εi|2p = (1/2)| − 1|2p + (1/2)|+ 1|2p = 1.
Therefore, the moment condition in Eq. (A.21) is satisfied with bi = 1 for all i = 1, 2, · · · , n,
and K = 1.
Let A = ΦΦT and Z = εT . Then, ZTAZ = εΦΦTεT = ‖Φε‖22, IE[ZTAZ] =
IE[εΦΦTεT ] = ‖Φ‖2F . Furthermore, Db = In.
The concentration inequality in Eq. (A.22) turns into
IP{‖Φε‖22 − ‖Φ‖2F > t|X1, · · · ,Xn} ≤ exp
(
−min
(
t2
192‖ΦΦT ‖2F
,
t
256|||Φ|||2
))
.(A.23)
Also, note that since all Rademacher random variables εi have unit variance, we have K ≥
2−1/2. Thus we obtain for any u ≥ 0 that
IP{‖Φε‖22 − ‖Φ‖2F > u|X1, · · · ,Xn} ≤ exp
(
−min
(
u2
192‖ΦΦT ‖2F
,
u
256|||Φ|||22
))
.
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Let δ ≥ 0 be arbitrary, and let us use this estimate for u = δ‖Φ‖2F . Since ‖ΦTΦ‖2F ≤∣∣∣∣∣∣ΦT ∣∣∣∣∣∣2
2
‖Φ‖2F = |||Φ|||22‖Φ‖2F , it follows that
IP{‖Φε‖22 − ‖Φ‖2F ≥ δ‖Φ‖2F |X1, · · · ,Xn} ≤ exp
(
−min
(
δ
192
,
δ2
256
) ‖Φ‖2F
|||Φ|||22
)
≤ exp
(
− 1
192
min
(
δ, δ2
) ‖Φ‖2F
|||Φ|||22
)
.(A.24)
Now let  ≥ 0 be arbitrary; we shall use this inequality for δ = max(, 2). Observe that the
(likely) event |‖Φε‖22 − ‖Φ‖2F | ≤ δ‖Φ‖2F implies the event |‖Φε‖2 − ‖Φ‖F | ≤ ‖Φ‖F . This
can be seen by dividing both sides of the inequalities by ‖Φ‖2F and ‖Φ‖F respectively, and
using the numeric bound max(|z− 1|, |z− 1|2) ≤ |z2− 1|, which is valid for all z ≥ 0. Using
this observation along with the identity min
(
δ, δ2
)
= 2, we deduce from Eq. (A.24) that
IP{‖Φε‖2 − ‖Φ‖F ≥ ‖Φ‖F |X1, · · · ,Xn} ≤ exp
(
− 1
192
2
‖Φ‖2F
|||Φ|||22
)
.(A.25)
Using  = %/‖Φ‖F yields
IP{‖Φε‖2 − ‖Φ‖F ≥ %|X1, · · · ,Xn} ≤ exp
(
− 1
192
%2
|||Φ|||22
)
.(A.26)
Now, we return to computing the expectation in Eq. (A.20). For the positive random
variable ‖εΦ‖2, its expectation can be computed as follows
R̂nS(Fm(R)) =
R
nD
√
m
IEPε
[
‖εΦ‖2
∣∣∣∣∣X1, · · · ,Xn
]
=
R
nD
√
m
∫ ∞
−‖Φ‖F
IP[‖εΦ‖2 − ‖Φ‖F > t|X1, · · · ,Xn]dt
(a)
≤ R
nD
√
m
∫ ∞
−‖Φ‖F
exp
(
− 1
192
t2
|||Φ|||22
)
dt
=
R
nD
√
m
√
pi
192
|||Φ|||2 · erfc
(√
192
‖Φ‖F
|||Φ|||2
)
,(A.27)
where (a) follows from the concentration inequality in Eq. (A.26). Recall that D  n.
Using the basic inequality ‖Φ‖F ≤
√
Rank(Φ)|||Φ|||2 in conjunction with the fact that
Rank(Φ) = min{D,n} = D yields the upper bound (5.6) on the Rademacher complexity.
We remark that the upper bound we derived here is sharper than that of Lemma 1 of [10]
which is based on the Khintchine-Kahane type inequality. More specifically, the Khintchine
inequality yields the following upper bound
R̂nS(Fm(R)) = R
nD
√
m
IEPε
[√
‖εΦΦT εT
∣∣∣∣∣X1, · · · ,Xn
]
≤ R
nD
√
m
(
23
44
Tr(ΦΦT )
) 1
2
=
R
nD
√
m
√
23
44
‖Φ‖F .(A.28)
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Since 0 < erfc(x) ≤ 1 for 0 < x, and |||Φ|||2 ≤ ‖Φ‖F for any matrix Φ ∈ IRn×D, the upper
bound we established in Eq. (A.27) is sharper than that of Eq. (A.28) using techniques of
Lemma 1 in [10].
We now prove Part (ii) of Proposition 5.1. Similar to the derivation in Eq. (A.19), we
have that
ĜnS(Fm(R)) = 1
n
IEPσ
[
sup
f∈Fm(R)
n∑
i=1
σif(Xi)
∣∣∣∣∣X1, · · · ,Xn
]
=
R
nD
√
m
IEPσ
[
‖σTΦ‖2
∣∣∣∣∣X1, · · · ,Xn
]
.
Now, recall that σi ∼ N(0, 1), and Φ def= [cos(〈(Xi, 1), ξj〉)]i∈[n],j∈[D], where ξj = (vj , wj) ∼
N(0, 1)× [0, 2pi], where σi and Xi are independent. A direct calculation of the expectation
yields that
ĜnS(Fm(R)) = 1
nD
√
m
IEPσ
[
‖σTΦ‖2
∣∣∣∣∣X1, · · · ,Xn
]
.(A.29)
To compute the expectation, we use the following standard tail bound for the sum of χ2
random variables due to Laurent and Massart [70]:
Theorem A.4. (Tail Bound for χ2 r.v.’s [70]) Let Z1, · · · , Zn be independent χ2 ran-
dom variables, each with one degree of freedom. For any vector a
def
= (a1, · · · , an) ∈ IRn+
with non-negative entries, and any t > 0,
IP
{
n∑
i=1
aiZi ≥ ‖a‖1 + 2‖a‖2
√
t+ 2‖a‖∞t
}
≤ e−t.(A.30)

Now, consider the eigenvalue decomposition ΦΦT = V ΛV , where V is a matrix of
orthonormal eigenvectors, and Λ
def
= diag(λ1, · · · , λn) is the diagonal matrix of corresponding
eigenvalues λ
def
= (λ1, · · · , λn). Due to the rotational invariance of the Gaussian distribution,
z
def
= σV is an isotropic multi-variate Gaussian random vector with mean zero. Thus,
‖σTΦ‖2 = zTΛz = λ1z21 + · · · + λnz2n, and the z2i ’s are independent χ2 random variables,
each with one degree of freedom. Therefore, using the concentration inequality in Eq. (A.30)
with ‖λ‖2 = (Tr((ΦΦT )2))1/2, ‖λ‖1 = Tr(ΦΦT ) = ‖Φ‖2F , and ‖λ‖∞ = |||Φ|||22 yields for all
t > 0,
IP
{
‖σTΦ‖22 − ‖Φ‖2F ≥ 2
√
Tr((ΦΦT )2)t+ 2|||Φ|||22t|X1, · · · ,Xn
}
≤ e−t.(A.31)
Alternatively, by letting
t =
(√
ε‖Φ‖2F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
,(A.32)
the concentration bound in Eq. (A.31) can be rewritten as follows
IP
{‖σTΦ‖22 − ‖Φ‖2F ≥ ε‖Φ‖2F} ≤ e−
(√
ε‖Φ‖2
F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
.
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Due to the inequality max{|z − 1|, |z − 1|2} ≤ |z2 − 1|, z > 0, the preceding inequality in
turn implies that
IP
{‖σTΦ‖2 − ‖Φ‖F ≥ ε‖Φ‖F} ≤ e−
(√
ε‖Φ‖2
F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
.
Letting % = ε‖Φ‖F yields
IP
{‖σTΦ‖2 − ‖Φ‖F ≥ %} ≤ e−
(√
%‖Φ‖F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
.(A.33)
Using Inequality (A.33) and similar to our derivation in Eq. (A.27), we have that
ĜnS(Fm(R)) = R
nD
√
m
∫ ∞
0
IP[‖σTΦ‖2 > t|X1, · · · ,Xn]dt
≤ R
nD
√
m
∫ ∞
−‖Φ‖F
e
−
(√
t‖Φ‖F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
dt
=
R
nD
√
m
√
pi
√
Tr((ΦΦT )2)
‖Φ‖F
(
1 + erf
(√
Tr((ΦΦT )2)
2|||Φ|||22
−
√
− ‖Φ‖
2
F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
))
+
R
nD
√
m
‖Φ‖F
2|||Φ|||22
e
−
(√
− ‖Φ‖
2
F
2|||Φ|||22
+
Tr((ΦΦT )2)
4|||Φ|||42
−
√
Tr((ΦΦT )2)
2|||Φ|||22
)2
.(A.34)
Since erf(x) ≤ 1 for all x ∈ IR, and e−(
√−a+b2−b)2 ≤ e− a
2
4b2 for all a, b > 0, we can simplify
the preceding bound as follows
ĜnS(Fm(R)) ≤
R
nD
√
m
(
2
√
pi
√
Tr((ΦΦT )2)
‖Φ‖F +
‖Φ‖F
2|||Φ|||22
e
−‖Φ‖4F
4Tr((ΦΦT )2)
)
.
A.3. Proof of Lemma 5.3. We first compute an upper bound on the Frobenius norm of
the feature matrix Φ. We have that
|‖Φ‖2F −D · Tr(Kwn )| = |Tr(ΦΦT )−D · Tr(Kwn )|
=
∣∣∣∣∣
n∑
i=1
[
D∑
j=1
m∑
`=1
w`φ
`(xi; ξj)φ
`(xi; ξj)−D · kwX (xi,xj)
]∣∣∣∣∣
(a)
≤ D
n∑
i=1
∣∣∣∣∣ 1D
D∑
j=1
m∑
`=1
w`φ
`(xi; ξj)φ
`(xi; ξj)−
m∑
`=1
w`k
`
X (xi,xi)
∣∣∣∣∣
(b)
≤ D · n sup
x,y∈X
m∑
`=1
w`
∣∣∣∣∣ 1D
D∑
j=1
φ`(x; ξj)φ
`(y; ξj)− k`X (x,y)
∣∣∣∣∣ ,
(c)
≤ D · n
 sup
x,y∈X
∣∣∣∣∣ 1D
D∑
j=1
φ`(x; ξj)φ
`(y; ξj)− k`X (x,y)
∣∣∣∣∣
2
1/2 · ‖w‖2
(d)
≤ D · n sup
x,y∈X
m∑
`=1
∣∣∣∣∣ 1D
D∑
j=1
φ`(x; ξj)φ
`(y; ξj)− k`X (x,y)
∣∣∣∣∣ ‖w‖2,(A.35)
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where (a) and (b) follows by the triangle inequality, (c) follows by the Cauchy-Schwarz
inequality, and (d) is due to the fact that `1-norm is larger than `2-norm. From the point-
wise estimate in Eq. (2.17) and the union bound, we have that
IP
[|‖Φ‖2F −D · Tr(Kwn )| ≥ δ] ≤ 28m(σpDn‖w‖2diam(X )δ
)2
exp
(
− δ
2
4Dn2‖w‖2(d+ 2)
)
.
Next, we compute a concentration result for the spectral norm |||Φ|||2 of the feature matrix.
To achieve this goal, we define the estimation error matrix ∆n
def
= Kwn − (1/D)ΦΦT .We
now use the standard ε-net argument in [38] and the following lemma:
Lemma A.5. (Spectral Norm on a Net, [38, Lemma 5.4.]) Let A be a symmetric
n× n matrix, and let Nε be an ε-net of Sn−1 for some ε ∈ [0, 1). Then
|||A|||2 = sup
y∈Sn−1
|〈Ay,y〉| ≤ (1− 2ε)−1 sup
y∈Nε
|〈Ay,y〉|.(A.36)

Let Nε be ε-covering of the sphere S
n−1. It is shown in [38] that logNε ≤ n log(1 + 2ε ).
From Inequality (A.36), we obtain that
|||∆n|||2 ≤ (1− 2ε)−1 sup
y∈Nε
|〈∆ny,y〉|.(A.37)
For each point in the cover y ∈ Nε, the inner product in Eq. (A.37) has the following upper
bound
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|〈∆ny,y〉| =
∣∣∣∣〈Kwn − 1DΦΦTy,y〉
∣∣∣∣
=
∣∣∣∣∣
n∑
i,j=1
(
[Kwn ]ij − 1
D
[ΦΦT ]ij
)
yiyj
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i,j=1
(
m∑
`=1
w`k
`
X (xi,xj)− 1
D
D∑
k=1
m∑
`=1
w`φ
`(xi; ξk)φ
`(xj ; ξk)
)
yiyj
∣∣∣∣∣
≤
n∑
i,j=1
m∑
`=1
w`
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣ |yiyj |
(a)
≤
m∑
`=1
w`
 n∑
i,j=1
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
2
1/2( n∑
i,j=1
|yiyj |2
)1/2
=
m∑
`=1
w`
 n∑
i,j=1
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
2
1/2‖y‖22
(b)
=
m∑
`=1
w`
 n∑
i,j=1
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
2
1/2
(c)
≤
n∑
i,j=1
m∑
`=1
w`
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
(d)
≤
 n∑
i,j=1
m∑
`=1
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
2
1/2 ‖w‖2
≤ ‖w‖2
n∑
i,j=1
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣
≤ n2‖w‖2 · sup
x,y∈X
∣∣∣∣∣k`X (xi,xj)− 1D
D∑
k=1
φ`(xi; ξk)φ
`(xj ; ξk)
∣∣∣∣∣ ,(A.38)
where (a) is due to the Cauchy-Schwarz inequality, (b) is due to the fact that y ∈ Sn−1 and
thus ‖y‖2 = 1, (c) is due to the fact that `2-norm of a matrix is smaller than its `1-norm,
and (d) is due the Cauchy-Schwarz inequality.
Taking the union bound over Nε with ε = 1/4 as well as over ` = 1, 2, · · · ,m, and using
the inequality Eq. (A.37) as well as the point-wise estimate in Eq. (2.17) results in
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IP
{|||∆n|||2 ≥ δ/D} ≤ IP
{
sup
y∈N1/4
|〈∆ny,y〉| ≥ δ/2D
}
≤ e3n log 3 sup
y∈N1/4
IP {|〈∆ny,y〉| ≥ δ/2D}
≤ e3n log 3mIP
{
sup
x,y∈R
∣∣∣∣∣kX (x,y)− 1D
D∑
k=1
φ(x; ξk)φ(y; ξk)
∣∣∣∣∣ ≥ δ/2D‖w‖2n2
}
≤ e3n log 328m
(
2Dn2‖w‖2σpdiam(X )
δ
)2
exp
(
− δ
2
16n2‖w‖2D(d+ 2)
)
.(A.39)
We now use the following theorem:
Theorem A.6. (Weyl’s Inequality, e.g., [71, Corollary III.2.6 ]) Let A and B be
n × n Hermitian matrices with eigenvalues ordered as λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A) and
λ1(B) ≥ λ2(B) ≥ · · · ≥ λn(B). Then,
sup
1≤j≤n
|λj(A)− λi(A)| ≤ |||A−B|||2.(A.40)
Moreover, for given matrix A, this value is attained by some such B. 
The Weyl’s inequality (A.40) implies that
|λi(Kwn )− (1/D)λi(ΦΦT )| ≤ |||∆n|||2,(A.41)
for all i = 1, 2, · · · , n. Thus in particular,
||||Kwn |||2 − (1/D)|||Φ|||22| ≤ |||∆n|||2,(A.42)
and hence
IP
{
||||Kwn |||2 − (1/D)|||Φ|||22| ≥ δ/D
}
≤ IP {|||∆n|||2 ≥ δ/D}(A.43)
where we used the fact that
∣∣∣∣∣∣ΦΦT ∣∣∣∣∣∣
2
= |||Φ|||22. Combining this inequality with the con-
centration bound in Eq. (A.39) completes the proof.
A.4. Proof of Lemma 5.4. Recall the notions of the sub-Gaussian and sub-exponential
norms from Definition 2.1. In the sequel we collect several useful lemmas regarding the
properties of the sub-Gaussian and sub-exponential r.v.s’s:
Lemma A.7. (Norm of Difference of Sub-Gaussian r.v.’s) Suppose X ∈ IRd and
Y ∈ IRd are two sub-Gaussian random variables such that ‖X‖ψ2 = K1 and ‖Y ‖ψ2 = K2.
Then, Z = ‖X − Y ‖2 is also sub-Gaussian random variables, and
‖Z‖ψ2 ≤ ‖X‖ψ2 + ‖Y ‖ψ2 ≤ K1 +K2.(A.44)
Furthermore, the random variable W = |〈X,Y 〉| is sub-exponential, and
‖W‖ψ1 ≤ ‖X‖ψ2 · ‖Y ‖ψ2 = K1K2.(A.45)

Proof. See Section B.2. 
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Lemma A.8. (Sum of Sub-Gaussian and Sub-Exponential r.v.’s) There exists a uni-
versal constant Cs, such that the sum of two dependent sub-Gaussian random variables with
parameters K1 and K2 is Cs(K1 +K2)-sub-Gaussian, and the sum of two de- pendent sub-
exponential random variables with parameters K1 and K2 is Cs(K1 +K2)-sub-exponential.

The proof of lemma A.8 follows directly from the equivalent form of definition of sub-
Gaussian and sub- exponential random variables using Orlicz norms.
Lemma A.9. (Bernstein inequality for sub-exponential random variables) Let
X1, · · · , Xn be independent sub-exponential random variables with ‖Xi‖ψ1 ≤ b, and define
Sn =
∑n
i=1Xi− IE[Xi]. Then there exists a universal constant c > 0 such that, for all t > 0,
IP(Sn ≥ δ) ≤ exp
{
−c ·min
(
δ2
nb2
,
δ
b
)}
.(A.46)

In the following lemma, we prove that under suitable conditions, random features are
sub-exponential r.v.’s:
Lemma A.10. (Sub-Exponential Random Features) Consider the shift invariant
kernel kX (x,y) = kX (x− y) with the associated feature maps ϕ(x; ξ) =
√
2 cos(〈x, ξ〉+ b),
where ξ ∼ µΞ and b ∼ Uniform(−pi, pi). Then, the following two claims hold:
• If X ∼ N(0, Id×d), ϕ(X, ξ) is a sub-exponential random variable with the Orlicz
norm of
‖ϕ(X; ξ)‖ψ1 ≤ 16/‖ξ‖2.(A.47)
• If X = (X1, · · · , Xd) has bounded independent components |Xi| ≤ K, i = 1, 2, · · · , d,
then ϕ(X, ξ) is a sub-exponential random variable with the Orlicz norm of
‖ϕ(X; ξ)‖ψ1 ≤ 32/K‖ξ‖2.(A.48)
Proof. See Section B.2. 
We also need the decoupling technique from the probability theory. To state this result,
consider independent {0, 1} valued random variables δ1, · · · , δn with IE[δi] = m/n, often
known as independent selectors. Then, we define the subset T = {i ∈ [n] : δi = 1}. Its
average size is IE[|T |] = m. Now, we are in position to state the following lemma:
Lemma A.11. (Decoupling, [38, Lemma 5.60]) Consider a double array of real numbers
{aij}ni,j=1 such that aii = 0 for all i = 1, 2, · · · , n. Then,∑
i,j∈[n]
aij = 4IE
∑
i∈[T ],j∈[T c]
aij(A.49)
where T is a random subset of [n] with average size IE[|T |] = n/2. In particular,
4 min
T⊆[n]
∑
i∈T,j∈T c
aij ≤
∑
i,j∈[n]
aij ≤ 4 max
T⊂[n]
∑
i∈T,j∈T c
aij ,(A.50)
where the maximum and the minimum are over all subsets T of [n]. 
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Let N1/4 be a (1/4)−net of the unit sphere Sn−1 such that |N1/4| ≤ 9n. By Lemma A.5,
we then have
|||Kn|||2 = sup
z∈Sn−1
〈z,Knz〉 ≤ 2 max
z∈N1/4
〈z,Knz〉
= 2 max
z∈N1/4
n∑
i=1
z2i kX (Xi,Xi) +
∑
i,j∈[n]
zizjkX (Xi,Xj).(A.51)
We note that for the shift invariant kernels, the identity kX (Xi,Xi) = kX (Xi−Xi) = kX (0)
for all i ∈ [n]. Leveraging the decoupling technique in Lemma A.11 then yields
|||Kn|||2 ≤ 2kX (0) + 4 maxy∈N1/4 IET
∑
i∈T,j∈T c
zizjkX (Xi,Xj)(A.52)
≤ 2kX (0) + 4 max
z∈N1/4
IET
∑
i∈T,j∈T c
yiyjIEµΞ [ϕ(Xi; ξ)ϕ(Xj ; ξ)](A.53)
≤ 2kX (0) + 4IEµΞ,T
 max
z∈N1/4
∑
i∈T,j∈T c
zizjϕ(Xi; ξ)ϕ(Xj ; ξ)
 .(A.54)
Conditioned on the random variables T , (Xj)j∈T c as well ξ ∼ µΞ, the right hand side of Eq.
(B.11) is the sum of T independent random variables. Let g
def
=
∑
j∈T c zjϕ(Xj ; ξ). Note
that g has the following upper bound
|g| ≤
∣∣∣∣∣∣
∑
j∈T c
zjϕ(Xj ; ξ)
∣∣∣∣∣∣
(a)
≤
∑
j∈T c
|zj | · |ϕ(Xj ; ξ)|
≤
√
2
∑
j∈T c
|zj |
≤
√
2|T c|
∑
j∈T c
|zj |2
1/2
≤
√
2|T c| · ‖z‖2
(b)
≤
√
2|T c|,(A.55)
where (a) follows from the triangle inequality, and (b) follows from the fact that z ∈ N1/4
and thus z ∈ Sn−1. Using the inequality (A.55), we proceed from Eq. (A.54) as follows
IP
(
max
z∈N1/4
g ·
∑
i∈T
ziϕ(Xi; ξ) ≥ δ
∣∣∣∣∣(X)j∈Tc , ξ, T
)
≤ e2n log 3 max
z∈N1/4
IP
(
|g| ·
∑
i∈T
ziϕ(Xi; ξ) ≥ δ
∣∣∣∣∣(Xj)j∈Tc , ξ, T
)
(A.56)
≤ e2n log 3 max
z∈N1/4
IP
(∑
i∈T
ziϕ(Xi; ξ) ≥ δ/
√
2T c
∣∣∣∣∣(Xj)j∈Tc , ξ, T
)
.(A.57)
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Due to Lemma A.10, the expression on the right hand side is the sum of sub-exponential
random variables. We thus apply the Bernstein inequality (A.46) to attain
IP
(∑
i∈T
ziϕ(Xi; ξ) ≥ δ/
√
2|T c|
∣∣∣∣∣(Xj)j∈T c , ξ, T
)
≤ e−c·min
{
δ2‖ξ‖22
1024|T |·|Tc| ,
δ‖ξ‖2
64
√
|Tc|
}
.(A.58)
Let δ = n. Conditioned on T , (Xj)j∈T c as well ξ ∼ µΞ, with the probability of at least
1− ρ, we have
max
z∈N1/4
g ·
∑
i∈T
ziϕ(Xi; ξ) ≤ e2n log 3 ·max
{
210
|T | · |T c|
c‖ξ‖22
√
ln
(
1
ρ
)
, 26
√|T c|
c‖ξ‖2 ln
(
1
ρ
)}
.
(A.59)
We take the expectation with respect to the random variable T and then ξ and note
that due to the construction of Lemma A.11, we have IE[|T |||T c||] = n − IE [|T |2] = n −
IE[(
∑n
i=1 δi)
2] = n − 12 (1 − 12 )n = 3n/4, where we used the fact that
∑n
i=1 δi is a binomial
distribution with the parameters n and p = 1/2 and the variance np(1 − p). Similarly,
IE[
√|T c|] ≤√IE[|T c|] = √n− IE[|T |] = √n/2. The following inequality then follows from
Eq. (A.59) by substituting the values of the expectations IE[|T |||T c||] and IE[|T c|],
4IEµΞ,T
 max
z∈N1/4
∑
i∈T,j∈T c
zizjϕ(Xi; ξ)ϕ(Xj ; ξ)

≤ e
2n log 3
c
√
2
max
{
3n× 210IEµΞ
[
1
‖ξ‖22
]√
ln
(
1
ρ
)
, 28
√
n
2
IEµΞ
[
1
‖ξ‖2
]
ln
(
1
ρ
)}
.(A.60)
Plugging the inequality (A.60) into Eq. (B.11) yields the following upper bound on the
spectral norm of the random matrix Kn:
|||Kn|||2 ≤ 2kX (0) +
e2n log 3
c
√
2
max
{
3n× 210IEµΞ
[
1
‖ξ‖22
]√
ln
(
1
ρ
)
, 28
√
n
2
IEµΞ
[
1
‖ξ‖2
]
ln
(
1
ρ
)}
,
(A.61)
with the probability of (at least) 1− ρ.
Now, consider the mixture kernel model kwX (x,y) =
∑n
`=1 w`k
`
X (x,y). Let µ
`
Ξ denotes
the generative distribution of the random features associated with the kernel k`X (x,y) =
k`X (x − y), given by the Fourier transform of k`X (x). We note that the spectral norm is
convex as it satisfies the triangle inequality. Therefore, by Jensen’s inequality, we have
|||Kwn |||2 =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
m∑
`=1
w`K
`
n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤
m∑
`=1
w`
∣∣∣∣∣∣K`n∣∣∣∣∣∣2.(A.62)
Applying the upper bound in Inequality (A.61) to each kernel on the right hand side of Eq.
(A.62) completes the proof of Inequality (5.14).
The proof of Inequality (5.15) is based on the same argument leading to (A.61), except
that the Orlicz norm in Eq. (A.48) is used in place of Eq. (A.47).
Appendix B.
B.1. Proof of Proposition A.1. The weak convergence of the empirical measure P̂n to
its population measure P is a straightforward consequence of Glivenko-Cantelli theorem and
is omitted, see, e.g. [72].
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Before we embark with the proof of the rest of the theorem, we recall the result of Sanov’s
theorem stating that
lim sup
n→∞
1
n
log IP
[
d(P, P̂n) ≥ ε
]
≤ −α(ε),(B.1)
where α(ε)
def
= infP :d(P,Q)≤εDKL(P ||Q), and d(·, ·) is any distance function that is contin-
uous with respect to the weak∗ topology, see, e.g., [73]. However, Sanov’s theorem is an
asymptotic result and does not provide explicit estimate given n.
To prove the inequality Eq. (A.5), consider a convex lower semicontinuous function f
with f(1) = 0. The Fenchel conjugate f∗ of f is defined as follows
f∗(y) = sup
x∈IR
[xy − f(y)].(B.2)
Using the notion of convex conjugate, a variational representation of f -divergence in terms
of the convex conjugate of f is given by (see [74])
Df (P ||Q) = IEQ
[
f
(
P
Q
)]
= sup
g∈G
IEP [g(X)]− IEQ[f∗(g(X))],(B.3)
where G is an arbitrary function class of functions mapping X to IR that satisfies two
conditions: (i) for all g ∈ G the right hand side of Eq. (B.3) is finite, and (ii) there exists
a function g ∈ G such that g(x) ∈ ∂f(dP (x))/dQ(x)) 6= ∅ for all x ∈ X , cf. [74]. Here, ∂f
is the sub-differential set of function f defined as follows
∂f
def
= {g ∈ IR : f(y) ≥ f(x) + g(y − x),∀x, y ∈ IR}.(B.4)
Let P̂n0 denotes the empirical measure associated with the i.i.d. samplesX1, · · · ,Xn ∼i.i.d.
P :
P̂n0 =
1
n
n∑
i=1
δXi(x).(B.5)
Using the variational form of the f -divergence in Eq. (B.3), we obtain that
Df (P ||P̂n0 ) = sup
g∈G
IEP [g(X)]− IEP̂n0 [f
∗(g(X))](B.6)
= sup
g∈G
IEP [g(X)]− 1
n
n∑
i=1
f∗(g(Xi)),(B.7)
where the supremum is taken with respect to all functions g such that the expectations are
finite.
We now use the martingale method of McDiarmid [75]:
Proposition B.1. (Martingale Inequality [75]) Consider independent random vari-
ables X1, · · · ,Xn ∈ X and a mapping φ : Xn → IR. If, for all i ∈ {1, 2, · · · , n} and for all
x1, · · · ,xn,x′i ∈ X , the function φ satisfies
|φ(x1, · · · ,xi−1,xi,xi+1, · · · ,xn)(B.8)
− φ(x1, · · · ,xi−1,x′i,xi+1, · · · ,xn)| ≤ ci,
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Then, the following concentration inequality holds,
IP (φ(X1, · · · ,Xn)− IE[φ] ≥ t) ≥ exp
(
− 2t
2∑n
i=1 c
2
i
)
.(B.9)

We now define the function
φ(x1, · · · ,xn) = IEP [g(X)]− sup
g∈G
1
n
n∑
i=1
f∗(g(xi)).(B.10)
Then, we have that
|φ(x1, · · · ,xi−1,xi,xi+1, · · · ,xn)− φ(x1, · · · ,xi−1,x′i,xi+1, · · · ,xn)|
≤ sup
g∈G
1
n
n∑
k=1
f∗(g(xk))− sup
ĝ∈G
1
n
n∑
k=1
k 6=i
f∗(ĝ(xk))− f∗(ĝ(x′i))(B.11)
≤ 1
n
(
sup
g∈G
f∗(g(xi))− f∗(g(x′i))
)
(B.12)
≤ β
n
,(B.13)
where the last inequality is due to assumption stated in Lemma A.1.
From the concentration inequality in Eq. (B.9), we obtain that
IP
(
Df (P ||P̂n0 )− IEP [Df (P ||P̂n0 )] ≥ t
)
≤ exp
(
−2nt
2
β2
)
,(B.14)
where the expectation in IEP [Df (P ||P̂n0 )] is taken with respect to the distribution of random
samples Xn1
def
= (X1, · · · ,Xn). Therefore, with the probability of at least 1− ρ, we have
Df (P ||P̂n0 ) ≤ IEP
[
Df (P ||P̂n0 )
]
+
(
β2
2n
log
1
ρ
) 1
2
.(B.15)
Now, take the supremum on the both sides of the inequality and substitute the definition
of the empirical measure P̂n0 , as follows
sup
P :Df (P ||Q)≤α
Df (P ||P̂n0 ) ≤ sup
P :Df (P ||Q)≤α
IEXn1 ∼P⊗n
[
Df
(
P || 1
n
n∑
i=1
δXi
)]
+
(
β2
2n
log
1
ρ
) 1
2
.(B.16)
In the sequel, we focus on the special case of the total variation distance. To compute
an upper bound on the expectation on the right hand side of Eq. (B.16), we once again
leverage the variational form of the total variation divergence
DTV(P ||Q) = sup
g∈G
IEP [g(X)]− IEQ[g(X)],(B.17)
where G∞ ⊂ G is an arbitrary class of functions g : X → IR satisfying two conditions:
(i) For every g ∈ G∞ we have ‖g‖∞ ≤ 1/2, and
(ii) there exists g ∈ G∞ such that g(x) ∈ ∂f(dP (x)/dQ(x)) 6= ∅ for any x ∈ X .
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The first condition is due to the fact that the convex conjugate of f(x) = 12 |x − 1| defined
by
f∗(y) =
{
1 |y| ≤ 1
+∞ |y| ≥ 1.(B.18)
is unbounded for |x| > 1/2. To leverage the variational form, we also need the following
symmetrisation approach of van der Vaart and Wellner [76]: We reproduce it here for the
sake of readability:
Theorem B.1. (Symmetrization, [76, Lemma 2.3.1]) Let X1, · · · , Xn be independent
random variables with values in X and F is a class of real valued functions on X . Then
IE
[
sup
f∈F
|IEµ̂nX [f(X)]− IEµX [f(X)]|
]
≤ 2IE
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
]
,(B.19)
where ε1, · · · , εn is a Rademacher sequence, independent of X1, · · · , Xn. 
Using symmetrisation approach of van der Vaart and Wellner [76], yields
IEXn1 ∼P⊗n
[
DTV
(
P || 1
n
n∑
i=1
δXi
)]
= IEXn1 ∼P⊗n
[
sup
g∈G∞
IEP [g(X)]− 1
n
n∑
i=1
g(Xi)
]
= IEXn1 ∼P⊗
[
sup
g∈G∞
IEY n1 ∼P
[
1
n
n∑
i=1
g(Yi)
]
− 1
n
n∑
i=1
g(Xi)
]
≤ IEXn1 ,Y n1 ∼P⊗n
[
sup
g∈G∞
1
n
n∑
i=1
g(Yi)− 1
n
n∑
i=1
g(Xi)
]
(a)
≤ 2IE
ε∼P⊗nε ,Xn1 ∼P⊗n
[
sup
g∈G∞
1
n
n∑
i=1
εig(Xi)
]
≤ 2IE
ε∼P⊗nε ,Xn1 ∼P⊗n
[
sup
g∈G∞
∣∣∣∣∣ 1n
n∑
i=1
εig(Xi)
∣∣∣∣∣
]
,(B.20)
where in (a) we used Inequality (B.20) in Theorem B.1, and ε
def
= (ε1, · · · , εn) ∈ {−1, 1}n is
the Rademacher sequence (cf. Definition 5.2), and P⊗nε where Pε = Uniform{−1, 1} is the
uniform distribution.
Now, we leverage the following lemma whose proof is due to Ben-Tal et al. [77]. The
proof of the following lemma can also be found in Duchi et al. [7]:
Lemma B.2. (Distributionally Robust Optimization, [77]) Let f be any closed con-
vex function with the domain dom f ⊂ [0,∞), and the conjugate function f∗. Then, for
any distribution P and any function h : X⊗n → IR we have
sup
P :Df (P ||Q)≤α
IEXn1 ∼P⊗n [h(X1, · · · , Xn)] = inf(λ,ρ)∈IR+×IR
{
λIEXn1 ∼Q⊗n
[
f∗
(
h(X1, · · · , Xn)− ρ)
λ
)]
+ λα+ ρ
}
.
(B.21)

We apply the upper bound in Eq. (B.21) to the expectation in Eq. (B.20). Letting
h(X1, · · · , Xn) = supg∈G∞
∣∣ 1
n
∑n
i=1 εig(Xi)
∣∣ yields
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sup
P :Df (P ||Q)≤α
IEXn1 ∼P⊗n
[
DTV
(
P || 1
n
n∑
i=1
δXi
)]
≤ sup
P :Df (P ||Q)≤α
2IE
ε∼P⊗nε ,Xn1 ∼P⊗n
[
sup
g∈G∞
∣∣∣∣∣ 1n
n∑
i=1
εig(Xi)
∣∣∣∣∣
]
≤ 2IE
ε∼P⊗nε
[
sup
P :Df (P ||Q)≤α
IEXn1 ∼P⊗n
[
sup
g∈G∞
∣∣∣∣∣ 1n
n∑
i=1
εig(Xi)
∣∣∣∣∣
]]
≤ 2IE
ε∼P⊗nε
[
inf
(λ,ρ)∈IR+×IR
λIEXn1 ∼Q⊗n
[
f∗
(
1
λ
sup
g∈G∞
∣∣∣∣∣ 1n
(
n∑
i=1
εig(Xi)
∣∣∣∣∣− ρ
))]
+ λα+ ρ
]
.
Now, consider the special case of TV divergence, i.e., DTV(P ||Q) ≤ α. Then, it is easy to
see that due to the definition of the convex conjugate f∗ Eq. (B.18), the upper bound in
Eq. (B.22) becomes
sup
P :DTV(P ||Q)≤α
IEXn1 ∼P⊗n
[
DTV
(
P || 1
n
n∑
i=1
δXi
)]
≤ 2 inf
(λ,ρ)∈IR+×IR
IEε∼P⊗nε ,Xn1 ∼Q⊗n
[
sup
g∈G∞
∣∣∣∣∣ 1n
n∑
i=1
εig(Xi)
∣∣∣∣∣
]
+ λα(B.22)
= IEε∼P⊗nε ,Xn1 ∼Q⊗n
[
sup
g∈G∞
∣∣∣∣∣ 1n
n∑
i=1
εig(Xi)
∣∣∣∣∣
]
(B.23)
= Rn(G∞).(B.24)
It now remains to compute the Rademacher complexity of the class of functions G∞. The
total variation norm correspond to the f -divergence with f(x) =
1
2
|x − 1|. Therefore, the
sub-differential set ∂f is given by
∂f =

1
2 if x > 1
− 12 if x < 1
[− 12 , 12 ] if x = 1
(B.25)
Therefore, the sub-differential set include piece-wise constant functions. Hence, the function
class
G∞ def=
{
x 7→ 1
4
sgn(ax+ b) +
1
4
, a, b ∈ IR
}
.(B.26)
is an admissible choice, where sgn(·) denotes the sign function.
Definition B.3. (Growth function, VC dimension, Shattering,[78]) Let F denote
a class of functions from X to {0, 1} (the hypotheses, or the classification rules). For any
non-negative integer m, we define the growth function of H as
ΠF (n)
def
= max |(f(x1), · · · , f(xm)) : f ∈ F|, x1, · · · , xn ∈ X .(B.27)
If |(f(x1), · · · , f(xn)) : f ∈ F| = 2n, we say F shatters the set {x1, · · · , xn}. The Vapnik-
Chervonenkis dimension of F , denoted dimVC(F), is the size of the largest shattered set,
i.e., the largest n such that ΠF (n) = 2n. If there is no largest n, we define dimVC(F) =∞.
We also define the following generalization of VC dimension:
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Definition B.4. (Pollard’s Pseudo-dimension, [79]) Let F denote a class of real-valued
functions mapping X to [0, B]. Consider the function class G defined as follows
G def= {g : X × IR→ {0, 1} : x 7→ I{f(x)≥c}, f ∈ F}.(B.28)
Then, the Pollard’s pseudo-dimension is defined as follows
dimP (F) def= dimVC(G).(B.29)
Remark B.5. For any class F , clearly dimVC(F) ≤ dimP(F).
In the sequel, we establish the Pollard’s pseudo-dimension for a more general class of
functions that subsumes G∞ as a special case. More formally, define the F to be the set of
functions f : IRd × IR 7→ [0, B], where, for all a ∈ IRd and b ∈ IR,
f(x) = [aTx+ b]B .(B.30)
Here, [u]B
def
= max(min(u,B), 0), and a ∈ IRd, b ∈ IR is a vector and a scaler, respectively,
that parameterizes f . Clearly, for the special case of d = 1, we have F = G∞.
We use contradiction to prove that dimP (F) ≤ d+ 2. Suppose dimP (F) > d+ 2. It must
be that there exists a shattered set
{(a1, b1, c1), (a2, b2, c2), · · · , (a(d+3), b(d+3), c(d+3))} ⊂ IRd × IR× IR.(B.31)
such that, for all e ∈ {0, 1}d+3, there exists a vector x ∈ IRd satisfying
[aTi x+ bi]B ≥ ci, iff ei = 1, ∀1 ≤ i ≤ d+ 3.(B.32)
Observe that we must have ci ∈ (0, B] for all i = 1, 2, · · · , d, since if ci ≤ 0 or ci > B,
then no such shattered set can be demonstrated. But if ci ∈ (0, B], for all x ∈ IRd, then
[aTi x+ bi]B ≥ ci ⇒ aTi x ≥ ci − bi(B.33a)
[aTi x+ bi]B < ci ⇒ aTi x ≤ ci − bi.(B.33b)
For each 1 ≤ i ≤ d + 3, define the vector yi = (y1i , · · · , yd+1i ) ∈ IRd+1 component-wise
according to
yji
def
=
{
aji if j < d+ 1
ci − bi if j = d+ 1(B.34)
Let A = {y1,y2, · · · ,y(d+3)} ⊂ IRd+1, and let A1 and A2 be subsets of A satisfying the
conditions of Radon’s lemma (cf. Lemma ??). Define a vector e ∈ {0, 1}d+3 component-wise
according to
ei = I{yi∈A1}.(B.35)
Then, for the corresponding pair (a, b), we have,
d∑
i=1
ajyj ≥ yd+1, ∀y ∈ A1(B.36a)
d∑
i=1
ajyj < yd+1, ∀y ∈ A2.(B.36b)
Now, let y0 ∈ IRd+1 be a point contained in both the convex hull of Conv(A1) and the
convex hull of Conv(A2). Such a point must exist by Radons lemma (cf. Lemma ??).
Since y0 satisfies both inequalities in Eqs. (B.36a)-(B.36b) simultaneously, this yields a
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contradiction. Therefore, dimP (F) ≤ d + 2. For the particular case of F = G∞, we obtain
dimP (G∞) ≤ 3. Based on Remark B.5, we then have dimVC(G∞) < 3.
Now, using Sauer’s lemma [80], we have the following upper bound on the Rademacher
complexity
Rn(G∞) ≤
√
2 log (ΠF (n))
n
≤
√√√√2 log (∑VC(G∞)i=0 (ni))
n
≤
√√√√2 log (∑3i=0 (ni))
n
≤
√
6 log(en/3)
n
.
(B.37)
B.2. Proof of Lemmata A.7 and A.10. We first present the proof of Lemma A.7. Taking
square from both sides yields
Z2 = ‖X − Y ‖22 = ‖X‖22 + ‖Y ‖22 − 2〈X,Y 〉.(B.38)
Since X ∈ IRd is a K1-sub-Gaussian vector, we have that
‖X‖ψ2 ≤ sup
v∈Sd−1
‖〈X,v〉‖ψ2 = K1.(B.39)
and thus supv∈Sd−1 IE[|〈v,X〉|2/K21 ] ≤ 2. Letting v = X/‖X‖2, it follows that IE[‖X‖2/K21 ] ≤
2. Therefore, ‖X‖22 is sub-exponential and ‖‖X‖22‖ψ1 ≤ K21 . Similarly, ‖‖Y ‖22‖ψ1 ≤ K21 .
Now, consider 〈X,Y 〉. Then,
IE[exp(|〈X,Y 〉|/K1K2)]
(a)
≤ IE[exp(‖X‖2‖Y ‖2/K1K2)]
(b)
≤ IE[exp(‖X‖22/2K21 + ‖Y ‖22/2K22 )]
≤ IE[exp(‖X‖22/2K21 ) exp(‖Y ‖22/2K22 )]
(c)
≤ 1
2
(
IE[exp(‖X‖22/K21 )] + IE[exp(‖X‖22/K22 )]
)
(B.40)
≤ 2,(B.41)
where (b) and (c) is due to Young’s inequality ab ≤ (a2+b2)/2, and (a) is due to the Cauchy-
Schwarz inequality. From Inequality Eq. (B.40), we conclude that ‖〈X,Y 〉‖ψ1 ≤ K1K2.
For the random variable Z2 defined in Eq. (B.38), we have that
‖Z2‖ψ1 ≤ ‖‖X‖22 + ‖Y ‖22 − 2〈X,Y 〉‖ψ1
≤ ‖‖X‖22‖ψ1 + ‖‖Y ‖22‖ψ1 + 2‖〈X,Y 〉‖ψ1 = K21 +K22 + 2K1K2
= (K1 +K2)
2.
Since ‖Z2‖ψ1 = ‖Z‖2ψ2 , it follows that ‖Z‖ψ2 ≤ K1 +K2.
We now prove Lemma A.10. To this end, it is easier to expand the cosine function as
follows
ϕ(X; ξ) =
√
2 cos(〈X, ξ〉+B) =
√
2 cos(B) cos(〈X, ξ〉)−
√
2 sin(B) sin(〈X, ξ〉).(B.42)
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Recall that B ∼ Uniform[−pi, pi]. We prove that cos(B) and sin(B) are sub-Gaussian r.v.’s
with ‖ cos(B)‖ψ2 ≤ 4 and ‖ sin(B)‖ψ2 ≤ 4. In particular, for any λ > 0, we have
IE[exp(λ cos(B))] =
1
2pi
∫ pi
−pi
exp(λ cos(x))dx(B.43)
(a)
= I0(λ)(B.44)
=
∑
n∈N
(λ/2)2n
(n!)2
(B.45)
≤ exp(λ2/2),(B.46)
where in (a), I0(λ) is the modified Bessle function of the first kind. Consequently, by
Markov’s inequality we have
IP(cos(B) ≥ t) ≤ IE[exp(λB)]
exp(λt)
≤ exp(λ2/2− λt) ≤ exp(−t2/2),(B.47)
where the last step follows by letting λ = t > 0. It can be shown that a similar inequality
holds for IP(cos(B) ≤ −t) and thus by union bound we have
IP{| cos(B)| ≥ t} ≤ 2 exp(−t2/2).(B.48)
Hence,
IE[exp(cos2(B)/4)] =
∫ ∞
1
IP{exp(cos2(B)/4) ≥ t}dt
=
∫ ∞
0
IP{| cos(B)| ≥ 2√t}etdt
(a)
=
∫ ∞
0
2et−2tdt = 2,(B.49)
where (a) follows from concentration inequality in Eq. (B.48). A similar analysis for sin(B)
proves that ‖ sin(B)‖ψ2 ≤ 4.
We now consider the function cos(〈X, ξ〉). Our proof is based on the Gaussian log-
Sobolev argument of Herbst appeared in [?]. To present the proof, we first need the following
definition:
Theorem B.6. (Gaussian Log-Sobolev Inequality) Let (X , dX , µX ) denotes a metric
measure space X def= X1×X2×· · ·×Xd, with the metric dX : X ×X → IR, and the canonical
Gaussian measure µX . Let f : X → IR denotes a function from the space f ∈ L2(µ). The
modulus of the gradient of f is defined as follows:
|∇f(x)| def= lim sup
y→x
|f(y)− f(x)|
d(y,x)
.(B.50)
When x is not an accumulation point of X , we define |∇f(x)| = 0.
Then, the following log-Sobolev inequality holds for all f ∈ L2(µ),
∫
X
f2(x) log(f2(x))dµ(x)−
(∫
X
f(x)dµ(x)
)
log
(∫
X
f(x)dµ(x)
)
≤ 2
∫
X
|∇f(x)|2dµX (x).
(B.51)

liv
D
R
A
F
T
We apply the log-Sobolev inequality in Eq. (B.51) with f2 = eλF , where F (X) =
cos(〈X, ξ〉). Now, ‖∇F (X)‖2 = ‖ξ sin(〈X, ξ〉)‖ ≤ | sin(〈X, ξ〉)| · ‖ξ‖2 ≤ ‖ξ‖2. Therefore,
the right hand side of Eq. (B.51) becomes∫
X
|∇f(x)|2dµ(x) = λ
2
4
∫
X
‖∇F (x)‖22eλF (x)dµ(x)(B.52)
≤ 2λ
2
2
‖ξ‖2
∫
X
eλF (x)dµX (x).(B.53)
Defining the function H(λ)
def
= IEµ[e
λF (x)] =
∫
X (e
λF (x))dµ(x), λ ∈ IR, we obtain from
log-Sobolev inequality (B.51) as well as (B.53) that
λH ′(λ)−H(λ) log(H(λ)) ≤ 2λ2‖ξ‖2H(λ).(B.54)
Dividing both sides by (1/λ2)H(λ), yields
1
λ
H ′(λ)
H(λ)
− 1
λ2
log(H(λ)) ≤ 2‖ξ‖2.(B.55)
Alternatively,
d
dλ
(
1
λ
log(H(λ))
)
≤ ‖λ‖2.(B.56)
Due to L’Hospital’s Rule, the initial condition is limλ→0
λ
log(H(λ))
= H ′(0)/H(0) = IEµX [F ].
Hence, the differential equation in Eq. (B.56) has the following solution
1
λ
log(H(λ)) = lim
λ→0
1
λ
log(H(λ)) +
∫ λ
0
(H ′(γ)/H(γ))dγ(B.57)
= IEµX [F (x)] + 2λ‖ξ‖2.(B.58)
Alternatively,
H(λ) = IEµX [e
λF (x)] ≤ eλIEµX [F (x)]+2‖ξ‖2λ2(B.59)
Using Chebyshev’s inequality, and recalling that F (X) = cos(〈X, ξ〉), we derive the follow-
ing inequality
IP (cos(〈X, ξ〉)− IEµX [cos(〈X, ξ〉)] ≥ t) ≤ e−λt+2λ
2‖ξ‖22 ,(B.60)
for every λ, t ≥ 0. Letting λ = t/‖ξ‖22, we compute from Eq. (B.60) that
IP (cos(〈X, ξ〉)− IEµX [cos(〈X, ξ〉)] ≥ t) ≤ e−t
2/‖ξ‖22 .(B.61)
Due to the symmetry, and identical inequality holds by replacing cos with − cos. Therefore,
taking the union bound, we derive
IP (| cos(〈X, ξ〉)− IEµX [cos(〈X, ξ〉)]| ≥ t) ≤ 2e−t
2/‖ξ‖22 .(B.62)
An argument identical to that we used in Eqs. (B.47)-(B.49) proves that ‖ cos(〈X, ξ〉)‖ψ2 ≤
2/‖ξ‖2. The proof of ‖ sin(〈X, ξ〉)‖ψ2 ≤ 2/‖ξ‖2 is similar and is thus omitted.
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