We study the pattern formation of the Gause-Lotka-Volterra system of competition and nonlinear diffusion. This problem is related to segregation patterns between two competing species. It is shown that coexistence is possible by the effect of cross-population pressure in the situation where the inter-specific competition is stronger than the intra-specific one.
Introduction
In recent years, reaction-diffusion equation models have been proposed for the study of population dynamics. Shigesada et al. [ where u 9 v are the population densities of the two competing species, d fί and ά {i (ίφj) are the self-and cross-diffusion rates, r t are the intrinsic growth rates, a u and ciij {iφj) are the intra-and interspecific coefficients of competition. If d ι7 = 0 (iφj), (1.1) is reduced to a normal competition-diffusion equation that has been extensively investigated. Kishimoto [9] proved that any nonnegative nonconstant steady state solutions are unstable under zero flux boundary conditions. This result ecologically interprets that there occurs no spatial segregation between two competing species. On the other hand, Mimura and Kawasaki [12] showed that for suitable d ί2 >0 and/or d 2ί >0 there exist new non-constant steady state solutions bifurcating from a trivial solution -a ί2 a 2ί ' when r u a tj (1,7 = 1,2) are chosen to satisfy ^i 2 M 22 <r 1 /r 2 <a 11 /a 21 . This occurs on the basis of the cross-diffusion induced instability.
From an ecological point of view, it is quite interesting to study coexistence problem under αu/α 21 <α 12 /α 22 . The reason is that when d u =0 (iφj\ (1.1) never exhibit coexistence of two species and only one species can survive in com-petition. This indicates the competitive exclusion principle (Gause [6] ). However, still for dij~0(iΦj) it is known that coexistence of two species is possible in related models to (1.1) under ά xι \a lx <r γ \r 1 <a xl \a 11 .
Levin [10] examined spatially discretized models of (1.1), Matano and Mimura [11] considered 2-dimensional space models of (1.1) in suitable non-convex domains. Although these results are established, the study of (1.1) (dij>0) was still left open.
In this paper, we consider (1.1) for r ί5 a υ except a γl \a 11 <r^\r 1 <a xx \a lv To do so, we deal with a simple case when d lx = 0, and taking (III) (λ<l<μ) There may be non-constant steady state solutions but only (I/A, 0) and (0,1) are stable steady states. Which species can survive in competition depends on initial data. (IV) (1 <μ, λ) There is no non-constant steady state solution and
The proofs are shown in, for instance, Kishimoto [9] , Hsu [8] .
There are a few difficulties in showing the existence of (stable, if possible) non-constant steady state solutions of (1.2), (1.3) with α>0. First (1.2) does not possess the property of order preserving, though the system with α = 0 has this property. Secondly, for the case (II), (IV), there occurs no bifurcation from the trivial solutions. On the other hand, for (III), there is a bifurcation from the trivial coexisting steady state (ΰ, v). However, the resulting new non-constant solutions are unstable. Therefore we must trace the secondary bifurcation which seems to be a tough problem from an analytical viewpoint.
To be free from these difficulties, we restrict β« 1 for mathematical simplicity, so that we are able to study the stationary problem of (1.2), (1.3) in the limit /?->0, following the approach by Nishiura [14] . In Sections 2 and 3, using the singular perturbation methods in the case when d is sufficiently small and the (finite dimensional) degree theory, we show the existence of non-constant steady state solutions of (1.2), (1.3) with β-»0 for some λ, μ in the cases (II) and (III). In Section 4, we deal with the case β is not zero but sufficiently small and for sufficiently small d 9 construct non-constant, nonnegative steady state solutions exhibiting spatial segregation. In Section 5, we give the proofs of the results. Unfortunately, the stability problem is not yet able to be discussed here. Therefore, in Section 6, we will show some numerical simulations of (1.1), which confirm that there exist stable non-constant steady state solutions for some λ, μ in the cases (II) and (III). We would like to emphasize that coexistence of two competing is possible due to the migration of cross-population pressure (see Figure 7 ).
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2. The shadow system (β | 0).
Through the transformation (2.1) (l + αι>)iι = w, we rewrite the stationary problem of (1.2), (1.3) as
3)
where D = djy. If u, v are both nonnegative, the stationary problem of (1.2), (1.3) is equivalent to (2.2) and (2.3) through (2.1). Therefore, henceforth we consider the problem (2.2) and (2.3). Put, for simplicity,
The nullclines of / and g look like Figure 2 .
In this section, we consider the limiting case of (2.2) as /?->0. The resulting system is (2.4) (2.5) 0 = Dv xx + g(w 9 υ) 9 xel,
where w = c is a constant function because of the boundary condition (2.3). When v(x) is strictly monotone increasing, u(x) is strictly monotone decreasing from (2.1). Such inhόmogeneity of (w, v) exhibits spatial segregation of two competing species. Thus, we will be concerned with solutions of (2.4)-(2.6), where one of the components v(x) is strictly monotone increasing in /. LEMMA 1. Suppose that α, c satisfy i) 0<α^ 1 or ii) 0<c^ 1 or in) for fixed α( > 1), (α + l) 2 /4α g c. Then there is no solution of (2.4)-(2.6).
Henceforth, we fix α(> 1) arbitrarily. Then c must satisfy 1 <c<(α + l) 2 /4α.
Following [14] , we investigate the problem (2.4)-(2.6). We first fix c and then consider the problem (2.5), (2.6) . This problem can be fully analyzed, since it is simplified to be the scalar equation boundary layer at the right hand side corresponding to (£__(1/A), I/A) and the other has an internal layer in the neighborhood of x = m* (which will be defined in Theorem 3) corresponding to (£*(c 0 ), c 0 ). In the latter case, one has a boundary layer at the right hand side corresponding to (£_(1/A), I/A) and the other has a boundary layer at the left hand side corresponding to (£+(c), c). The common feature to the cases (A), (B) is that, taking D as a bifurcation parameter, primary bifurcations from the trivial solutions do not occur but a "spontaneous" bifurcation does, whereby the solution branch in X connects the two different types of singularly perturbed solutions when D is small. On the other hand, for the case (C), there occurs a primary bifurcation from the trivial solution
and hence the solution branch in X connects the singularly perturbed solution and the bifurcating solution from (u, ύ). Thus, we find that the cases (A), (B) and the case (C) exhibit different types of bifurcations. (An analogous phenomenon is observed for prey-predator models, see Nishiura [15] .)
Then, generically, for μ>A+ l T\
there exists a one-dimensional submanifold S (in T) of pairs (£, c) satisfying F(E, c) = 0 such that S connects the two points of S Π dT. Moreover, (D) when λ 4-
\ < μ < λ + υ + (c 0 ) S i)eT={(E*(c o ),c o ),(E+(c),c)}, (E) when λ + < μ,
(Figures 2 (£))-(£) show the curves f=g = O in the cases (D)-(E) respectively).
We find that, by taking D as a bifurcation parameter, the case (D) exhibits a 3. Spatial pattern of solutions in the limit β i 0.
In the preceding section, we showed the existence of non-constant solutions of (2.4)-(2.6) in implicit forms. In this section, we study the precise spatial forms of these solutions. Unfortunately, we are not able to study this problem except the case when D is sufficiently small. From Theorem 1, we already know that in the case (A) there are at least two nonnegative, non-constant solutions for sufficiently small D, one is the boundary layer solution, and the other is the internal layer one. We will construct these solutions by using singular perturbation techniques. We only consider the case (A), since (B)-(E) can be treated in a similar way to (A). We showed the existence of solutions of (2.4)-(2.6) for suitable λ 9 μ and α and explicitly constructed them for sufficiently small D. Our original problem is to solve (2.2), (2.3) with β>0. Intuitively, we may approach it by the perturbation procedure with a power series expansion for w(x; β), v(x;β) of the form
where (w 0 , v 0 ) is apparently one of the solutions of (2.4)-(2.6). Theorems 1 and 2 show that (w 0 , v 0 ) is isolated. We could, therefore, invoke the implicit function theorem to obtain a solution (w(x; /?), v(x; β)) of (2.2), (2.3), and we might get the solution branch for β>0 by extending the shadow branch S. In this section we will only treat the case when D is sufficiently small by using singular perturbation methods. We only consider the case (A). Other cases (B)-(E) will be treated similarly. In order to obtain a lowest approximation to the solution of (5.9) in the whole interval, we consider the boundary layer equation derived from the second equation of (5.9) by using the stretched variable η = (l-y)lε (we put £> = ε 2 for simplicity), ί 0 = z ηη + g(ξ, ί) 9 (-oo<ι/<0),
}, lim k^ ^ S n(k) = S, whose closure contains (£_(1/A), I/A).

We next show (B) of Theorem 1. For this case, we find that there are only two points (£_(1/A), I/A), (E+(c) 9 c) (in δT)
I
From Lemma 2.1 in Fife [2] , we know Thus, we obtain the solution (w (2) , v (2) ) of (5.8) in the absence of v i2) (ΐ) = η. We next give the relation between τ and ϋ to satisfy v (2) 
On the other hand, the first of (5.15) is written as 
J Xί
Noting g(w 9 v)>0 for sufficiently small £ and β, we know v x (x 0 )<0, which is contradiction.
• PROOF of THEOREM 4.
In order to construct a boundary layer solution, we divide / into two subintervals /!=(0, l-£) 9 I 2 =(l-£, 1) and for fixed w = c, consider the following two boundary layer problems for v:
χel 29 where η is a positive constant. (5.27), (5.28) can be solved in a similar way to the proof of Theorem 6. Then it turns out that the solutions v t of (5.27) and υ 2 of (5.28) are functions of (η, c, £) on I t and J 2 , respectively. Next we determine two parameters η and c as functions of £ so that υ 1 and υ 2 These equations can be solved similarly to (5.26), so we omit the details. |
Conclusion
We have shown that there exist non-constant solutions of (2.2), (2.3) when D, β are sufficiently small. In the case when (A, μ) belongs to (A) Π (III) (for instance, see Theorem 1) we constructed two different types of singularly perturbed solutions when D is small. One is of internal transition layer type and the other is of boundary layer type (Figures 4 and 5) . As expected from the case β = 0 (Theorem 3), we address ourselves to an interesting question "Is there any interrelation between these two solutions?". By numerical computations, we observe that there is the global branch of the solution (D, w, v) in the space X = Tl+x C 2 (I) x C 2 (/), connecting the two singular perturbed solutions, being separated from the constant solution branches (Z), I/A, 0), (Z), 0, 1) ( Figure 6 ). Furthermore it is numerically observed that the solution of internal transition layer type is thought to be stable and the one of boundary layer type is thought to be unstable (Figure 7 ). Though the problem is different from the competitive type, we should refer to the recent works on prey-predator type by Fujii et al. [4] , Nishiura [15] [16], Fujii and Nishiura [5] from a global bifurcation point of view, and Aronson, 
3) with D = 0. Finally, we would like to conclude that even in the situation where the inter-specific competition is stronger than the intra-specific one, the system treated in this paper exhibits coexistence of two competing species on the basis of suitable cross-population pressure.
