Analytical mechanics of a spinless massive particle is generalized to that in which quantum phenomena appear. This generalization is accomplished with two keys. The first is the extended action of the diffeomorphism group on the covariant tensor fields of order two, with which the classical HamiltonJacobi eq. of the particle is modified. The other is the second-order Lagrangian L(q,q,q), with which the Lagrangian formalism consistent with the modified Hamilton-Jacobi eq. is constructed. In the thus obtained formulation, i) the particle picture is held at all times, ii) the discrete energy levels of the system of a particle in a confining potential are the same as those of quantum mechanics, iii) the particle distribution in an ensemble differs slightly from that of quantum mechanics, which however does not mean the incompetence of the present formulation because the precision of the experimental data up to date on the particle distribution is not enough to exclude the present formulation.
Introduction
Despite the great success, serious conceptual difficulties remain unresolved in Quantum Mechanics (QM) (e.g., Ref. 1 chap.17). One of them is that the particle picture cannot be maintained in (the Copenhagen interpretation of) QM; the so-called double-slits problem illustrates this difficulty. There have been attempts to recover the particle picture in QM. Notable is the Bohm's interpretation (B.I.), which allows a realistic particle picture in nonrelativistic QM. However, there arise other difficulties in B.I. Most serious would be that it does not work for a relativistic spinless particle (for B.I., see Ref. 2 
and references therein). a
In Ref.
3, Faraggi and Matone made a breakthrough along the line of B.I. They derived the field eq. used in B.I., which we call the Quantum Stationary Hamilton-Jacobi Equation (QSHJE), modifying the classical Hamilton-Jacobi equation (H-J eq.) with what they call 'the Equivalence Principle', which states that all physical systems can be connected by a coordinate transformation to the free one with vanishing energy. (In classical analytical mechanics (CM), if the energy E of the system vanish: E = 0, then S 0 (x) = const., where S 0 (x) is the reduced action. Accordingly, we cannot transform the system to the E = 0 a Although talking about the relativistic trajectory goes beyond the scope of the present paper, we can show that the argument against the possibility of introducing the trajectory to a relativistic spinless massive particle in B.I. does not apply to the present formulation; see §4.
system with the time independent coordinate transformation.) To be noted are i) they obtained the QSHJE not from the Schrödinger eq. (SE) of QM (in B.I., it was obtained from SE) but from the H-J eq. of CM, and ii) discrete energy levels appear without recourse to the axiomatic interpretation of the wave function of QM. They appear, in one-dimensional (1-D) space, from the requirement that e 2iS 0 (x)/h , where S 0 (x) is a solution of the QSHJE, be continuous at x = {±∞} in the projective geometrical sense. Their formulation however lacks, as a CM, the Lagrangian formalism in which the trajectory is determined.
In Ref. 4 , Bouda determined the 1-D Lagrangian L consistent with 1-D QSHJE in the form: L(q,q,q,q) and derived the 1-D Euler-Lagrange eq. (E-L eq.) from it. Bouda determined them considering that the L should depend not only on q,q but also onq,q, · · · (q = dq/dt and so on) because 1-D QSHJE is a third order ordinary differential eq.
Hinted at by their works, we formulate a quantum theory of a non-relativistic spinless massive particle as a generalized, or modified, CM. It does not suffer from the difficulties of B.I. ( §4).
We outline our formulation. Our formulation consists of the H-J formalism and the Lagrangian formalism (the latter is transformable to the Hamiltonian formalism; Appendix C). The H-J formalism is based on the QSHJE:h 2 2m
where R ∈ R and S 0 ∈ R are unknown functions. As a partial differential eq., the solution gives a momentum (∇S 0 ) field. In the region where −h 2 ∇ 2 R/2mR, which is called the quantum potential (QP), 2 is not ignorable, the ∇S 0 can be wave-like if we give suitable initial conditions. The Lagrangian formalism is based on the semiclassical Lagrangian (in principle, we use, as coordinate variables, x and its variants in the H-J formalism, q and its variants in the Lagrangian formalism):
whereε ε ε(q) << 1 is determined, in principle, to make S 0 (x) − Et = x,t Ldt be true for a solution S 0 (x) of (1.1). Accordingly theε ε ε(q) makes it possible to determine the trajectory even in the interference region. Theq 2 /q 4 makes the classical trajectory wavy. The second term of the RHS corresponds to the QP appeared in (1.1). The Lagrangian formalism is effective at classical and semiclassical levels; at the quantum level, our formulation has no Lagrangian ( §2.2).
We derived (1.1) modifying the classical H-J eq. with the assumption that the action of the diffeomorphism group on the covariant tensor fields of order two is extended. We note i) although (1.1) is obtained from the SE of QM replacing the wave function Ψ in it with Re iS 0 /h and taking the real and imaginary part of the resulting eq. (e.g., Ref.
2), we do not use this method since, for us, QM is not a starting point but a goal, ii) as was mentioned above, Faraggi and Matone derived (1.1) with 'the Equivalence Principle'.
We determined our Lagrangian to the form of (1.2) as a quantity which makes S 0 (x) − Et = x,t Ldt true for a solution S 0 of (1.1). We note i) the 1-D Lagrangian of Bouda 4 differs from the 1-D form of (1.2); there are some differences between his and our method used to derive the Lagrangian, ii) the Lagrangian formalism is constructed on the higherorder-analytical mechanics, for which see Ref. 5, 6 and references therein. Quantum phenomena appear as follows.
• Uncertainty relation: In a 1-D square potential well, the momentum p := ∇S 0 constructed from the solution of the 1-D version of (1.1) undulates. Moreover, the narrower the well, the larger the amplitude of the undulation, which corresponds to the uncertainty relation between position and momentum of QM.
• Energy and angular momentum quantizations: In 1-D space, energy quantization appears from the requirement that e 2iS 0 (x)/h is continuous at x = {±∞} for a solution S 0 (x) of (1.1), which is equivalent, if the V is the confining one, for the second order linear differential eq. corresponding to (1.1): −(h 2 /2m)(d 2 Ψ/dx 2 ) + (E −V )Ψ = 0 to have a L 2 -solution. Since this eq. is the same as SE, we see that the energy of the system is quantized to the same levels as those of QM. 3 In 3-D space, the energy, the angular momentum too, is quantized by the 3-D version of the 1-D requirement.
• Tunneling: In our formulation, the kinetic energy of the particle depends not only onq but also onq andq. Accordingly, even if the potential hill is higher than the kinetic energy of the incoming particle, the velocity can be non-zero real:q 2 > 0 at the top of the hill.
• Interference: We consider the double-slits experiment for concreteness. In which, the interference pattern on the screen appears as a result of undulating trajectories. The trajectory in the interference region is determined using the formula connecting ∇S 0 and (q,q,q): ∇S 0 (x) = mq + (h 2 /m)(q/q 4 ) + · · · | q=x (see (2.36) ). We regard this formula as a trajectory determining eq. after inserting the ∇S 0 constructed from the solution of (1.1) into the LHS. The effect of the double-slits manifests in the functional form of the ∇S 0 . We cannot use the E-L eq. for the present purpose because we cannot give the exact form ofε ε ε(q) in (1.2).
We note above reasoning for 1-D energy quantization is essentially the same as that in Ref. 3 . We however repeat it for completeness. Other reasoning would be found nowhere.
Our formulation predicts that the density distribution (dens. distr.) of massive particles in an ensemble deviates from |Ψ| 2 (by a few percent in the experimental setting of §3.3), which however does not contradict existing data supporting QM because the precision of the data is not enough to exclude our prediction. For example, the experimental data of the dens. distr. of electrons Fresnel-diffracted by the electron biprism, 7 8 9 which is supposed to support QM's prediction, does not exclude our formulation because the experimental error (here we mean the difference between the measured and quantum mechanically calculated dens. distr.) by more than several percent 9 is larger than the expected difference between QM's and our prediction by a few percent. Thus, we see that our formulation has a chance to be verified by experiments. (Casual inspection makes us feel that the data support our formulation; see the last paragraph of §3. 3 .)
The organization of the present paper is as follows. In §2.1, we derive the QSHJE. In §2.2, we construct the Lagrangian formalism. In §3, we show that above mentioned quantum phenomena appear. In particular, in §3. 3 , we show that the dens. distr. of diffracted electrons differs from that of QM. In §4, we describe how our formulation differs from B.I. In appendix, we put background materials and lengthy formula derivations.
Formalism

Quantum Hamilton-Jacobi equation
We first modify the relativistic H-J eq. assuming the extended diffeomorphism action. Then, we take the non-relativistic limit of the modified H-J eq.
The extended action of the diffeomorphism group of 1-D projective space RP 1 :
Diff 
While the extended action (we write it as T (dy −1 , y −1 ) ) is given as
where α = const. ∈ R and {y(x), x} =
is the Schwarzian derivative (y ′ = ∂ y/∂ x and so on). We call this action the extended action of the diffeomorphism group or the action of the extended diffeomorphism group.
The extended action of the diffeomorphism group of 4-D Minkowski spacetime M 4 on the covariant tensor fields of order two on M 4 :
identified as a restriction of T αβ (M 4 ) to 1-D space). Indeed, we constructed the extended action 'on' the H-J eq.; see Appendix B. We consider the diffeomorphism of M 4 as the one between patches not including infinity. We therefore do not care about the global topology of the base manifold. With the extended action, the H-J eq. (our Minkowski metric is diag(1, −1, −1, −1)):
where S is the relativistic action, e is the electric charge of the particle, m is the mass of the particle, c is the velocity of light, and (A 0 , A) is the electromagnetic potential, is modified to what we call the relativistic quantum H-J eq.:
where µ runs over 0 ∼ 3, and R is a function determined solving the equations. Taking non-relativistic limit, that is, setting S = S nr − mc 2 t (S nr is the non-relativistic action) and ignoring •/c 2 terms (we consider only the case: A 1 = A 2 = A 3 = 0 and A 0 is time-independent; in this case, R is time-independent and S nr is decomposed as S nr (x,t) = S 0 (x) − Et, where S 0 is the reduced action), we have the non-relativistic quantum H-J eq.
where i runs over 1, 2, 3. If space dimension is one, (2.4) is simplified, using the formula in footnote x, to 1 2m 
p.30 (these replacements are allowed because x → S 0 (x), S 0 → e 2iS 0 /h , etc. are at least local diffeomorphisms; see footnote v), we rewrite (2.5) as
Using the theorem: 'Let the two linearly independent solutions of
where Ψ and Ψ D are two linearly independent solutions of the corresponding (having the same V (x) and E) second-order linear differential eq.:
Since this eq. is equivalent to the SE of QM, we henceforth call this eq. SE. Keep in mind however that in our formulation SE is used only as a mathematical tool to solve (2.5) (or its 3-D version (2.4) as is seen on p.7). We do not give any physical meaning such as '|Ψ(x)| 2 represents the probability density of finding a particle at x ' to Ψ or Ψ D . Physics is discussed with S 0 .
The momentum p := ∂ S 0 /∂ x is obtained differentiating both sides of (2.7) with respect to q as 8) where W is the Wronskian:
We require p to be real because p is a classically observable quantity. We make (2.8) a little readable. We set, without losing generality, Ψ, Ψ D ∈ R and AD − BC = ±2i for convenience. Then, with l 1 = i(AD − BC)/2AC = ∓1/AC ∈ R\{0} and l 2 = (AD + BC)/2AC ∈ R, (2.8) is transformed as follows with p being kept real:
In accordance with the appearance in (2. Since e 2iS 0 /h is always continuous (even differentiable) on R as is seen from (2.9), this requirement is essentially the continuity d e requirement at x = {±∞}. Since the e 2iS 0 /h is continuous at x = {±∞} if and only if lim x→+∞ S 0 (x) − lim x→−∞ S 0 (x) = nh/2 (n = ±1, ±2, · · ·), (2.10) is equivalent to the requirement: 11) which corresponds to the Bohr-Sommerfeld quantization condition: pdx = dS 0 = nh. We consider that the e 2iS 0 /h is continuous at x = {±∞} for n = ±∞. If we use (2.11) instead of (2.10), we need not refer to the neighborhood of infinity; if the physical system under consideration is of atomic scale, integration interval of (2.11) is taken to be much less than, say, 1µm. Thus, although our formulation is constructed on RP 1 , the formulation is indistinguishable from the one on R on which CM and QM are considered to reside.
In the case of a confining potential, (2.10) is equivalent also to the requirement:
The corresponding SE has a L 2 -solution, (2.12) which is seen as follows. Inserting (2.9) into (2.11) and using a formula:
], we rewrite (2.11) as 13) which is equivalent to require for the Ψ D /Ψ to be continuous at x = {±∞}. In the case of a confining potential, the Ψ D /Ψ is continuous at x = {±∞} if and only if corresponding SE has a L 2 -solution, which is seen from i) ∼ iii) below. Let Ψ c and Ψ D c be two linearly independent solutions of the 1-D SE having a confining potential. Then, i) The Ψ c can be an L 2 -solution only for discrete values of E. For such E's, the other solution
where c, d ∈ C (c = 0) are consts. (the formula (2.14) is obtained solving 
e We cannot require differentiability at x = {±∞} as is seen from the following example. Consider the particle moving in a non-confining potential. Let the energy of the system be E and the potential approaches to a constant value V − < E for x → −∞ and If l 1 = ∓1 and l 2 = 0, we have the classical value: p = ± √ 2mE. If E = 0, we take Ψ = 1 and Ψ D = x, where 1 is a constant having the same dimension as x. The momentum p is given as
The e 2iS 0 /h is continuous at x = {±∞} since we have lim x→+∞ S 0 (x) − lim x→−∞ S 0 (x) = ±h/2 from (2.17). The S 0 constructed from e 2iS 0 /h = (Ax + B1)/(Cx + D1) is therefore physically acceptable with A ∼ D which make p real.
Lagrangian formalism
From the solution S 0 (x) of the QSHJE, we learn the value of the particle's momentum p := ∇S 0 at x. From the QSHJE, however, we cannot see whether the particle comes to x or not, nor see we how p is related to (q,q, · · · ) of the particle (∇S 0 (x) = mq| q=x is no longer valid). To see these, we construct the Lagrangian formalism. We consider, based on a philosophy of CM, the eq. of motion exists as an ordinary differential eq. (ODE) even at the quantum level. Although not all ODEs are obtained with the variational method from the Lagrangian 15 , we search for the eq. assuming that our system has the Lagrangian. If not, we will see contradictions somewhere in the eq. searching process. Indeed, we will find that the Lagrangian does not exist beyond the semiclassical region, at least within our theoretical framework.
Our semiclassical Lagrangian cannot be a function of q andq as in CM. We show the reason. In the Lagrangian formalism, the p is a function of the trajectory q(t). That is, the p at the particle position q(t) is given as p| q(t) = f (q,q,q, · · · )| t · · · ( * 1). Let us consider a 1-D free particle. Assume (to get a contradiction) that our Lagrangian of which is a function of q andq: L(q,q). Then, the E-L eq. is of second order. The trajectory is therefore fixed if two integration parameters, say, particle position q 0 at time t 0 : q 0 (t 0 ) and the energy E, are given. The momentum p at any point on the trajectory is also fixed from ( * 1). However, the formula (2.16) tells us that, even if q 0 and E are given, the p at, say, q 0 is not fixed, which implies that the trajectory is not fixed with q 0 (t 0 ) and E only.
If the E-L eq. is of fourth order, the above problem is resolved because four parameters (x, E, l 1 , l 2 ) necessary to fix the p of (2.16) correspond to four integration parameters of the E-L eq. Thus, we introduce the higher-order Lagrangian L(q,q,q, · · · ), from which fourth order E-L eq. is derived. Or we assume that the system described by the QSHJE has the Lagrangian with
, where S 0 (x) is a solution of the QSHJE. We note on a seeming inconsistency in the ( * 2). In the second (similar for higher) order Lagrangian formalism, the reduced actionS 0 (x,ẋ) is obtained as a function of x andẋ from
, whereẋ is the velocity at the end point x (see (C.1), see Ref. 22 §9). Whereas the reduced action S 0 (x) obtained from the QSHJE is a function of x. This seeming inconsistency is understood as follows. In ( * 2), the integration is carried out along the trajectory. Since the trajectory, which is determined by the E-L eq., depends on initial (ini.) conditions, the S 0 (x) too depends on the ini. conditions of the E-L eq.-we may write S 0 (x) as S 0 (x; ic 1 , ic 2 , · · · ), where ic 1 , · · · are ini. conditions. If we take x(t) andẋ(t) as parts of the ini. conditions, the ( * 2) is written in the form of ( * 3). Thus, we see that ( * 2) and ( * 3) are essentially the same; In ( * 3), parts of the ini. conditions x(t) andẋ(t) are explicit, whereas in ( * 2), ini. conditions other than the x(t) are implicit.
In the following, we determine the semiclassical Lagrangian of our formulation making use of the higher-order CM (Appendix C). First, we determine the Lagrangian of a free particle in 1-D space. Then, we generalize it to that of a particle in a 3-D potential field.
We expand the would-be 1-D free particle Lagrangian L = L(q,q,q,q, · · · ) in power series ofh:
We assume that the physical parameter (the parameter having dimensions) appearing in each term f 1 , f 2 , · · · is only mass m. Then, from the dimensional analysis, we see that f k 's are restricted to 18) where c 1 , c 2a , · · · are dimensionless parameters independent from q, · · · ,q. Thus, we have
The second and higher terms of the RHS as a whole is the Lagrangian side counterpart of the QP appeared in the QSHJE (2.5). We call it too the QP. The c 1 , c 2a , · · · are determined by l 1 , l 2 and k = √ 2mE/h of (2.16). Although c 1 , c 3 , c 5 , · · · -terms are not invariant under time reversal, we keep them intact for the moment. The (2.19) is not defined forq = 0 due to theq in denominators, which however causes no problem because theq of a solution of the E-L eq. never takes value zero unlessq ≡ 0 (Appendix E).
The E-L eq., J-O momenta p (1) , p (2) , p (3) , the energy E obtained from (2.19) are (Appendix C and Appendix D)
Note i) the E-L eq. is fixed to the fourth order only from the dimensional analysis, ii) the c 1 does not appear in the E-L eq., p (1) and E. 23) which is obtained as follows. We know (Appendix C):
From (2.24), along the solution path, we have
Thus, we have (2.23) (the p (1) , which is const. from (C.6), is left intact for later convenience).
For the E-L eq. (2.20) to be the eq. of motion, it has to be 3c 2a + c 2b < 0. Otherwise, a wavy linear trajectory required for the p EL to correspond to the p of (2.16) cannot be a solution of (2.20) . We call p of (2.16) p QHJ henceforth.
If c 2 := 3c 2a +c 2b < 0, for any semiclassical initial conditions, that is, for
the solution of (2.20) is written as f
where |v| = const. > 0 and |ḟ /v| << 1; an additive const. was set to zero. The oscillating part is written as a Fourier series (Appendix E). The infinitesimal (inf.) order of A n is (ḟ /v) n (Appendix E). The v, a 1 , b 1 (A 1 , θ 1 ) and the omitted additive const. work as initial conditions of the fourth order E-L eq. The ω is determined
f We warn the reader that the ω in (2.26) is not the ω appearing in QM as the angular frequency of a massive particle, say, in a formula: E = p 2 /2m =hω. Let the ω representing the angular frequency of the massive particle be ω Q , the ω in (2.26) be ω L . In non-relativistic QM, from p = mv =hk and
and sin
. If the initial conditions are not of semiclassical, the solution is not necessarily wavy linear. Assume that initial conditions
)/m is the minimum velocity (Appendix E).) Then, for t → +∞, thė q asymptotically approaches some const. > 0 becauseq cannot crossq = 0 (Appendix E).
The Lagrangian (2.19) in which at least one of c 1 and c 2a is not zero and the one in which c 1 = c 2a = 0 describe different systems in the sense that the relation between k and ω is different: ω = 2kv for the former, ω = kv for the latter, which we see comparing p QHJ and p EL at the lowest inf. order of oscillation after inserting (2.26) into x of (2.16) and q of (2.23). In the present paper, we study the latter because we consider the latter is likely to describe the nature for reasons below. (2.19) has no natural such 3-D form, which is contrasted to other terms having such 3-D forms withq 2 →q ·q = q 2 1 + q 2 2 + q 3 3 , etc. g iii) If c 2a = 0, the Lagrangian is of the third order. However, because the fourth order E-L eq. is obtained from the simpler second order Lagrangian, we have no reason to adopt the third order Lagrangian.
We determine c 2b (c 1 = c 2a = 0) comparing p QHJ and p EL . For the present purpose, we write p QHJ or (2.16) in the form:
In accordance with the present semiclassical setting, we replaced 
, where v > 0 is assumed. The oscillation amplitude (a 1 , b 1 ) are given as functions of ε 1 , ε 2 , and E in (F.16), (F.17). The inf. order ofḟ /v with respect to ε is 1/2:
g It seems that we can construct rotationally invariant 3-D forms of the c 1 ,c 2a ,c 3 ,··· -terms of (2.19) if we take the absolute value of them. This idea does not work because the resulting E-L eq. is unacceptable. For example, the E-L eq. obtained from L = mq 2 /2 + c 2ah 2 |q|/m|q| 3 is mq ∓ (3c 2ah 2 /m)(2q/q 4 − 16qq/q 5 + 20q 3 /q 6 ) = 0, where '−'-sign for (q > 0,q ≥ 0), '+'-sign for (q > 0,q < 0), which does not give a wavy linear trajectory as is seen from the truncated eq.:
The c 2b is fixed not only by the (ε 1 , ε 2 , E) but also by the (q(t 0 ),q(t 0 ),q(t 0 )) or by the (v, a 1 , b 1 ) of (2.26) since they are related through (F.13), (F.16), (F.17), and (2.26). The dependence of c 2b on (q(t 0 ),
No value of c 3 makes p QHJ = p EL at the inf. order ε 3/2 of p QHJ (Appendix G), from which we conclude that there is no Lagrangian beyond the semiclassical region, at least within our theoretical framework.
From (2.29), omitting O(ε 2 ) and noting ε = const., we obtain
where we have set c 3 hidden in O(h 3 ) of (2.29) to zero considering the Lagrangian is invariant under time reversal. A benefit of which is that we have O(ε 3/2 ) rather than O(ε 1 ) in (2.30b) and (2.30c).
Next, we determine the semiclassical Lagrangian of a 3-D free particle corresponding to a 3-D momentum:
where i = 1, 2, 3. We assume, from (2.19), the 3-D Lagrangian takes the form:
We set c 3D 3 corresponding to c 3 to zero (c 3D 3 = 0) because there is no natural 3-D form corresponding to the c 3 -term (footnote g). Then, in a similar manner as in the 1-D case, the c 3D 2b is determined as the function of (ε 1i , ε 2i , E i ) in the form:
where
The semiclassical Lagrangian of a 3-D particle in a slowly changing potential field V (q) is naturally considered to be
whereε ε ε(q) << 1, which is left undetermined, is a slowly changing function. The Lagrangian (2.29) and (2.32) is regular, that is the Hessian does not vanish (∂ 2 L/∂q 2 = 0 for (2.29), |∂ 2 L/∂q i ∂q j | = 0 for (2.32)), a consequence of which is that the corresponding E-L eq. is fourth order and determines a unique vector field on the thirdorder tangent bundle T 3 M. 6 The 3-D free Lagrangian, or (2.32) withε ε ε(q) = const. and V (q) = 0, is translationally and rotationally invariant. The J-O momentum p (1) is the Noether current asocciated to the invariance of the Lagrangian under spatial translation. 5
From (2.32), ignoring O(h 3 ) andε ε ε(q) << 1 (if interference is involved, we cannot ignoreε ε ε(q); see the paragraph after next), we obtain (Appendix C)
The 3-D momentum p = ∇S 0 is obtained as follows. From S = Ldt and E = p (1) 
Although variables of 3-D free QSHJE separate on the Cartesian coordinates, those of the 3-D free E-L eq., or (2.33) with V (q) = 0, does not, which however does not mean that two formalisms are inconsistent. The criterion of the consistency is whether physical quantities defined in both give the same values in both. In the present case, those defined in both are E h and ∂ S 0 /∂ x i . They give the same values up to ε ε ε 1 . The two therefore are consistent up to ε ε ε 1 . We cannot discuss the consistency at higher orders of ε ε ε because the Lagrangian formalism is not effective there (p.12).
In the interference region, we cannot ignoreε ε ε(q) of (2.32) if we use the E-L eq. to determine the trajectory. However it is difficult to determineε ε ε(q). We overcome this problem bypassing the E-L eq., or reinterpreting (2.36) as a trajectory determining eq. Originally, (2.36) gives ∂ S 0 /∂ x i from a given q(t). However, since the ∂ S 0 /∂ x i on the LHS is given also as a solution of the QSHJE, we regard (2.36) as a differential eq. for q(t) after inserting a solution of the QSHJE on the LHS. With this reinterpretation, we can determine the trajectory even in the interference region since the QSHJE, which is a partial differential eq., describes the interference; see §3.3.
Application
Based on the formalism developed in §2, we explain how quantum phenomena relevant to a spinless massive particle appear.
Energy quantization in 1-D space, Uncertainty relation, Tunneling, and Free particle
Energy quantization in 1-D space The energy of the QSHJE with a confining potential is quantized to the same levels as that of QM, which is seen from (2.12). Uncertainty relation between position and momentum We examine a particle in a 1-D potential well. Let the energy E of a particle be E > 0. Let the potential of the well be
. We assume that the particle has the lowest possible energy. Then we can take Ψ(x) ≃ cos π 2L x and Ψ D (x) ≃ sin π 2L x as two linearly independent solutions of the corresponding SE. The momentum p = ∂ S 0 /∂ x in the well is found using the formula (2.9). Assuming l 2 = 0, we obtain (note
From which, assuming l 1 > 0, ∆p := max.|p| − min.|p| is obtained as
where the width 2L of the well was replaced with ∆x. If l 1 ≃ 1.2 or 0.85, the quantum mechanical uncertainty relation ∆p∆x ≃h is recovered. Tunneling From the energy formula (2.35), we see that it can beq 2 > 0 even in a region where E − V (x) < 0, or that tunneling occurs respecting the energy conservation law and the particle picture. We note that we cannot determine the trajectory in the region where E ≈ V (x) since the semiclassicality assumption breaks down there. A free particle The trajectory of a free particle is not necessarily linear: q(t) = vt (v = const.) since our E-L eq. (2.33) is of the 4th order. The deviation from q(t) = vt, if any, is estimated to be very small, say, from Time-of-Flight experiments. When the deviation is small, the trajectory is approximated by q(t) = vt + α α α cos(ωt + θ θ θ ). Inserting this q(t) into the energy formula (2.35), we see that the energy E of the particle is expressed as
Even if the particle is charged, the electromagnetic radiation does not occur. Such radiation to occur, it has to be mω 2 α α α 2 /2 ≥hω. Substitutinghω with mv 2 (see footnote f), we see that ω 2 α α α 2 /2v 2 ≥ 1, which contradicts the semiclassicality assumption in which the oscillation is small.
Energy quantization in 3-D space and angular momentum quantization
Phenomena corresponding to the quantizations of l z (z-component of the angular momentum), l 2 (square of the angular momentum), and E (energy) of QM appear to the system of a particle in a 3-D attractive central force field V (r).
The QSHJE of which is separated to three 1-D eqs. on the spherical polar coordinate system connected to the Cartesian one with x = r sin θ cosϕ, y = r sin θ sin ϕ, z = r cos θ . That is, the QSHJĒ
is, setting R = R ϕ R θ R r , S 0 = S 0ϕ + S 0θ + S 0r , and making use of the technique used to derive (2.6) from (2.5), separated to
2m m 2 ,¯h 2 2m λ are separation consts. in the first eq. of (3.2). The separation consts. in the second eq. of (3.2) were set to zeros.
First, we look for requirements for the solution of (3.2) to be physically acceptable. 1) In 1-D space, the solution S 0 (q) of the QSHJE with a confining potential is required to satisfy (2.12). In 3-D space, if QSHJE is separable on the Cartesian coordinates to three 1-D eqs., we can express the 3-D version of (2.12), requiring the (2.12) on each direction, as 'The corresponding 3-D SE has a L 2 -solution.' · · · (⋆) Since in this form, the requirement is independent from coordinate systems, we impose this requirement on the 3-D QSHJE with a confining potential regardless of the separability. 2) In 1-D space, the solution S 0 (x) has to be a diffeomorphism from x to S 0 . In 3-D space, this requirement is translated to: ∇S 0 = 0, ±∞ except at points at which the effective potential V eff =h
, which is understood as follows. Consider the 3-D QSHJE having the confining potential separable on both Cartesian and spherical polar coordinates, that is the QSHJE with the harmonic potential. Then, on each of x-, y-, and z-directions, the (2.11) is imposed on the solution S 0i (i = x, y, z). Since S 0 (x, y, z) is a scaler, the integral value of the (2.11) on each direction is independent from the integral path taken in 3-D space. Taking the integral path of (2.11) for S 0x along the arc: r = const. >> 1, θ = π/2, π ≤ ϕ ≤ 2π, we see that the above requirement is equivalent to the (2.11) for S 0x . If ∂ S 0θ /∂ θ = 0 or ∂ S 0r /∂ r = 0, n = 0 or ∂ S 0ϕ /∂ ϕ ≡ 0 is allowed since ∇S 0 = 0 for which. Summarizing; For a solution S 0 of the 3-D QSHJE with an attractive central force field to be physically acceptable, ⋆1) The 3-D SE corresponding to the 3-D QSHJE has a L 2 -solution. ⋆2) ∇S 0 = 0, ±∞ except at singular points of effective potential.
Next, we examine for which values of m, λ and E, the ⋆1) ∼ ⋆4) are satisfied. The solutions of (3.3) are constructed from the solutions of the 1-D SE's corresponding to (3.3), which are obtained separating the 3-D SE corresponding to (3.2):
with ψ(ϕ, θ , r) = Φ(ϕ)Θ(θ )R(r). Explicitly, they are
Allowed values for m If m = 0, the general solution of (3.5a) is obtained from two linearly independent solutions Φ 1 = cos mϕ and Φ 2 = sin mϕ as Φ = c 1 cos mϕ + c 2 sin mϕ, where c 1 , c 2 ∈ C. The ∂ S 0ϕ /∂ ϕ is constructed from which, using (2.15), as
Helped by the formula:
, where c 2 > a 2 + b 2 , we see that, to make π 0 ∂ S 0ϕ /∂ ϕdϕ = nh/2 true, it has to be m = ±1, ±2, · · ·. If m = 0, we take Φ 1 = 1 (see p.7) and Φ 2 = ϕ as two linearly independent solutions of (3.5a). From which the general solution is obtained as
Ifc 1 c 2 = c 1c2 , S 0ϕ does not satisfy the ⋆3). Ifc 1 c 2 = c 1c2 , S 0ϕ satisfies the ⋆3) with ∂ S 0ϕ /∂ ϕ ≡ 0, which is allowed because θ -direction momentum can be non-zero as is seen below (see ⋆2) ). Thus, allowed values for m are m = 0, ±1, ±2, · · ·. Allowed values for λ and E Since the values of λ and E for which the ⋆1) is satisfied are found in standard textbooks of QM, we do not repeat the derivation of them (allowed values for λ are λ = l(l + 1) (l = 0, 1, · · · ), those for E depend on V (r)). What we need to confirm is that the ⋆2) is satisfied for such λ 's and E's. We have seen ∂ S 0ϕ /∂ ϕ = 0 for m = 0. To satisfy the ⋆2), therefore, either of ∂ S 0θ /∂ θ or ∂ S 0r /∂ r has to be non-zero when m = 0. We will see that, for any physically acceptable values of m, λ , and E, ∂ S 0r /∂ r = 0 is not allowed, whereas ∂ S 0θ /∂ θ = 0 is allowed. For values of λ and E which give a L 2 -solutions for (3.4), the general solution of (3.5b) and (3.5c) are written as Θ = c 3 Θ con +c 4 Θ div and R = c 5 R con +c 6 R div , where Θ con · · · R div ∈ R; the Θ con (R con ) is the θ -(r-) direction component of the L 2 -solution; the Θ div (R div ) is the solution linearly independent from Θ con (R con ). For the ∂ S 0θ /∂ θ (∂ S 0r /∂ r) to be non-zero, both of c 3 and c 4 (c 5 and c 6 ) has to be non-zero (see (2.15) ). However, c 4 (c 6 ) = 0 is not necessarily allowed because 3-D SE (3.4) is not necessarily satisfied by the solution ψ = ΦΘR constructed from the 1-D solutions. Since r = 0 and θ = 0, π are singular points as is seen from the Jacobian J: J = r 2 sin θ , the behavior of ψ = ΦΘR there may be incompatible with the 3-D SE on the Cartesian coordinate system. We therefore examine the behavior of ψ = ΦΘR there.
As a preparation, we give the general solution of (3.5b) around θ = 0 for m = 0 and λ ∈ C. It is obtained, using the Frobenius method (e.g., Ref. 16 ), as i
where 4) and integrate the eq. over a small sphere Ω of which center is the origin, we see the integral of the LHS equals 2h
i General solutions of (3.5b) for any m,λ ∈ C are obtained from general solutions of the hypergeometric eq.:
. General solutions of which for any α,β ,γ ∈ C are found (exactly, were found on June 2010) in explicit forms with derivation on http://en.wikipedia.org/wiki/Frobenius solution to the hypergeometric equation. j The following discussion is similar to that found in, e.g., chap.9 of Ref. 14. The difference is that ours involves Θ div and R div .
Second, we show that ∂ S 0θ /∂ θ = 0 is allowed. To see ψ = ΦΘR con = Φ(c 3 Θ con + c 4 Θ div )R con with c 4 = 0 is allowed, we insert this ψ into (3.4) and integrate the eq. over small volume: 0 ≤ θ ≤ δ = const. << 1 as in the case of the r-direction. Then, we see ψ = Φ(c 3 Θ con + c 4 Θ div )R con does not contradict (3.4), which is understood as a result of the slow divergence of Θ div for θ → 0, π. Thus, we see ∂ S 0θ /∂ θ = 0 is allowed.
Interference
We determine, in the setting of Fig.1 , the trajectories of electrons in the interference (i.f.) region, and the density distribution of them on the screen. We calculate the trajectory with (2.36), the density distribution from the hitting positions. We will see that the density distribution differs from that of QM by a few percent.
• Apparatus We study with the apparatus of are candidates. The superposition of different energy solutions is not allowed since the QSHJE, the corresponding SE too, has a fixed energy; see §4. From the plane wave, we cannot construct non-zero momentum in the x-direction behind the biprism (see (3.18) ). The Bessel beam cannot be the incoming beam because the transverse amplitude of which changes sign as |r − r 0 |, where r 0 is the beam center and r is the transverse distance from r 0 , increases. We therefore take the Gaussian beam. The Gaussian beam, which is a solution of the paraxial form of the free SE, is written as
where w 0 is the beam width at the beam waist position, w is the beam width at z,
, R is the radius of curvature of the wavefront, andφ is the Gouy phase. The z-dependence of w, R, andφ is written using the Rayleigh range z R := kw 2 0 /2 as w 2 (z) = w 2 0 (1 + (z/z R ) 2 ), R(z) = z(1 + (z R /z) 2 ), and φ (z) = tan −1 (−z/z R ); see, e.g., Ref. 19 for details. We consider that the beam waist position, at which R = ∞, is adjusted to z = 0 with focusing lenses on the source side. Because preliminary calculation suggests k that in the real world the transverse beam profile is close to e −|r−r 0 | rather than e −(r−r 0 ) 2 , we introduce a superposed Gaussian beam. In the present calculation, we assume the simplest of which: two components Gaussian beam (see (3.15) ). We assume, although we don't exclude other possibilities (see p. 24) , that the incoming beam accompanies an electron at its center. The conclusion that the diffraction intensity distribution differs from that of QM is kept intact regardless of the transverse electron distribution in the ensemble of identical incoming beams (see footnote s).
• Momentum field behind the biprism l We determine the momentum field behind the biprism caused by the Gaussian beam (3.6), from which the momentum field caused by the superposed Gaussian beam is easily obtained. The momentum field p(x) = ∇S 0 (x) behind the biprism is constructed from the solution Ψ diff of the corresponding SE using (2.15). The Ψ diff is the superposition of two beams, one which originates from the virtual source located at the lower left far from the filament and was diffracted by the knifeedge open downward at z = 0 (no voltage applied), the other which is obvious from symmetry; see Fig.2 and Ref. 7 . We use three coordinate systems (x, y, z), (x,ỹ,z), and (x,ỹ,z) which are related with
We consider two Gaussian beamsΨ G andΨ G . TheΨ G (Ψ G ) propagates parallel to thez (z) axis toward thez+ (z+) direction. TheΨ G is diffracted by the knife-edge in the (x,ỹ) plane atz = 0 open downward fromx = −d/2 to −∞ (d is the diameter of the filament). TheΨ G is diffracted by the knife-edge in the (x,ỹ) plane atz = 0 open upward fromx = +d/2 to +∞.
k When the beam width w 0 is large enough to form a reasonable interference contrast on the screen, the electrons which passed close to the filament accumulate in a small area on the screen, which contradicts experiments. l Although we find the formula which gives the Gaussian beam field diffracted by the knife-edge in Ref. 20 , it is too elaborate for our purpose. We therefore determine the diffracted field in a simpler setting.
The disturbanceŨ(P) ofΨ G at the point P = (X,Ỹ ,Z) behind the downward open knife-edge, where (X,Ỹ ,Z) are coordinate values on the (x,ỹ,z)-system, is given as (e.g., Ref. 21 chap.8)
where A: amplitude of the incoming beam; λ (= 2π/k): wave length; (ξ ,η): coordinates on the (x,ỹ) plane atz = 0;s = (X −ξ ) 2 + (Ỹ −η) 2 +Z 2 ,s ′ = X2 +Ỹ 2 +Z 2 . We consider only the case:ỹ 0 = 0 andỸ = 0. In this case,Ũ(P) of (3.8) is written, with the Fresnel approximation, as (see Appendix I)
are slowly changing (compared to cos2k x x) functions ofX andZ, explicit forms of which are given in Appendix I. RewritingŨ(P) asŨ(P) =
2πα ), we see that the field intensity |Ũ(P)| 2 caused by the lower-slot-passed beam is
In a same manner,Ũ(P) is written as
where what M 2 , N 2 ,l,α represent are obvious. The diffracted field Ψ diff at P = (X,Y, Z) behind the biprism is the superposition of U(X,Ỹ ,Z) andŨ(X,Ỹ,Z):
whereβ = (k 2l 2 )/(2πα) andβ = (k 2l 2 )/(2πα); the values ofX ∼Z,X ∼Z are given from X ∼ Z using (3.7). m The momentum field ∇S 0 is obtained from (3.9) as (there are implicit fixings of parameters in the following formulas; see p.24)
We give explicit form of p x (p y ≃ 0, p z ≃hk z is obvious). In
We have
12) in whichβ −β = −2k x x was used, and
in which
Thus we see that p x =h · RHS of (3.13)/RHS of (3.12). The forms of M 1 , N 1 , M 2 , and N 2 at P = (X, 0, Z) on the coordinate system (x, y, z) are found in Appendix I.
• Velocity field The ∇S 0 is connected to (q,q,q) with (2.36) which is reduced to ∇S 0 = mq sinceq is large. Thus, the velocity field, which gives the particle's velocity at x if the particle comes to x, is given aṡ
• Calculation of the electron distribution on the screen We will calculate the electron distribution on the screen chasing trajectories obtained solving (3.14) .
We assume that the incoming field is the two components Gaussian beam Ψ s (see the sentences below (3.6)):
where the unit of length in (x, y)-plane is µm.
Since the Fresnel approximation breaks down in the vicinity of the biprism, we cannot follow the trajectory beyond the biprism. Therefore, 1) we have to assume some initial electron density distribution somewhere (our choice is z = 4mm) in the Fresnel region, and 2) we have to determine the diffracted field with which the electron located at (x ini , y ini ) at z = 4mm interacts, or equivalently, the center of the incoming beam from which the diffracted field originates. Regarding the 1), we assume that the electron density at z = 4mm is equal to the field intensity formed by the uniform incoming Gaussian beam flux, which turns out to be equal to that formed by the incoming plane wave up to a const. factor. n Regarding the 2), we assume that the electron of which position is (x ini , y ini ) at z = 4mm interacts with the field which originates the Gaussian beam came along
The electron density I lower (x) on the screen caused by lower-slot-passed electrons is reconstructed from the trajectories as follows. Let the initial x-coordinates of n sufficiently many electrons be x 1·ini < · · · < x i·ini < · · · < x n·ini . The corresponding hitting x-coordinates be x 1·hit < · · · < x i·hit < · · · < x n·hit . Let the field intensity at z = 4mm be |Ψ diff (x)| 2 . Then I lower at x i·hit is given as
The I upper (x) by upper-slot-passed electrons is given as I upper (x) = I lower (−x). Fig.3 is the assumed electron density at z = 4mm. Fig.5 shows the calculated trajectories of electrons.
o The upper graph of Fig.4 is the electron density pattern calculated from the trajectories.
p The middle graph is the field intensity calculated with the uniform incoming flux of two components Gaussian beam (3.15). q The lower graph is the field intensity calculated from the plane wave incoming beam. r Note that the envelope shapes are almost same in the middle and lower graphs. Note that the largest Fresnel peak of the electron density is shifted to the outerward at the arrowed positions. This is explained as follows. The electron runs almost linearly parallel to the geometrical border, whereas the Fresnel peak of the field runs alongx = const. 
2). Note
o It took about 20 min. to calculate one trajectory on a 3GHz class personal computer with Mathematica. We estimate the mean velocity in the x-direction at the screen position from the fringe visibility (f.v.) of the interference pattern. The f.v. is defined as f.v. = (I max − I min )/(I max + I min ), in which I max (I min ) is the maximum (minimum) electron density on the screen. We consider that I ∝ |1/ẋ| ≃ m|∂ S 0 /∂ x| −1 . For simplicity we assume that, in the i.f. region, the Ψ diff is expressed as
From which we have f.v. = 2J up J dn /(J 2 up + J 2 dn ). We define from (3.18) the mean velocity in the x-directionẋ mn at the screen position as mẋ mn =hk x (J • Implicit assumption on A ∼ D We calculated the trajectory assuming that an incoming beam accompanies a particle at its center. We however have no reason, at present, to exclude the possibility that the particle is located off-centered. In such a case, it can happen that the velocity field on the trajectory given with (3.14) changes sign at some point in the i.f. region. In other words, it can happen that the particle changes the moving direction from upward (downward) to downward (upward), which is what happens in B.I. (see Ref.
2 §5.1). In our formulation this moving direction change is not allowed because the J-O momentum p (1) is conserved in the region where no classical potential exists; see (C.6).
We show how we avoid the moving direction change. Remind, in 1-D space, the momentum p x = ∂ S 0 /∂ x was determined, giving two linearly independent solutions Ψ ∈ R and Ψ D ∈ R of the corresponding SE and Möbius parameters A ∼ D, as (see (2.8))
. is reversed (p x → −p x ). We can thus avoid the velocity reversal for the lower-slot-passed electron choosing {A, · · · } = {i, 1,
The choices for the upper-slot-passed electron are obvious. Accordingly, the formula (3.14) is modified tȯ
where the '+ (-)' sign is for the particle which passed the lower (upper) slot. Note that the intervals on 1-D space (x-direction) divided by the point at which p x = 0 are disconnected; the p x is never zero in our formulation as is seen from (2.9). The values of the global consts. A ∼ D therefore need not be the same in each interval.
• Experimental verification We saw above that our formulation makes different predictions from QM. s Our formulation therefore testable. Examples of such predictions are i) When the f.v. is small, the x-coordinate x F on the screen of the largest Fresnel peak of the lower-(upper-) slot-passed electrons will increase (decrease) almost linearly as the distance z sc between the screen and the biprism increases. While QM predicts that x F increases (decreases) non-linearly as z sc increases; see the paragraph below (3.16), see Fig.5 .
ii) The larger the f.v. is, the narrower the overall i.f. pattern width is, which follows from (3.19) . While QM predicts the overall i.f. pattern width is irrelevant to the value of the f.v.
We have encouraging data. On Fig.6 , although the narrowing is not seen according to the small f.v. (≈ 0.02), the peak shifts seem to appear at the upper left and upper right corners. Similar peak shifts are seen also in Ref. 8 and Ref. 9. s Even if the electron density in the (ensemble of the identical) incoming beam Ψ s is assumed to be proportional to |Ψ s | 2 , the predictions below are still valid because the velocity in the x-direction is given not with (3.14) but with (3.21) . If the electron density at z = 4mm is given with |Ψ diff | 2 and the velocity is given with (3.14), the i.f. pattern (electron density) on the screen will be the same as the field intensity. Note if mq = ∇S 0 , from the second eq. of (2.4), R 2 = |Ψ diff | 2 represents electron density.
Difference between Bohm's Interpretation and the Present Formulation
We first examine how our formulation differs from B.I., then show that the argument against introducing the trajectory to a relativistic spinless massive particle in B.I. does not apply to our formulation (introducing the trajectory to a relativistic Dirac particle in B.I. is possible; see, e.g., Ref. 2) .
B.I. extracts the particle from the solution ψ of the time-independent SE of QM writing ψ = Re iS 0 /h and interpreting ∇S 0 /m as the velocity of the particle: ∇S 0 = mq. While our formulation, as a modified CM, has the concept of the particle from the outset. In our formulation, the trajectory is determined with the E-L eq. (2.33) or with the eq. (2.36).
In B.I., the physical meaning of ψ in ψ = Re iS 0 /h is the same as that given in QM since B.I. is an interpretation of QM. Accordingly, R 2 represents the particle density (in an ensemble consisting of systems of the same ψ). To make the particle number be timeindependent in a time-independent potential, therefore, it has to be ∇S 0 = mq according to the second eq. of (2.4). While in our formulation the physical meaning of ψ = Re iS 0 /h is carried by the R and the S 0 on the RHS. The S 0 is a kind of 'field' defined all over x regardless of the particle position. If a particle comes to x, ∇S 0 | x and (q,q,q)| x satisfy (2.36) there. The R also is regarded as a kind of 'field' in our formulation (see §3.3). At least, there is no reason for the R 2 to be equal to the particle density.
In B.I., the solution set (R, S 0 ) of (2.4) is acceptable if ψ in ψ = Re iS 0 /h is quantum mechanically acceptable. The superposition of the different energy ψ's is therefore acceptable since it is acceptable in QM. While in our formulation, it is unacceptable. In our formulation, in accordance with CM, to a single action 'field' corresponds a single particle. In the case of a particle moving in a time-independent potential, the energy of the system is const. The superposition of different energy ψ's is therefore unphysical. Accordingly, the wave packet does not appear in our formulation, nor is it necessary.
In B.I., once the ψ is given, the ∇S 0 is uniquely determined from ψ = Re iS 0 /h . In our formulation, even if ψ is given, ∇S 0 is not uniquely determined. In 1-D space, ∇S 0 is determined giving ψ and the Möbius parameters A ∼ D; see (2.8). For example, given ψ = e ikx , B.I. gives uniquely ∇S 0 =hk. While in our formulation, the ∇S 0 can be even −hk depending on the values of A ∼ D; see (3.21) .
In B.I., the velocity of the particle in a 1-D confining potential is zero (we restrict our discussion to 1-D space for simplicity). In B.I., the solution ψ of the 1-D SE of the system has to be an L 2 -function since it has to be so in QM. Let Ψ, Ψ D ∈ R be two linearly independent solutions of the SE. Let Ψ be the L 2 -function. Then, Ψ D is not an L 2 -function (see i on p.6). Thus, in the form: ψ = Ψ = Re iS 0 /h , the S 0 is const. since Ψ is real. From whichq = ∇S 0 /m ≡ 0 follows (e.g., Ref. 2 §6.5.1). While in our formulation, it has to be ψ = aΨ + bΨ D with 0 = a, b ∈ C (see §2.1). Accordingly, in the form: ψ = Re iS 0 /h , the S 0 is not const. 3 From this S 0 , the velocity is obtained with the eq. (2.36).
Lastly, we show that the argument against the relativistic trajectory does not apply to our formulation. In the spirit of B.I., the relativistic trajectory of a spinless massive particle would be introduced as follows. i) Rewrite the unknown solution of the Klein-Gordon eq. (K-G eq.) as Φ(t, x) = R(t, x)e iS(t,x)/h . ii) Insert it into the K-G eq. iii) The result-ing eq. is (2.3) . iv) The four-velocity u µ is given as Mu µ = −(∂ µ S + (e/c)A µ ), where M = m(c 2 + Q) 1/2 , Q is given in (2.3a) . The j 0 in (2.3b) is understood as the particle density in an ensemble. The reasons why this method does not work are i) j 0 is not positive definite, and ii) the velocity vector can be space-like; A space-like velocity is constructed using a superposition of the different energy solutions (e.g., Ref. 2 §12.1). In our formulation, however, i) j 0 does not represent the particle density, ii) in the time-independent electromagnetic field, the superposition of different energy solutions is unphysical (see the second last paragraph). Thus, it seems that we need not be so pessimistic about the possibility of the relativistic trajectory of the particle, although the theory construction is left to the future.
Concluding Remarks
We have formulated a quantum theory of a spinless massive particle as a generalized (or modified) analytical mechanics. i) We modified the classical H-J eq. to what we call the QSHJE using the extended action of the diffeomorphism group. ii) We determined the semiclassical Lagrangian consistent with the QSHJE; we found that the Lagrangian is of the second-order: L(q,q,q) and that, within our theoretical framework, there is no Lagrangian beyond the semiclassical level. iii) Based on the QSHJE and the Lagrangian, we explained the appearances of quantum phenomena relevant to the particle keeping the particle picture throughout.
Thus, one of the conceptual difficulties of quantum mechanics: the impossibility to maintain the particle picture, was resolved.
Our formulation is testable (with a present-day technology) because the particle density in an ensemble differs from that of quantum mechanics.
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We consider the classical action T of Diff(RP 1 ) on F 2 (RP 1 ) as a special case of more general action, in which T is given as T :
) → 1 be a short exact sequence. Using the set-theoretic bi-
is a section (a representative element of g in E) and i(φ ) is an injection from F 2 (RP 1 ) to E. For a given action T , the operation rule in E is given u as (
) is a factor set which satisfies s(g)s(h) = i( f (g, h))s(gh). As a diffeomorphism, we require the s(g) to satisfy s(g)s(h) = s(gh)
or the above sequence to split; accordingly, f (g, h) ≡ 0. In E, the action of Diff(RP 1 ) on F 2 (RP 1 ) is given as the product of s(g) and i(φ ):
If we set dg = 0, the classical action is recovered. In the present case that φ ∈ F 2 (RP 1 ),
we can set dg −1 = α{g(x), x}, where α = const. ∈ R and {g(x), x} is the Schwarzian derivative, because it satisfies
is given as 10
t A covariant tensor field φ of order n on 1-D space M 1 is written as φ = φ (x)(dx) n , where x is a local coordinate. The field φ is also called a tensor density of degree n. Equivalently, a tensor density of degree n is defined as a section of the line bundle (T * M 1 ) ⊗n , where T * M 1 is the cotangent bundle (e.g., Ref. 10). u The group operation in F n (M 1 ) is written additively (e.g., φ 3 = φ 1 + φ 2 ), that in Diff(M 1 ) and E is written multiplicatively (e.g., g 3 = g 1 g 2 ). Accordingly, the unit elements are written as 0, 1, and 1 respectively.
Appendix B. Derivation of the Relativistic Quantum H-J Equation
We derive (2.3). Our Minkowski metric is diag(1, −1, −1, −1). We use the Einstein summation convention. We work with the Gaussian system of electromagnetic units. First, we examine the effect of the extended diffeomorphism action on the simplified relativistic H-J eq. We set A µ in the relativistic H-J eq. of a charged particle: 22
to zeros, then restrict the eq. to 2-D time-space (x 0 (= ct), x 1 ) to obtain 1 c
We examine the effect of the extended action of a diffeomorphism y : x 1 → y(x 1 ) upon the second term of the LHS of (B.2) with the first term left intact. Note, with the classical (not-extended) action, (B.2) is transformed to the eq. on the coordinate system (ct, y) as 
where α = const. ∈ R. Successive transformation from q b to q a takes (B.4) to
Using the cocycle condition:
Thus, for the coordinate transformation q a → q b → q c , the eq. (B.2) on q c :
is transformed to the eq. on q b as
Then, (B.7) is transformed to the eq. on q a as
While the eq. on q c is considered as the transformed eq. from that on q ⋆ . Thus, the eqs. on q c , q b , and q a take the same form:
However, an equation upon the coordinate system q c (q b , q a ) cannot contain a transformation function q ⋆ to another coordinate q ⋆ . The q ⋆ therefore has to be replaced with some quantity defined on q c (q b , q a ). In (B.9a), if q ⋆ = Aq c + B (for which {q ⋆ , q c } = 0), S = −cp 0 t + p 1 q c , where p 0 = const. > 0 and p 1 = const. = 0, is a solution, which hints at replacing q ⋆ with S. This replacement is supported by the following statement: A physical quantity defined on 2-D Minkowski time-space (ct, q c ) which is relevant to a free particle and linear in q c is almost singled out as S. Accordingly, we set q ⋆ = S. v Thus, if the action is given with (2.1), (B.2) is transformed to
When an electromagnetic field exists, (B.9a) becomes
With the same reasoning as that in the last paragraph, ∂ 1 q ⋆ is singled out as ∂ 1 S − 
(B.12) Next work is to determine the 4-D relativistic Quantum H-J eq. First, we will find the eq. valid for the electromagnetic potential A's which take the form: that the extended diffeomorphism group acts upon F 2 (M 1 ), each 1-D eq. is modified to the form similar to (B.12). Collecting each modified eqs., we have
where α 0 , · · · , α 3 ∈ R and
2 /2 is realized in nature (the resulting eq. becomes Lorentz invariant if α 0 = α i , reproduces experimental data if α 0 = α i =h 2 /2), we sum up non-classical terms Q :
is therefore rewritten in the form:
The (B.14) is a system of equations of which unknown functions are S and R. Although (B.14) looks Lorentz invariant, the invariance is not assured for A ∈ A sep since (B.14) is nothing but a rewriting of (B.13).
Next, we will find the eq. set valid not only for A ∈ A sep but for arbitrary A's, that is, for A µ = A µ (x 0 , x 1 , x 2 , x 3 ). We assume that such an eq. set takes the form:
where g(ǧ) is a Lorentz scaler which vanish (g(ǧ) ≡ 0) at least when A ∈ A sep . The g(ǧ) depends on some of the Lorentz scalers constructed from ∂ µ S, A, R and their derivatives. The eqs. to be gauge invariant, the A appears in the form:
, and the functional form of g(ǧ) is common to A ∈ A sep and A ∈ A sep , g(ǧ) ≡ 0 for arbitrary A.
Thus, we see (B.14) as the modified H-J eq. on the assumption that the extended diffeomorphism group acts on each term of the LHS of (B.1) and call (B.14) the relativistic Quantum H-J equation.
Appendix C. Higher-Order Analytical Mechanics
We summarize the 3rd order analytical mechanics, in which the Lagrangian is a function of q,q,q, andq. Although it is possible to consider still higher-order analytical mechanics, we don't need them. Materials in this section are found in Ref. 5 and 6 . References 24 and 25 are useful as supporting readings. See them for details.
• Lagrangian formalism 5 As in CM, action S is defined as S := b a L(q,q,q,q)dt. Let δ V be the variation of the curve q(t). Then, we have
From the first term in the RHS of (C.1), we obtain the E-L equation:
We define p (1) , p (2) , and p (3) as ( See (C.1) )
The p (1) , p (2) , and p (3) are called Jacobi-Ostrogradski (J-O) momenta. We define
We use also the symbol E for 3
Ec (L). Along the solution curve of (C.2), we have dp (1) dt
If the Lagrangian does not contain q explicitly, therefore, dp (1) /dt = 0.
• Hamiltonian formalism 6 We use a symbol
q , · · · ,
q ) → (q,q,q, p (1) , p (2) , p (3) ) is a local diffeomorphism called the Legendre transformation; where T 5 M is the 5th order tangent bundle and T * (T 2 M) is the cotangent bundle on T 2 M. Note the 6th order E-L eq. obtained from the 3rd order regular Lagrangian determines a vector field on
, we have, using (C.2) and (C.3),
Appendix D. The c k may depend on the integration parameters of the E-L eq.
The formulas (2.20), (2.21) and (2.22) take the same forms in both cases: i) c k 's (k = 1, 2a, 2b, 3, · · ·) are consts. ii) c k 's depend on the start point (x 0 (t 0 ),ẋ 0 (t 0 )) and the end point (x(t 1 ),ẋ(t 1 )) of the action integral. Note the dependence on which is equivalent to the dependence on the initial conditions (q(t 0 ), · · · ,q(t 0 )) of the 1-D E-L eq. or on the {v, a 1 , b 1 , q 0 (:= initial position)} of (2.26) since any of them is a set of four integration parameters of the 4th order E-L eq. If c k 's depend on (x 0 (t 0 ),ẋ 0 (t 0 )) and (x(t 1 ),ẋ(t 1 )), the (C.1) becomes, for a 1-D Lagrangian L(q,q,q; c k (x,ẋ)) (we use a 2nd order Lagrangian for simplicity; we fix the start point (x 0 ,ẋ 0 )),
,
. Because the end point (x,ẋ) is fixed in the E-L eq. determination process, the resulting E-L eq. is the same in both cases. That p (1) has the same form in both cases is seen from
Similarly for p (2) .
at the inf. orders up to δ 3 to have (theh 3 -andh 4 -terms of (2.21a) and (2.22) do not generate non-oscillating terms)
• The a 1 , b 1 as functions of ε 1 , ε 2 , ω and v To express a 1 , b 1 of (F.6) and (F.7) as functions of ε 1 , ε 2 and 
Note k f ≃ḟ /v << 1, which is seen as follows. The oscillation amplitude f is roughly given as increasing rateḟ times half-cycle time π/(2ω): f ≃ḟ × π/(2ω). Using ω = kv, we see 2k f /π ≃ḟ /v. Note there is no term having angular freq. 2ω at the inf. order δ 3 in p QHJ of (F.9) nor in p EL of (F.8). We therefore converted O(δ 3 ) in (F.8) to O(δ 4 ) in (F.10). From (F.10) we have (double sign corresponds)
• Summary up to this point Thus, we have obtained (remind ε = ε 2 1 + ε 2 2 )
To see the inconsistency, we compare the p QHJ and p EL at ε 3/2 = (ḟ /v) 3 . We have
where the θ Q satisfies cos θ Q = (ε 2 /2 + ε 1 )/ (ε 2 /2 + ε 1 ) We cannot make both of the amplitude and the phase of (G.3) to be equal to those of (G.1) adjusting c 3 . In a similar manner, we can show that ω-terms at (ḟ /v) 3 of p EL cannot be made equal to ω-terms at ε 3/2 of p QHJ , though we don't work it out here. Inserting ω = kv = ∑ is satisfied at P, the Fresnel approximation is effective at the P (e.g., Ref. 21 §8.3.3). In the present case, setting the criteria as k|··· | < 2π × 0.05, the Fresnel approximation is effective in 7.3mm < Z if X < 0.3Z, effective in 4.5mm < Z if X < 0.1Z, effective in 0.6mm < Z if X = 0. In each case, the moving range of ξ was set to − √ 2w 0 < ξ < √ 2w 0 .
Im part: 
In a same manner,Ũ(P) is obtained as 
