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Abstract
Gaussian stochastic process (GaSP) has been widely used as a prior over functions
due to its flexibility and tractability in modeling. However, the computational cost in
evaluating the likelihood is O(n3), where n is the number of observed points in the
process, as it requires to invert the covariance matrix. This bottleneck prevents GaSP
being widely used in large-scale data. We propose a general class of nonseparable GaSP
models for multiple functional observations with a fast and exact algorithm, in which
the computation is linear (O(n)) and exact, requiring no approximation to compute
the likelihood. We show that the commonly used linear regression and separable mod-
els are special cases of the proposed nonseparable GaSP model. Through the study of
an epigenetic application, the proposed nonseparable GaSP model can accurately pre-
dict the genome-wide DNA methylation levels and compares favorably to alternative
methods, such as linear regression, random forests and localized Kriging method.
KEY WORDS: Exact computation, Fast algorithm, Methylation levels imputation,
Multiple functional data, Stochastic differential equations
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1 Introduction
The increasing demands to analyze high dimensional data with complex structures have facil-
itated the development of novel statistical models for functional data, in which the outcomes
can be interpreted as samples of random functions. Time series, longitudinal, and spatial
data are some typical examples of functional data. One common feature among functional
data is that, often, the linear regression does not appropriately explain the correlations be-
tween the outcomes that are close in the inputs of the function. The correlation is often
expressed through a mapping from the functional inputs to the associated outcomes, usually
modeled as a stochastic process, and the correlations between nearby inputs are captured
through a covariance matrix. One natural choice of such stochastic process is the Gaussian
stochastic process (GaSP), which has been widely used in many applications (Sacks et al.,
1989; Bayarri et al., 2009; Gelfand et al., 2010).
GaSP models have also been popular in analyzing functional data with multiple func-
tional outcomes, in which independent GaSP models are generally built separately for each
outcome for simplicity. A more sophisticated approach is to define a separable GaSP model,
where the correlations between functions and between inputs are modeled separately using a
matrix normal distribution (Conti and O’Hagan, 2010). Other approaches include estimating
a basis function, such as using the principal component analysis (Higdon et al., 2008), with
the weights of the basis functions modeled as independent GaSPs to model the correlation
structure over the input space. This construction results in nonseparable covariance struc-
tures, meaning that the covariance matrix cannot be decomposed as a Kronecker product of
two small covariance matrices.
For large-scale data, a GaSP model is often computationally expensive: the evaluation
of the likelihood requires O(n3) computational operations to compute the inverse of the
covariance matrix, where n is the number of observed data points. To ease the computa-
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tion, many approximation methods have been proposed, including low rank approximation
(Banerjee et al., 2008), covariance tapering (Kaufman et al., 2008), use of Gaussian Markov
random field representations (Lindgren et al., 2011), and likelihood approximation (Eidsvik
et al., 2013). Those approximation methods are sometimes preferred for computationally
intensive problems, however, the exact computation is more desired if we can overcome the
O(n3) computational operations.
Our motivating study is to impute millions of DNA methylation levels at CpG sites across
the human genome. DNA methylation is an epigenetic modification of DNA, playing im-
portant roles in DNA replication, gene transcription, aging, and cancer evolution (Das and
Singal, 2004; Scarano et al., 2005). Methylation levels are quantified at every genomic CpG
site, a region of DNA where a cytosine (C) nucleotide is followed by a guanine (G) nucleotide
in the linear sequence of bases along its 5’ to 3’ direction. Single-site DNA methylation level
can be quantified by whole-genome bisulfite sequencing (WGBS), in which approximately 26
million CpG sites in the human genome are evaluated for whether they are methylated or
not. However, WGBS is expensive and hard to examine in certain genomic regions. This mo-
tivates alternative methylation assay technologies, such as Illumina HumanMethylation450
BeadChip (henceforth, Methylation450K) that measures DNA methylation levels at approx-
imately 482, 000 CpG sites (less than 2% of the total number of CpG sites). The goal is to
impute DNA methylation levels at the CpG sites that are observed in the WGBS samples
but unobserved in the Methylation450K data by exploiting the correlations among the full
set of CpG sites in the WGBS samples.
The empirical correlation of methylation levels with distance smaller than 5000 bases in
the WGBS samples is shown in the left panel of Figure 1. For each integer distance, we
calculate the empirical correlation of every possible pair with this distance. The blue dots in
the left panel are the average correlation of the methylation levels between two CpG sites at
a given CpG distance smaller than 5000 bases. The methylation levels at nearby CpG sites
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Figure 1: Empirical correlation of methylation levels across sites (left panel) and across sam-
ples (right panel). The number of samples is 24 and each sample has 1.6 million methylation
levels.
are correlated to each other on average and the correlation gradually decays as the distance
between the two CpG sites increases. Such phenomenon is called co-methylation and has
been observed in previous studies (Zhang et al., 2015). Furthermore, as shown in the right
panel of Figure 1, methylation levels for each CpG site across samples are well correlated for
biological reasons. Since methylation plays important roles in suppressing gene expression
levels, they are tightly regulated in cells and variability of such regulations is associated with
disease risk (Das and Singal, 2004). Understanding the correlation patterns in methylations
levels is thus meaningful for reducing the risk of diseases. These empirical findings motivate
us to develop a statistical model to exploit the correlations of methylation levels across the
unequally-spaced genome sites and across different samples for the goal of imputation.
In this paper, we develop a computationally efficient model to impute the methylation
levels. Our contribution is three-fold. First, we propose a nonseparable GaSP model to
integrates different correlation structures among the methylation levels across genome sites
and across samples into a coherent model, while the previous regression method (Zhang
et al., 2015) ignores the correlations across samples. Second, we develop an ultra-fast algo-
rithm that computes the exact likelihood of the proposed nonseparable GaSP model with
O(n) computational operations and storage when using a large class of covariance functions,
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building upon the connection between the Gaussian random field and Gaussian Markov ran-
dom field (Hartikainen and Sarkka, 2010). Lastly, the proposed nonseparable GaSP model
can be seen as a general statistical framework that unifies the linear regression and separable
GaSP models. Though we focus on methylation levels imputation in this work , the method-
ology is widely applicable to many other studies, such as estimating the response curve from
the electronic health record data, where each patient’s visit is modeled as a function of time
(Xu et al. (2016)).
The rest of the paper is organized as follows. In Section 2, we study a class of nonsep-
arable GaSP models. The closed form marginal likelihood and predictive distribution are
derived for the imputation problem. In Section 3, the computational strategy for this class
of nonseparable GaSP models is introduced, for which the computation scales linearly in the
number of inputs of the function without approximation. In Section 4, we unify some other
frequently used approaches, such as the linear regression and separable GaSP models, under
the framework of the nonseparable GaSP models. Numerical examples and comparisons to
alternative methods are provided in Section 5. We conclude the paper with discussion and
future extensions in Section 6.
2 Modeling multiple functional data
Let yi(sj) be the methylation level of the i
th sample at the jth CpG site, recording the
proportion of probes for a single CpG site that is methylated, for i = 1, . . . , K, j = 1, . . . , N .
Define two groups of sites, sD = {sD1 , ..., sDn } and s∗ = {s∗1, ..., s∗n∗}, where the methylation
levels of sD are observed for all K samples and the methylation levels of s∗ = {s∗1, ..., s∗n∗}
are only available for the first k samples but not available for the last k∗ samples. The total
number of samples is K = k + k∗ and the total number of CpG sites is N = n+ n∗.
For the first k samples, methylation levels are measured at all CpG sites, meaning that
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we observe y(sD)[k×n] and y(s∗)[k×n∗]. However, for the remaining k∗ samples, the methyla-
tion levels are only observed at a small subset of CpG sites, denoted as y∗(sD)[k∗×n]. The
methylation levels at the remaining CpG sites (y∗(s∗)[k∗×n∗]) of these samples are unknown.
Our goal, then, is to interpolate the unobserved methylation levels of these k∗ samples using
their observed methylation values at n CpG sites and the full methylation values from the
other k samples. In other words, we seek the predictive distribution of y∗(s∗) conditional on
y(sD), y(s∗) and y∗(sD).
The imputation of methylation levels across the whole genome is computationally chal-
lenging due to the large number of CpG sites. In the full WGBS data set, there are about
2.8× 107 CpG sites; even in the smaller Methylation450K data, there are roughly 4.5× 105
CpG sites, creating computational challenges. In contrast, the number of samples we are
working with is relatively small: 24 samples in the WGBS data and 100 samples in the
Methylation450K data. The key advantage of our method is that the computation required
for imputation scales linearly in terms of the number of CpG sites.
Here we make several extensions of a class of GaSP models with the nonseparable struc-
ture, which has been used for modeling multivariate spatially correlated data and functional
outputs (Gelfand et al., 2004; Higdon et al., 2008). First of all, we construct a flexible way to
incorporate the correlations across samples and across sites for prediction, with closed form
expression of the marginal likelihood and predictive distribution. These expressions enable
us to establish the connection between this nonseparable model and other models, such as
the linear regression and separable models, discussed in Section 4. Furthermore, we intro-
duce a computationally feasible approach to large-scale problems with inputs (CpG sites)
up to a million without approximating the likelihood function. The proof of this section is
given in Appendix A. Without loss of generality, we assume the data are centered at zero.
An extension to combine site-specified features is given in the supplementary materials.
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2.1 Nonseparable GaSP model with homogeneous noises
We start with the model for the functional output, Y (s), for every site s ∈ S
Y(s) = Av(s) + 0, (1)
where 0 ∼ N(0, σ20IK), A = (a1; ...; aK) is a K × K matrix with ai being the ith basis
function (K × 1 vector) specified later, and v(·) = (v1(·), ..., vK(·))T . As shown in Figure 1,
the correlation of the methylation levels at nearby CpG sites decays as the genomic distance
increases. This motivates us to model each weight function vi(·) independently as a zero
mean GaSP
vi(·) ∼ GaSP (0, σ2i ci(·, ·)), (2)
where σ2i is an unknown variance parameter and ci(·, ·) is the correlation between sites. One
popular choice of the correlation function is the Mate´rn kernel
ci(d) =
1
2νi−1Γ(νi)
(
d
γi
)νi
Kνi
(
d
γi
)
, (3)
where Γ(·) is the gamma function, Kνi(·) is the modified Bessel function of the second kind
with a roughness parameter νi, γi is a range parameter, and d = |sa− sb| for any sa, sb ∈ S .
The roughness parameter of the Mate´rn kernel controls how smooth the stochastic process
is. When νi = (2mi + 1)/2 with mi ∈ N, the GaSP with a Mate´rn kernel is mthi sample path
differentiable and the Mate´rn kernel has a closed form expression in these scenarios. For
instance, the exponential kernel is equivalent to the Mate´rn kernel with νi = 1/2 and the
Gaussian kernel is the Mate´rn kernel with νi → +∞. The flexibility of the Mate´rn kernel
makes it widely applicable for modeling spatially correlated data (Gelfand et al., 2010).
Denote Y(sD) = (y(sD)T ; y∗(sD)T )T . Following Higdon et al. (2008), we apply the sin-
gular value decomposition (SVD) to Y(sD) = UDV and estimate A as A = UD/
√
n, for
6
the following reasons. First of all, the computational order of estimating A is linear to n,
which is essential when n is at the size of 106. Secondly, we have aTi aj = 0 if i 6= j, and
hence ATA is a diagonal matrix, which substantially simplifies the computation of the like-
lihood. Moreover, AAT = Y(sD)Y(sD)T/n, unifying the linear regression model under the
framework of the nonseparable model shown later in Remark 1 of Section 4.
One can marginalize out the K × n weight matrix v(sD) explicitly for computing the
likelihood. We first vectorize outputs Yv(s
D) := vec(Y(sD)) and weight matrix vv(s
D) :=
vec(v(sD)T ), both of which are Kn-dimensional vectors. Define a Kn ×Kn matrix Av :=
[In ⊗ a1; ...; In ⊗ aK ]. By simple algebra, model (1) can be written as
Yv(s
D) = Avvv(s
D) + 0v, (4)
where 0v ∼ N(0, σ20InK) and vv(sD) | σ21, .., σ2K ,R1, ...,RK ∼MN(0,Σv), with the (l,m) en-
try of the Ri being ci(s
D
l , s
D
m). Here Σv = blkdiag(σ
2
1R1; ...;σ
2
KRK), where blkdiag(.) means
the block diagonal matrix between sites, and Ri is the i
th correlation matrix, i = 1, ..., K.
As shown in Higdon et al. (2008), directly marginalizing out vv(s
D) leads to the sampling
model, Yv(s
D) | σ20, σ21, .., σ2K ,R1, ...,RK ∼MN (0,AvΣvATv + σ20IKn). The straightforward
computation of the likelihood, however, requires to evaluate the inverse of a Kn×Kn covari-
ance matrix AvΣvA
T
v + σ
2
0IKn, which is computationally infeasible. We have the following
lemma to ease the computational challenge.
Lemma 1. Assume A = UD/
√
n and Y(sD) = UDV as the SVD decomposition. After
integrating out v(sD), the marginal likelihood of Y(sD) in model (1) follows a product of K
independent multivariate normal distributions,
p(Y(sD) | σ20, σ21, .., σ2K ,R1, ...,RK) = |ATv Av|−1/2
K∏
i=1
pMN(vˆi(s
D); 0, σ2iRi + σ
2
0(a
T
i ai)
−1In),
(5)
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where pMN(. ;µ,Σ) denotes the multivariate normal density with mean µ and covariance Σ,
vˆi(s
D) is the transpose of the ith row of vˆ(sD) = (ATA)−1ATY(sD).
Lemma 1 states that the marginal likelihood by model (1) can be written as a product
of K multivariate normal densities, which simplifies the computation. In particular, instead
of computing the multivariate normal densities with a Kn×Kn covariance matrix, one can
evaluate the densities by K independent multivariate normal distributions, each of which
has an n×n covariance matrix. The direct computation of the inverse of an n×n covariance
matrix, however, is still very hard in general, when n is at the size of 106. An efficient
algorithm that computes the exact likelihood will be provided in Section 3.
The goal of imputation is to find the predictive distribution at an unexamined site s∗j
conditioning on the available data. Denote Y(s∗j) = (y(s
∗
j)
T ; y∗(s∗j)
T )T , where y(s∗j) and
y∗(s∗j) are the j
th column of y(s∗) and y∗(s∗) respectively. We have the following lemma.
Lemma 2. We assume the same conditions in Lemma 1.
1. For every s∗j , one has
Y(s∗j) | Y(sD),σ20:K ,γ1:K ∼MN
(
µˆ(s∗j), Σˆ(s
∗
j)
)
.
Here µˆ(s∗j) = Avˆ
∗(s∗j) and Σˆ(s
∗
j) = AD
∗(s∗j)A
T+σ20IK, where vˆ
∗(s∗j) = (vˆ
∗
1(s
∗
j), ..., vˆ
∗
K(s
∗
j))
T
with vˆ∗i (s
∗
j) = r
T
i (s
∗
j)(Ri +
σ20(a
T
i ai)
−1
σ2i
In)
−1vˆi(sD) and vˆi(sD) being the transpose of the
ith row of vˆ(sD), ri(s
∗
j) =
(
ci(s
∗
j , s
D
1 ), ..., ci(s
∗
j , s
D
n )
)T
, D∗(s∗j) is a diagonal matrix with
σ2i c
∗
i (s
∗
j) as the i
th diagonal term and c∗i (s
∗
j) = ci(s
∗
j , s
∗
j)−rTi (s∗j)(Ri+σ
2
0(a
T
i ai)
−1
σ2i
In)
−1ri(s∗j).
2. Denote the partition µˆ(s∗j) =
(
µˆT0 (s
∗
j), µˆ
T
∗ (s
∗
j)
)T
and Σˆ(s∗j) =
 Σˆ00(s∗j) Σˆ0∗(s∗j)
Σˆ∗0(s∗j) Σˆ∗∗(s
∗
j)
.
For every s∗j , the predictive distribution of the unobserved y
∗(s∗j) follows
y∗(s∗j) | y(sD),y(s∗),y∗(sD), σ20:K ,γ1:K ∼MN
(
µˆ∗|0(s∗j), Σˆ∗|0(s
∗
j)
)
,
8
where µˆ∗|0(s∗j) = µˆ∗(s
∗
j) + Σˆ∗0(s
∗
j)Σˆ
−1
00 (s
∗
j)
(
y(s∗j)− µˆ0(s∗j)
)
and Σˆ∗|0(s∗j) = Σˆ∗∗(s
∗
j) −
Σˆ∗0(s∗j)Σˆ
−1
00 (s
∗
j)Σˆ0∗(s
∗
j).
In the methylation levels imputation study, µˆ∗|0(s∗j) can be used as predictions for y
∗(s∗j)
for any site s∗j , by properly conditional on all observations.
2.2 Nonseparable GaSP model with heterogeneous noises
The nonseparable model (1) assumes a shared noise parameter σ20, which is typically very
restrictive. We generalize the model by assuming different noise parameters as follows
Y(s) = Av˜(s) + 0,
v˜i(·) = vi(·) + i, i = 1, ..., K,
(6)
with 0 ∼ N(0, σ20IK) for any s ∈ S , each weight function vi(·) being assumed the same
as the previous independent GaSP in (2) and i being an independent zero-mean Gaussian
noise with variance τi. We still assume A = UD/
√
n where U and D are defined through
the SVD decomposition of Y(sD). In model (6), v˜i(·) follows a zero-mean GaSP with noise
v˜i(·) ∼ GaSP (0, σ2i c˜i(·, ·)), (7)
with the covariance σ2i c˜i(sa, sb) = σ
2
i (ci(sa, sb) + ηi1a=b), where ηi = τi/σ
2
i is the nugget-
variance ratio and ci(·, ·) is defined in (3) with a fixed νi and an unknown range parameter
γi, for i = 1, ..., K. Replacing Ri with R˜i = Ri + ηiIn in Lemma 1, the marginal likelihood
of Y(sD) can be written as a product of K independent multivariate normal densities,
p(Y(sD)|σ21:K , η1:K ,γ1:K) = |ATv Av|−1/2
K∏
i=1
pMN(vˆi(s
D); 0, σ2i R˜i + σ
2
0(a
T
i ai)
−1In)), (8)
9
where vˆi(s
D) is the transpose of the ith row of vˆ(sD) = (ATA)−1ATY(sD). The marginal
likelihood in (5) is a special case of the marginal likelihood in (8) when ηi = 0 for i = 1, ..., K.
Note that the above model is not identifiable between η1, ..., ηK , and σ
2
0. In the following,
we simply constrain σ20 = 0 to avoid the potential identifiability issue.
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Figure 2: The held-out methylation levels (red circles) and prediction of methylation levels
(black circles) by the nonseparable GaSP model for randomly selected 4 samples at 100 CpG
sites. The 95% posterior predictive interval is dashed as the shaded area.
The predictive distributions of model (6) at unobserved CpG sites takes almost the same
form in Lemma 2 by replacing Ri and ci(·, ·) with R˜i and c˜i(·, ·) respectively. Figure 2
plots the predicted methylation levels as the black circles at 100 held-out CpG sites for 4
samples, with the examined methylation levels marked as the red circles. The prediction
by the nonseparable GaSP model captures the pattern of the methylation levels reasonably
well, with an adequate length of 95% predictive interval, graphed as the shaded area. A
more detailed comparison between the nonseparable GaSP model and other computational
feasible alternatives is given in Section 5.
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3 Computational strategy
The computations of the likelihood in model (6) require to compute the inverse of Ri, each
withO(n3) operations, making the implementation impractical when n is large. We introduce
a computationally efficient algorithm, based on the connection between the Gaussian random
field and Gaussian Markov random field (GMRF). The idea is introduced in Whittle (1954,
1963); Hartikainen and Sarkka (2010), where the Mate´rn covariance was shown to be Markov.
Unlike many other methods, no approximation to the likelihood is needed in this approach.
We briefly review this computational strategy and extend it to compute the exact likelihood
of the nonseparable GaSP model with linear operations.
Consider a continuous auto-regressive model with order p, defined by a stochastic differ-
ential equation (SDE),
cpf
(p)(s) + cp−1f (p−1)(s) + ...+ c0f(s) = b0z(s), (9)
where f (l)(s) is the lth derivative of f(s) and z(s) is the standard Gaussian white noise
process defined on s ∈ R. Here we set cp = 1 to avoid the nonidentifiability issue. The
spectral density of equation (9) is SR(t) =
b20
|C(2piit)|2 , where i is the imaginary number, and
the operator C(·) is defined by C(z) = ∑pl=0 clzl. The form of the above spectral density is
SR(t) =
constant
polynomial in t2
, which is a rational functional form. It has been shown in Whittle
(1954, 1963) that the spectral density of GaSP with the Mate´rn covariance is
SMat(t) ∝ 1
(λ2 + t2)(ν+1/2)
, (10)
where λ =
√
2ν
γ
with the range parameter γ and the roughness parameter ν. The spectral
density in (10) follows a rational functional form, meaning that we can utilize the GMRF
representation for computation, elaborated in the following subsection.
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3.1 The computation by continuous time stochastic process
Here we assume the Mate´rn kernel with ν = 5/2 as for the demonstration purpose
c(d) =
(
1 +
√
5d
γ
+
5d2
3γ2
)
exp
(
−
√
5d
γ
)
, (11)
with d = |sa − sb| for any sa, sb ∈ S . The computational advantages introduced in this
subsection hold for Mate´rn kernel with ν = (2m+ 1)/2 for all m ∈ N.
As shown in (8), the likelihood of Y(sD) in model (6) with σ20 = 0 can be written in
terms of v˜(sD) = (ATA)−1ATY(sD). We thus focus on discussing the likelihood of v˜(sD).
The nonseparable GaSP model in (6) with σ20 = 0 can be represented as
v˜i(·) = fi(·) + i,
fi(·) ∼ GaSP (0, σ2i ci(·, ·)),
(12)
where i ∼ N (0, τi) being an independent noise with τi = σ2i ηi, for 1 ≤ i ≤ K. Denote
θi(s) := (fi(s), f
(1)
i (s), f
(2)
i (s))
T , where f
(l)
i (s) is the l
th derivative of fi(s) with regard to s,
l = 1, 2. For each i = 1, ..., K, GaSP with the correlation defined in (11) follows an SDE
dθi(s)
ds
= Jiθi(s) + Lzi(s),
where zi(s) is a zero-mean Gaussian white noise process with variance σ
2
i and λi =
√
2νi/γi.
The closed form expression of Ji and L is given in the Appendix B. Denote qi =
16
3
σ2i λ
5
i and
F = (1, 0, 0). The solution of the above SDE can be represented explicitly as
v˜i(sj+1) = Fθi(sj+1) + i,
θi(sj+1) = Gi(sj)θi(sj) + Wi(sj)
Wi(sj) ∼ N(0,Qi(sj))
(13)
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Figure 3: Comparison of the computation of the GaSP likelihood from the direct inversion of
the covariance and FFBS algorithm. The blue curves are the posterior mean of v˜i(s
∗)|v˜i(sD)
by equation (13) and the shaded area is the 95% posterior predictive interval of the mean
function at a small region for i = 1 (left panel) and i = 2 (right panel), for a given set of
parameters (σ2i , γi, τi). The red dots are the posterior mean v˜i(s
∗
j)|v˜i(sD) of 50 s∗j at the
same region with the same set of parameters by the direct computation for the GaSP model.
The root of mean square errors (RMSE) between the blue curves and red circles at these 50
s∗j are 2.04× 10−13 and 2.41× 10−12 for the left panel and right panel respectively.
where Gi(sj) = e
Ji(sj+1−sj) and Qi(sj) =
∫ sj+1−sj
0
eJitLqiL
T eJ
T
i tdt for j = 1, ..., n−1. The sta-
tionary distribution of θi is θi(s0) ∼MN(0,Qi(s0)), with Qi(s0) =
∫∞
0
eJitLqiL
T eJ
T
i tdt. All
Gi(sj), Qi(sj), Qi(s0), and the likelihood of θi are derived in the supplementary materials.
With the above setup, the posterior for θi(s), i = 1, .., K, can be computed by a forward
filtering and backward sampling/smoothing (FFBS) algorithm (West and Harrison, 1997;
Petris et al., 2009), which only requires O(n) computational operations, a lot smaller than
O(n3) operations in the direct computation of the GaSP model. The prediction at s∗ also only
requires linear computational operations to the number of sites, so the total computational
operations are only O(N) altogether. Furthermore, θi(s) can be explicitly marginalized out
for all s instead of the posterior sampling, discussed in Section 3.2.
Figure 3 compares the posterior means of v˜i(s
∗) | v˜i(sD) by the FFBS algorithm and
direct computation of GaSP for some s∗j given set of parameters. Since they are the same
quantities computed in two different ways, the difference only depends on the machine pre-
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Figure 4: Computational time in seconds for one evaluation of the likelihood with the normal
scale (left panel) and log scale (right panel). The red dot represents the computational time
by the direct computation and blue solid triangle is by the FFBS algorithm.
cision, which is extremely small. The main advantage of our method is that all summary
statistics of interest, such as the posterior predictive mean and variance, as well as the
marginal likelihood can be computed exactly.
The computational time between them, however, differs significantly. As shown in Fig-
ure 4, the computation by the FFBS algorithm is a lot more efficient than the direct eval-
uation of the likelihood, which requires O(n3) for matrix inversion. For instance, when
n = 5, 000, evaluating the likelihood by the FFBS algorithm only takes around 0.1 second
on a laptop, while the direct computation takes around 60 seconds.
Note when νi = 5/2, the Mate´rn covariance matrix in (11) and its inversion are both
dense n × n matrices with rank n. However, the covariance matrix of the latent states,
θi(s) = (fi(s), f
(1)
i (s), f
(2)
i (s))
T is sparse, as shown in supplementary materials. The result
holds for all Mate´rn classes when νi = (2m+ 1)/2, with m ∈ N.
3.2 Parameter estimation
The most computationally intensive part of the FFBS algorithm is to sample 3Kn latent
states θi(sj) for i = 1, .., K and j = 1, ..., n. Fortunately, one can avoid it by marginalizing
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out the latent states explicitly,
p(v˜(sD)|σ21:K , τ1:K ,γ1:K) =
K∏
i=1
{
p(v˜i(s
D
1 )|σ2i , τi, γi)
n∏
j=2
p(v˜i(s
D
j )|v˜i(sD1:j−1), σi, τi, γi)
}
,
each term of which follows a normal distribution given in the one-step look ahead prediction
in the FFBS algorithm (West and Harrison, 1997). The marginal likelihood p(v˜(sD)|γi, ηi, σ2i )
can also be computed with linear computational operations in terms of n, allowing us to
evaluate the likelihood without making an approximation.
To complete the model, we assume the prior as follows,
pi(σ21:K , τ1:K ,γ1:K) ∝
K∏
i=1
pi(τi, γi)
σ2i
. (14)
Denote ζi := 1/γi and ηi := τi/σ
2
i . We assume the jointly robust prior (Gu, 2016; Gu
et al., 2018) for the transformed parameters pi(ζi, ηi) ∝ (Ciζi + ηi)aiexp(−bi(Ciζi + ηi)), for
i = 1, ..., K, where Ci, ai and bi are prior parameters. This prior approximates the reference
prior in tail rates and is robust for posterior mode estimation (Gu et al., 2017). For the
prior parameter, we use the default choice a = 1/2, b = 1, and Cl = |S |/n, where |S | is
the length of S .
As n is large, the Markov chain Monte Carlo (MCMC) algorithm is still very slow for
sampling the posterior distribution. We estimate the parameters by the posterior mode,
(ζˆi, ηˆi) = argmax
ζi,ηi
{
p(v˜(sD)|ζi, ηi)pi(ζi, ηi)
}
. (15)
The posterior mode of the variance parameters is σˆ2i = S
2
i /(n+1) with S
2
i = v˜
T
i (s
D)R˜−1i v˜
T
i (s
D).
The posterior mean and MLE of σ2i are S
2
i /(n− 1) and S2i /n, respectively. When n is large,
these estimations are almost the same.
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4 Unification of linear regression, separable model and
nonseparable model
In this section, we show the linear regression model that was used for methylation level
imputation (Zhang et al., 2015), and the separable GaSP model used in computer model
emulation (Conti and O’Hagan (2010); Gu and Berger (2016)) are both special cases of the
nonseparable GaSP model introduced in Section 2.
4.1 Linear regression strategies
Assuming that the samples are independent to each other, a simple model is to apply the
linear regression separately for each CpG site sj, j = 1, ..., N , as follows,
yi(sj) = Hi(sj)βj + ij, i = 1, ..., K, (16)
where Hi(sj) are the covariates for the j
th CpG site of the ith sample and ij ∼ N(0, σ20j) is
an independent mean-zero Gaussian noise. In Zhang et al. (2015), some site-specific features,
such as methylation levels at nearby CpG sites, are used as covariates for imputation. This
approach assumes that methylation levels are independent across samples at every CpG site.
However, methylation levels of different samples at a CpG site are generally correlated, as
shown in Figure 1. Numerical results will be shown that exploiting the correlation between
samples leads to drastic improvement in imputation in Section 5.
Alternatively, a regression model that exploits the correlations across samples follows
yi(sj) = Hi(sj)βi + ij, j = 1, ..., N, (17)
with ij ∼ N(0, σ2i0). Here each site is treated independently. Assume the methylation levels
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were first centered to have a zero mean and let Hi(sj) = (y1(sj), ..., yk(sj)), meaning only the
methylation levels of the k samples with full observations are used as covariates, the model for
sD can be expressed y∗i (s
D)T = y(sD)Tβi+i, where y
∗
i (s
D) is the ith row of y∗(sD) and i ∼
N(0, σ2i0In). The least squares (LS) estimator of βi is βˆi =
{
y(sD)y(sD)T
}−1
y(sD)y∗i (s
D)T ,
where y∗i (s
D) =
(
y∗i (s
D
1 ), ..., y
∗
i (s
D
n )
)
being the ith row of y∗(sD). The predictive mean of the
methylation level of the ith sample at the jth unexamined site, Hi(s
∗
j)βˆi, follows
E[y∗i (s
∗
j) | y(sD),y∗(sD),y(s∗), βˆi] = y(s∗j)T
{
y(sD)y(sD)T
}−1
y(sD)y∗i (s
D)T , (18)
with y(s∗j) = (y1(s
∗
j), ..., yk(s
∗
j))
T being the jth column of y(s∗), for i = 1, ..., k∗, j = 1, ..., n∗.
The following remark establishes the connection between the linear regression and nonsepa-
rable GaSP model.
Remark 1. The predictive mean under the linear regression model in (18) is identical to the
predictive mean µˆ∗|0(s∗j) of the nonseparable model with σ
2
0 = 0 in Lemma 2 if in model (1),
(i.) A = UD/
√
n, where U and D are defined through the SVD decomposition of Y(sD).
(ii.) vi(·) is the realization of independent mean zero Gaussian noise with the same variance.
4.2 Separable model
Denote Y as a K × N matrix where each row is a sample of methylation levels at N CpG
sites. Compared to the regression models, the following joint model is sometimes preferred
Y = Z + 0, (19)
where 0 is a zero-mean independent noise and Z is a K ×N random matrix modeled from
a matrix-variate normal distribution, Z ∼ NK,N(µ,Σ,Λ), with a K ×N mean matrix µ, a
K ×K row covariance matrix Σ, and an N ×N column correlation matrix Λ.
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We call model (19) the separable model, as the correlations across samples and across
sites are expressed separately by Σ and Λ respectively. Assuming that Λ is modeled by
a correlation function, where the (i, j) entry Λi,j = c(d), with c(·) being the correlation
function. The following remark states the separable model defined in (19) is a special case
of the nonseparable model in (1).
Remark 2. If µ = 0, the separable model defined in (19) is equivalent to the nonseparable
GaSP model in (1) if
(i.) A is chosen such that Σ = AAT .
(ii.) The covariance function in (2) has the unit variance and ci(d) = c(d), for i = 1, ..., K.
5 Numerical comparison
We evaluate the nonseparable GaSP model in (6) and compare to several alternative methods:
two linear regression strategies (by site in (16) and by sample in (17)), nearest neighbor-
hood method (using only the observed methylation level closest to the unobserved site for
prediction) and two regression strategies by random forest (Liaw and Wiener, 2002). We
also introduce a localized Kriging method by partitioning the data into small blocks, and
compare it with the nonseparable GaSP model in the supplementary materials.
The performance of these methods is evaluated on the out of sample prediction for WGBS
data and Methylation450 data based on the following criteria
RMSE =
√∑k∗
i=1
∑n∗
j=1(yˆ
∗
i (s
∗
j)− y∗i (s∗j))2
k∗n∗
,
PCI(95%) =
1
k∗n∗
k∗∑
i=1
n∗∑
j=1
1{y∗i (s∗j) ∈ CIij(95%)} ,
LCI(95%) =
1
k∗n∗
k∗∑
i=1
n∗∑
j=1
length{CIij(95%)} ,
18
where for 1 ≤ i ≤ k∗ and 1 ≤ j ≤ n∗, y∗i (s∗j) is the held-out methylation levels of the ith
sample at the jth CpG site; yˆ∗i (s
∗
j) is the predicted held-out methylation level of the i
th sample
at the jth CpG site; CIij(95%) is the 95% posterior credible interval; and length{CIij(95%)}
is the length of the 95% posterior credible interval. An effective method is expected to
have small out-of-sample RMSE, PCI(95%) being close to nominal 95% level, and small
LCI(95%). In Zhang et al. (2015), a CpG site is defined to be methylated if more than 50%
of the probes are methylated, and the accuracy rate of a method is defined by the proportion
of the correct predictions of CpG sites being methylated or not. We also use the accuracy
rate as a criterion to compare the nonseparable GaSP model and its competitors in the
following numerical results.
5.1 Real dataset 1: WGBS data
We first compare the out-of-sample prediction of different methods using the criteria dis-
cussed above for roughly 106 methylation levels in the WGBS dataset. In this dataset, 24
samples are available in total and we randomly select k∗ = 4 samples, whose methylation
levels are partially observed (with certain proportion being held out), while the methyla-
tion levels of the rest of the samples are fully observed. We consider three scenarios, in
which 50%, 75%, and 90% of the methylation levels of these 4 samples are held out as the
test dataset. The methylation levels of each sample are centered and the mean is added
back for prediction in the GaSP model (Higdon et al., 2008). We estimate the range and
nugget parameters using equation (15) and rely on the predictive distribution of model (6)
for combining different sources of information in prediction.
As shown in Table 1, the nonseparable GaSP model has the smallest out-of-sample RMSE,
making it the most accurate in out-of-sample prediction in all scenarios. For instance, when
50% of CpG sites are held out, the nonseparable GaSP method improves the RMSE by at
least 15% compared to any other methods we considered. The gain is from integrating the
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50% held-out CpG sites RMSE PCI(95%) LCI(95%) Accuracy
Nonseparable GaSP 0.085 0.961 0.300 0.970
Nearest neighborhood 0.147 / / 0.943
Linear model by site 0.100 0.913 0.261 0.966
Random forest by site 0.103 / / 0.964
Linear model by sample 0.100 0.941 0.308 0.962
Random forest by sample 0.101 / / 0.963
75% held-out CpG sites RMSE PCI(95%) LCI(95%) Accuracy
Nonseparable GaSP 0.089 0.961 0.309 0.968
Nearest neighborhood 0.166 / / 0.934
Linear model by site 0.106 0.910 0.274 0.963
Random forest by site 0.108 / / 0.962
Linear model by sample 0.100 0.941 0.308 0.962
Random forest by sample 0.097 / / 0.964
90% held-out CpG sites RMSE PCI(95%) LCI(95%) Accuracy
Nonseparable GaSP 0.096 0.941 0.296 0.966
Nearest neighborhood 0.166 / / 0.934
Linear model by site 0.114 0.908 0.289 0.959
Random forest by site 0.114 / / 0.957
Linear model by sample 0.100 0.941 0.308 0.962
Random forest by sample 0.098 / / 0.963
Table 1: Comparison of different methods for the WGBS data. From the upper to the lower,
25%, 50%, 75% and 90% of the first million methylation levels of k∗ = 4 samples are held
out for testing, respectively.
correlations between CpG sites and between samples through a coherent statistical model,
while the other models only utilize partial information. For example, the methods in rows
2 to 4 only exploit the site-wise correlation by assuming the observations are independent
across different samples at each CpG site, while the methods in rows 5 to 6 only exploit the
correlation between samples.
When more and more data are held-out as the test data, the correlation between nearby
observed methylation levels gets smaller as the average distance between two sites with
observed methylation levels gets larger, making it harder for prediction. Yet the nonseparable
GaSP model still results in the smallest RMSE, which is around 0.089 and 0.096, when 75%
and 90% of CpG sites are held out respectively.
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RMSE PCI(95%) LCI(95%) Accuracy
Nonseparable GaSP 0.030 0.972 0.122 0.991
Nearest neighborhood 0.150 / / 0.944
Linear model by site 0.034 0.945 0.099 0.990
Random forest by site 0.034 / / 0.990
Linear model by sample 0.031 0.957 0.106 0.990
Random forest by sample 0.031 / / 0.990
Table 2: Comparison of different methods for the Methylation450K data. 20% CpG sites of
the k∗ = 50 people are held out for testing.
Furthermore, the nonseparable GaSP model produces 95% credible interval that covers
approximately 95% of the held-out outcomes, with the comparatively short length of credible
interval. In contrast, two linear regression models are over-confident, as the coverages are all
below the nominal 95% level. This is not surprising, because the independence assumption
by the linear models (either between sites or between samples) makes the likelihood too
concentrated. Consequently, the predictive interval by the linear model is typically too
narrow to cover the held-out samples as it claims, while the likelihood of the nonseparable
GaSP model describes the complicated patterns of correlation better, thereby presenting an
adequate predictive credible interval.
The nonseparable GaSP also leads to around 97% accuracy in predicting whether a CpG
site is methylated or not (equivalently predicting whether more than half of the probes
are methylated in the held-out CpG sites), which is also the highest compared to all other
methods. Note the differences between the nonseparable model and other methods are
small, as around 90% of the CpG sites are methylated in this dataset, and thus a benchmark
estimator could achieve at least 90% accuracy in prediction.
5.2 Real dataset 2: Methylation450 data
In this section, we study the numerical performance of all the methods for the Methy450K
dataset (Zhang et al., 2015). In this dataset, the methylation levels of 100 samples are
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recorded. For the purpose of comparison, 20% of the CpG sites of k∗ = 50 samples are
held out. We do not hold out more sites in this dataset, because the Methy450K data only
contain about 2% Methylation levels in the WGBS whole sequencing dataset.
In Table 2, the prediction based on the nonseparable GaSP model has the lowest RMSE,
though the differences with the other methods are smaller compared to the ones in the
previous WGBS data since the CpG sites are sparse in this data set, resulting in small site-
wise correlations. Modeling both the correlation by site and by sample in the nonseparable
GaSP model improves around 10% and 3% in terms of the RMSE compared to the models
only exploiting correlation by site and by sample, respectively.
The computation of the nonseparable GaSP model relies heavily on the fast and exact
computation algorithm discussed in Section 3. Since the number of methylation levels is
at the size of a million in one chromosome in one sample, direct computation of the GaSP
model is infeasible. In the supplemental materials, we also compare with a localized Kriging
method. The performance of the nonseparable GaSP model is still better, partly because
the correlation between CpG sites is long-ranged, shown in the left panel of Figure 1.
6 Concluding remarks
This paper discusses modeling multiple functional data through Gaussian stochastic pro-
cesses. We unify several different models, including the linear regression model and separa-
ble model, through a nonseparable GaSP framework. A computationally efficient algorithm
is provided for the large scale problems without approximation to the likelihood. Several
interesting future topics are worth exploring from both the computational and modeling
perspectives. The achievement in computation is limited, in a sense that the input of the
GaSP model (CpG site) is only 1 dimensional. It remains to be an issue to generalize this
computational method for the case with multi-dimensional inputs. Some recent progresses
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of this direction are introduced in Lindgren et al. (2011), where the GaSP with a Mate´rn co-
variance can be represented by stochastic partial differential equations, while a method that
computes the exact likelihood is still unknown. Furthermore, the outcomes of methylation
levels are [0, 1] with lots of 0 and 1 in the dataset. One may model a point process with
probability masses at 0 and 1 to further improve the accuracy in prediction.
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Appendix A:Proofs for Section 2
proof of Lemma 1. Because A = UD/
√
n, A(ATA)−1AT = IK . The likelihood is
L(Yv(sD)|vv(sD), σ20) =(2piσ20)−nK/2exp
(
−
(
Yv(s
D)−Avvv(sD)
)T (
Yv(s
D)−Avvv(sD)
)
2σ20
)
=(2piσ20)
−nK/2exp
(
−
(
vˆv(s
D)− vv(sD)
)T
ATv Av
(
vˆv(s
D)− vv(sD)
)
2σ20
)
,
where vˆv(s
D) = (ATv Av)
−1ATv Yv(s
D). ATv Av is a diagonal matrix because
ATv Av =

(In ⊗ a1)T (In ⊗ a1) (In ⊗ a1)T (In ⊗ a2) ... (In ⊗ a1)T (In ⊗ aK)
(In ⊗ a2)T (In ⊗ a1) (In ⊗ a2)T (In ⊗ a2) ... (In ⊗ a2)T (In ⊗ aK)
... ... ... ...
(In ⊗ aK)T (In ⊗ a1) (In ⊗ aK)T (In ⊗ a2) ... (In ⊗ aK)T (In ⊗ aK)

,
with (In ⊗ ai)T (In ⊗ ai) = (ITn ⊗ aTi )(In ⊗ ai) = (ITnIn) ⊗ (aTi ai) and (In ⊗ ai)T (In ⊗ aj) =
(ITnIn) ⊗ (aTi aj) = O, where O is a matrix with each element being 0. Marginalizing out
vv(s
D), one has
L(Yv(sD)|σ20, σ21, .., σ2K ,R1, ...,RK)
=
∫
L(Yv(sD)|vv(sD), σ20)p(vv(sD)|σ21, .., σ2K ,R1, ...,RK)dvv(sD)
=|ATv Av|−1/2(2pi)−nK/2|Σv + σ20(ATv Av)−1|−1/2exp
(
−1
2
vˆv(s
D)
T (
Σv + σ
2
0(A
T
v Av)
−1)−1 vˆv(sD))
=|ATv Av|−1/2×
K∏
i=1
{
(2pi)−n/2|σ2iRi + σ20(aTi ai)−1In|−1/2exp
(
−1
2
vˆi(s
D)
T (
σ2iRi + σ
2
0(a
T
i ai)
−1In
)−1
vˆi(s
D)
)}
.
The last row follows from the fact that vˆi(s
D)T is the ith row of the matrix vˆ(sD).
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proof of Lemma 2. Denote Y(sD ; s∗j) := [Y(s
D);Y (s∗j)] and v(s
D ; s∗j) := [v(s
D); v(s∗j)]. Both
are k × (n+ 1) matrices.
Vectorizing the output Yv(s
D , s∗j) := vec(Y(s
D , s∗j)), a K× (n+ 1) vector, and vv(sD) :=
vec(v(sD)T ), we can write model (1) as,
Yv(s
D , s∗j) = Avvv(s
D , s∗j) + ,
where  ∼ N(0, σ20I(n+1)K). Similar to the proof of Lemma 1, one has
L(Yv(s
D , s∗j)|σ20:K ,γ1:K) = |ATv Av|−1/2
K∏
i=1
pMN(vˆi(s
D , s∗j); 0, σ
2
iΛi + σ
2
0(a
T
i ai)
−1In+1)),
where vˆi(s
D , s∗j) is the transpose of the i
th row of the vˆ(sD , s∗j) := (A
TA)−1ATY(sD , s∗j) and
Λi =
 Ri ri(s∗j)
rTi (s
∗
j) ci(s
∗
j , s
∗
j)
 . One has
vˆi(s
∗
j)|vˆi(sD),σ20, σ2i ,γi ∼MN(vˆ∗i (s∗j), σ2i c∗(s∗j) + σ20(aTi ai)−1), (20)
with vˆ∗i (s
∗
j) = r
T
i (s
∗
j)(Ri+
σ20(a
T
i ai)
−1
σ2i
In)
−1vˆi(sD) and c∗i (s
∗
j) = ci(s
∗
j , s
∗
j)−rTi (s∗j)(Ri+σ
2
0(a
T
i ai)
−1
σ2i
In)
−1ri(s∗j).
Note A(ATA)−1AT = IK . One has Y(s∗j) = Avˆ(s
∗
j) and Y(s
D) = Avˆ(sD). Applying the
properties of multivariate normal distribution to (20) leads to the results.
Appendix B: Closed form quantities of the continuous
state space model
We derive the quantities of continuous state space model representation in (13) in this section.
The following results hold for every subscript i, 1 ≤ i ≤ k, so the subscript is dropped for
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simplicity. The SDE is
dθ(s)
ds
= Jθ(s) + Lz(s),
where
J =

0 1 0
0 0 1
−λ3 −λ2 −3λ
 ,
and L = (0, 0, 1)T .
Denote dj = |sj − sj−1|. We have
eJdj =
e−λdj
2

λ2d2j + 2λ+ 2 2(λd
2
j + dj) d
2
j
−λ3d2j −2(λ2d2j − λdj − 1) 2dj − λd2j
λ4d2j − 2λ3dj 2(λ3d2j − 3λ2dj) λ2d2j − 4λdj + 2

Q(sj) =
4σ2λ5
3

Q1,1(sj) Q1,2(sj) Q1,3(sj)
Q2,1(sj) Q2,2(sj) Q2,3(sj)
Q3,1(sj) Q3,2(sj) Q3,3(sj)
 ,
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with
Q1,1(sj) =
e−2λdj(3 + 6λdj + 6λ2d2j + 4λ
3d3j + 2λ
4d4j)− 3
−4λ5 ,
Q1,2(sj) = Q2,1(sj) =
e−2λdj t4
2
,
Q1,3(sj) = Q3,1(sj) =
e−2λdj(1 + 2λdj + 2λ2d2j + 4λ
3d3j − 2λ4d4j)− 1
4λ3
,
Q2,2(sj) =
e−2λdj(1 + 2λdj + 2λ2d2j − 4λ3d3j + 2λ4d4j)− 1
−4λ3 ,
Q2,3(sj) = Q3,2(sj) =
e−2λdjd2j(4− 4λdj + λ2d2j)
2
,
Q3,3(sj) =
e−2λdj(−3 + 10λ2d2j − 22λ2d2j + 12λ2d2j − 2λ4d4j) + 3
4λ
,
and
Q(s0) =

σ2 1 −σ2λ2/3
0 σ2λ2/3 1
−σ2λ2/3 0 σ2λ4
 .
The joint distribution of θ(s0:n) is given by

θ(s0)
θ(s1)
θ(s2)
...
θ(sn)
 ∼MN


0
0
0
...
0
 ,

Q(s0)−1 −GT (s1)Q(s1)−1G(s1)
−GT (s1)Q(s1)−1G(s1) Q−1(s1) −GT (s2)Q(s2)−1G(s2)
−GT (s2)Q(s2)−1G(s2) Q−1(s2) ...
... ... ... ..
Q−1(sn)

−1 .
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