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n Abst ract - - I f  a curve ranges through a cube H = ri~=l[ai, bi] so that, for every point x E H, 
there is at least a point in the curve at a distance not greater than a positive number a, the curve 
is called a-dense in H. It is very important in the construction of such curves to find algorithms of 
approximation for global optimization and, in fact, there are several methods to do it, e.g., [1-3]. 
In this paper, we give a characteri~.ation of such curves in terms of -r-stochastically independent 
functions, as well as a constructive method to generate them by means of only one function q0 called 
-r-uniformly distributed. Finally, in the above class, i.e., in the set of the "r-uniformly distributed 
functions, we will choose one of them, will construct the corresponding curve, and will compute its 
theoretic alculation time. 
Keywords - -G loba l  optimization, R~ducing transformation, Space filling curves, Space densifica- 
tion. 
1. INTRODUCTION AND NOTATION 
When a mathemat ica l  model  is associated to a medical  or biological phenomenon, there is a 
crucial problem to solve: minimize a suitable function (error functional) that  usual ly depends 
on many variables. This  state of the process is called Identification of Parameters (see [1]). In 
several papers  carr ied out  by the French school of Y. Cherruault ,  we may find original methods 
to solve this problem by means of the restr ict ion of the function to a curve a-dense over the 
domain  of definit ion and, in this way, reducing a mult id imensional  problem to a unidimensional  
one. 
The first of these methods is called AL IENOR [2], which is able to find an approx imat ion to 
the global min imum of a continuous function f defined in H (in fact, the method also works 
for more general condit ions) by means of a t ransformat ion (AL IENOR TRANSFORMATION)  
al lowing us to wr i te the n variables x~, i = 1, 2 . . . .  , n in a function of a single variable 6: 
xi = hi(0), i = 1 ,2 , . . . ,n ,  
and, in this way, reducing the general opt imizat ion problem 
Glob. rain f ( z l ,  X2, • • • , Xn) 
xEH 
to the s impler one 
Glob. min f* (0), 
Oe[O,OM] 
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where 
f*(#) = f (h l (#) , . . . ,  hn(#)) 
and #M is the value defining the interval on which the global minimum of f* (8) will be located. 
In dimension 2, the ALIENOR transformation is defined as 
Xl = agcosg, x2 = a~sin#, 
which are the equations of Archimedes' spiral. The value of parameter a, as well as the interval 
through which the variable # goes, are perfectly determined in function of the domain H of 
definition of the function to minimize. The generalization to any dimension, as well as certain 
improvements such as adding chaos and others, can be found in [3]. 
Ammar and Cherruault [4,5] have introduced some variety into ALIENOR, obtaining a new 
transformation called MODIFIED ALIENOR that allows the densification process to go faster 
over domain H and, even though both transformations agree over the Euclidean plane, the 
foregoing transformation, i.e., MODIFIED ALIENOR, has a linear schema, reducing the number 
of parameters in only one step, whereas ALIENOR, due to its tree structure, needs intermediate 
steps to express n parameters (2 s-1 < n < 28) in function only one parameter. 
Finally, another technique has been introduced by Bendiab and Cherruault [6,7] called DIVANU 
where each variable x~ of the function to minimize is written as 
x i  = ~( t )  . h i ( t ) ,  i = 1 ,2 , . . . ,n ,  
~(t) being a real differentiable and bounded function defined in a certain interval and 
H(t )  = (h i ( t ) ,  h2(t) , . . . ,  hn( t ) )  
a periodical function. An adequate choice of ~(t) and H(t )  allows to ensure the precision of the 
approximation. 
The problem to define a-dense curves in an arbitrary cube H = l-lin__l [a~, b~] of R n is interpreted, 
in our paper, like a problem of measure in the real line as the following examples how. 
EXAMPLE 1.1. Let I = [0, 1] be the unit interval. Let us assume that we construct a curve h in 
the unit square 12 = [0,1] x [0, 1] defined as 
h(t) = (hi(t),h2(t)), where hi(t) = t, h2( t )  = 1 - t. 
Obviously, this curve has a degree of density a = vf2/2. We may observe that 1/2 is a singular 
value in the following sense: 
(a) if I1,/2 are any intervals contained in I of length greater than 1/2, then h '~ l ( I1 )n  h21(I2) 
is an interval, so it has positive measure; 
(b) if I1,/2 are any intervals contained in I of lengths less than or equal to 1/2, then it may 
happen that h~-l(I1) N h~-l(I2) is empty or contains only one point, and thus its measure 
is zero (e.g.,/1 = 12 -- [0, a] for any 0 _< a < 1/2). 
The number V~, as we will later see, is directly associated to the dimension of the space where 
the curve is defined, which is 2 in our case. These two functions hi and h2, for a value ~/greater 
than 1/2, will be called 7-stochastically independent. Obviously, if we want to construct curves 
with a high degree of density, i.e., for small values of a, then we need its coordinate functions to 
be ~-stochastically independent for small values of ~/. The converse will also be correct, therefore 
we will obtain a characterization for the a-dense curves in terms of this property of the coordinate 
functions of the curve. 
EXAMPLE 1.2. Letting m be a positive integer and J = [-1, 1], we define the function ~ : J ~ J 
as ~(t) = sin m~rt. This function is periodic of period 2/m, ranges all values from -1  to 1 or vice 
versa, and fulfills the following property. 
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If A is an interval contained in J of length greater than or equal to 2/m, then, at least once, 
A contains the interval [ (1 /mr) .  arcsina, (1 /mr) .  arcsinb] for all a < b belonging to J.  So, if 
we denote by m(.) the Lebesgue measure, then, by the Lagrange theorem, for some a < x < b, 
we have 
m (A N ~-l([a,  b])) _> m ( [ (1/mr) .  arcsina, (1~mr). arcsinb]) 
(1 ) . [a rcs inb_arcs ina  I = 
(1) 
> ~ ~ .m([a,b]). 
When the above property is fulfilled, we will say that the corresponding function ~ is 7-uniformly 
distributed of constant 6. In this case, ~/= 2/m, 6 = 1~mr, and we may easily see that ~ generates 
a curve in the square J x J of density 2/m for arbitrary m. This idea may be extended and, 
as a matter of fact, we will see that every function ~ belonging to the foregoing class yields, by 
reiterated composition itself and together with the identity function, curves in such a way that 
their coordinate functions will be ^ /-stochastically independent and so will have a-dense curves 
with an arbitrary degree of density. 
Without loss of generality, we may assume the curves are defined in the unit interval I = [0, 1] 
although exceptionally we will also take the interval J = [-1, 1]. On the other hand, m(.) denotes 
the Lebesgue's measure on the real line, [[. [[, as usual, denotes the Euclidean norm in R n, d( ,  ) 
the Euclidean distance, and finally, we notice that many definitions as well as theorems that will 
appear in this paper may be generalized if we consider measurable sets and measurable functions 
instead of intervals (union of intervals) and continuous functions, respectively, but also might be 
restricted to Borel sets or even intervals. One way or the other, we would obtain the same results, 
and so we have chosen an intermediate l vel to explain our conclusions. 
2. 7-STOCHASTICALLY INDEPENDENT FUNCTIONS 
DEFINITION 2.1. Let 7 be a positive number, then n continuous functions hi, h2, . . . ,  hn : I --* R 
are called ^ /-stochastically independent with respect o the Lebesgue measure (r.L.m.) ff for n 
intervals I1, I2, . . .  ,In with m(Ij  N hi(I)) >_ 7 for a/1 j = 1,2, . . .  ,n, the condition 
m(h-jl(I~)) > 0 for ali j = 1,2,. . .  ,n imp//es m h~-l(_rj) > 0 (2.1) 
is fultilled. 
THEOREM 2.2. I [hl ,  h2, . . . ,  hn : I --* R are continuous, nonconstant, and 7-stochastically inde- 
pendent (r.L.m.), then the curve in R n 
n 
h: I ~ 1-[ h~(I) 
i= l  
de~ned as hit) = (hi(t), h2(t) , . . . ,  hn(t)) is a-dense with density ~ = v/'n • 7. 
PROOF. Let x = (xj)j=l ..... n be a point belonging to 1-I~n__l hi(I) and ~ an arbitrary number such 
that • > % We consider intervals Ij = (xj - e, xj + e) for each j = 1 , . . . ,  n; by continuity of hi, 
there are open sets Aj in R so that 
h~I(Ij) = Aj NI ,  for each j - -1 , . . . ,n ,  
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then h~l i l j )  are measurable sets with measure mihf l ( I j ) )  > 0 for each j -- 1 , . . . ,  n, and noticing 
condition (2.1) of Definition 2.1, we have 
m h 1 >0,  
therefore N~'ffil h~l i I j )  ~ 0, so there exists t E I such that hit ) E I1 × I2 ×. . .  x In and from the 
definition of Ij for all j = 1, . . .  ,n, we obtain 
[Ih(t) - x[I < v~e 
for arbitrary e >_ 7, thus 
I lh(t)  - xl l  --- ~ /~7 -- a .  | 
THEOREM 2.3. (Converse of Theorem 2.2.) I f  a continuous function 
n 
h : I -~  f l [a j ,b j ]  = H, laj < bj for all j = l , . . . ,n )  
j---1 
t --* hit  ) = (h i l t ) , . . . ,  hnit)) 
defines an a-dense curve in H,  then the functions h i , . . . ,  hn are 7-stochastically independent 
(r.L.m.) for any 7 > 2a. 
PROOF. Let us consider intervals I1 , . . . ,  In such that 
m(I jNh j ( I ) )  >_ 7, for all j = 1 , . . . ,n ,  
where 7 is an arbitrary number greater than 2a. Now suppose that 
m(h; l ( I j ) )  > 0, for all j = 1, . . .  ,n. 
Since m(I j  N [aj,bj]) >_ m(I j  N h i ( I ) )  _> 7 > 0, for all j = 1, . . .  ,n, let Jj be the interior of each 
Ij N [aj,bj], then Jj will be an open interval in [aj,bj] for all j = 1, . . .  ,n, and obviously, 
m(J j )>_7 ,  for all j = 1 , . . . ,n ,  
noticing that 
m(J j )  = m( I j  ;7 [aj, bj]), for all j = 1 , . . . ,  n. 
For each j -- 1 , . . . ,n ,  let xj be the middle point of J j . Let us consider the point x = 
ix1, . . .  ,xn) belonging to J1 x .. .  x Jn, and noticing that the curve h has density a, there is a 
point hit  ) such that 
I I h ( t )  - < a .  
Now, since 7 is an arbitrary number so that 3' > 2a, for each j = 1,. . .  ,n, we have 
- x j l  < I Ih ( t )  - x l l  < a < Ih~(t) 
therefore 
h(t) = (h l ( t ) , . . . ,hn( t ) )  e J1 × .. .  x J , ,  
and this means that J1 × "'" × Jn is a nonempty open set in H. From continuity of h, 
h- l ( J1  x .. .  × Jn) = h-~l(J1) n . . . N h~l( Jn)  
is a nonempty open set in I, since it contains t, hence has positive measure and 
m hf  1 >_ m h~ 1 > O. | 
\J=~ / 
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3. 7 -UNIFORMLY D ISTR IBUTED FUNCTIONS 
DEFINITION 3.1. A function ~o : I ~ R is said to be 7-uniformly distributed with respect o the 
Lebesgue measure (r.L.m.) of constant 6 > O, if for any interval A with m(A A ~(I))  >_ 7, the 
condition 
m(A n ~f l - l (B ) )  ~ 5 .  re(B) (3 .1)  
is fulfilled for all intervals (or union of intervals) B contained in ~o(I). 
THEOREM 3.2. I f  ~o : I --~ I is a surjective continuous function ^ l-uniformly distributed (r.L.m.) of 
constant 5 > O, then for arbitrary n, the functions ~, ~, ~oo~, . . . , ~oo.(n-l) .o~ are "r-stochastically 
independent (r.L.m.), where • is the identity function. 
PROOF. Let I1 , . . . ,  In be intervals such that, without loss of generality, we may assume them 
contained in I and with 
m(I j )  >_ 7, for all j = 1 , . . . ,  n. 
Let us denote ~01 = ~0, ~02 = ~o o ~o,...,  ~on-1 = ~0 o .(~-1). o~0, then 
m [~-1(11) f'l ¢fl11(I2) Cl.. .  n ~0~11(In)] = m [11 n ~-1( I2 CI ¢fl11(13) n . . .  f'l ~o~12(/n))] 
> 5 .m [x~ n ~71(x3) n . . .  n ~;,_~(In)] 
= 5 .~  [I~ n ~-1( I3 n . . .  n ~;-~s(In))] 
-1  > 5~- m[X~ n. . .  n ~n-S(In)], 
and reiterating the condition (3.1) of Definition 3.1 (n - 1) times, we obtain that  
m [ff~-1(I1) A ¢fl11(I2) A . . .  A ~O~ll(In)] ~> 5 n-1.  re(In) >_ 5 n-1.  "T > O. | 
Now, from Theorems 3.2 and 2.2, we may easily deduce the following corollary. 
COROLLARY 3.3. Given a tea /bounded and closed interva] K,  every continuous and surjective 
function ~ : K --* K "r-uniformly distributed (r.L.m.) of constant 5 > 0 generates an a-dense 
curve 
h : K - .  K n, 
for arbi trary n, defined as 
h(t) = (t, qol(t), qo2(t),. . . ,  ~On-l(t)) 
of density a = v/'n. 7, and ~1 = Cfl, ~2 ---~ ~ O ~0, . . .  ,~0n-1 = ~00 . (n - l )  . O~. 
4. FORMULA TO CONSTRUCT AN a -DENSE CURVE 
IN ANY CUBE H n = l-lj=l[aj, b l  
Since a lot of functions that  arise in many problems relative to biology or medicine, and also 
important  est functions, are defined in centered intervals in the origin, we will usually take the 
interval J = [-1,  1] to define our a-dense curve and will do it as follows. 
STEP 1. Let us consider the transformation 
n 
~:  jn  __. g = l - [  b~] 
j----1 
defined as 
where 
~'~(Xl,... ,~n) = (y l , . . . , yn) ,  
2 xj + 2 ' for each j = 1 , . . . ,  n. 
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This function is, in fact, a diffeomorphism and transforms an a-dense curve x(t) in J?% into an 
a .  M/2-dense curve y(t) in H being 
M = max{bj -a j  : j = 1 , . . . ,n} .  
STEP 2. Let us consider a surjective and continuous function 
~o: J~ J  
7-uniformly distributed (r.L.m.) of constant 5 > 0. Now, noticing Corollary 3.3, the curve h(t) 
defined as 
h : J ~ J?%, 
t ---* h(t) = (t, ~l( t ) , . . . ,  ~7%-1(t)), 
where ~1, . . .  ,~7%-1 have been defined in Corollary 3.3, is an a-dense curve in J?% with density 
a = v~.  % On the other hand, if we do the composition with transformation ~, we obtain a 
new curve g(t) = ~(h(t))  in H, which has coordinate functions g l ( t ) , . . . ,  gn(t) defined by means 
the formulae: 
bl -- al bl -{- al 
gl(t) = - - t  + - - ,  
2 2 (4.1) 
gj(t) = bj - bj +a j  for all j = 2, .. n. 
2 aJ~°J-~(t) + 2 ' " ' 
This curve g(t) has the following properties: 
(i) injective, g(t) ~ g(t') if t ¢ t' since, at least, they are different in the first coordinate; 
(ii) g(t) is of class C°°(J; R?%) if ~ is of class Coo(J); (4.2) 
(iii) has density a = v/-n • "y. 114/2, where M has been defined in Step 1. 
?% 
Formulae (4.1) allow us to define any curve g(t) in any cube H -- l ' I j=l [aj, bj], with the above 
properties, just taking any continuous urjective function ~ : J --, J 7-uniformly distributed of 
constant 5 > 0. Therefore, the question is to find functions ~ with such characteristics like the 
ones given in Example 1.2 or others as in the following. 
EXAMPLE 4.1. The function ~ : J -~ J defined as ~(t) -- cos mrt  is obviously a surjective 
continuous function of class Coo(J) 7-uniformly distributed of constant 5 > 0 for the values 
= 2/m, 5 = 1/m~r. From the above formulae (4.1) and (4.2), we deduce that this function ~, 
as well as ~(t) = sinmlrt, defined in the Example 1.2, generates a curve g(t), defined in J ,  in any 
cube H = 1-I~.ffil[aj, bj] with density a = v/n • U .  1 /m for arbitrary positive integer m since U 
as v/n are fixed (M depends on the cube H and v ~ expresses the dimensionality of the curve 
in Rn). 
7% REMAaK 4.2. If we want a formula to construct an a-dense curve in any cube H = 1-Ij=l [aj, bj] 
defined in the interval I ,  we may to do it analogously considering the transformation 
?% 
• : I7% - ,  H = l - [ [a j ,  bj], 
j= l  
defined as 
where 
• (xl,...,x?%) = (y l , . . . , yn) ,  
yj = (bj - a j )x j  + aj, for each j = 1 , . . . ,  n. 
We may easily check that g~ transforms an a-dense curve x(t) in I n into an a .  M-dense curve y(t) 
in H being 
M -- max{b~ - a3 : j = 1 , . . . ,  n}. 
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Then if ~o : I ~ I is a surjective continuous function 7-uniformly distributed (r.L.m.) of constant 
6 > 0, by Corollary 3.3, the curve h(t) defined as 
h : I - - ,  I n, 
t ~ h(t) = (t,~ol(t) , . . .  ,~on_l(t)), 
where ~1, . . .  ,~on-1 have been defined in Corollary 3.3, is an a-dense curve in I n with density 
a = v/'£.7. On the other hand, if we define the new curve g(t) = ~(h(t) ) ,  its coordinate functions 
gx( t ) , . . . ,  gn(t) would be defined by the formulae: 
gl(t) = (bl - al)t  + al, 
gj (t) = (bj - aj)~oj_l(t) + a j, for all j = 2 , . . . ,  n. 
The curve g(t) has the same properties that we had obtained above, except he density, which is 
now a = v~.7  • M. 
EXAMPLE 4.3. The function ~ : I -* I defined as ~o(t) = sin2p m~rt or 7~(t) = cos2p mTrt, for m,p 
positive integers, are also surjective, continuous, of class COO(I), and 7-uniformly distributed 
of constant 6 > 0 for the values ~/ = 1/m,  6 = 1/2pmlr for both functions. Then noticing 
Remark 4.2, the functions ~(t) generate, every one of them, a curve g(t), defined in I ,  in any 
?% 
cube H -- 1-Ij=l[aj, b j  having the following properties: 
(i) injective; 
(ii) of class C°°(I;  Rn); 
(iii) density a = v fnM • 1/m. 
EXAMPLE 4.4. The function ~o : I --* I defined as 
2m t -  i f J<t<j+ 1 - 
' m m 2m'  
-2m t , i f - -+  <t<- -  
m m ~m ?7% ' 
for rn a positive integer and j = 0, 1 , . . . ,  m-  1, represents a polygonal line of period l /m,  and it is 
obvious that for "y = 1/m and 6 = 1/(2m), it is "~-uniformly distributed (r.L.m.), and therefore, 
n generates an injective, nondifferentiable curve, defined in I, in any cube H = I - I j=l[aj ,bj  of 
density a = v~M.  1/m.  
5. ALGORITHM COMPLEXITY  OF THE GLOBAL 
MINIMIZATION METHOD ASSOCIATED TO ~o(t)= sin m~rt 
Let us suppose that f : H " --* = 1-Ij=l[aj,bj R is a continuous function, g : J -~ H is the 
curve defined in Section 4 by the formulae (4.1), ~o being the function defined in Example 1.2, 
i.e., ~o(t) = sin m~rt, and we consider the problem 
Glob. min{f(g(t ) )  : t • J},  
where we are looking for a global minimum of f on H. 
Then, the calculation time associated to this problem is given by the formula: 
T = \ - -~- ]  r, 
where 
• m( J )  is the measure of the interval to inspect o find the minimum of f o g, 
• At is the discretization step (in fact, f o g has to be calculated for the points iAt, i = 
0,1,...), 
• r is the calculation mean time of ( f  o g)(t) for a fixed value of t. 
33:g-D 
90 G. MORA AND Y. CHERRUAULT 
Then the theoretic alculation time of curve g(t) will be 
m(J )  2 
T~ = at  - A t '  
and now, for reasons of simplicity, we will proceed to calculate At when H = jn. 
From Corollary 3.3, the curve g(t) = h(t) = (t, ~ol(t), . . . ,  ~on_t(t)) is defined as 
~O,(t) : ~,0(t) = sinmTrt,..., ~On_,(t ) = (~00 .(n-- l ) .  O~0)(~). 
Let us denote by Mt the point h(t) and by Mr+at for the point h(t + At), then by the Lagrange 
theorem, there are values ty, . . . ,  tn-, between t and t + a t  such that 
d~(M, M~+~) = (At) ~ [1 + (~'(t,) 2 +. . -  + ((~ o .(--,~. o~),(t,_,))2],  (5.1) 
where the first term denotes the square of the Euclidean distance from the point Mt to Mr+at. 
Now, noticing the chain rule, we may easily see that expression (5.1) is upper bounded by 
(At) ~ [1 + (m~) ~ + (m~?) ~ +- - .  + (mn-'~n-1) ~] = ~A~ (m~)"  - 1 
, - .  m---~2-- T (5.2) 
Let us denote by S 2 the number ( (m2r2)  n - 1) / (m21r  2 - 1); equat ing  (5.2) to the square of the 
degree of density of the curve c~ = v~7, given in Corollary 3.3, we obtain 
(At)2s2 = (~)2 ,  
therefore the theoretic (minimum) calculation time of the curve is given by 
To=A~= -~--~= (5.3) 
As m is usually large, we may take the value (m2r2) n-1 for S 2 and, noticing Example 1.2, 
7 = 2/m. Then, substituting in formula (5.3), we obtain a theoretic (minimum) calculation time 
of the curve g(t) generated by the function ~o(t) = sin mTrt 
T~ = m(mTr)"-ln -I/2. (5.4) 
6. CONCLUSIONS 
Noticing the fundamental role played by the identification problems arising in modelling 
biomedical phenomena, global optimization techniques are required. As we said in the Intro- 
duction, these approximation techniques materialize the minimization of the error functional by 
means of methods that allow reducing a multidimensional optimization problem to a unidimen- 
sional one. This last problem has been solved by means of transformations such as ALIENOR, 
MODIFIED ALIENOR, and DIVANU, but the kernel of the question lies in the following. 
1. Find transformations (curves) with a degree of density over the domain H controlled 
a priori and, of course, arbitrary small. 
2. These transformations or curves must to have "good properties" such as differentiability, 
without multiple points, i.e., injectives and so on. 
3. The algorithm complexity of the global minimization method associated to the curve must 
have a calculation time as small as possible. 
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In this paper, by virtue of Theorems 2.2 and 2.3, we have completely closed Point 1, giving a 
characterization reducing all transformations or curves over the domain H with a given degree 
of density a that allows us to reduce the general multidimensional optimization problem 
Glob. min f(x) 
zEH 
to the simpler unidimeusional optimization problem 
Glob. min f(g(t)). 
tEJ 
On the other hand, Theorem 3.2 and specifically Corollary 3.3 provide a wide class of injective 
and infinitely differentiable transformations by means of only one surjective continuous function 
~o : K --* K, 7-uniformly distributed of class C°°(K) ,  for any real bounded and closed interval K. 
We have also given several examples of such 7-uniformly distributed functions, therefore Point 2 
may be, in this way, considered solved. 
Finally, about Point 3, the most important in relation to numerical applications, we have given 
the theoretic (minimum) calculation time Tc of the transformation associated to the 7-uniformly 
distributed function ~o(t) = sin mlrt by means of formula (5.4). Nevertheless, this Te and others 
deduced by this method must be compared with the corresponding ones due to ALIENOR, 
MODIFIED ALIENOR, and DIVANU transformations. 
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