Absrraer-A class of structures for FIR fiiters is presented, which exhibits reduced coefficient sensitivity and superior roundoff noise properties as compared to the direct form realization. It is shown that using fixed-point arithmetic, these structures achieve the same accuracy and about the, same roundoff noise as those obtained in the floatingpoint implementation. The optimum structure to achieve the minimum roundoff noise can be found; in most cases na optimum results are easily obtained by simple permutations and combinations of the impulse response coefficients. While a xerial form realization of these structures requires a certain amount of software complexity, a parallel form, on the other hand, does not require additional complexity.
I. INTRODUCTION
T HE most commonly used FIR filter structures are the direct and the cascade forms, of which, the former is easier to implement because of its simplicity. However, the direct form is generally more sensitive to effects of coefficient quantization in fixed-point implementation, because of large dynamic range of the coefficients. The cascade form, on the other hand, results in reduced dynamic range and hence decreased sensitivity, but the realization is more complicated since it involves scaling of the coefficients and proper ordering of the sections to avoid overflow and minimize roundoff noise.
This paper presents a class of structures for FIR filters, which offers an attractive solution to the finite word length problems. These structures, to be designated as "nested structures" (NS), are easily derived by nesting of the transfer function polynomial H(z). Due to nesting and subsequent scaling, the dynamic range is reduced considerably; at the same time, the round-off noise also decreases since most of the noise gets attenuated as it propagates towards the output.
COEFFICIENT SENSITIVITY

Error Bounds
Consider a length N FIR filter with the transfer function N-1 be arbitrarily permuted, i.e., let with "r" standing for the rounding operation.
When the quantized b n 's are obtained via (4) and (7), it can be shown that the relative error in a Pn , given by E n la p , , where tends to grow with n, due to the cumulative errors in b o through b q-l . Therefore we redefine b n 's as
where where e n is the rounding error (j e n | < 2/2, Q = 2' f = quantization step, t -number of bits). The effective a pn now becomes
Let H(e iw ) and H*(e i "j, respectively, be the frequency response of (3) before and after quantization. Then the error in the frequency response is
Therefore the bound on the frequency response error is
where we have assumed
in order that the output is bounded by 1. Also, the variance, for any w, is
The corresponding results for the direct form are [1 ]
:.
These bounds indicate that the nested structure will have reduced coefficient sensitivity as compared to the direct form. 
however, it is clear from (14) that even the worst case bound in NS realization will be less than that given by (18).
Coefficient Scaling
In an actual hardware realization we shall represent b, as 
where the last expression is obtained using (9b). Equation (23) implies that
This is precisely the result obtained with floating point arithmetic. We note that although floating point representation is used for the coefficients, the arithmetic hardware to be employed is actually fixed point. In the next section, we shall show that multiply operation in the NS does not involve addition of two exponents. The exponents are predetermined and built in the structure. In other words, we have effectively represented the filter coefficients in floating point with t-bit mantissa while actually using only t-bit fixed point arithmetic.
111. SIGNAL SCALING Fig. 1 shows the flow graph of the nested structure where the output y n is obtained through a set of sequential operations given by . =ŵ here Si and Pi, respectively, are the outputs from the jth adder and the jth multiplier. A straightforward implementation of (25) may not always be feasible because of possible overflows at the summation nodes. The sum scaling method in which Ix, l max G 1 and C z: la, I < 1, will no doubt ensure that Iy n I = [P o I < 1, but there is always some possibility that overflows can occur at the intermediate summation nodes. Hence, scale factors must be provided at the summing inputs. Under the assumption that Ix, l max < 1, the bound on Si is given by
Then, by using (26) recursively, Si can be expressed as Similar bound may be derived for the nested structure also; 
Let gj be scaled by a factor v i(= 2', U = 0,,1,2, * * e), such that the scaled bound Si now lies between 3 and 1, i.e.,
By doing so, we make sure that both multiplier and multiplicand can make full use of multiplier wordlength. From (26) and (29), we get It can be seen that Fi > 2; in most cases they turn out to be 1 or 3.
Although it appears that we use denormalization of the data before addition similar to that in floating point addition, we note that the addition scheme in the NS is not floating point because all scale factors are precomputed based on the upper bounds on Si's, whereas in floating point addition, the scale factors are data-dependent and hence dynamic.
IV. ROUNDOFF NOISE
The roundoff noise model is shown in Fig. 3 , where e vi is the noise due to input scaling and e. is that due to multiplication roundoff. We assume that Fi is incorporated as part of the multiplier and rounding is performed after scaling. Unlike e ci , which can be considered to have uniform probability density and a variance equal to (Q 2 /12),' the noise e vj , on the other hand, cannot be considered to be uniformly distributed since very few quantization levels exist because of scalings by 3, $ etc. For example, when uj = 4, the possible values of e vj are 0, ?Q/4 and +Q/2 with possibilities $, b, and $, respectively (we assume that random rounding is being used).
It can be shown that the variance of e. It follows that for large uj, the variance approaches (Q 2 /12), and the distribution is essentially uniform.
Since the transfer function from Si to the output is a pi vi, the noise contribution from thejth node is
Hence, the total output noise variance is
where 2/vf, 2, i.e., 1 < d j < 1.5.
The first term within the brackets in (34) refers to the noise contribution from the front multiplier c ot and G represents the noise due to the remaining multipliers and scalers. Since (36) and & is monotonically decreasing from 5, = I to S la p N-l 1, it follows that the output noise is predominantly contributed from the first few front end sections. We shall now compare the NS noise results with that for the direct form realization. Depending on the way rounding is carried out, two cases arise in the DF [11. 1) The 2 t-bit products are first rounded to t-bits before being accumulated in a t-bit accumulator in which case the noise variance is
2) The products are first accumulated in a 2t-bit accumulator and then rounded to t-bits; ths gives
It can be shown that a 2t-bit accumulator is not really necessary. By providing only log, N extra bits (guard-bits) in addition to the t-bits, we can achieve the same accuracy as that given in (37b). Obviously, the case 2 direct form has the lowest noise; however, it requires an extra wide accumulator. Compared to the case 1 direct form, the nested structure will, however, exhibit reduced roundoff noise since in all practical cases we shall find (1 t G) <N. Also note that the noise does not grow linearly with N unlike in case 1 direct form because the tail end noise sources have negligible effect in the output.
Optimal Ordering of Coefficients
Recall that in the beginning of Section 11 we had mentioned about arbitrary permutation of the coefficients {an}. While such ordering does not affect the sensitivity derivations, it does affect the output roundoff noise. We shall now show that there exists an optimal ordering for which the roundoff noise is minimum.
From (34) and (36), we obtain (38)
Since & is monotonically decreasing for any ordering, it can be seen that E$! and hence u$ will be minimum when ai's are arranged in decreasing order of magnitude from j = 0 to j = N -1, provided the ordering does not significantly alter di's and S ? s. However, this assumption may not be valid in general, and under certain conditions an exchange between adjacent coefficients (following the decreasing order) may indeed result in further reduction in noise (see Example 2). It may be noted that for all practical purposes, optimal ordering of the few largest ai's is enough to ensure near optimum results.
V. GENERALIZED NESTED STRUCTURE Equation (36) suggests that if 4. can be reduced, | 1 4 1 will possibly be reduced. We can effectively do this by decomposing H(z) into a parallel connection of p subfilters; for example, let
is distributed between two subfilters, and consequently 141's in a subfilter are likely to be reduced. EachH i (z) is then realized in a nested structure and their outputs are added to obtain the final output. Thus, from (34), it follows that for p subfilters, the total output noise variance is ;=1
(39)
Note that the generalized nested structure offers the possibility of using extra wide accumulator for the output additions; in this case, the noise reduces to Q 2 /12.
Further note that the output accumulator needs to be only (t t log, &bit long rather than (t t log, N)-bit as in the case with direct form. Also, the generalized NS will require only (p -1) additions of (t t log, p)-bit long words [the remaining (N -p) additions being done with t-bit words] while the direct form requires (N -1) additions of (t t log, N)-bit long words. One simple way to decompose H(z) is to consider the monotonic ordering (to be denoted by the set {a ; }), and define Hi(z) from the set {ai-l+m p}, m = 0, 1, . . . , thereby making SOI = S o Ifi for all i. Since F oi and P are inversely related, from (39) it follows that there is an optimum p for which the noise is minimum. It may be noted that if P = N, the structure simply reduces to the direct form.
VI. EXAMPLES
Example 1: The preceding analysis is easily extended to the case of linear phase filters, by incorporating input adders si's as shown in Fig. 5 , and with the assumption that !x, l max < 4 so that there is no overflow at the input adders. Consider a linear phase LPF with N = 24, F p (passband cutoff frequency) = 0.08, F, (stopband cutoff frequency) = 0.16, and 61/62 (ripple ratio) = 1 [3, p. 1891. a) Coefficient Sensitivity: In Table I we have shown how the scaled multipliers {c;} are obtained for a word length r = 7 (excluding the sign bit), using (9), (19), (22), and (31) in that order. The last column of this table clearly shows that the relative accuracy is/of the oider of Q (= 2-7 = 0.0078125). Table I1 shows the bounds {S,} and hence the scale factors {v,} and {F,} [(27), (29), and (31), respectively] . Table I11 shows the deviation as a function of word length t for the nested structure and the direct form. The NS is seen to exhibit about 3-4 bit superiority over the DF.
Note that if a n 's are first multiplied by 4 and then rounded to t-bits, then the DF realization with these scaled coefficients will show improved performance over that shown in Table 111 . This realization will, however, require 2 extra bits in the accumulator to prevent overflow. b) Roundoff Noise: We next calculate roundoff noise in a nested realization for different .ordering of the coefficients (a,} and compare these with results for various forms of direct form implementation. We shall also compare these results with the noise in a floating point realization of direct form [4, pp. 441-4441. 1) Natural order: Table IV shows the various quantities involved in noise calculation. Observe that the noise is effectively contributed from the first few front-end sections. The result is (4)natord.=4.95(£ 2 /l2).
It may be noted that the scale factors Fi's (see Table 11 ) can be moved back and forth, and can be combined '&th other scalers, with the idea that most of the scalers might turn out to be unity. In Table 11 , F 7 can be combined with F 9 thereby making all Fi = 1. Such shifting has little effect on the output The subfilters were obtained as per the guidelines in Section V. With p = 3, slight rearrangement of the coefficients yields a value 4.30 (Q 2 /12). With p = 4 and a (t t 2)-bit long accumulator for the output additions, the noise variance is 2.18 (Q 2 /12). In the direct form implementation the results are 25 (Q 2 /I2), or (Q 2 /12). Finally, in a floating-point realization, the result is 2.16 (Q 2 /12).
VII. IMPLEMENTATION CONSIDERATIONS
In a serial implementation, the nested structure will require some software control for the multipliers and the scalers. To increase the throughout rate, one desires a parallel implementation. In a parallel implementation all scalers are hard-wired; hence the structure does not require additional complexity. Consider the transfer function
which can be expressed in an NS as Equation (41c) can be implemented as shown in Fig. 4(a) , where we have omitted the scale factors. Note that the structure does not require any shift register memory. This is because each multiplier has a built-in delay of l clock cycle, thus the multiplier themselves provide the necessary unit delays required in the structure.
In the above example, the nesting was done in the natural order. For any other ordering, the nested structure will require shift registers. For example, if we consider the other extreme case, i.e., if the ordering is reversed completely, so that
then the implementation will require 2(N -1) shift registers [ Fig. 4(b) ]. Thus the register length will vary between 0-2 (N -1) depending on the ordering. Earlier we noted that a n 's should preferably be arranged in decreasing order of magnitude so as to minimize the roundoff noise. In most applications, the natural order is more likely to satisfy this requirement then the reversed order. In a parallel form realization, therefore, the nested structure will generally require less memory locations than a canonic form. Finally, in Fig. 5 , we have shown a fully parallel implementation of an odd-length (N = 7), linear phase filter with the transfer function n=l (43)
Here we have assumed that a n 's are arranged in their natural order. Note that the realized transfer function has a delay of 3 samples.
VIII. CONCLUSION In this paper we have proposed a class of structures for FIR filters, which offers reduced coefficient sensitivity and superior roundoff noise properties as compared to some direct form implementations. A technique has been described to generate the multiplier coefficients such that using fixed-point arithmetic, it has been possible to realize floating-point accuracy. The output noise is predominantly contributed by the front-end noise sources, and hence, the noise does not grow linearly as in some direct form realizations using t-bit accumulator. In respect of roundoff noise also, these structures compare favorably with the floating-point implementation. The optimum structure to achieve the minimum roundoff noise can be found; however, the search in this direction is not as involved as in the cascade form, and in most cases, near optimum 'results can be easily achieved by simple permutations and combinations of the impulse response coefficients. While a serial form realization of these structures requires a certain amount of software complexity, a parallel form, on the other hand, does not require additional complexity. Further, in one form of nested structure, the realization does not require any shift register memory. Since the output noise is predominantly contributed by the sources nearest to the output, it follows that computations at the tail-end sections can be carried out with a fewer number of bits, while prodding extra bits at the front end to achieve greater accuracy. H€me for a given cost, it should be Possible to arrive at an optimum word length configuration so as to minimize the output noise,, or vice versa. Such a cost effective design should be particularly attractive for a fully parallel realization. 
Recursive Lattice Forms for Spectral Estimation
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Abstmcf-A class of lattice prediction filters is proposed for high resolution spectral estimation. The square-root normalized lattice recursions are used to estimate a set of reflection coefficients from the data. The lattice variables determine the coefficients of a least-squares predictor, from which the spectrum can be evaluated. The prewindowed and sliding window (covariance) cases are considered for both AR and ARMA spectra. The behavior of the proposed spectral estimator is illustrated by simulation results.
I. INTRODUCTION
A LARGE number of spectral estimation techniques based on autoregressive (AR) modeling were developed in the last decade. The maximum entropy method is probably the best known technique of this kind [11. The idea of an AR model fitting of time series was treated extensively in the statistical literature, in speech processing, and in the general area of least-squares estimation. Many high resolution spectral estimation techniques that do not explicitly involve autoregressive modeling are very closely related to these techniques. Examples include: the maximum likelihood method, the extended Prony method, Pisarenko's Toeplitz and nonToeplitz algorithms, and the Hildebrand-Prony method [2] .
While most of the progress in modern spectral estimation involved AR modeling, considerable work was done on autoregressive moving-average (ARMA) modeling [3] , [4] . The practical application of these techniques has been somewhat limited due, perhaps, to the relative complexity of the model fitting algorithms. Some of the more recent work seems to indicate that relatively efficient ARMA spectral estimation techniques are now available [5] , [6] .
The common basis of all the techniques discussed above is fitting a prediction model to the observed time series. The prediction model for an ARMA (m, n) processy, is given by The spectrum S(w) of the process y, is given by
(2b)
v~'
A(e>")A(e->") J
where o 2 is the prediction error variance. The spectral estimation problem is thus reduced to estimating the predictor coefficients from an observed set of data Cy,, 0 < t < T}. The spectral estimate is then computed by (4) with the true predictor coefficients {Ai,Bi} replaced by their estimates. In the case of AR spectral estimation B(z) = 1.
The prediction filter can be realized in many different ways, leading to different parametrizations of its transfer function and of the related techniques. Usually, not much attention is paid to this issue. Most spectral estimation techniques (e.g., Pisarenko's method and the first step in Prony's method) pa&metrize the spectrum by the coefficients {A i , B i } of the difference equation (1). This corresponds to a direct, or tapped delay line realization of the prediction filter. An alternative parametrization is to use the so-called partial correlation (PARCOR) or reflection coefficients related to lattice filters. This parametrization is widely used in speech processing applications [7] and is implicit in the maximum entropy method of spectral estimation [11.
