ABSTRACT
INTRODUCTION
Glycobiology is the study of the structure, biosynthesis and biology of carbohydrate sugar chains, or glycans, the majority of which are located on the outer surface of cellular macromolecules, and which assist in crucial activities for the development and function of complex, multicellular organisms. The understanding of glycans, however, is far from complete, especially in obtaining a good grasp of their structures, let alone understanding their function completely. The * To whom correspondence should be addressed. basic unit of glycans is the monosaccharide, analogous to amino acids for proteins, or nucleotides for DNA. But because monosaccharides contain on average 6-8 hydroxyl groups to which other monosaccharides can bind, glycans can become complex, branched, tree structures, in contrast to the linear structures of proteins or DNA. Compounded with such basic structural complexities, the biosynthesis of glycans also confound biologists in that it is not just a direct process of adding monosaccharides to an existing chain, in contrast to how tRNA add amino acids to proteins (Varki et al., 1999) .
As a first step into the understanding of glycans, we can examine their existing tree structures, which are used for recognition by various agents such as pathogens as well as by proteins that enable the development and functioning of the organism. For example, it has been shown in the literature that lectins recognize glycans via certain monosaccharide configurations (patterns) on the outermost portion of their tree structures; sialic acids as ligands have been shown to be recognized by proteins of animal, plant and microbial origin, or more specifically, sialic acid binding lectins. Furthermore, it seems that recognition can be affected by specific structural variations and modifications of certain monosaccharides, their linkage to the underlying sugar chain, and the structure of these chains (Varki, 1997) . Not only would an understanding of structural patterns in glycans be used to further support studies in sugar recognition, but such work would be helpful in unraveling their biological functions (Bertozzi and Kiessling, 2001; Drickamer, 1988) . Thus our work to find patterns in known glycan structures is to not only reveal possible motifs in glycans, but also to lead to conjectures into their functions through such approaches as multiple tree alignment.
There are many areas of research on tree structures in bioinformatics, such as phylogenetic tree estimation (Csürös, 2002; Sjölander, 1998) , RNA secondary structure analysis [including similarity analysis (Höchsmann et al., 2003; Jannson and Lingas, 2001) , alignment (Aoki et al., 2003; Sakakibara, 2003) and prediction (Knudsen and Hein, 1999) ], and orthology analysis (Arvestad et al., 2003) that often use models in theoretical computer science (Jiang et al., 1995) or probabilistic models such as (hidden) Markov models (Durbin et al., 1998; Krogh et al., 1994) , Bayesian networks (Friedman, 1998) and stochastic context-free grammars (SCFGs) (Sakakibara et al., 1994) . However, these models only concern themselves with the direct connections between the nodes in the trees (i.e. the edges). This is, of course, reasonable when presented with a tree structure, as it is assumed that there is no relationship between nodes that are not connected directly by an edge. Unfortunately, in the case of glycans, this is a major drawback in that it is necessary to capture such dependencies that are not bounded simply by the edges of the tree structure. Such dependencies are seemingly inherent in glycan structures, not to mention many other biological structures. Such implied patterns hidden behind a tree structure have not been explored before.
Therefore, we approach the problem of capturing such complex patterns that are inherently hidden across the breadth of trees using a new probabilistic model called probabilistic sibling-dependent tree Markov model (PSTMM) (Ueda et al., 2004) , which incorporates a hidden dependency pattern that is able to capture relationships that may exist across siblings or even further. PSTMM is a significant extension of a HMMs (Durbin et al., 1998) for trees that integrates sibling relationships, so that just as longer range dependencies across a sequence can be captured by linear HMMs, more complex relationships across and over siblings are able to be captured by this new model. Furthermore, because of the probabilistic properties of PSTMM, not only are the patterns inherent in glycans captured, but standard methods for recognizing the most common patterns can enable us to specify exactly which patterns are most prevalent and assist us in predicting plausible patterns for recognition in new structures. We make note that Ueda et al. (2004) only present the PSTMM model and its learning algorithm. However, we show that PSTMM is also capable of performing multiple tree alignments as an intermediate step in this process of complex pattern recognition. PSTMM can approach multiple tree alignments from the perspective of using a probabilistic model for aligning tree structures, much as HMMs are used for multiple sequence alignment. This is a significant extension to the PSTMM model in that multiple tree alignments have not been previously applied to glycan structures in analyzing their functionality, and thus we were able to expand the range of capabilities of PSTMM.
The only other comparable probabilistic models are the probabilistic tree Markov Model (PTMM) (Diligenti et al., 2003) , which, as we mentioned earlier for other tree models, only considers dependencies along the edges of the tree, and hierarchical HMMs (Fine et al., 1998) , which appear structurally similar but focus on sequence analysis. Although PTMMs could also be used for multiple tree alignment, we will show through our experimental results that the more complex patterns captured by PSTMM allows it to find better multiple tree alignments. We have vigorously verified the performance of PSTMM by experimenting on actual glycan data and compared it with other models that accounted for only parent-child dependencies. We show that PSTMM statistically outperformed these other models by a significant margin over the same datasets and that the computational complexity is within the practical limits as demonstrated by other models in similar application domains. Specifically, it is the same as that for both learning and parsing SCFGs; both are O(n 3 ) where in SCFGs, n would be sequence length and in PSTMM, n would be the number of nodes in the input trees. Thus we can show that while PSTMM is capable of capturing richer patterns of information, the cost for this gain in performance is negligible.
After training on the glycan data, we calculated the most likely state transition path, from which we were able to perform multiple tree alignments very easily, and we were able to find interesting patterns in the data. Indeed, these promising results reveal an exciting new path for glycobiology research.
BACKGROUND

Glycan structures
The structures of glycans are complex in that they are not simple like sequences; they are branched tree structures with one of two types of linkages (e.g. see Fig. 7 ). The basic component is the monosaccharide unit, or sugar, of which a handful are most common in higher animal oligosaccharides (Table 1) . Each sugar is linked to one or more other sugars by various types of linkages (i.e. α or β) and between different hydroxyl groups on each sugar.
There are several classes of glycans that are known, based on certain basic patterns mainly in the core structure (a subportion of the tree starting from the root). Two major classes are N -and O-glycans. Table 2 lists the classes as available in the KEGG GLYCAN database (Kanehisa et al., 2004) .
Terminology and notation
A tree is an acyclic connected graph, and we refer to a vertex of a tree as a node. A rooted tree is a tree having a starting node called the root, from which the rest of the tree extends. Any node on a unique path from the root to a node is called an ancestor of the node, and if node x is an ancestor of node y, y is a descendant of x. The nodes x i that are only one edge away from a node y are called the children of y, and if node x is a child of node y, y is a parent of x. Nodes x and y are siblings if they have the same parent, and a node with no children is a leaf. A subtree of tree T is a tree whose nodes and edges are subsets of those of T , an ordered tree is the rooted tree in which the children of each node are ordered, and a labeled tree is a tree in which a label is attached to each node. All trees in this paper are ordered, labeled and rooted trees. We use the following notation in this paper. Let T = {T 1 , . . . , T |T| } be a set of labeled ordered trees, where
is a set of nodes and E u is a set of edges. x u 1 is the root of tree
= {σ 1 , . . . , σ | | } is the set of labels (i.e. the alphabet) applied to the nodes. For simplicity, we will often use j for node x u j if understood from the context, and for node j , we will use i, k and p to refer to the immediately elder sibling, the immediately younger sibling and the parent, respectively.
PROBABILISTIC SIBLING-DEPENDENT TREE MARKOV MODEL
The PSTMM by Ueda et al. (2004) incorporates new dependencies between the siblings of the tree in addition to parentchild dependencies. Figure 2 illustrates these dependencies embedded in the tree fragment of Figure 1 , where the state For node x j in a labeled ordered tree, the immediately elder and younger nodes are nodes x i and x k , respectively, and the parent node is node x p . Figure 2 . A white node is a state, and a shaded node is a label.
Fig. 2. Dependencies in PSTMM for
of a node depends on the states of its parent and immediately elder sibling, if one exists.
Parameters and probabilistic structure
PSTMM has three probability parameters, π , a and b. The initial state probability
) is the conditional probability that the state of a node x u j is s m given that the states of its parent (x u p ) and immediately elder sibling (x u i ) are s q and s l , respectively, and the label output probability 
To describe the probabilistic structure of PSTMM, upward, forward and backward probabilities are defined. The upward probability U u (s q , x u p ) is the probability that all labels of subtree t u (p) are generated and that the state of node p is s q . The forward probability F u (s q , s l , x u j ) is the probability that for node j , all labels of the subtrees of each of the elder siblings are generated, the state of node j is s l , and the state of parent p is s q . The backward probability B u (s q , s m , x u j ) is the probability that for node j , all labels of the subtrees of each of the younger siblings and node j are generated, s m is the state of [{q, m}, l] . (q, l, k) .
Figure 3 illustrates this procedure for updating each of these three probabilities. The likelihood for a given tree is obtained by using U u (l, 1) (U at the root of the tree), and the likelihood for a given set of trees is computed as a product of the likelihood for each tree in the set:
Estimating the parameters
The maximum likelihood is calculated using the EM algorithm to estimate the probability parameters of PSTMM. To describe the EM procedure for PSTMM, in addition to F , B and U , a downward probability D u (s l , x u j ) is defined, which is the probability that all labels of a tree except for those of subtree t u (j ) are generated and that the state of node x u j is s l . The downward probability 2 at a node can be computed using the downward probability at its parent and the forward and backward probabilities at its 1 We hereafter use F u (q, l, j) and B u (q, m, j) siblings (Fig. 4) 3 : Figure 5 is the pseudocode for calculating the four types of probabilities, F , B, U and D, based on a bottom-up and top-down dynamic programming method. A level-order numbering of the nodes of the given tree from the root to the leaves 4 is first performed. U , B and F is then calculated in reverse order, from the leaves to the root, followed by the calculation of D, in order, from the root to leaves.
Using these four probability parameters, expectation values are computed in order to update our probability parameters. We illustrate with γ u ({s q , s m }, s l ), which is the expectation value that the state of a node is s l and that the states of its parent and immediately elder sibling are s q and s m , respectively. This expectation value 5 can be calculated using the following EM algorithm which is repeated until a certain convergence criterion is satisfied. In the E-step, defining H u (q, m, l, j (q, l, j) and j = v u ← (p), γ is calculated as follows 6 :
.
In the M-step, using this γ , we updateâ as follows [see Ueda et al. (2004) for the detailed calculation and update procedure of all the probability parameters]:
Retrieving the most likely state transition
Once the likelihood is maximized, we can now find the most likely state path that actually maximized the probabilities.
This is done by taking the calculations of B and U and modifying them to calculate φ B (q, m, j) and φ U (q, p). φ B (q, m, j)
represents the maximum probability that for a state transition from node j , the state of j is s q and all the labels of the subtrees for each of the younger siblings and node j are generated. Accordingly, φ U (q, p) is the maximum probability that for a state transition from node p, all labels of subtree t u (p) are generated and the state of node p is s q . The computation of these two variables are performed in the following manner:
j)a[{q, m}, l]φ B (q, l, k).
To retrieve the actual states that produced these values, we use (q, l, k) .
With these formulas, we can then calculate P * and q * j . P * [= max l π [l]φ U (l, 1)] is the probability that all 1) ) is the best state transition from j . Thus, starting from the root, we can trace through the tree to retrieve the maximized state transitions for 
Computational complexity for estimating the parameters
Out of the equations for calculating the expectation values and updating the parameters in the E-and M-steps of the learning algorithm, the most time-consuming part of this algorithm is obviously calculating γ . The time complexity for calculating γ with all possible parameter values reaches O(|T|·|S| 3 ·|V |· |C|), since we must compute O(|V | · |C|) for each γ , which is then repeated O(|S| 3 ) times for all possible combinations of states. However, we note that this complexity is equivalent to that of SCFGs as a maximal bound for a probabilistic model.
EXPERIMENTAL RESULTS
For our experiments 7 to verify the performance of PSTMM, we used glycan structure data from the KEGG GLYCAN database (Kanehisa et al., 2004) . We will first describe the models with which we compare the performance of PSTMM in our experiments. Then we will describe the results of the experiments using glycan data and illustrate a multiple sequence alignment produced as a result, along with the patterns found.
Other methods compared with PSTMM
In this section, we will introduce a simple probabilistic model and its corresponding mixture version, which will be compared with PSTMM. (c, σ h 
is the conditional probability that label σ h is outputted at a node given that σ h is outputted at its parent node, and π [c, σ h 
is the probability that the root label is σ h . Label Pair Model is simply an MLPM containing just one component, so no iteration of the EM algorithm is applied to LPM; its parameters are only calculated once. As for MLPM's estimation procedure, interested readers may see McLachlan's review on mixture models (McLachlan and Peel, 2000) . The likelihood L for a given set of trees is given by MLPM as
. Note that for capturing patterns based on multiple parentchild relationships in a given set a trees, MLPM has the same representational power as that of PTMM. Therefore, using MLPM in our experiments to compare with the performance of PSTMM suffices to prove its performance advantage.
7 All of our experiments were performed on a Linux machine with dual Intel Xeon 3.0 GHz processors and 8 GB of RAM.
Glycan experiment
In preparing the glycan structures for our experiment, we first read in each structure's node and edge information from the KEGG GLYCAN database and ordered the children of each node according to the hydroxyl to which they were attached. Thus, each node j corresponded to a monosaccharide, and each immediately younger sibling to j corresponded to the monosaccharide attached to the hydroxyl group immediately below the node. For example, Figure 7 illustrates how two GlcNAc ( ) nodes attached to Mannose ( ) are ordered; for G04023, the lower child is attached to hydroxyl two (2) while the upper child is attached to hydroxyl six (6).
We selected the following glycan classes as our datasets for our experiment: Glycosaminoglycan, N -Glycan, O-Glycan, and Sphingolipid. The other classes were disregarded due to either an insufficient number of glycans or an insufficient average glycan size (i.e. number of nodes in each tree). We also analyzed the structures within each of the remaining four classes and purged them of any trees that did not have siblings; we only trained/tested on those structures that contained at least one sibling pair.
Our experiment consisted of a 5-fold cross-validation for the glycan structures within each class. That is, we created datasets based on class and divided each dataset into five subsets containing randomly selected tree structures from that class. We tested each subset in one round for a total of five rounds. For each test round, we trained with 50 randomly selected structures from each of the non-test sets for a total of 200 training structures, and we tested on all the structures in the test set for that round. We also tested on a corresponding negative example test set, which was a set of trees whose tree size (i.e. number of nodes) and parent-child label pair distribution was equivalent to that of the positive test set. The negative test set was thus created so that the simpler models would not be able to easily distinguish between the positive and negative test sets.
We compared the performance of PSTMM with the two simpler models using the following parameters 8 : |T| = 200 for training, |S| = 10, | | = 19, |C| = 5 and the number of components in MLPM = 10. Note that the trees in each dataset varied in tree size, so we needed to correct the likelihood calculation for each tree accordingly. Therefore, each probability parameter value was multiplied by its size. That is, for example we multiplied a[{s q , s m }, s l ] by |S|. These corrected parameter values (or scores) were used to calculate the likelihood of each tree. Finally, we repeated this entire experiment five times.
Performance results
We averaged our results over the 25 (5 × 5) runs, which is listed in Table 3 , as area under the ROC curve (AUC) values, prediction accuracies and precisions (at sensitivity of 0.3), for the three methods tested on four classes of glycans. An AUC value takes on a value between 1 and 0 (the higher, the better) and is defined as the false positive threshold at zero sensitivity, where the false positive threshold is based on the false positive rate, which is the proportion of the number of false positives to the total number of negative examples, and sensitivity is the proportion of the number of correctly predicted examples to the total number of positive examples. We define prediction accuracy as the threshold at which the positive and negative test scores are best discriminated, and precision is the proportion of correctly predicted examples to the number of examples predicted to be positive. For our experiment, a reasonable sensitivity value of 30% was selected. Table 3 provides t-values 9 in parentheses, indicating that PSTMM statistically outperforms both LPM and MLPM by a significant margin. N-Glycan had the best performance among all four classes, which may be because of its large dataset size. However, we can see that even with a small dataset size such as Sphingolipid, PSTMM has a considerable performance advantage. It is apparent that there indeed exist long-range dependencies across siblings that could not be captured by any of the other methods. In considering such results, the increased time complexity is well worth the information gained from this model.
We also investigated the score distributions for each of the 25 runs in the above cross-validation. An example from each class is listed in Figure 6 . Neg1 indicates the distribution of the negative test dataset while Neg2 refers to the distribution of a test dataset whose trees' labels were generated randomly. We can see from these plots that the score distribution of Neg2 is very broad, while the distribution of Neg1 is slightly more concentrated, implying that PSTMM found parent-child relationships in Neg1, while it did not find any such dependencies in Neg2. Correspondingly, the positive test dataset (Pos) has an even higher score distribution concentrated at a higher level. Interestingly, the distribution of Neg1 and Pos are very close in O-Glycans, while they are quite distinguished in Glycosaminoglycans and Sphingolipids, implying that most O-Glycans are basically parent-child dependent, while these other two classes have more complex patterns embedded within.
Most likely state transition for new patterns and multiple tree alignment
We analyzed the probabilities of the states learned from our datasets to find the most likely state transitions so that we would be able to find common patterns in the datasets as well as to perform multiple tree structure alignment. Figure 7 illustrates three tree structures that PSTMM found to have similar patterns. The state transition model learned from these structures is given below each glycan structure, with the state corresponding to each monosaccharide emphasized in bold. We note a few interesting characteristics gleaned from this model. For instance, in the largest of these three glycans, G04206, we see many repeated → • (GlcNAc→Gal) pairs. However, if we look at the corresponding state diagram, not all of these repeated pairs correspond to the same state transitions. A closer look will reveal that pairs of branches from the same ancestor have the same state transition pattern (across siblings within the same subtree). For example, there are two branches emanating from the Mannose ( ) triplet at the core of the N-Glycan structure of G04206. Referring to just the lower Mannose subtree, there are two subtrees, both of which contain this → • pair twice in sequence. However, the upper branch of this sequence corresponds to a state transition path of S 6 −S 3 −S 8 −S 1 , while the lower branch corresponds to S 5 −S 6 −S 3 −S 3 . In the upper Mannose subtree, we find the same pairs of monosaccharide branches and the same two sets of state transition paths. Furthermore, the other two glycans, G03990 and G04023, also contain the same pattern near their leaves, revealing an overall pattern across the breadth of each of these structures! Figure 8 illustrates the full pattern that matched across these three glycans; the intersection of the three state transition diagrams are given along with the corresponding glycan pattern fragment. The multiple tree alignment should be apparent from these diagrams as each tree is aligned according to the common pattern found by PSTMM. However, we note an interesting result from this alignment, which is that the lowest branch from each of these glycans are not aligned at all. This is because although each of these lowest branches from the glycans match in terms of pairs of monosaccharides (the same → • pair), they correspond to different states! Therefore, they are actually considered not to align with each other according to their sibling relationships. This is an interesting point for further biological investigation.
CONCLUDING REMARKS
We have applied a new probabilistic model for glycan chains, and we have experimentally proven its effectiveness on actual glycan data. We have shown promising results for performing multiple tree structure alignments and capturing patterns in glycan chains that were previously not possible. From the maximum likelihood estimations for the trees in each class of glycans, we can easily retrieve the actual patterns that are most frequent (i.e. estimate the most likely state transition) within each class, thus enabling us to predict long-range structural patterns that would give insight into their function, which was not previously possible with any other model.
