ABSTRACT In underwater wireless sensor networks (UWSNs), media access control (MAC) is important because it may have a significant impact on network performance; however, the complex and changeable underwater communication environment is a great challenge for the MAC protocol. In flowing water, the network nodes are constantly moving, and the number of competitors in the network also varies. The existing hybrid MAC protocol neither can adapt to the dynamic network load nor can switch the access control protocols with changing network loads, which may result in poor network performance. In order to solve the above problems, this paper proposes a load-based time slot allocation (LBTSA) protocol. The LBTSA selects the slot allocation scheme, from a set of possible schemes, according to the instantaneous network load. Then, based on the relative priority of the nodes and the optimal number of backoff stages, the host node selects the optimal access control protocol. This not only adapts well to changing network loads but also maximizes network throughput. By assuming that the number of competitors obeys a universal Poisson distribution, the LBSTA protocol and the HCR (a hybrid MAC protocol using channel reservation) protocol are compared. As the results show, the throughput of the LBTSA is higher than that of the HCR protocol, and the end-to-end delay of the LBTSA is lower than that of the HCR protocol.
nodes need to be precisely aligned [4] . However, the misalignment of optical communication nodes is unavoidable, especially for mobile sensor nodes [5] . In order to provide electromagnetic communication using low frequency signals, high transmission powers and large antennas are required, which are impractical in underwater environments. However, an underwater wireless communication (UWC) system, which functions at low frequencies and provides acceptable signal attenuation is necessary [6] . Sound waves can travel long distances in seawater and experience low media absorption rates; thus, they are suitable for remote underwater communications, therefore they are the preferred wireless communication technology for developing reliable UWSNs [7] .
In the past few decades, interest in UWSNs has grown rapidly, as UWSNs can meet the communication needs of a variety of underwater applications. For example, data collection is a significant application [8] . Various types of data (temperature, humidity, image) can be collected by deploying a large number of nodes that can sense environmental data at locations of interest [9] . It then becomes necessary to transmit the collected sensing data to the target node safely and reliably.
The objective of a MAC protocol is to allow multiple users to fairly and efficiently share a common medium, and is achieved if and only if communication signal reception is adequate [2] . Reliable data transfer techniques or protocols attempt to guarantee that the destination node can successfully receive what the sending node has sent to it, which is the basis of many underwater applications related to tactical surveillance, coastline defense, off-shore production, ecological monitoring and scientific exploration as well as disaster prevention, etc. [10] . Over the past few decades, a variety of MAC protocols have been proposed for terrestrial wireless sensor networks. Because long propagation delays, high energy consumption and dynamic network topologies are characteristic of UWSNs, the existing protocols used in terrestrial sensor networks cannot be directly applied to underwater communication. Moreover, due to the peculiar features of underwater acoustic channels, such as slow signal propagation speeds (about 1.5 km/s in seawater), very small channel capacity, low channel quality and highly varying channel quality dynamics, MAC protocol design for underwater acoustic networks faces many novel challenges [11] [12] [13] .
As stated, the propagation delay in underwater acoustic communication environments is high and the communication distance may be long, so the sender cannot accurately judge the dynamic network load; meanwhile, due to the relatively low bandwidth and high bit error rate, the transmitted packet length in the UWSNs is intentionally limited. Therefore, the key point to solve in these situations is how the receiver allocates time slots according to dynamic load in order to reduce network conflicts and improve throughput.
The performances of contention-based and contention-free MAC protocols are poor when the traffic load in the network changes dynamically. In order to obtain good performance in these cases, several hybrid MAC protocols suitable for UWSNs have been proposed. In [14] , a hybrid MAC protocol Preamble-MAC (P-MAC) is introduced, which consists of a contention-free protocol and a slot multiple access collision avoidance (MACA) protocol. Although P-MAC overcomes the shortcoming of low accuracy of time synchronization, it cannot dynamically capture real-time changes in the network environment. In some efforts [15] [16] [17] , a distributed code division multiple access (CDMA)-based energy-efficient protocol with ALOHA is given. The protocol uses ALOHA to send signaling and CDMA to send data packets. When the network load is heavy, the ALOHA protocol generates a large number of collisions, resulting in unsuccessfully transmitted signals and reduced throughput. In [18] , a MAC protocol based on the prioritized beacon repetition and competition window selection (p-BORE) has been presented to solve the beacon transmission failure issue.
In addition, to save some energy during the listening mode, the node also estimates channel quality by transmitting a beacon to adjust its competition window. Although the power consumption of p-BORE is small, the network throughput of p-BORE is still low. For data collection in UWSNs, the datacollection-oriented MAC (DCO-MAC) protocol has been proposed in [19] . In DCO-MAC, the network is divided into two subnets according to the traffic load. The contentionbased MAC protocol is used in subnets with lighter traffic loads, while the contention-free MAC protocol is used in subnets with heavier traffic loads. Although the DCO-MAC protocol is characterized by low end-to-end packet delay and small energy overheads, interference between different subnets and subnet nodes may affect data transmission, which in turn reduces throughput.
Existing network protocols cannot adapt well to dynamically changing underwater network environments, where underwater network nodes are constantly moving, and ultimately causing instability to the network topology [20] . Therefore, the number of competitors, that is, the number of nodes that need to send data often changes, which leads to a continuously changing network load. Existing protocols neither can adapt to varying network loads, nor can they switch the access mode at any time according to load changes. Therefore, this paper proposes a load-based slot allocation (LBTSA) MAC protocol, which combines the merits of time division multiple access (TDMA) and carrier sense multiple access with collision avoidance (CSMA/CA), and can dynamically adapt to network load changes. Considering that time slot allocation is an important factor affecting system performance, a load-based time slot allocation scheme is used in this paper to improve channel utilization.
The rest is organized as follows. In the second section, the network model and frame structure are presented; in the third section, the design method of a hybrid MAC protocol based on load slot allocation for underwater wireless sensor networks is given; the fourth section introduces the underwater acoustic channel propagation loss model and the setting of simulation parameters used in the simulation; the fifth section discusses the simulation results; and the sixth section summarizes the full text.
II. NETWORK MODEL AND FRAME STRUCTURE
The network of interest can be considered a star centralized network consisting of N + 1 nodes (i.e., a host node and N slave nodes), where the N slave nodes are randomly distributed. The network model is shown in in Fig. 1 .
The slave node mainly collects monitoring data (such as temperature, salinity and depth), images. A slave node may be fixed or moving. The host node collects data from slave nodes and stores them. All packets must be sent at the beginning of the slot, the slot duration is the packet transmission time plus the maximum propagation delay. Further, the link is treated as one-way and is established between the host node and other slave nodes. At any point in time, it is entirely expected that there may be multiple nodes that need to send data simultaneously within a network. The maximum transmission range of all nodes is considered the same, and the propagation speed of underwater sound is fixed. In underwater wireless sensor networks, data communication is mainly divided into three stages. In the first stage, the slave nodes have data to transmit, and the request to send (RTS) is sent for channel reservation. If a collision happens, the slave node randomly backs off for a period of time before attempting to compete again. In the second stage, the host node judges the number of competitors according to the number of RTS in order to determine the size of the network load. Depending on the network load, the slot allocation scheme is determined, and then the optimal access control protocol is selected according to the relative priority of the slave nodes and the optimal number of backoff stages; finally, the host node broadcasts the information to all slave nodes. In the third stage, the slave nodes transmit the packets according to the information broadcast by the host node, and the host node receives the packets and responds with an acknowledgement (ACK) to confirm the correct reception of the transmitted data.
The frame structure of the hybrid MAC protocol is shown in Fig. 2 . The proposed protocol schema consists of alternating active and dormant periods, with each active period including a beacon period, a competition cycle and a transmission cycle. The host node dynamically adjusts the ratio between competition cycles and transmission cycles based on the network load to achieve load adaptation.
In Fig. 2 , the yellow blocks represent the beacon period, the red blocks represent the competition cycle, the white blocks represent the transmission cycle, and the blue blocks represent the dormant period. During the beacon period, the host node evaluates the network load by counting the number of competitors. The host node determines the priority of slave nodes based on the data type. The measurement information such as temperature, salinity, and pressure information have high priority, and the image data have low priority. Then, the host node broadcasts the payload size, the access mode, the priority of slave nodes, and the slot allocation scheme. When the load is light, the slave nodes with high priority use TDMA protocol, the others use CSMA/CA protocol; when the load is heavy, all slave nodes first use the CSMA/CA protocol. In CSMA/CA, slave nodes competing for a channel causes a collision. Due to the collision caused by the CSMA/CA protocol, when the number of backoff stages is greater than the optimal number of backoff stages, TDMA protocol is chosen by the host node to realize the self-adaptation to the network load The key goal of the protocol is the method by which network load size is evaluated so as to efficiently and dynamically switch the access mode, that is to say, the determination of the critical value is the critical point to be solved. The proposed protocol focuses on how to determine the optimal number of backoff stages. Since the larger number of backoff stages will cause larger delay, the network throughput does not increase indefinitely as the number of backoff stages increases, so we need to seek an optimal backoff stages to ensure getting better throughput at lower latency.
The chosen time slot allocation scheme and employed access mode together determine the overall performance of the system. The existing MAC protocol cannot adapt to the changing load of the network environment, so LBTSA is proposed to solve the above problems.
III. LBTSA MAC PROTOCOL DESIGN A. PROTOCOL IDEA
The proposed LBTSA MAC protocol is a star centralized network protocol. Firstly, the slot allocation is selected according to the load of the current network, and then the optimal access mode is chosen according to the relative priority of the slave nodes and the optimal number of backoff stages. The main ideas of LBTSA are shown in Algorithm 1.
According to the characteristics of nodes moving by the influence of ocean currents, a low-energy energy efficiency distributed time synchronization (E 2 DTS) algorithm was proposed in the literature [21] using moving nodes as time reference nodes. LBTSA uses the E 2 DTS time synchronization scheme. A single-transmission interaction mode is adopted by E 2 DTS. The moving node first broadcasts a plurality of time beacon packets to the slave nodes to be synchronized. The slave nodes to be synchronized use the reception time difference between consecutive beacon packets and the absolute time difference in the beacon packet for linear fitting, thereby realizing synchronization of nodes in the network. If a slave node has data to send, the RTS is sent for channel reservation. If there is a collision with another slave node, the slave node performs a random backoff for a period of time and then attempts to compete again. The host node counts the number of competitors according to the number Algorithm 1 LBTSA Pseudocode 1: the slave nodes listen channel 2: while the channel is busy do 3: backoff; 4: end while 5: send RTS; 6: the host node counts the number of RTS; 7: if the number of RTS the threshold (N ) then 8: the host node brosdcasts into continuous allocation of time slots, CSMA/CA; 9: while NAV = 0 do 10: the slave nodes listen channel; 11: while the channel time DIFS do 12: backoff; 13: end while 14: transmit; 15: while a collision happens do 16: send collision signal, collision number +1; 17: if N = m opt then 18: the host node broadcasts access mode switches into TDMA; 19: else 20: the slave nodes backoff then transmit; 21: end if 22: if transmission is completed then 23: send successfully; 24: else 25: the slave nodes wait for SIFS time then retransmit; 26: end if 27: end while 28: end while 29 end if 36: end if of RTS received, and then determines the size of the network load. According to that network load, the time slot allocation scheme is determined. When the number of competitors is greater than N and the time slots are continuously distributed, CSMA/CA is used first. When a collision happens, the total number of experienced backoff stages is increased by one. If the number of experienced backoff stages of a slave node is equal to the maximum allowed number of backoff stages and the number of slave nodes is greater than 1, the host node broadcasts access mode switches to TDMA. When the number of competitors is less than N and the time slots are uniformly distributed, the slave nodes with high priority use TDMA to transmit data packets, the slave nodes with low priority use CSMA/CA.
Under CSMA/CA, if a channel is idle and remains distributed inter-frame spacing (DIFS) time, the slave node sends data immediately; otherwise, when the slave node starts listening for the channel state "busy" indicator from the host node, the slave node continues to listen until the channel is idle at which point it holds the DIFS time for backoff in order to avoid conflicts with other slave nodes. If the channel is busy, the value of the network allocation vector (NAV) backoff timer is frozen, and the current value is recorded. The channel then becomes idle, and after the DIFS time, the NAV backoff timer continues to be started from the last record. Until the value of the timer reaches 0, another frame begins to be sent. If there is no collision and the packet is not successfully transmitted, the slave node waits for SIFS (short inter-frame space) and then attempts to resend. If a collision occurs, the number of backoff stages is increased until it is equal to the optimal number of backoff stages, and the access mode switches to TDMA.
B. DETERMINATION OF THE SWITCHING KEY VALUE OF PROTOCOL
As the number of competitors is increasing, the probability of collision increases. The throughput of the CSMA/CA protocol decreases with the increase of the number of competitors. In contrast, the throughput of the TDMA protocol increases with the number of competitors. Therefore, as the number of competitors is increasing, when the throughput of the CSMA/CA protocol is equal to that of the TDMA protocol, the number of competitors N is the switching key value of the protocol.
The network throughput refers to the ratio of all received packet bytes to the transmission time during the simulation, as shown in (1):
We define N as the key protocol switching value. The expected throughput of CSMA/CA is calculated and compared with the throughput of TDMA. When they are equal, the number of competitors is set as the switching key value N of the protocol, as shown in Fig. 3 .
Where the throughput of CSMA/CA is equal to that of TDMA, i.e., where the two curves intersect, the intersection point indicates the key protocol switching value, N . As can be seen from Fig. 3 , the abscissa of the intersection of TDMA and CSMA/CA is N ,When the number of competitors is less than N , the throughput of CSMA/CA is significantly higher than that of TDMA; on the other hand, when the number of competitors is greater than N , the throughput of TDMA is significantly higher. Therefore, this paper judges the network load according to the switching key value of the protocol, and then switches the access mode.
According to [22] , with an increase in network load, the number of delayed packets in TDMA is more than that in CSMA/CA. Therefore, when the number of competitors exceeds N , that is, when the network load is large, the delay of TDMA is greater than the delay of CSMA/CA. In the proposed scheme, when the network load is large, the slave nodes first use the CSMA/CA. If there is a collision, the slave nodes randomly backoff, and the number of experienced backoff stages is incremented by one. When the total number of experienced backoff stages of any node in the network is equal to the maximum number of backoff stages, the access mode switches to TDMA. This approach not only helps keep the delay low, but it also serves to maximize network throughput.
In underwater acoustic communication networks, two basic working modes of CSMA/CA, namely, basic working mode and optional RTS-CTS-DATA-ACK working mode, are simulated and compared in [23] .The results show that the increase of handshake frame not only affects the end-to-end delay of the network, but the throughput of the network is also significantly reduced. Therefore, the CSMA/CA under the basic mode of operation is more suitable for underwater acoustic network, which is the version of CSMA/CA used in this paper. The number and probability of collisions under CSMA/CA will increase as the number of competitors increases. As a result, the number of experienced backoff stages increases, and the throughput of the network conversely decreases. Therefore, in order to attempt to maintain the overall throughput of the network, the maximum number of allowed backoff stages cannot be increased indefinitely. m opt is defined as the optimal number of allowed backoff stages after a collision happens. The next focus is to determine that optimal number of allowed backoff stages, m opt , to maximize throughput. LBTSA combines TDMA and CSMA/CA. TDMA does not require control messages and transmits packets directly. What used is the basic working mode is CSMA/CA without RTS/CTS. Therefore, LBTSA does not need to transmit a large number of control messages, and just shakes hands at the beginning, which can not only save energy, but also reduce end-to-end delay. And most of the control messages are sent by the host node. On the other hand, the host node only sends control messages and receives data packets, which will not lead to a large amount of energy consumption.
C. DETERMINATION OF THE OPTIMAL NUMBER OF BACKOFF STAGE OF PROTOCOL
Suppose there are N nodes in the network. If there is one node seeking to send packets, the probability that at least one of the remaining N − 1 nodes will also try to send packets is p, That means, in each attempt to transmit, regardless of the number of retransmissions, each packet conflicts with a constant and independent probability p, then p can be written as:
where, q represents the probability that each remaining node will send a packet if it is at steady state. Then q can be written as:
where, m is the number of backoff stages and W min is the minimum collision window. By combining (2) and (3) into a nonlinear system of equations, the solutions for p and q can be obtained. Throughput τ refers to the ratio of all received packet bytes to the transmission time during the simulation , as shown in (1).
Let P tr be the probability that at least one node in the network will send a packet in a σ slot, as shown in (4) [24] :
P s represents the probability that one time on the channel is a successful transmission, as shown in (5) [24] :
L is the payload size of the average packet, and T s is the average time required to transmit a packet of size L (including the frame interval); T id is the duration of the idle period (single slot time); T c is the average time spent in a collision.
By means of the unique solutions p and q, the throughput τ can be calculated from (1), (4), (5) as follows (6) , as shown at the bottom of the next page.
When the number of competitors is the same, the throughput under different numbers of backoff stages is compared. Due to the increase of the number of backoff stages, the delay becomes longer and longer, so when the increase of throughput is very small, the minimum number of backoff stages is selected as the optimal number of backoff stages, m opt .
When the number of competitors is greater than N , the protocol first selects CSMA/CA. As collisions occur due to CSMA/CA, with each collision the number of experienced backoff stages is increased by one, and when the number of experienced backoff stages exceeds m opt , the access mode automatically switches to TDMA. 
D. A LOAD-BASED TIME SLOT ALLOCATION SCHEME
Since the propagation delay of UWSNs is high, the time slot allocation is also an important factor affecting the performance of the network, and the location allocation of the time slot in the super frame can be performed in various ways, such as continuous allocation, uniform allocation, random allocation, and the like. This paper will discuss the two time slot allocation methods shown in Fig. 4 .
In Fig. 4 , the TDMA slot is also called the contention-free slot, and the CSMA/CA slot is called the contention slot. A uniform allocation of time slots is shown in Fig. 4 (a) , which means two time slots are cross-distributed and scattered uniformly within each frame. Fig. 4 (b) illustrates a continuous allocation of time slots, which refers to the centralized arrangement of TDMA time slots, so that the CSMA/CA slots in each frame can be combined into a large continuous contention interval [25] .
According to [25] , the uniform allocation of time slots can ensure low delay and delay jitter, while the continuous allocation mode can achieve higher throughput for CSMA/CA. Therefore, when the load is large, the continuous allocation is selected to obtain higher throughput; when the load is small, the slave nodes with high priority use TDMA. Due to the large delay caused by TDMA, uniform allocation is used to ensure lower delay and delay jitter. When the load is small, the time slots are uniformly allocated; when the load is large, the time slots are continuously allocated.
IV. LBTSA MAC PROTOCOL SIMULATION ENVIRONMENT SETTINGS A. PROPAGATION LOSS MODEL OF UNDERWATER ACOUSTIC CHANNEL
In deep water environments, signals propagate vertically, so when the distance increases, the signal is transmitted spherically and the attenuation increases. The transmission loss in the spherical model is shown in equation (7) [26] . TL = 10 lg r + αr × 10
where, TL represents transmission loss in dB. α represents the absorption coefficient of the medium, the unit is dB/m. A is a representation of the impact of abnormal transmission, with a range of values between 5 − 10dB. γ represents the transmission distance, and the unit is m. The absorption coefficient of the medium α is a function of the carrier frequency f , the unit of f is kHz, Therefore, according to the empirical equation, it can be shown that:
B. CHANNEL PARAMETER SETTING
The research on MAC protocol of UWSNs is inseparable from experimental verification, however, due to the high cost of underwater experiments, simulation experiments have become an important means to verify the performance of UWSNs MAC protocol. At present, mainstream line sensor network simulation software includes NS2, OPNET, and OMNET++, etc., of which NS2 and OMNET++ are open source software. The OMNET++ is used for simulation in this paper. The results of the simulation and the results of some formulas are calculated and represented by the software Origin. In order to simulate and verify the performance of proposed protocol, the simulation is as follows. 16 nodes are randomly deployed, and the nodes randomly generate data packets according to a Poisson distribution model. The channel parameters are shown in Table 1 . The experimental simulation time is set to 200 frames. 
C. FRAME STRUCTURE PARAMETER SETTINGS
It is assumed that all packets have the same size and a packet can be sent within a single time slot. The time interval obeys Exponential Distribution. The length of the control packet is less than the length of the data packet, and each packet length is 500 bits. The simulation parameter settings are shown in Table 2 .
In CSMA/CA, when the channel is idle, the slave nodes will wait for some time. The length of waiting time is defined by DIFS. After a period of time, whose length is defined by short inter-frame space (SIFS), the node will start the transmission of control packets, such as RTS, CTS, and ACK. Once transmission begins, the channel is busy.
D. MAC PROTOCOLS USED IN THE SIMULATION
Five MAC protocols are compared in the simulation, which are described as follows: a) TDMA: slot-based contention-free MAC protocol, each node is assigned an independent time slot, and all nodes can only transmit data in their own slot. b) CSMA/CA: slot-based contention MAC protocol, each node sends a RTS to reserve a channel. If the channel is idle, a CTS is sent, and the sender sends the data if it receives the CTS. If the receiver correctly receives the frame, an ACK is sent to the sender after a period of time. If the sender receives the ACK, the transmitted data is acknowledged to have been received without error; otherwise, it randomly backs off for a period of time, and then re-attempts communication.
c) HCR [27] protocol: based on the time slot design, HCR combines TDMA, S-Aloha and random access protocol, and operates protocol switching according to the number of competitors. In HCR, the length of the scheduling phase and the random competition phase are variable. This random access protocol is a relatively simple and random scheme. When a node is to transmit a data packet, it will transmit the data packet with a constant probability in a time slot.
d) H-MAC (hybrid MAC) [28] protocol: the first hybrid MAC protocol for underwater wireless sensor networks. Based on slot design, this protocol combines the TDMA protocol with a random access protocol, but the length of the protocol is fixed in both the planned transmission phase and the random competition phase. e) LBTSA: a load-based time slot allocation hybrid wireless sensor network hybrid MAC protocol merges TDMA and CSMA/CA, and can dynamically adapt to changes in network load. The protocol compares the number of competitors with the switching key value of the protocol to determine the network load, and then selects the corresponding time slot allocation mode based on the network load. Finally, the optimal access mode is selected according to the priority of the slave nodes and the optimal number of backoff stages, and the access mode is switched.
In the underwater acoustic channel environment described in section A, the parameter values are set according to Table 1  and Table 2 , and the key protocol switching value, N , can be obtained by simulation, as shown in Fig. 5 .
Normalize throughput. Fig. 5 shows that the abscissa of the intersection of TDMA and CSMA/CA is N , i.e., N = 10. When the number of competitors is less than 10, the throughput of CSMA/CA is higher than that of TDMA; when the number of competitors is greater than 10, the throughput of TDMA is higher than that of CSMA/CA. Therefore, this paper judges the network load according to the switching key value N of the protocol, and then switches the access mode. When the number of competitors is less than or equal to 10, the load is smaller; when the number of competitors is greater than 10, the load is larger. When the load is small, a lower delay and lower delay jitter can be guaranteed; when the load is large, the network throughput can be maximized.
In the underwater acoustic channel environment described in section B, the parameter values refer to Table 1 and Table 2 , the throughput of different competitors can be obtained by simulation. Fig. 6 shows the throughput in the case of different number of competitors, with each curve corresponding to a different value for the number of backoff stages, i.e., m.
As can be seen from Fig. 6 , for a fixed number of competitors, the throughput increases as the number of allowed backoff stages increases. However, when the number of allowed backoff stages is greater than or equal to the optimal number of backoff stages, m opt , the growth of throughput is very small, and with an increase in the number of allowed backoff stages, the delay becomes longer and longer. Therefore, when the number of competitors is greater than N , the optimal number of backoff stages m opt is the maximum number of backoff stages, and when the number of backoff stages is equal to m opt , the access mode is switched to TDMA. However, when the number of allowed backoff stages is greater than or equal to 4, the marginal increase in throughput is relatively small, and with the increase of the number of backoff stages, the throughput becomes larger and larger. Therefore, when the number of competitors is greater than 10, the optimal number of allowed backoff stages, m opt , is 4 under the conditions simulated. When the number of competitors is greater than 10 and the slot is allocated continuously, CSMA/CA is selected first, however, if the number of backoff stages is more than 4, the access mode switches to TDMA.
We compare LBTSA with TDMA, CSMA/CA, HCR, and H-MAC and evaluate protocol performance from three aspects, i.e., throughput, total throughput, and end-to-end delay. The total throughput represents the throughput overlay for the specified simulation time, and the throughput represents the instantaneous throughput. The HCR and H-MAC protocols use the same key switching value for simulation and comparison. Fig. 7 shows the normalized throughput as a function of the number of competitors. From Fig. 7 , when the number of the competitors is 4, the throughput of LBTSA is 11% higher than that of HCR protocol,and 48% higher than that of the H-MAC protocol. When the number of competitors is 10, the throughput of LBTSA is 38% higher than that of HCR protocol, and 70% higher than that of H-MAC protocol. At a competitor count of 16, the throughput of LBTSA is 21% than that of the HCR protocol, and 115% higher than that of the H-MAC protocol. The throughput of the LBTSA protocol is larger than that of H-MAC and HCR for all times and it demonstrates good adaptability to network load changes. No matter how the network load changes, the host node can choose the optimal access mode and the best time slot allocation. When the load is light, uniform time slot allocation ensures lower delay and delay jitter; when the load is heavy, continuous time slot allocation allows for higher throughput. Fig. 8 shows the total throughput under different number of competitors over a period of time. During the simulation time, the number of competitors changes via a time-dependent Poisson distribution. As can be seen from the figure, the total throughput of LBTSA is 10% higher than that of TDMA and 39% higher than that of CSMA/CA. An increase in the number of competitors leads to more network conflicts, so as it has been seen already, the total network throughput under CSMA/CA decreases. However, when the number of competitors is large, TDMA can guarantee contention-free transmission, so the total throughput increases. Therefore, LBSTA merges the advantages of TDMA and CSMA/CA and adopts slot allocation, which is more suitable for the changing load of the network environment. In Fig. 7 , although the throughput of LBTSA is lower than that of CSMA/CA when there are fewer competitors, the throughput of LBTSA is lower than that of TDMA when there are more competitors. However, from Fig. 8 , the total throughput of LBTSA is higher than that of TDMA and CSMA/CA over a period of time when the number of competitors is changing. Under conditions where network load and the number of competitors are dynamically changing as a function of time, a fixed, single MAC protocol cannot adapt in order to maintain total network throughput. LBTSA, however overcomes this limitation. 
V. SIMULATION RESULTS

FIGURE 9.
Relationship between the number of competitors and delay. Fig. 9 shows the average end-to-end delay as a function of different number of competitors within a system. From the figure, it is seen that at a number of competitors of 4, the endto-end delay in LBTSA is 50% lower than that of the HCR protocol, and the end-to-end delay of LBTSA is 75% lower than that of the H-MAC protocol. When the number of competitors is 10, the end-to-end delay of LBTSA is 84% lower than that of the HCR protocol, and the end-to-end delay of LBTSA is 80% lower than that of the H-MAC protocol. When the number of the competitor is 16, the end-to-end delay of LBTSA is 60% lower than that of the HCR protocol, and the end-to-end delay of LBTSA is 87% lower than that of the H-MAC protocol. When the number of competitors is small, the end-to-end delays under LBTSA and HCR are also small. With an increase in the number of competitors, the end-to-end delays under CSMA/CA and H-MAC increase rapidly. The HCR delay curve shows an upward trend, and the increase in delay of LBTSA is much smaller than that of HCR and H-MAC. The reason is that LBTSA adds a load-based slot allocation scheme. With the increase in the number of competitors, the uniform distribution of time slots ensures a lower delay and lower delay jitter.
The throughput and end-to-end delay of different protocols are compared in the simulation. The throughput, end-to-end delay, overheads, and complexity of all protocols are provided for qualitative comparison in Table 3 and Table 4 for the cases where the number of competitors is less than 10 and where it is greater than or equal to 10.
Although the performance of H-MAC is better when the load is light, H-MAC exhibits higher delays and lower throughput in dense-and-heavy-load network conditions. HCR combines the advantages of TDMA and random contention protocols and has enough adaptability to changing network loads. But the transmission delay and the throughput of HCR are between these protocols. Furthermore, as with other fixed protocols, HCR cannot dynamically adjust the communication protocol with a changing number of competitors, and the random access protocol is likely to ultimately conflict. Since H-MAC and HCR join random access, the overhead of control messages increases. With TDMA added to LBTSA, the transmission conflict between data packets is reduced to the greatest possible extent, the throughput is improved, and the overhead due to control information is reduced, and because of the addition of the load-based slot allocation scheme, delay is reduced. Therefore, LBTSA performs well in terms of throughput and delay, at the expense of added complexity due to the introduction of CSMA/CA. Although the complexity and overhead of LTBSA are higher than that of TDMA, LTBSA has lower end-to-end delay than that of TDMA and can better adapt to dynamic network loads. LBTSA adds CSMA/CA without RTS/CTS, therefore, it need not transmit too much control messages. LBTSA combines TDMA and CSMA/CA. Compared with CSMA/CA, both the complexity and the overhead of LBTSA are low. Since LBTSA does not require a lot of overhead, it just shakes hands at the beginning, which can not only save energy, but also reduce end-to-end delay.
VI. CONCLUSION
LBTSA, a load-based time slot allocation hybrid MAC protocol for use in UWSNs, is proposed in this paper. The protocol takes advantages of the features of TDMA and CSMA/CA, and dynamically adapts according to network load.
The crucial part of the protocol is how to fuse TDMA and CSMA/CA, that is, how to determine the switching threshold as a function of the number of competitors. The point at which the throughputs of the CSMA/CA and TDMA protocols are equal is used as the indication that it is time to switch the access mode. The proposed protocol determines the key switching value, N , through the pre-calculated throughput. Since CSMA/CA results in collisions, as a function between the throughput and the number of backoff stages, the optimal number of backoff stages, m opt , is found to maximize the throughput. Considering that time slot allocation is an important factor affecting system performance, a load-based time slot allocation scheme is adopted to improve throughput.
From the simulation results under OMNET++, it can be seen that not only is the total throughput of LBTSA higher than that of TDMA and CSMA/CA, but the throughput of LBTSA is also higher than that of H-MAC and HCR under the condition of dynamically changing number of competitors. Moreover, the end-to-end delay increment of LBTSA is much smaller than the two protocols, so it has good adaptability to the dynamic network load. The simulation results show that LBTSA is a promising MAC protocol, based on contention and contention-free fusion, and its performance is better than existing single and hybrid MAC protocols. In large UWSNs, although TDMA can transmit more data packets, the greater number of collisions and experienced backoff times under CSMA/CA will occupy more time slots. A fixed number of time slots per frame leads to the reduction of TDMA time slots and negatively affects network performance. By using the LBTSA protocol, we can achieve higher throughput and lower end-to-end delay, so the proposed LBSTA is suitable for small underwater wireless sensor networks with high load. 
