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Pemahaman dan pengecaman kelakuan ikan ketika lapar merupakan kunci dalam 
peningkatan produk akuakultur. Oleh itu, tesis ini mensasarkan kepada pengelasan ikan 
siakap (Lates Calcarifer) ketika lapar menggunakan teknik integrasi pemprosesan imej 
dan pembelajaran mesin. Teknik kluster min-k digunakan untuk menentukan jumlah 
kelas yang relevan daripada data mentah. Hasil teknik kluster min-k  ini, dua kelas, 
“Lapar” dan “kenyang”, telah ditentukan sebagai relevan untuk penyelidikan ini 
berdasarkan ciri-ciri tertentu yang ditunjukan ketika ikan-ikan tersebut lapar dan 
kenyang. Ciri-ciri tersebut dianalisis melalui analisis plot kotak, dan Analisis Komponen 
Utama (PCA). Ciri yang telah dipastikan adalah COG x, COG y, dan penjumlahan 
pergerakan piksel. Pelbagai model pembelajaran mesin seperti Analisis Diskriminan 
(DA), Mesin Vektor Sokongan (SVM), k-Jiran Terdekat (k-NN) telah digunakan untuk 
menentukan model terbaik untuk membuat pengelasan keadaan ikan tersebut. Teknik 
SVM mampu memberikan pengelasan terbaik sehingga 99.00%. Penyelidik percaya 
teknik ini sesuai untuk digunakan dalam bidang penternakan ikan. Analisis tambahan 
dilakukan untuk memahami ritma sirkadian ikan dengan menilai ciri masa-bersiri. 
Pelbagai saiz tetingkap daripada 0.5 minit, 1.0 minit, 1.5 minit and 2.0 minit telah 
diselidiki bersama min, maksimum, minimum dan varian untuk setiap tempoh masa 
tersebut. PCA dan PCA pusingan varimax telah digunakan untuk menentukan ciri terbaik 
untuk pengelasan melalui SVM dan k-NN. Hasil analisis ini mendapati min dan varian 
untuk kesemua tempoh masa adalah ciri yang signifikan. Model pembelajaran mesin 
seperti DA, SVM, k-NN, Pokok Keputusan (Tree), Regresi Logistik (LR), Pokok Hutan 
Rawak (RF), Rangkaian Neural (NN), dinilai untuk mencari model yang terbaik dalam 
proses pengelasan ikan melalui ciri min dan varian. Penyelidik mendapati k-NN 
mempunyai prestasi terbaik dalam pengelasan tersebut dengan kejituan 96.47%. Untuk 
memperhalusi ketepatan model k-NN ini, hiperparameter telah dioptimumkan melalui 
Pengoptimuman Bayesian. Hasil pengoptimuman ini, penyelidik mendapati 
hiperparameter terbaik adalah Jarak Standard Euclidean dengan nilai k = 1 yang 




The understanding and identification of fish hunger behaviour are non-trivial in the 
aquaculture industry. This thesis aims at classifying the hunger state of Lates Calcarifer 
via the integration of computer vision and machine learning. Prior to the classification of 
the hunger states, the hunger state of the fish is identified through the k-means clustering 
technique and it was established that the hunger state could be demarcated into either 
‘Hungry’ or ‘Satiated’. Upon the identification of the hunger state, significant features 
that could contribute towards the accurate classification of the states are investigated. The 
aforesaid features are analysed by the box plot analysis and the Principal Component 
Analysis (PCA).  The established features are COG x, COG y and the moving summation 
of the pixel. Different machine learning models were investigated by incorporating the 
identified features, i.e., Discriminant Analysis (DA), Support Vector Machine (SVM) and 
k-Nearest Neighbours (k-NN) and it was demonstrated that the SVM trained model is able 
to classify up to 99.00%, suggesting that the developed system is viable for fish farming. 
A supplementary analysis was further carried out to understand the circadian rhythm of 
the fish by evaluating the time-series features. Different window sizes ranging from 0.5 
min, 1.0 min, 1.5 min and 2.0 min coupled with the mean, maximum, minimum and 
variance for each of the distinctive temporal window sizes are investigated. PCA and 
PCA varimax rotation was employed in order to identify the best features through 
classifying it via SVM and k-NN. It was shown that the mean and variance of all temporal 
sizes are significant. In addition, the efficacy of different models based on the identified 
secondary features, namely DA, SVM, k-NN, Decision Tree (Tree), Logistic Regression 
(LR), Random Forest Tree (RF) and Neural Network (NN) are evaluated. It was found 
that the k-NN yielded the highest classification accuracy with 96.47% from the test sets. 
In order to further refine the k-NN model developed, hyperparameter optimization by 
means of Bayesian Optimization was carried out. Through the optimization process, the 
best hyperparameters that could attain a classification accuracy of 97.16% are the 
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