Abstract. A new splitting-up method ( or the so called alternating-direction method ) is proposed in this paper. The method not only reduces the linear and nonlinear original problems into a series of one dimensional linear problems, but also enables us to compute all these one dimensional linear problems by parallel processors. Applications to the linear parabolic problem, steady state and nonsteady state Navier-Stokes problems are given.
INTRODUCTION
The classical splitting-up method 1] is e cient for solving physical problems. However it is not suitable for parallel computing, as the computing of the present fractional step (or so called intermediate step) always needs the value of the previouse fractional step. Here we propose a new splitting-up method, for wich the computing of the fractional steps are independent of each other, and consequently they can be computed by parallel processors.
We also apply the proposed method to steady state and nonsteady state NavierStokes problems. By the method we can reduce the Navier-Stokes problem into a series of independent one dimensional linearized problems, moreover we are able to solve the Navier-Stokes equation by using only the usual one dimensionalnite element space (not the zero-divergent FE space as usual) and to use parallel processors in solving all these one dimensional linear problems. The method is of rst order convergent with respect to the time step for evolution Navier-Stokes equation.
PARALLEL SPLITTING UP METHOD FOR THE EVOLUTION EQUATIONS
In this section we will consider the following linear evolution equation:
Here is a bounded domain in R m , A can be both a linear operator or a matrix. We assume that A is time independent and that A and f can be splited as: In the following we propose a new splitting-up method, for wich the computing of the fractional steps are independent of each other. Consequently they can be computed by parallel processors. Also because of this, it may avoid the complicated boundary correction procedure ( 1,x3] ) in order to achieve the higher order convergence.
The classical splitting-up method can be regarded as a pertubation of the CrankNicolson scheme. But it seems this scheme can not be regarded as a pertubation of that scheme. 
on @ : We can easily see that there exists a constant which is only related to m, such that jb(u; v; w)j C(m)kukkvkjwk:
Here we will use the splitting up method and the nite element method to solve (3.1) in such a way that it is not necessary to construct a nite element space for V. Moreover, in the proposed method the computing can also be done by parallel processors.
In 5] the splitting up method was applied to solve the nonstationary discretized Navier-Stokes problem. For steady state problems it seems that no results are available yet. In this section we will propose the splitting up method for the steady state Navier-Stokes problem (3.1). The Algorithm 3.1 given below is a two-step iteration scheme: in the rst step it solves a nonlinear elliptic system and in the second step it solves a Poisson equation. In Algorithm 3.2 we split the problem into two series of independent 1-D problems. Step 1, Step 2 and Step 3 is the same as Algorithm 3.1.
Step . As u is also related to we should show that these conditions are not \empty conditions". It is easy to show that if is smooth, f regular and small enough or big enough then condition (A1) can be satis ed (see 3, 5] ).
The evolution Navier-Stokes equation
In this section we consider the evolution Navier-Stokes equation: We will use the same notations as in Chapter 3.1. We will also restrict our attention to only two and three dimensional problems, i.e. m = 2 or 3.
The application of the splitting up method to evolution Navier-Stokes problems can be found in Temam 5] . There a two step method was considered. The rst step solves a nonlinear system and the second solves a Poisson equation with Neumann boundary conditions.
In the following, we will use our new splitting-up method for the Navier-Stokes equation. It reduces the Navier-Stokes equation into a series of one dimensional linearized problems, and so enables to solve the Navier-Stokes equation by only using the usual one dimensional nite element spaces. All the one dimensional problems are independent of each other and can be computed by parallel processors. The method is of rst order convergence with respect to the time step. Step 3. Set u j+1=2 = 1 m m X i=1 u j+i=q .
Step 4. Solve p j :
8 < : p j = div u j?1=2 in @u @n = 0 on @ : (3.8) Here @u @n denotes the outer normal derivative to @ .
Step 5. Set u j+1 = u j+1=2 ? gradp j+1 . If (j + 1) = T stop otherwise go to 2.
In order to get convergence we need a similar assumption as (A1): (A2) For the proofs of above presented theorems we will refer to 3].
