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Abstract
We present DeCLUTR: Deep Contrastive Learning for Unsupervised Textual Rep-
resentations, a self-supervised method for learning universal sentence embeddings
that transfer to a wide variety of natural language processing (NLP) tasks. Our
objective leverages recent advances in deep metric learning (DML) and has the
advantage of being conceptually simple and easy to implement, requiring no spe-
cialized architectures or labelled training data. We demonstrate that our objective
can be used to pretrain transformers to state-of-the-art performance on SentEval, a
popular benchmark for evaluating universal sentence embeddings, outperforming
existing supervised, semi-supervised and unsupervised methods. We perform ex-
tensive ablations to determine which factors contribute to the quality of the learned
embeddings. Our code will be publicly available and can be easily adapted to new
datasets or used to embed unseen text.
1 Introduction
Due to the limited amount of labelled training data available for many natural language processing
(NLP) tasks, transfer learning has become ubiquitous [1]. For some time, transfer learning in NLP
was limited to pretrained word-level embeddings, such as word2vec [2] or GloVe [3]. Recent work
has demonstrated strong transfer task performance using pretrained sentence-level embeddings. These
fixed-length vectors, often referred to as “universal” sentence embeddings, are typically learned on a
large text corpus and then transferred for use in a variety of downstream tasks (such as sentiment
analysis or semantic search). Indeed, high-quality universal sentence embeddings have become an
area of focus, and many supervised [4], semi-supervised [5, 6, 7] and unsupervised [8, 9, 10, 11, 12]
approaches have been proposed. However, the highest performing solutions require at least some
labelled data, limiting their usefulness to languages and domains where labelled data exists for
the chosen pretraining tasks. Therefore, closing the gap in performance between unsupervised and
supervised universal sentence embedding methods is an important goal.
Preprint. Under review.
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Pretraining transformer-based language models has become the primary method for learning textual
representations from unlabelled corpora [13, 14, 15, 16]. This success has primarily been driven by
masked language modelling (MLM), a self-supervised, token-level objective that requires the model
to predict the identity of some randomly masked tokens from the input sequence. In addition to MLM,
some of these models have mechanisms for learning sentence-level embeddings via self-supervision.
In BERT [14], for instance, a special classification token is prepended to every input sequence,
and its representation is used in a binary classification task to predict whether one textual segment
follows another in the training corpus, denoted Next Sentence Prediction (NSP). However, recent
work has called in to question the effectiveness of NSP [17, 18, 19] and in RoBERTa (Robustly
Optimized BERT Pretraining Approach) [16], the authors demonstrated that removing NSP during
pretraining leads to the same or slightly improved performance on downstream tasks (including
question answering, semantic text similarity and natural language inference). In ALBERT (A
Lite BERT) [20], the authors hypothesize that, because the textual segments of negative examples
are sampled from different documents, NSP conflates topic prediction and coherence prediction.
They propose swapping NSP for a Sentence-Order Prediction objective (SOP), which they suggest
better models inter-sentence coherence. In preliminary evaluations, we found that neither objective
produces good universal sentence embeddings (see Supplementary Material, ??). Drawing from
recent advances in metric learning, we propose a simple and effective self-supervised, sentence-level
objective for pretraining transformer-based language models.
Metric learning, a type of representation learning, aims to learn an embedding space where the
embedded vector representations of similar data are mapped close together, and those of dissimilar
data far apart [21, 22, 23]. In the computer vision (CV) literature, deep metric learning (DML) has
been used to great effect for learning visual representations [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
Generally speaking, DML is approached as follows: a pretext task (often self-supervised, e.g.
colourization or inpainting) is carefully designed and used to train deep neural networks, with the
goal of generating useful feature representations. Here, “useful” means a representation that is easily
adaptable to other downstream tasks, unknown at training time. Downstream tasks (e.g. object
recognition) are then used to evaluate the quality of the learned features, often by training a linear
classifier on the task using these features as input. The most successful approach to-date has been
to design a pretext task for learning with a pair-based contrastive loss function. For a given anchor
data point, contrastive losses attempt to make the distance between the anchor and some positive data
points (i.e. those that are similar) smaller than the distance between the anchor and some negative
data points (i.e. those that are dissimilar) [35]. The highest-performing methods generate anchor-
positive pairs by randomly augmenting the same image (e.g. using crops, flips and colour distortions);
anchor-negative pairs are randomly chosen, augmented views of different images [36, 37, 38].
Inspired by this setup, we propose a self-supervised, contrastive objective that can be used alongside
MLM to pretrain a transformer. Our objective learns universal sentence embeddings by training an
encoder to minimize the distance between the embeddings of textual segments randomly sampled
from nearby in the same document. We demonstrate that a model pretrained with our objective
obtains state-of-the-art results on SentEval [39] – a benchmark of 28 tasks designed to evaluate the
quality of universal sentence embeddings – outperforming existing supervised, semi-supervised and
unsupervised solutions (subsection 5.1). We perform extensive ablations to determine which factors
are important for learning high-quality embeddings (section 5). Finally, we open-source our solution
and provide detailed instructions for training it on new data or embedding unseen text.
2 Related Work
Previous works on universal sentence embeddings can broadly be grouped into supervised, semi-
supervised or unsupervised approaches.
Supervised or semi-supervised. The most successful universal sentence embedding methods
are pretrained on the (human-labelled) natural language inference (NLI) datasets Stanford NLI
(SNLI) [40] and MultiNLI [41]. NLI is the task of classifying a pair of sentences (denoted the
“hypothesis” and the “premise”) into one of three relationships: entailment, contradiction or neutral.
The effectiveness of NLI for training universal sentence encoders was demonstrated by the supervised
method InferSent [4]. Google’s Universal Sentence Encoder (USE) is semi-supervised, augmenting
supervised learning on SNLI with a mix of unsupervised objectives trained on unlabelled text.
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The recently published Sentence Transformers [7] method fine-tunes pretrained, transformer-based
language models like BERT [14] using labelled NLI datasets.
Unsupervised Skip-thought [10] and FastSent [11] are two popular unsupervised techniques that
learn sentence embeddings by using an encoding of a sentence to predict words in neighbouring
sentences. However, in addition to being computationally expensive, this generative objective forces
the model to reconstruct the surface form of a sentence, which may produce representations that
capture aspects irrelevant to the meaning of a sentence. QuickThoughts [12] addresses both of these
shortcomings with a simple discriminative objective; given a sentence and its context (adjacent
sentences), it learns sentence representations by training a classifier to distinguish context sentences
from non-context sentences. The unifying theme of these unsupervised approaches is that they exploit
the distributional hypothesis, namely that the meaning of a word (and by extension, a sentence) is
characterized by the word-context in which it appears.
Our overall approach is most similar to Sentence Transformers – we pretrain a transformer-based
language model to produce useful sentence embeddings – but our proposed objective is self-supervised,
allowing us to exploit the vast amount of unlabelled text on the web, without being restricted to
languages or domains where labelled data exist. Our objective most closely resembles QuickThoughts,
with three distinctions: we relax our sampling to textual segments (rather than natural sentences),
we sample one or more positive segments per anchor (rather than strictly one), and we allow these
segments to be adjacent, overlapping or subsuming (rather than strictly adjacent; see Figure 1, B).
3 Model
3.1 Self-supervised contrastive loss
Our method learns textual representations via a contrastive loss by maximizing agreement between
textual segments (referred to as “spans” in the rest of the paper) sampled from nearby in the same
document. As illustrated in Figure 1, this approach comprises the following components:
• A data loading step which randomly samples paired anchor-positive spans from each
document in a minibatch of size N . Let A be the number of anchor spans sampled per
document, P be the number of positive spans sampled per anchor and i ∈ {1 . . . AN} be
the index of an arbitrary anchor span. Then we denote an anchor span and its corresponding
p ∈ {1 . . . P} positive spans as si and si+pAN respectively. The sampling procedure is
designed to maximize the chance of sampling semantically similar anchor-positive pairs
(see subsubsection 3.1.1).
• An encoder f(·), which maps each token in the input spans to a word embedding. Al-
though our method places no constraints on the choice of encoder, we restrict ourselves to
transformer-based language models, as this represents the state-of-the-art for text encoders
(see subsection 3.2).
• A pooler g(·), which maps the encoded spans f(si) and f(si+pAN ) to fixed-length embed-
dings ei = g(f(si)) and its corresponding mean positive embedding
ei+AN =
1
P
P∑
p=1
g(f(si+pAN ))
Similar to [7], we found that choosing g(·) to be the mean of the token-level embeddings
(referred to as “mean pooling” in the rest of the paper) performs well (see Supplementary
Material, ??). Pairing each anchor embedding with the mean of multiple positive embeddings
was proposed in [42], who demonstrated both theoretical and empirical improvements when
compared to using a single positive example for every anchor.
• A contrastive loss function defined for a contrastive prediction task. Given a set of embedded
spans {ek} including a positive pair of examples ei and ei+AN , the contrastive prediction
task aims to identify ei+AN in {ek}k 6=i for a given ei.
During training, we randomly sample a minibatch of N documents from the train set and define
the contrastive prediction task on anchor-positive pairs ei, ei+AN derived from the N documents,
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Figure 1: Overview of the self-supervised contrastive objective. (A) For each document d in a
minibatch of size N , we sample A anchor spans per document and P positive spans per anchor. For
simplicity, we illustrate the case where A = P = 1 and denote the anchor-positive span pair as si, sj .
Both spans are fed through the same encoder f(·) and pooler g(·) to produce the corresponding
embeddings ei = g(f(si)), ej = g(f(sj)). The encoder and pooler are trained to minimize the
distance between embeddings via a contrastive prediction task (where the other embeddings in a
minibatch are treated as negatives, omitted here for simplicity). (B) Positive spans can overlap with,
be adjacent to or be subsumed by the sampled anchor span. (C) The length of anchors and positives
are randomly sampled from beta distributions, skewed toward longer and shorter spans, respectively.
resulting in 2AN data points. As proposed in [43], we treat the other 2(AN − 1) instances within a
minibatch as negative examples. The cost function takes the following form
Lcontrastive =
AN∑
i=1
`(i, i+AN) + `(i+AN, i) (1)
`(i, j) = − log exp(sim(ei, ej)/τ)∑2AN
k=1 1[i 6=k] · exp(sim(ei, ek)/τ)
(2)
where sim(u,v) = uTv/||u||2||v||2 denotes the cosine similarity of two vectors u and v,
1[i 6=k] ∈ {0, 1} is an indicator function evaluating to 1 if i 6= k, and τ > 0 denotes the tem-
perature hyperparameter. This is exactly the InfoNCE loss used in previous works [44, 45, 46] and
denoted normalized temperature-scale cross-entropy loss or “NT-Xent” in [38]. Notice that when
τ = 1 and sim(u,v) = uTv, the loss function closely resembles the loss used in QuickThoughts.
To embed text with a trained model, we simply pass batches of tokenized text through the model,
without sampling spans. Therefore, the computational cost of our method at test time is the cost of
the encoder, f(·), plus the cost of the pooler, g(·), which is negligible when using mean pooling.
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3.1.1 Span sampling
We start by choosing a minimum and maximum span length; in this paper, `min = 32 and `max = 512,
the maximum input size for many pretrained transformers. Next, a document d is tokenized to
produce a sequence of n tokens xd = (x1, x2 . . . xn). To sample an anchor span si from xd, we first
sample its length `anchor from a beta distribution and then randomly (uniformly) sample its starting
position sstarti . We then sample p ∈ {1 . . . P} corresponding positive spans si+pAN independently
following a similar procedure:
`anchor =
⌊
panchor × (`max − `min) + `min
⌋
`positive =
⌊
ppositive × (`max − `min) + `min
⌋
sstarti ∼ {0 . . . n− `anchor} sstarti+pAN ∼ {sstarti − `positive . . . sendi }
sendi = s
start
i + `anchor s
end
i+pAN = s
start
i+pAN + `positive
si = x
d
sstarti :s
end
i
si+pAN = x
d
sstarti+pAN :s
end
i+pAN
where panchor ∼ Beta(α = 4, β = 2), which skews the anchor sampling towards longer spans, and
ppositive ∼ Beta(α = 2, β = 4), which skews the positive sampling towards shorter spans (Figure 1,
C). In practice, we restrict the sampling of anchor spans from the same document such that they are a
minimum of `max tokens apart. In Supplementary Materials ??, we show several examples of text
that has been sampled by our method.
We note several carefully considered decisions in the design of our sampling procedure:
• Sampling span lengths from a distribution clipped at `min = 32 and `max = 512 encourages
the model to produce good embeddings for text ranging from sentence- to paragraph-length.
Thus, at test time, we expect our model to be able to embed up-to paragraph-length texts.
• We found that sampling longer lengths for the anchor span than the positive spans improves
performance in downstream tasks (we did not find performance to be sensitive to the specific
choice of α and β). The rationale for this is twofold: it enables the model to learn global-
to-local view prediction as in [47, 36, 38] (referred to as “subsumed view” in Figure 1, B);
when P > 1, it encourages diversity among positives by lowering the probability of repeated
text between positive spans.
• The restriction that positives must be sampled nearby to the anchor exploits the distributional
hypothesis and increases the chances of sampling valid (i.e. semantically related) anchor-
positive pairs.
• By sampling multiple anchors per document (i.e. A > 1), each anchor-positive pair is
contrasted against both easy negatives (anchors and positives sampled from other documents
in a minibatch) and hard negatives (anchors and positives sampled from the same document).
In conclusion, the sampling procedure produces three types of positives: positives that partially
overlap with the anchor, positives adjacent to the anchor, and positives subsumed by the anchor
(Figure 1, B) and two types of negatives: easy negatives sampled from a different document than the
anchor, and hard negatives sampled from the same document as the anchor. Thus, our stochastically
generated training set and contrastive loss implicitly define a family of predictive tasks which can be
used to train a model, independent of any specific encoder architecture.
3.2 Continued MLM pretraining
We use our objective to pretrain a transformer-based language model [48], as this represents the
state-of-the-art text encoder in NLP. We implement the MLM objective as described in [14] on each
anchor span in a minibatch and sum the losses from the MLM and contrastive objectives before
backpropagating.
L = Lcontrastive + LMLM (3)
This is similar to the approaches of other pretraining strategies, such as those used in [14, 20], in
which an MLM loss is paired with a sentence-level loss objective (e.g. NSP or SOP) and used to
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pretrain the model. To make the computational requirements feasible, we do not train from scratch,
but rather we continue training a model that has been pretrained with the MLM objective. Specifically,
we use both RoBERTa-base [16] and DistilRoBERTa [49] (a distilled version of RoBERTa-base)
in our experiments. In the rest of the paper, we refer to our method as DeCLUTR-small (when our
method is used to pretrain DistilRoBERTa) and DeCLUTR-base (when our method is used to pretrain
RoBERTa-base).
4 Experiemental setup
4.1 Dataset, training, and implementation
Dataset We collected all documents with a minimum token length of 2048 from an open-access
subset of the OpenWebText corpus [50], yielding 495,243 documents in total. For reference, Google’s
USE was trained on 570,000 human-labelled sentence pairs from the SNLI dataset. InferSent and
Sentence Transformer models were trained on both SNLI and MultiNLI, for a total of 1 million
human-labelled sentence pairs.
Implementation We implemented our model in PyTorch [51] using AllenNLP [52]. We used the
NT-Xent loss function implemented by the PyTorch Metric Learning library [53] and the pretrained
transformer architecture and weights from the Transformers library [54]. All models were trained on
up to four NVIDIA Tesla V100 16 or 32GB GPUs.
Training Unless specified otherwise, we train for 1 epoch over the 495,243 documents with a
minibatch size of 16 and a temperature τ = 5 × 10−2 using the AdamW optimizer [55] with a
learning rate (LR) of 5× 10−5 and a weight decay of 0.1. For every document in a minibatch, we
sample two anchor spans (A = 2), and two positive spans per anchor (P = 2). We use the Slanted
Triangular LR scheduler [56] with a number of train steps equal to training instances and a cut
fraction of 0.1. All gradients are scaled to a vector norm of 1.0 before backpropagating.
4.2 Evaluation
We evaluate the quality of our learned sentence embeddings on the SentEval benchmark, a widely-
used toolkit for evaluating general-purpose, fixed-length sentence representations. SentEval is
divided into 18 downstream tasks – representative NLP tasks such as sentiment analysis, natural
language inference, paraphrase detection and image-caption retrieval – and 10 probing tasks, which
are designed to evaluate what linguistic properties are encoded in a sentence representation (see
Supplementary Materials ?? for details). We report averaged scores obtained by our model and the
relevant baselines on both the downstream and probing tasks. In Supplementary Material ??, we
report a detailed breakdown of the scores for each task.
4.2.1 Baselines
We compare to the highest performing and most popular sentence encoding methods, i.e. InferSent,
Google’s USE and Sentence Transformers. For InferSent, we compare to the latest model (V2)
trained with fastText word vectors.1 We use the latest “large” USE model2 and the "roberta-base-nli-
mean-tokens"3 Sentence Transformers model for comparison, as they are most similar in terms of
architecture and number of parameters to our own. We include the performance of averaged GloVe4
and fastText5 word vectors as weak baselines. Despite a good-faith attempt, we were not able to
evaluate the pretrained QuickThought models against the full SentEval benchmark. We cite the scores
from the paper directly in Supplementary Material ??. Finally, we evaluate the performance of the
pretrained transformer model before it is subjected to training with our contrastive objective, denoted
“Transformer-*”. We use mean pooling on the pretrained transformers token-level output to produce
fixed-length sentence embeddings – the same pooling strategy used in our method.
1https://dl.fbaipublicfiles.com/infersent/infersent2.pkl
2https://tfhub.dev/google/universal-sentence-encoder-large/5
3https://github.com/UKPLab/sentence-transformers#english-pretrained-models
4http://nlp.stanford.edu/data/glove.840B.300d.zip
5https://dl.fbaipublicfiles.com/fasttext/vectors-english/crawl-300d-2M.vec.zip
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Table 1: Results on the downstream and probing tasks from the test set of the SentEval benchmark.
USE: Google’s Universal Sentence Encoder. Bold: best scores. ∆: difference to our methods
(DeCLUTR-base) average score.
SentEval
Model Parameters Embed. dim. Downstream Probing Avg. ∆
Bag-of-words (BoW) weak baselines
GloVe – 300 65.50 62.42 63.96 -11.96
fastText – 300 68.57 63.16 65.87 -10.05
Supervised and semi-supervised
InferSent 38M 4096 76.46 72.58 74.52 -1.40
USE 147M 512 79.13 66.70 72.91 -3.00
Sentence Transformers 125M 768 77.59 63.22 70.40 -5.52
Unsupervised
Transformer-small 82M 768 72.69 74.27 73.48 -2.44
Transformer-base 125M 768 72.22 73.38 72.80 -3.12
DeCLUTR-small (ours) 82M 768 76.43 73.82 75.13 -0.79
DeCLUTR-base (ours) 125M 768 78.17 73.67 75.92 –
Figure 2: Effect of the number of anchor spans sampled per document (a), the number of positive
spans sampled per anchor (b), and the sampling strategy (c) on SentEval performance. Performance
is computed over a grid of hyperparameters and plotted as a distribution. Hyperparameters are chosen
from the grid defined by all permutations of number of anchors A = {1, 2}, number of positives
P = {1, 2, 4}, and temperatures τ = {5× 10−4, 5× 10−2}. P = 4 is omitted for DeCLUTR-base
as these experiments did not fit into GPU memory.
5 Results
In subsection 5.1, we compare the performance of our model against the relevant baselines. We
use the remaining sections to explore which components contribute to the quality of the learned
embeddings.
5.1 Comparison to existing methods
Except for InferSent, we find that existing methods perform poorly on the probing tasks of the
SentEval benchmark (Table 1). Sentence Transformers, which begins with a pretrained transformer
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Figure 3: Effect of training objective, train set size and model capacity on SentEval performance.
DeCLUTR-small has 6 layers and ∼82M parameters; DeCLUTR-base has 12 layers and ∼125M
parameters. Average scores are reported from the development set of the SentEval benchmark. 100%
corresponds to 1 epoch of training with all 495,243 documents from our OpenWebText subset.
model and fine-tunes it on NLI datasets, scores approximately 10% lower on the probing tasks than
the model it fine-tunes (see Supplementary Material, ??). In contrast, both DeCLUTR-small and
DeCLUTR-base significantly boost downstream task performance while maintaining high probing
task performance, producing the highest average score. Although our method sometimes under-
performs existing supervised solutions on average downstream performance, we found that this is
partially explained by the fact that these methods are trained on the SNLI corpus, which is included
as a downstream evaluation task in SentEval. If the average downstream performance is computed
without considering SNLI, the difference in downstream performance between our method and the
supervised methods shrinks considerably (see Supplementary Material, ??).
5.2 Ablation of the sampling procedure
We ablate several components of the sampling procedure, including the number of anchors sampled
per document A, the number of positives sampled per anchor P , and the sampling strategy for those
positives (Figure 2). First, we note that sampling multiple anchors per document has a large positive
impact on the quality of the learned embeddings. We hypothesize this is because the difficulty of
the contrastive objective increases when A > 1. Recall that a minibatch is composed of random
documents, and each anchor-positive pair sampled from a document is contrasted against all other
anchor-positive pairs in the minibatch. When A > 1, anchor-positive pairs will be contrasted against
other anchors and positives from the same document, increasing the difficulty of the contrastive
objective, thus leading to better representations. Secondly, we find that a positive sampling strategy
that allows positives to be adjacent to and subsumed by the anchor outperforms a strategy which
only allows adjacent or subsuming views, suggesting that the information captured by these views is
complementary. Finally, we note that sampling multiple positives per anchor (P > 1) has minimal
impact on performance. This is in contrast to [42], who found both theoretical and empirical
improvements when multiple positives are averaged and paired with a given anchor.
5.3 Training objective, train set size and model capacity
To determine the importance of the training objectives, train set size, and model capacity on the
quality of the learned embeddings, we trained two sizes of the model while artificially reducing the
size of the train set (Figure 3). First, we note that pretraining the model with both the MLM and
contrastive objectives improves performance over training with either objective alone. In particular,
the performance of the model on SentEval when using only the contrastive objective actually peaks at
40% of the train set. In contrast, including the MLM objective alongside the contrastive objective
leads to monotonic improvement as the train set size is increased. Our results suggest that the quality
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of the learned embeddings could be further improved by scaling the train set size; because the training
method is completely self-supervised, this would simply involve collecting more unlabelled text.
6 Discussion and conclusion
In this paper, we proposed a self-supervised objective for learning universal sentence representations.
Our objective is conceptually simple, easy to implement, and applicable to any text encoder. We
demonstrated the effectiveness of our objective by evaluating the learned sentence representations on
the SentEval benchmark, which contains a total of 28 tasks designed to evaluate the transferability
and linguistic properties of sentence representations. When used to pretrain a transformer-based
language model, our objective achieves new state-of-the-art performance, outperforming existing
supervised, semi-supervised and unsupervised methods. Our experiments suggest that the quality
of the learned embeddings can be further improved by scaling the model capacity and train set size.
Finally, we will release our model publicly in the hopes that it will be extended to new domains (e.g.
biomedical literature) and non-English languages.
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