Introduction
The MEG inverse problem does not have a general, unique solution. Unless restrictive model assumptions are made, there are generally many more free parameters than measurements and there exist "silent sources"nurrent distributions which produce no external magnetic field. By weighting solutions according to how well each fits our prior notion about what properties good solutions should have, it may be possible to obtain a single current distribution that "best fits" the data and our expectations. However, in general there will still exist a number of different current distributions which fit both the data and our prior expectations sufficiently well. For example, a simulated data set based on a single or several dipoles can generally be fit equally well by a distributed current minimum-nom reconstruction. In experimental data it is often possible to find a relatively small number of dipoles which both fit the data and have a norm not much larger than that of the minimum-norm solution. Moreover, the few-dipole solutions often have currents in different regions than the corresponding minimum-nom solution. Because there exist well-fitting current distributions which may have current in significantly different locations, it can be misleading to infer locations of stimulus-correlated neural activity based on a single, best-fitting current distribution. We demonstrate here a method for inferring the location and number of regions containing neural activation by considering all possible current distributions within a given model (not just the most likely one) weighted according to how well each fits both the data and our prior expectations.
Methods
. We employ a Bayesian approach which considers a posterior probability distribution, P ( j I data), that as'signs each current distribution, j , a relative liielihood based on how well each distribution fits the data and meets one's prior expectation-explicitly defined by a prior probability distribution, P(j). Specifically, Bayes theorem [l] states that where P(data I j ) is the likelihood of the data given the current distribution, j . In some over-determined problems the information from the data dominates, and the posterior probability distribution is highly peaked. In such cases inferences from the most likely solution may be reliable. However, with MEG data the posterior distribution is generally quite broad because of the ill-posed nature of the problem and because there are often more free parameters than measurements. Most methods widely used <or analysis of MEG data infer neural activity based on a single best-fitting current distribution within the context of a given source model. Implicit model assumptions strongly influence the nature of the reconstructed current distribution but the consequences of model assumptions are seldom considered. In our Bayesian approach, model assumptions are made explicit in the form of the prior probability distribution. In addition, we infer activation from thefull posterior distribution, which we believe will yield different and more reliable estimates than inferences made from a single "most likely" current distribution.
In our model, we assume that there are asmall number of compact regions that contain the stimulus-correlated neural activity. This is appropriate, for example, for stimuli designed to generate a limited, focal evoked response. What we want to determine is how many of these regions are needed, n, and where they are located, w. Following Bayes theorem, where P(n, w I data) is the posterior probability of the number and location of regions containing activity given the data, P ( n , w ) is the prior probability for the number and location of these regions. and P(data I n, w ) is the likelihood of the data given a particular number and location of regions. The data, however, do not depend directly on the number P ( j I data) 0 : P(data I j ) P ( j ) P(n, w I data) cc P(data I n, w)P(n, w ) and location of regions; rather they depend on the neural current distribution. Thus, we need to sum over all possible current distributions consistent with a given number and location of activation regions:
where P ( j I n, w ) is the prior probability for a current distribution, j , given the number and location of the regions of activation, n and w. Putting this together we have: P(n, w I data) 0: P(data I j ) P ( j I n, w)P(n, w ) . j What we have essentially done is to change the problem from finding the best current distribution, which generally has a large number of parameters, to finding the best set of small regions, which has a much smaller number of parameters yet retains a rich set of possibilities within current space. To do this, we sum over all possible current distributions-a process known as marginalization.
In principle, determining confidence intervals within the Bayesian formalism is straight forward because all relevant information is contained in the posterior distribution. The 90% confidence interval for {n, w } , for example, is simply the set, {n, w}go, for which the posterior, P(n, w I data), is greater than the value of the poste- The use of this algorithm is demonstrated with simulated data consisting of a range of numbers and locations of current dipole sources. In order to be as realistic as possible we used a sensor configuration from a real experiment in which a visual evoked response was studied. In this experiment there were two placements of a 37 channel first order gradiometer array @TI) around the back of the subject's head. The Sarvas model [2] was used to calculate the output from the 74 sensors for a given b t of current dipoles. Gaussian noise with standard deviation 1 fT was added to the simulated data which resulted in a noise level that was between 1% and 10% that of average signal strength, depending on the locations of the sources. The source volume consisted of 17,342 cortical volume elements (voxels) from the subject's anatomical MRI scan with the cortex segmented using tools developed in our laboratory and described elsewhere. [3, 4] For the compact regions of activation which make up our model we used spheres of 1 crn radius such that any voxel within a sphere is considered to be part of the "active" region. We allowed no more than 4 regions with relative prior probability of 1.. I., 1. . I., .7 for 0 through 4 regions respectively. This specifies P(n, w ) . For the prior probability of the current we used where i enumerates all voxels within the regions specified by {n, w } , and yi is the current dipole for voxel i. The parameter V represents the value above which the squared current dipole moment for each voxel starts to become significantly improbable. "his prior tends to exclude large currents. We used V = 500 nA2 m2, which is fairly large since the sources used in our simulation all had a strength of 10 nA rn. Because Gaussian noise was added to the data, the likelihood of the data given a current distribution, j, is itself a Gaussian distribution:
where dk is the data value for channel k, ak is the noise standard deviation for channel k, and z k , i is the forward field value for channel k with a unit dipole at voxel i. P(n, w I data) , by integrating over all current values, j i , for voxels within the selected regions of activation. This integral was evaluated semi-analytically, using the fact that the current is quadratic in the exponential; the computation was therefore relatively fast. The value of the posterior was -recorda in a histogram. In addition, the maximum Dosterior value in which a voxz is active was recorded for each voxel. After sufficiently sampling {A, w } , the histogram of posterior values was examined to determine the cut-off value for the desired confidence level. All voxels whose maximum posterior value was greater than or q u a l to the cut-off value were assigned to the confidence level region. In addition, we integrated (or marginalized) over location, w , in order to determine the posterior probability for n, the number of regions needed.
The results are shown in Fig. 2 . Each panel represents a different source configuration, with the total number of sources ranging from one to three. Within each panel the left three cortical orthogonal renderings show the projection of the location and number of the true sources, marked with a black symbol. A maximum intensity projection of the 99.9% confidence region needed to contain the activity is superimposed on the right three cortical renderings within each panel. The confidence regions appear as smooth grey-scale patches on top of the textured cortical surface. The shade of grey indicates relative likelihood within the confidence region (white being most likely). In addition, the marginal posterior probability for the number of regions, n, is shown in the bar chart within each panel.
In most cases the true number of regions is reconstructed and the true location of activity is within the confidence region. This region is not guaranteed to contain activity, but rather to probably contain activity at the given confidence level. Nevertheless, this is much better than the level of accuracy and confidence obtained with just the most likely solution-given by the lightest patches in the images.
Discussion
We have demonstrated a Bayesian approach for inferring the number and location of regions of neural activation from MEG data. Our model consists of a small number of small size regions and is not parameterized by a given current distribution. Rather, we marginalize over the rich set of current distributions consistent with our model in order to determine the relative likelihood for the location and number of regions of activation. This is different from an equivalent current dipole approach, for example, which severely restricts the set of possible current distributions in order to obtain a more well-behaved, over-determined problem. The equivalent current dipole solution is merely representative of the actual neural current and it is left to the experimenter to guess at where the actual locations of activation are. Furthermore, we use the Bayesian formalism to solve the "model order" problem by constructing a prior probability consisting of all possible numbers of regions we care to examine, with relative weights for each. Marginalization of the posterior probability then gives the relative likelihood of the number of regions needed from the information contained in the data. This is a promising and flexible approach. Future work will examine the effects of gifferent sizes and numbers of regions, and will incorporate information about temporal as well as spatial aspects of the data for assessment of conditional probabilities.
