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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇı´ mi s pracı´ pomohli, protozˇe bez nich by
tato pra´ce nevznikla.
Abstrakt
Diplomova´ pra´ce se zaby´va´ na´vrhem a realizacı´ monitorovacı´ho programu pro strˇedneˇ
velke´ organizace. Ze vsˇech open-source na´stroju˚ byl vybra´n syste´m Nagios, pro jeho
univerza´lnı´ pouzˇitı´. V teoreticke´ cˇa´sti se zaby´va´m obecneˇ spra´vou sı´teˇ, protokolem SNMP,
moduly pro tvorbu grafu˚ a popisem nejzna´meˇjsˇı´ch open-source programu˚. V prakticke´
cˇa´sti se zameˇrˇuji na konfiguraci sı´teˇ v laboratornı´ch podmı´nka´ch, instalaci vybrane´ho
syste´mu, jeho konfiguracı´ a vlastnı´mi skripty.
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Abstract
Diploma thesis describes planing and implementation of a monitoring program for mid-
size organizations. From all of the open-source tools Nagios system was chosen, bacause
of his universal usage. In the theoretical part I’m generally occupy of a network admin-
istration, SNMP protocol, modules for charting and a description of the most popular
open-source programs. In the practical part I’m focused on the network configuration
in a laboratory environment, installation of selected system, his configuration and own
scripts.
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31 U´vod
Pocˇı´tacˇe a vesˇkere´ informacˇnı´ syste´my a sı´teˇ s nimi spojene´ jsou v dnesˇnı´ dobeˇ nezbyt-
nou soucˇa´stı´ nasˇeho zˇivota a prˇistupujeme k nim dnes a denneˇ. Dı´ky nim ma´me na
dosah obrovske´ objemy informacı´ a dat, ktera´ jsou navı´c dosazˇitelna´ na te´meˇrˇ jakoukoliv
vzda´lenost. Tı´mto ale take´ rostou na´roky na vy´kon a spra´vu sı´tı´ jako takovy´ch. Dnesˇnı´
organizace cˇi velke´ firmy, a to nejen zaby´vajı´cı´ se vy´pocˇetnı´ technikou, se neobejdou bez
vlastnı´ sı´teˇ, at’uzˇ se jedna´ pouze o administrace jako naprˇı´klad u´cˇetnictvı´ cˇi spra´vu dat.
Bez efektivnı´ho a bezpecˇne´ho chodu teˇchto sı´tı´ by docha´zelo ke ztra´ta´m zisku teˇchto firem
a mozˇne´mu posˇkozenı´ jejich dobre´ho jme´na. Avsˇak nedı´lnou soucˇa´stı´ je take´ bezchybnost,
jelikozˇ prˇi sˇpatneˇ fungujı´cı´ nebo nedostupne´ sı´ti je sce´na´rˇ naprosto stejny´. Proto je velmi
du˚lezˇita´ jejich spra´va a kvalitnı´ monitoring.
Ve sve´ diplomove´ pra´ci se proto na tuto problematiku zameˇrˇuji. Mensˇı´ azˇ strˇedneˇ
velke´ organizace nemusı´ nutneˇ investovat vysoke´ cˇa´stky do komercˇnı´ch syste´mu˚ pro
monitorova´nı´ jejich sı´teˇ. Existuje mnoho open-source syste´mu˚, zaby´vajı´cı´mi se kvalitnı´
spra´vou a monitoringem, ktere´ je mozˇne´ pro tyto potrˇeby vyuzˇı´t.
V prvnı´ kapitole se veˇnuji teoreticke´ cˇa´sti sı´tı´, zameˇrˇenou prˇedevsˇı´m na jejı´ spra´vu.
Vysveˇtluji zde jaky´mi prostrˇedky, at’uzˇ pouzˇity´mi protokoly cˇi cely´mi syste´my toho do-
sa´hnout. Da´le jsem vybral neˇkolik teˇchto open-source syste´mu˚ a strucˇneˇ je popsal. Ve
druhe´ kapitole se jizˇ zaby´va´m vybrany´m na´strojem Nagios, jeho instalacı´ na zarˇı´zenı´
a konfiguracı´ samotne´ho syste´mu. V za´veˇru pra´ce se pak zajı´ma´m o samotne´ monitoro-
va´nı´ a tvorbu grafu˚.
Diplomova´ pra´ce je vytvorˇena v prostrˇedı´ LATEX, pomocı´ trˇı´dy diploma.
42 Teoreticka´ cˇa´st
Tuto pra´ci jsem zameˇrˇil na monitorovacı´ syste´m Nagios, jelikozˇ se jedna´ o velmi kvalitnı´
a pouzˇitelny´ na´stroj. Bohuzˇel i prˇes velkou oblibu a komunitu kolem tohoto syste´mu,
nenı´ jeho instalace a konfigurace sepsa´na tak, aby byl ihned pouzˇitelny´ pro nasazenı´
na sı´ti. Proto jsem se ji rozhodl sepsat a veˇrˇı´m, zˇe ma´ diplomova´ pra´ce pomu˚zˇe jake´-
mukoliv uzˇivateli, at’uzˇ zacˇı´najı´cı´mu spra´vci cˇi laikovi, tento syste´m nejen nainstalovat
a nakonfigurovat, ale i efektivneˇ vyuzˇı´vat.
2.1 Spra´va sı´teˇ
Spra´va sı´teˇ umozˇnˇuje spra´vcu˚m za´kladnı´ u´lohy na jednotlivy´ch zarˇı´zenı´ch. V dnesˇnı´
dobeˇ se komunikacˇnı´ sı´teˇ rozru˚stajı´ co do pocˇtu, rozsahu i slozˇitosti. K tomu, abychom
byli schopni vyuzˇı´t vesˇkery´ jejich potencia´l, je nutne´ pouzˇı´t spra´vne´ rˇı´zenı´ sı´teˇ, ktere´ musı´
zajistit jak funkcˇnost poskytovany´ch sluzˇeb i jejich kvalitu, tak i prˇı´padne´ prˇizpu˚sobenı´
se sı´teˇ pozˇadavku˚m uzˇivatelu˚.
Uzˇivatele´ potrˇebujı´ k jejich pra´ci fungujı´cı´ sı´t’, aby ji byli schopni kvalitneˇ a bez ne-
prˇı´jemny´ch omezenı´, cˇi jiny´ch potı´zˇı´ vykonat. Tı´m pa´dem od spra´vy sı´teˇ pozˇadujı´ pokud
mozˇno bezchybny´ chod, cˇi v prˇı´padeˇ poruchy co nejrychlejsˇı´ opravu. Pokud se vyskytne
dlouhodobeˇjsˇı´ proble´m, meˇli by by´t uzˇivatele´ takte´zˇ informova´ni o stavu sı´teˇ s prˇı´pad-
nou dobou opravy a navra´cenı´ do funkcˇnı´ho stavu. Nedı´lnou soucˇa´stı´ spra´vneˇ fungujı´cı´
sı´teˇ je take´ vy´konnost, v tomto prˇı´padeˇ propustnost a doba odezvy, to vyzˇaduje spra´vne´
monitorova´nı´ vesˇkere´ho stavu na sı´ti. Nutnostı´ je take´ zajistit bezpecˇnost sı´teˇ i uzˇivatele
prˇed neopra´vneˇny´mi u´toky, cˇi vstupem. Navı´c uzˇivatele´ o vesˇkere´m monitorova´nı´ sı´teˇ
a s tı´m spojeny´ bezchybny´ chod sı´teˇ (naprˇı´klad aktualizace softwaru, konfigurace, nebo
trˇeba take´ defragmentace zaplneˇne´ho disku, cˇi jine´ diagnosticke´ testy), nepotrˇebujı´ veˇdeˇt,
proto musı´ by´t zajisˇteˇna jaka´si pru˚hlednost sı´teˇ. Spra´vce naopak vyzˇaduje absolutnı´ cˇi-
telnost vsˇech zarˇı´zenı´ v sı´ti.
Tyto monitorovacı´ a rˇı´dicı´ aplikace nejsou zapotrˇebı´ vy´hradneˇ v beˇzˇne´m rezˇimu, ny´-
brzˇ prˇedevsˇı´m ve chvı´li, kdy sı´t’ove´ prostrˇedı´ neplnı´ korektneˇ svou funkci, nebo plnı´-li ji
pouze cˇa´stecˇneˇ. Aby bylo mozˇne´ zajistit spra´vny´ chod rˇı´zenı´ sı´teˇ, musı´ fungovat vesˇkere´
spodnı´ vrstvy. To ovsˇem prˇi vzniku koliznı´ situace nenı´ mozˇne´ pokazˇde´ zarucˇit. Pokud
kuprˇı´kladu transportnı´ protokol nebo operacˇnı´ syste´m nefungujı´ korektneˇ, tak nemusı´
by´t zajisˇteˇno spra´vne´ kontaktova´nı´ posˇkozene´ho zarˇı´zenı´.
V prˇı´padeˇ homogennı´ch sı´tı´ je tato situace znacˇneˇ ulehcˇena, nebot’jednotlivı´ prodejci
si sami zhotovili aplikace nebo jake´si na´stroje, ktery´mi mohou by´t vesˇkera´ zarˇı´zenı´ v
sı´ti sledova´na, monitorova´na jejich vy´konnost a poprˇı´padeˇ jimi mohou by´t odstraneˇny
vznikle´ chyby. Proble´m ovsˇem nasta´va´, jakmile vzru˚sta´ velikost a obtı´zˇnost sı´tı´, nebo jsou
pouzˇı´vana´ zarˇı´zenı´ od rozdı´lny´ch vy´robcu˚ tzn. sı´t’je heterogennı´. Tı´mto se rapidneˇ zteˇzˇuje
spra´va a monitorova´nı´ cele´ sı´teˇ. Tyto sı´teˇ jsou ve sveˇteˇ samozrˇejmeˇ mnohem rozsˇı´rˇeneˇjsˇı´,
proto je zde du˚lezˇite´ zachovat soudrzˇnost jejich jednotlivy´ch slozˇek. Tato heterogenita
5mu˚zˇe by´t zakryta pomocı´ velke´ mı´ry abstrakce. Nejlepsˇı´m prˇı´kladem takove´to hetero-
gennı´ sı´teˇ je bezesporu Internet, ktery´ vznikl propojenı´m neˇkolika fyzicky´ch sı´tı´ ( naprˇ.
LAN ). Abstrakce v praxi znamena´, zˇe na jednotlive´ sı´teˇ, z hlediska Internetu podsı´teˇ,
mu˚zˇe by´t nahlı´zˇeno stejneˇ, i prˇesto, zˇe kazˇda´ z nich mu˚zˇe by´t reprezentova´na pomocı´
jine´ technologie ( naprˇ. Ethernet, Frame Relay, ATM, X.25 atd. ) a take´ mu˚zˇe vyuzˇı´t stejna´
pravidla pro prˇenos dat. Dı´ky tomu se mu˚zˇe rozlehla´ heterogennı´ sı´t’, jezˇ vznikla propo-
jenı´m velke´ho pocˇtu rozdı´lny´ch sı´tı´, zda´t jako jednoducha´ homogennı´ sı´t’.
Idea´lnı´m rˇesˇenı´m teˇchto proble´mu˚ je rˇı´zenı´ a spra´va prˇesneˇ specifikovana´ na kon-
kre´tnı´ sı´t’. Toto ale ve veˇtsˇineˇ prˇı´padu˚ nenı´ mozˇne´, ba dokonce ani potrˇebne´, protozˇe
za´meˇr je pouzˇitı´ stejne´ho rˇı´zenı´ a spra´vy na ru˚zne´ druhy sı´teˇ. Je tedy potrˇeba dopracovat
se ke kompatibiliteˇ teˇchto na´stroju˚. K tomu, abychom toho byli schopni, je du˚lezˇite´ urcˇit
jak budou prˇena´sˇeny rˇı´dı´cı´ informace a uzˇitı´ stejny´ch zpu˚sobu˚ vyja´drˇenı´ teˇchto informacı´.
I kdyzˇ je mnoho programu˚ pro rˇı´zenı´ sı´teˇ, vzˇdy zu˚sta´va´ zodpoveˇdnost za vesˇkere´ rˇı´zenı´
sı´teˇ na cˇloveˇku.
Rˇı´zenı´ sı´tı´ znamena´ rˇı´zenı´ vesˇkery´ch sluzˇeb a zarˇı´zenı´ v sı´ti. Monitoruje sı´t’ove´ zdroje
k zı´ska´nı´ informacı´ o vy´konu a provozu na sı´ti, prova´dı´ ukla´da´nı´ zı´skany´ch dat k na´sledne´
analy´ze a tı´mto pak diagnostikuje chyby v sı´ti.
Kazˇdy´ rˇı´dı´cı´ syste´m je tvorˇen teˇmito prvky:




Avsˇak proble´mem nenı´ pouze neslucˇitelnost rˇı´dı´cı´ch syste´mu˚, ale take´ shodnost naprˇı´-
klad uzˇivatelske´ho rozhranı´. Jelikozˇ jsou i rˇı´dı´cı´ syste´my odlisˇne´ v za´vislosti na dane´ sı´ti,
tak i spra´vci vyzˇadujı´ ru˚zna´ uzˇivatelska´ rozhranı´ v za´vislosti na jejich specificky´ch cˇin-
nostech. Vzru˚sta´ take´ potrˇeba prˇizpu˚sobenı´ se jednotlivy´ch syste´mu˚ pro spra´vu a rˇı´zenı´,
aby byly schopny reagovat na ru˚st sı´teˇ a sta´le ji spra´vneˇ rˇı´dit. [1]
2.2 Aktivnı´ a pasivnı´ monitorova´nı´
Veˇtsˇinu monitorovacı´ch metod lze rozdeˇlit mezi aktivnı´ a pasivnı´. Prˇi aktivnı´m monito-
rova´nı´ posı´la´me do sı´teˇ testovacı´ pakety, ktere´ opeˇt prˇijı´ma´me v jine´m mı´steˇ sı´teˇ. Tı´mto
zpu˚sobem mu˚zˇeme meˇrˇit naprˇı´klad zpozˇdeˇnı´ prˇi pru˚chodu sı´tı´, ztra´tovost nebo dosazˇi-
telnou propustnost. Nevy´hodou aktivnı´ho monitorova´nı´ je prˇidana´ za´teˇzˇ do sı´teˇ, zejme´na
prˇi meˇrˇenı´ propustnosti intenzivnı´m datovy´m tokem, mozˇne´ ovlivneˇnı´ provozu uzˇiva-
telu˚ a to, zˇe meˇrˇı´me charakteristiky nasˇich testovacı´ch paketu˚, nikoliv charakteristiky
provozu uzˇivatelu˚, ktere´ mohou by´t velmi odlisˇne´. Je naprˇı´klad obtı´zˇne´ meˇrˇit aktivneˇ
ztra´tovost paketu v sı´ti, protozˇe ta velmi za´visı´ na objemu a dynamice provozu, ktere´ jsou
u skutecˇne´ho provozu uzˇivatelu˚ velmi odlisˇne´ od testovacı´ch paketu˚, ktere´ si mu˚zˇeme
6dovolit do sı´teˇ posı´lat.
Prˇi pasivnı´m monitorova´nı´ neposı´la´me do sı´teˇ testovacı´ pakety, ale vyhodnocujeme
cˇasove´ a objemove´ charakteristiky uzˇivatelske´ho provozu. Pasivnı´ monitorova´nı´ neovli-
vnˇuje uzˇivatelsky´ provoz a mu˚zˇe sledovat charakteristiky, ktere´ jsou aktivnı´m monito-
rova´nı´m nezjistitelne´. Naprˇı´klad jaky´ je objem a dynamika volne´ kapacity v sı´ti, ktere´
aplikace uzˇivatelu˚ majı´ nejveˇtsˇı´ na´roky na kapacitu sı´teˇ nebo zda v sı´ti docha´zı´ k bez-
pecˇnostnı´m u´toku˚m. Aktivnı´ monitorova´nı´ si lze tedy prˇedstavit jako testovacı´ sondu
poslanou jednora´zoveˇ nebo opakovaneˇ do sı´teˇ, zatı´mco pasivnı´ monitorova´nı´ je zpravi-
dla trvale bezˇı´cı´ pozorovatel deˇnı´ na sı´ti.
Kromeˇ cˇisteˇ aktivnı´ho nebo pasivnı´ho monitorova´nı´ jsou i metody vyuzˇı´vajı´cı´ kom-
binace obou prˇı´stupu˚ (vhodne´ naprˇı´klad pro meˇrˇenı´ ztra´tovosti), metody zpracova´vajı´cı´
data zı´skana´ z komponentu sı´tove´ infrastruktury, naprˇ. pomocı´ SNMP nebo protokolu
Netflow, a meˇrˇenı´ sledujı´cı´ stav koncove´ stanice. [18]
2.3 SNMP – Simple Network Management Protocol
SNMP byl zpocˇa´tku zhotoven k podporˇe komunikace v propojeny´ch univerzita´ch a vy´-
zkumny´ch TCP/IP sı´tı´ch. Vznikl na popud chybeˇjı´cı´ho standardnı´ho protokolu, jenzˇ je
schopen podporˇit velke´ mnozˇstvı´ ru˚zny´ch sı´t’ovy´ch zarˇı´zenı´. Byl vytvorˇen v roce 1988 a je
sadou RFC. Jednotlive´ RFC definujı´, jak ma´ by´t implementova´n protokol, aby vytvorˇil
standard pro sledova´nı´ a spra´vu v Internetu.
Stejneˇ jako TCP/IP, ktere´ vyrˇesˇilo proble´my v komunikaci mezi heterogennı´mi syste´my,
tak i SNMP vyrˇesˇilo za´sadnı´ proble´my spojene´ s rˇı´zenı´m TCP/IP sı´tı´. SNMP samozrˇejmeˇ
nenı´ prvnı´ rˇı´dı´cı´ protokol, avsˇak navazuje na prˇedchozı´ vı´ce cˇi me´neˇ u´speˇsˇne´ prˇedchu˚dce.
1. The High-level Entity Management Syste´m/Protocol (HEMS/HEMP) byl v roce
1987 prvnı´ zkousˇkou rˇı´dı´cı´ho protokolu. Pracovali na neˇm fandove´ Internetu. U
vzniku se ale samozrˇejmeˇ nebral v u´vahu takovy´to rozvoj Internetu, jaky´ zna´me
dnes.
2. The Simply Gateway Monitoring Protocol (SGMP) se zrodil v pozdeˇjsˇı´ dobeˇ, jako
jednodusˇe implementovatelny´, z du˚vodu˚ jizˇ zminˇovane´ho velke´ho rozvoje Inter-
netu, avsˇak uzˇ nebyl tak rozvinuty´ a elegantnı´ jako HEMS. Umozˇnˇuje prˇı´kazu˚m,
aby mohly by´t pouzˇity aplikacˇnı´m protokolem pro nastavenı´ nebo nacˇtenı´ hodnoty
pro potrˇeby monitorova´nı´ bran, na ktery´ch je aplikacˇnı´ protokol funkcˇnı´.
Prˇı´klady monitorova´nı´:
• Typ sı´teˇ pro rozhranı´: IEEE 802.3 MAC, Ethernet, FDDI, X.25
• Stav rozhranı´: down, up, attempting, atd.
• Typ smeˇrova´nı´: local, remote, sub-network, atd.
• Smeˇrovacı´ protokol: RIP, EGP, IGRP
7Tento protokol se take´ neuchytil, proto bylo nutne´ vytvorˇit novy´ protokol na za´-
kladeˇ vy´sledku˚ z HEMP a SGMP.
3. The Simple Network Management Protocol (SNMP) vznikl v letech 1988 se sadou
RFC a byl vytvorˇen stejny´m ty´mem lidı´, jako SGMP. RFC definujı´ principy a imple-
mentaci pro protokol, jenzˇ by vytvorˇil jednotny´ celek pro monitorova´nı´ a spra´vu
v sı´ti Internet. Architektura SGMP byla dodrzˇena jako v prˇı´padeˇ SGMP, ale byla
pozmeˇneˇna syntaxe dat. Pote´ byly schva´leny i dalsˇı´ dokumenty k urcˇenı´ rˇı´dı´cı´
informace SMI a k urcˇenı´ struktury ba´ze rˇı´dı´cı´ informaci MIB. Beˇhem neˇkolika meˇ-
sı´cu˚ po uvedenı´ SNMP se potvrdilo, zˇe SNMP nebyl pouze kra´tkodoby´m za´lozˇnı´m
rˇesˇenı´m. U spra´vcu˚ sı´teˇ zı´skal velkou popularitu, proto je protokol SNMP bra´n
jako standard pro spra´vu sı´teˇ. Dnes se agenti SNMP stali nedı´lnou soucˇa´stı´ veˇtsˇiny
operacˇnı´ch syste´mu˚ (Windows 98/ME, Windows NT/2000/XP, Windows Vista/7,
serveru˚ NetWare a Unix/Linux) a jsou take´ implementova´ni do veˇtsˇiny sı´t’ovy´ch
produktu˚ pocˇı´tacˇove´ho hardwaru, vcˇetneˇ sı´t’ovy´ch karet, routeru˚, switchu˚, hubu˚,
bridge i tiska´ren.
V na´sledujı´cı´ RFC byla doplneˇna standardnı´ databa´ze nazy´vana´ Management Infor-
mation Base (MIB), zde se definujı´ sı´t’ove´ objekty. MIB ma´ deset skupin teˇchto objektu˚
(syste´m, rozhranı´, prˇeklad adres, IP, ICMP, TCP, UDP, EGP, prˇenos dat a samotny´ proto-
kol SNMP). Se sta´le prˇiby´vajı´cı´mi novy´mi a novy´mi funkcemi a schopnostmi je nebylo
mozˇne´ pomocı´ teˇchto desı´ti skupin objektu˚ MIB zajistit. Proto si dodavatele´ hardwaru
a softwaru vyvinuli vlastnı´ MIB. [1]
2.3.1 Verze SNMP
Na´sledujı´cı´ seznam obsahuje vsˇechny aktua´lnı´ verze SNMP a stav jednotlivy´ch IETF
(Internet Engineering Task Force – zverˇejneˇnı´ jednotlivy´ch RFC):
• SNMP verze 1 (SNMPv1) je aktua´lnı´ standardnı´ verze protokolu SNMP. Jedna´ se
o plny´ standard IETF. Zabezpecˇenı´ SNMPv1 je zalozˇeno na komunita´ch (communi-
ties) prˇedstavujı´cı´ch hesla, ta jsou jednoduche´ textove´ rˇeteˇzce, ktere´ umozˇnˇujı´ kazˇde´
aplikaci zalozˇene´ na SNMP, ktera´ zna´ tyto rˇeteˇzce, zı´skat prˇı´stup k MIB. Jsou zde
obvykle trˇi mozˇnosti spolecˇenstvı´: read-only, write-only a trap.
• SNMP verze 2 (SNMPv2) je evoluce SNMPv1. Jedna´ se o experimenta´lnı´ IETF. I
kdyzˇ je pouze experimenta´lnı´, zacˇali jej neˇkterˇı´ dodavatele´ jizˇ v praxi podporovat.
Operace jako Get, GetNext a Set, pouzˇı´vane´ v SNMPv2, jsou naprosto stejne´ jako
ty pouzˇı´vane´ v SNMPv1. Nicme´neˇ, SNMPv2 prˇida´va´ a zlepsˇuje neˇktere´ operace
protokolu˚. Naprˇı´klad operace Trap u SNMPv2 slouzˇı´ stejne´ funkce jako u SNMPv1,
ale pouzˇı´va´ jiny´ forma´t zpra´vy a je urcˇen jako na´hrada SNMPv1 Trap.
SNMPv2 take´ definuje dveˇ nove´ operace: GetBulk a Inform. Operace GetBulk se pou-
zˇı´va´ k efektivnı´mu zı´ska´va´nı´ velke´ho mnozˇstvı´ dat. Operace Inform umozˇnˇuje, aby
8jeden NMS mohl poslat Trap jine´mu NMS, a pak prˇijmout odpoveˇd’. Pokud agent
reagujı´cı´ na operaci GetBulk nemu˚zˇe poskytovat hodnoty pro vsˇechny promeˇnne´
v seznamu, poskytuje pouze dı´lcˇı´ vy´sledky.
• SNMP verze 3 (SNMPv3) bude dalsˇı´ verze. V soucˇasnosti jde o navrhovany´ stan-
dard. Poskytuje bezpecˇny´ prˇı´stup k zarˇı´zenı´ pomocı´ kombinace oveˇrˇova´nı´ a sˇifro-
va´nı´ paketu˚ v sı´ti. Zabezpecˇovacı´ model je autentizace, ktera´ je zrˇı´zena pro uzˇivatele
a skupiny, ve ktere´ jsou jednotlivı´ uzˇivatele´ umı´steˇni. U´rovenˇ zabezpecˇenı´ je povo-
lena´ u´rovenˇ bezpecˇnosti v ra´mci bezpecˇnostnı´ho modelu. Kombinace zabezpecˇo-
vacı´ho modelu a u´rovneˇ zabezpecˇenı´ urcˇuje, ktere´ bezpecˇnostnı´ mechanismy jsou
prˇi manipulaci s pakety SNMP pouzˇity. Jsou k dispozici trˇi modely zabezpecˇenı´:
SNMPv1, SNMPv2c, a SNMPv3.
2.3.2 SNMP komunikace (prˇı´kazy)
Komunikace mezi jednotlivy´mi objekty sı´teˇ se uskutecˇnˇuje na za´kladeˇ vy´meˇny zpra´v,
ktere´ jsou videˇt na obra´zku 1.
Obra´zek 1: Komunikace mezi agentem a managerem
Na kazˇde´m zarˇı´zenı´, neboli agentu je bud’MIB databa´ze automaticky (routery, switche,
apod.), nebo je nutne´ jejich MIB databa´zi doinstalovat, toto se ty´ka´ samotny´ch PC. Ma-
nager zası´la´ pozˇadavky na agenty, kterˇı´ se dotazujı´ do sve´ MIB databa´ze a posı´lajı´ zpeˇt
zpra´vy s odpoveˇdı´. Je take´ mozˇne´ nastavit ozna´menı´ Trap, dı´ky ktere´mu jsou informace
o vznikle´ uda´losti posla´ny managerovi automaticky bez prˇedchozı´ho dotazova´nı´.
K vytvorˇenı´ dotazu mezi managerem a agentem se pro spra´vu spousˇtı´ na´sledujı´cı´
operace:
9• GetRequest – Slouzˇı´ k zı´ska´nı´ informacı´ jednoho cˇi vı´ce objektu˚. Tyto hodnoty jsou
umı´steˇny v tabulce MIB, kde jsou lexikograficky usporˇa´da´ny. Jakmile obdrzˇı´ agent
dotaz GetRequest, urcˇı´, zda v paketu nejsou chyby, najde hodnoty v MIB a pomocı´
GetResponse odesˇle pozˇadovane´ informace managerovi zpeˇt.
• GetResponse – Kdyzˇ jsou pozˇadovane´ informace vyhleda´ny v tabulce MIB, odesˇlou
se pomocı´ GetResponse zpeˇt managerovi pro spra´vu. V prˇı´padeˇ, zˇe se v paketu
objevily chyby, odesˇle GetResponse managerovi mı´sto dat chybovou hla´sˇku.
• GetNextRequest – S pomocı´ tohoto prˇı´kazu mu˚zˇeme zı´skat informace od jednoho
cˇi vı´ce objektu˚ a to bez znalosti jejich prˇesny´ch jmen. Je to z toho du˚vodu, zˇe
mu˚zˇeme procha´zet sekvencˇneˇ tabulkami MIB, na za´kladeˇ pouze jedine´ho zna´me´ho
objektove´ho identifika´toru. Stanice pro spra´vu odesı´la´ pakety GetNextRequest tak
dlouho, dokud nejsou prˇecˇteny vsˇechny polozˇky v tabulce. V prˇı´padeˇ, zˇe nenastala
zˇa´dna´ chyba jsou data posla´na pomocı´ GetResponse opeˇt zpeˇt k managerovi.
• SetRequest – Dovoluje managerovi rˇı´dit objekty v sı´ti pomocı´ u´pravy jejich hodnot
na agentovi SNMP. Prostrˇednictvı´m takove´to jednoduche´ operace je mozˇne´ vytvorˇit
nebo zrusˇit rˇı´zeny´ objekt. Za prˇedpokladu, zˇe se nevyskytla zˇa´dna´ chyba je pozˇado-
vana´ hodnota agentem zmeˇneˇna a v prˇı´padeˇ u´speˇchu se pomocı´ GetResponse odesˇle
jejı´ potvrzenı´.
• Trap (past) – Jedna´ se o jediny´ typ zpra´vy, ktery´ je vysla´n agentem bez prˇedchozı´ho
vyzˇa´da´nı´. Stane se tak tehdy, pokud se vyskytne neˇjaka´ porucha nebo prˇedem
definovana´ uda´lost. Paket Trap ma´ odlisˇny´ forma´t oproti vsˇem ostatnı´m a je pomocı´
UDP posı´la´n managerovi do portu 160. Zpra´vy Trap jsou bez potvrzenı´, z toho
du˚vodu nemajı´ agenti jistotu, zˇe byly dorucˇeny. Jelikozˇ mu˚zˇou by´t tyto zpra´vy
posı´la´ny ze spousty ru˚zny´ch agentu˚, obsahujı´ mimo jine´, hlavicˇku paketu OID
a adresu z jake´ho agenta byla zpra´va posla´na. Existuje sedm typu˚ teˇchto zpra´v:
– ColdStart – Znovu inicializace agenta SNMP, to umozˇnˇuje agentovi cˇi zarˇı´zenı´
novou konfiguraci.
– WarmStart – Znovu inicializace agenta SNMP bez umozˇneˇnı´ agentovi cˇi zarˇı´-
zenı´ nove´ konfigurace.
– LinkDown – Agent rozpoznal chybu v prˇipojenı´.
– LinkUp – Spojenı´ bylo nava´za´no.
– Authentication Failure - Oveˇrˇenı´ agenta neprobeˇhlo korektneˇ.
– EGPNeighborLoss – Dosˇlo k vy´padku sousednı´ho EGP agenta SNMP.
– Trap EnterpriseSpecific – Jedna´ se o zpra´vu definovanou vy´robcem zarˇı´zenı´,
ktera´ poskytuje i dalsˇı´ informace.
Kazˇda´ zpra´va je zastoupena jednı´m datagramem, ktery´ se skla´da´ z cˇı´sla verze, jme´na
SNMP komunity s PDU (Protocol Data Unit - ktery´ obsahuje teˇlo SNMP zpra´vy). Zpra´vy
SNMP nemajı´ stanovena´ pevna´ pole, jako tomu by´va´ u ostatnı´ch protokolu˚, ale pouzˇı´vajı´
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podmnozˇinu jazyka ASN.1. Zpra´vy jsou prˇijı´ma´ny na stabilnı´ch portech UDP. K popisu
objektu˚ se pouzˇı´va´ specifikace MIB a ASN.1.[1]
2.3.3 ASN.1 (Abstract Syntax Notation One)
Zde spadajı´ data do dvou typu˚ a to primitivnı´ a komplexnı´. Prvnı´ jmenovany´ obsahuje
datove´ typy Integer, Octet, String, Null, Boolean a identifika´tor Object. ASN.1 take´ umozˇnˇuje
sloucˇit tyto primitivnı´ datove´ typy do komplexnı´ho datove´ho typu.
Samostatny´ objekt SNMP je vyja´drˇen jako identifika´tor OID prˇipojeny´ch adresou ”.0”
(naprˇ. OID.0 – 1.3.6.1.2.1.1.1.0). Tato prˇı´pona oznacˇuje singula´rnı´ objekty, aby se jasneˇji
odlisˇily od sloupcovy´ch. Sloupcove´ objekty mohou by´t naprˇı´klad tabulky nebo rˇady ob-
jektu˚. Singula´rnı´ objekt oznacˇuje pouze jeden objekt. V prˇı´padeˇ, zˇe chceme pouzˇı´t vı´ce
objektu˚, mu˚zˇe pro podobny´ znak existovat mnoho datovy´ch polozˇek. Proto v teˇchto prˇı´-
padech vyuzˇijeme struktur typu seznam nebo sekvencı´ nazy´vany´ch tabulky, kde kazˇdy´
rˇa´dek tabulky zobrazuje jeden vy´raz sady objektu˚ v tabulce.
ASN.1 nabı´zı´ neˇkolik komplexnı´ch datovy´ch typu˚ potrˇebny´ch pro stavbu SNMP
zpra´v. Jeden komplexnı´ datovy´ typ, je Sequence (cˇesky sekvence). Sekvence je jednodusˇe
seznam datovy´ch polı´. Kazˇde´ pole v porˇadı´ mu˚zˇe mı´t jiny´ datovy´ typ. ASN.1 take´ de-
finuje datove´ typy SNMP PDU, ktere´ jsou komplexnı´ datove´ typy specificke´ pro SNMP.
Pole PDU obsahuje teˇlo zpra´vy SNMP. K dispozici jsou dva typy PDU dat GetRequest
a SetRequest, ktere´ obsahujı´ vsˇechna potrˇebna´ data pro parametry get a set. Zpra´va SNMP
je struktura postavena´ vy´hradneˇ z teˇchto polı´ datovy´ch typu˚ ASN.1.[2]
2.3.4 Ba´ze rˇı´dı´cı´ informace MIB
Rˇı´dı´cı´ informace je uvnitrˇ syste´mu a je neza´visla´ na architekturˇe a syste´mu rˇı´zenı´. Aby bylo
mozˇne´ dosa´hnout vza´jemne´ propojitelnosti vesˇkery´ch syste´mu˚, je potrˇeba, aby bylo rˇı´zenı´
definova´no vzˇdy stejny´m zpu˚sobem. Vesˇkere´ ulozˇene´ informace o rˇı´zenı´ sı´teˇ jsou v MIB.
Cˇa´st informacı´ ulozˇeny´ch v MIB (informace o vy´konnosti sı´teˇ, o konfiguraci, bezpecˇnostnı´
parametry apod.). V urcˇity´ch situacı´ch je mozˇne´ u jednoho zarˇı´zenı´ pouzˇitı´ vı´ce databa´zı´
MIB, ty obsahujı´ nejen informace o agentovi, ale i souvisejı´cı´ informace shroma´zˇdeˇne´
agentem. Naprˇı´klad switch mu˚zˇe obsahovat informace ohledneˇ modelu, typu, firmwaru,
diagnostiku prˇı´chozı´ch dat, posˇkozeny´ch dat, cı´love´ adresy apod. Jakmile odesˇle manager
zpra´vu typu Get, vra´tı´ mu agent pozˇadovane´ informace, nebo odesˇle zpra´vu s chybou. Prˇi
pouzˇitı´ zpra´vy typu Set mu˚zˇe manager prove´st zmeˇny konfigurace na rˇı´zene´m zarˇı´zenı´.
SNMP nedefinuje zˇa´dny´ objekt, vsˇechny definice jsou jizˇ v MIB obsazˇeny.
MIB je slozˇeno ze dvou cˇa´stı´, a to textove´ (zde jsou objekty usporˇa´da´ny do skupin) a
modulu MIB vy´hradneˇ v pojmech z ASN.1. Vsˇechny typy objektu˚ majı´ sva´ jme´na, Object
Identifier (OI), ktera´ jsou prˇideˇlena spra´vcem a slouzˇı´ k jasne´ identifikaci objektu v cele´
MIB. OI funguje na principu logicke´ho stromu viz obra´zek 2. Jednotlive´ objekty v ra´mci






Avsˇak existuje mnoho dalsˇı´ch veˇtvı´. Naprˇı´klad cˇtyrˇi veˇtve po podstromu Internet:
• Podstrom directory (1) - rezervova´n pro budoucı´ pouzˇitı´ OSI
• Podstrom mgmt (2) - zahrnuje standardy SNMP MIB I nebo II
• Podstrom experimental (3) - rezervova´n pro experimenty Internetu
• Podstrom private (4) - prostor pro databa´ze MIB jednotlivy´ch dodavatelu˚
Jme´no kazˇde´ho objektu je posloupnost jmen v hierarchii OI od korˇene smeˇrem k dane´mu
objektu (naprˇı´klad 1.3.6.1.2.1). Mnozˇina objektu˚ MIB II byla rozdeˇlena na 11 kategoriı´.
Obra´zek 2: Strom MIB
Pro vesˇkere´ objekty v sı´ti jsou definova´ny u´rovneˇ prˇı´stupu. Ty urcˇujı´, jestli jsou hod-
noty v ra´mci protokolu SNMP prˇı´stupne´ cˇi meˇnitelne´ pro objekty typu tabulka nebo rˇa´dek
nejsou prˇı´stupne´ a take´ urcˇujı´, zda jsou jednotlive´ objekty implementova´ny povinneˇ nebo
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volitelneˇ, poprˇı´padeˇ jedna´-li se o zastaraly´ objekt. Poveˇtsˇinou jsou vsˇechny standardnı´
objekty v MIB povinne´ (tzn. nesmı´ mı´t status volitelny´), avsˇak objekty skupin TCP, UDP
a EGP povinneˇ implementujı´ pouze agenti na prˇı´slusˇny´ch prvcı´ch sı´teˇ.
SMI i MIB Internetu nejsou za´visle´ na urcˇite´m rˇı´dı´cı´m protokolu vcˇetneˇ SNMP. Ovsˇem
na´roky, ktere´ byly kladeny na SNMP (hlavneˇ co se ty´cˇe jednoduchosti) ovlivnily take´ de-
finici MIB. Proto byly do MIB implementova´ny pouze ty nejdu˚lezˇiteˇjsˇı´ objekty, ktere´ byly
nutne´ pro rˇı´zenı´ v prˇı´padeˇ poruch a rˇı´zenı´ konfigurace, a to pouze takove´, dı´ky ktery´m
v prˇı´padeˇ poruchy nevznikne hava´rie, zpu˚sobena´ dı´ky nedostatecˇne´ ochranne´ politice
protokolu. Jako prvnı´ byly vyrˇazeny objekty, ktere´ jsou dı´ky vztahu˚m s jiny´mi objekty v
MIB prˇebytecˇne´. Co se ty´cˇe rˇı´zeny´ch objektu˚ do MIB, je jejich omezenı´ u MIB I na hodnoteˇ
100, v prˇı´padeˇ MIB II je tato hodnota zvy´sˇena. Hlavnı´ du˚raz v MIB I pro SNMP je kladen
prˇedevsˇı´m na rˇı´zenı´ mezisı´t’ovy´ch pocˇı´tacˇu˚ (routeru˚) bez ohledu na zby´vajı´cı´ prvky v sı´ti.
To se ovsˇem zmeˇnilo s prˇı´chodem MIB II, kde tyto informace prˇedstavujı´ zhruba 20%
celkove´ databa´ze, ta ma´ navı´c prˇiblizˇneˇ dvojna´sobnou velikost.
Dnes jizˇ te´meˇrˇ veˇtsˇina zarˇı´zenı´ od vy´roby podporuje protokol SNMP, v prˇı´padeˇ zˇe
podporu nemajı´, jedna´ se o levneˇjsˇı´ zarˇı´zenı´, ktere´ je mozˇne´ ovsˇem poveˇtsˇinou nahradit
pouzˇitı´m drazˇsˇı´ch modelu˚. Jde ale pouze o marketingovy´ tah vy´robcu˚. Mezi takove´to
zarˇı´zenı´ patrˇı´ naprˇı´klad router, switch, modemy apod. Kromeˇ toho je jizˇ vyrˇesˇeno pouzˇitı´
SNMP pro opticke´ sı´teˇ nebo sı´teˇ typu Ethernet. Jelikozˇ se jedna´ o jednoduchy´ protokol,
ktery´ neumozˇnˇuje takove´ mnozˇstvı´ rˇı´dı´cı´ch funkcı´ a operacı´ s rˇı´dı´cı´mi objekty, naproti
tomu nepotrˇebuje komplikovane´ agenty, proto umozˇnˇuje jednoduche´ zava´deˇnı´. Ma´ take´
nizˇsˇı´ na´roky na pameˇt’ovou a zpracovatelskou kapacitu rˇı´zeny´ch uzlu˚, z toho vyply´va´
vy´hoda v podobeˇ mensˇı´ch na´kladu˚ za vy´robky. Avsˇak vy´hoda nizˇsˇı´ch na´kladu˚ neplatı´
vzˇdy, v prˇı´padeˇ dosa´hnutı´ urcˇite´ velikosti sı´teˇ na´klady rapidneˇ rostou. Proto se protokol
SNMP v prve´ rˇadeˇ vyuzˇı´va´ v jednoduchy´ch a ma´lo rozsa´hly´ch sı´tı´ch, jako je naprˇı´klad
LAN (omezen na cca 1000 uzlu˚), kde je ale mozˇne´ prova´deˇt rˇı´zenı´ pouze v blı´zkosti
rˇı´zeny´ch zarˇı´zenı´ (uzlu˚).
2.3.5 Budoucnost SNMP
Protokol SNMP ma´ mnoho prˇednostı´. Nejveˇtsˇı´ je nepochybneˇ jeho velke´ rozsˇı´rˇenı´ a popu-
larita. SNMP agenti jsou dostupnı´ pro celou rˇadu sı´t’ovy´ch zarˇı´zenı´ od pocˇı´tacˇu˚, switchu˚
prˇes routery azˇ po modemy a tiska´rny. Velka´ podpora ze stran vy´robcu˚ i uzˇivatelu˚ na´m
ostatneˇ sama na´zorneˇ dokazuje, zˇe je SNMP schopne´ vyhoveˇt nejrozmaniteˇjsˇı´m pozˇa-
davku˚m administra´toru˚ na spra´vu sı´tı´ a v jeho pra´vu na existenci. Nadto je SNMP velice
flexibilnı´ a rozsˇirˇitelny´. Agenty je mozˇno jakkoli rozsˇirˇovat tak, aby bylo mozˇne´ pokry´t
dalsˇı´ funkce zarˇı´zenı´. A pra´veˇ tak lehce jde realizovat jejich upgrade po sı´ti – nejcˇasteˇji
totizˇ by´vajı´ nahra´ni ve flash pameˇtı´ch sı´t’ovy´ch zarˇı´zenı´.
Je nutne´ zmı´nit take´ slabe´ stra´nky SNMP protokolu, ktere´ mohou by´t do budoucna
sˇancı´ pro konkurenci. Neˇktere´ nedostatky plynou prˇı´mo z jeho architektury, ktera´ vyuzˇı´va´
pasivnı´ch agentu˚, aktivnı´ch pouze na dota´za´nı´. Tato potrˇeba neusta´le´ho a pravidelne´ho
dotazova´nı´ jizˇ mu˚zˇe zabı´rat vy´raznou sˇı´rˇku prˇenosove´ho pa´sma, ktere´ je ale prima´rneˇ
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urcˇeno pro aplikace uzˇivatelu˚. SNMP take´ nedisponuje take´ zˇa´dny´mi na´stroji pro ko-
munikaci mezi managery a funkce managementu tı´m pa´dem nemu˚zˇe by´t sˇı´rˇena mezi
vı´ce konzol spra´vcu˚. Ve veˇtsˇı´ch podnicı´ch mu˚zˇe by´t pouzˇitı´ SNMP, kvu˚li te´to omezene´
stupnˇovitosti, poneˇkud obtı´zˇneˇjsˇı´. Jako dalsˇı´ proble´m se take´ ukazuje neschopnost zı´skat
veˇtsˇı´ mnozˇstvı´ dat za pomocı´ jedine´ho dotazu, naprˇı´klad kompletnı´ smeˇrovacı´ tabulka.
Dalsˇı´m nedostatkem je slozˇiteˇjsˇı´ zako´dova´nı´ dat v PDU. Protokol SNMP je take´ neefek-
tivnı´ z hlediska u´spor v oblasti prˇenosove´ho pa´sma. V kazˇde´ hlavicˇce totizˇ sta´le prˇena´sˇı´
tu samou informaci o verzi a stejneˇ tak jsou v kazˇde´ zpra´veˇ zbytecˇneˇ kopı´rova´ny deskrip-
tory dat.
Jako protokol je SNMP standard, ktery´ je velmi snadny´ a schopny´ znacˇne´ho rozsˇı´rˇenı´.
Jako na´stroj pro celkovou spra´vu sı´tı´ se ale zda´ poneˇkud komplikovany´. Pokud ma´
spra´vce dostatek veˇdomostı´ o komunikacˇnı´ch protokolech, samotne´ SNMP komunikaci,
MIB kompila´toru, spra´vcovske´ konzoli atd. ma´ relativneˇ vy´konny´ prostrˇedek pro sı´t’o-
vou spra´vu. Avsˇak teˇmito znalostmi veˇtsˇina LAN spra´vcu˚ nedisponuje. Je proto nutne´
veˇtsˇı´ standardizace SNMP pro usnadneˇnı´ sı´t’ove´ spra´vy, aby se neorientovaly pouze na
zarˇı´zenı´ velky´ch firem nebo naopak na trivia´lnı´ aplikace, ktere´ pracujı´ jen s konkre´tnı´m
zarˇı´zenı´m jednoho vy´robce.
I prˇes vesˇkerou uvedenou kritiku je ale nutne´ rˇı´ci, zˇe v soucˇasnosti na trhu neexistuje
pro SNMP protokol zˇa´dna´ konkurence urcˇena´ pro efektivnı´ spra´vu pocˇı´tacˇovy´ch sı´tı´,
zvla´sˇteˇ sı´tı´ s veˇtsˇı´m rozsahem. Pro uzˇivatelskou komunitu slozˇitost ko´dova´nı´ SNMP
zpra´v nenı´ du˚lezˇita´, jelikozˇ protokol sa´m o sobeˇ je velmi efektivnı´ a flexibilnı´.[5]
2.4 MRTG
Multi Router Traffic Grapher (MRTG) je na´stroj pro monitorova´nı´ provoznı´ho zatı´zˇenı´
na sı´t’ovy´ch linka´ch. Generuje HTML stra´nky s PNG obra´zky, ktere´ poskytujı´ aktua´lnı´
vizua´lnı´ reprezentace tohoto provozu.
MRTG funguje na veˇtsˇineˇ platforma´ch UNIX a Windows NT. Je napsa´n v Perlu a
je doda´va´n s plnou podporou zdroje. Vyuzˇı´va´ vysoce prˇenosnou SNMP implementaci
napsanou v Perlu. Proto nenı´ trˇeba instalovat zˇa´dne´ dalsˇı´ externı´ SNMP balı´cˇky. MRTG
take´ umozˇnˇuje prˇecˇı´st i novou verzi (ukazatelu˚-counter) SNMPv2c 64bit. Tı´mto nevzni-
kajı´ zˇa´dne´ neshody mezi ukazateli.. Rozhranı´ routeru lze identifikovat pomocı´ IP adresy.
Dı´ky algoritmu konsolidace dat nerostou Log za´znamy do obrovsky´ch velikostı´. MRTG
je doda´va´n se sadou konfiguracˇnı´ch na´stroju˚, dı´ky nimzˇ je konfigurace a nastavenı´ velmi
jednoducha´. Grafy jsou generova´ny prˇı´mo ve forma´tu PNG pomocı´ knihovny GD a
vzhled webove´ stra´nky vytvorˇene´ dı´ky MTRG je vysoce konfigurovatelny´.
MRTG se skla´da´ z Perl skriptu˚, ktere´ pouzˇı´va´ SNMP ke cˇtenı´ provozu routeru˚ a rychly´
program napsany´ v C zaznamena´va´ u´daje o provozu a vytva´rˇı´ grafy prˇedstavujı´cı´ provoz
na monitorovane´ sı´ti. Tyto grafy jsou vlozˇene´ do webovy´ch stra´nek, ktere´ lze prohlı´zˇet z
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libovolne´ho modernı´ho webove´ho prohlı´zˇecˇe.
Kromeˇ detailnı´ho dennı´ho zobrazenı´, vytva´rˇı´ take´ MRTG vizua´lnı´ reprezentace pro-
vozu za poslednı´ch sedm dnı´, za poslednı´ch peˇt ty´dnu˚, a take´ beˇhem poslednı´ch dvana´cti
meˇsı´cu˚. To je mozˇne´ dı´ky ukla´da´nı´ za´znamu˚ vsˇech dat, ktera´ ze zarˇı´zenı´ prˇecˇetl. Tento
protokol je automaticky konsolidova´n takzˇe nenaru˚sta´ v pru˚beˇhu cˇasu, ale ve sta´le kon-
stantnı´ velikosti obsahuje vsˇechny podstatne´ u´daje pro vesˇkery´ provoz z poslednı´ch dvou
let. To vsˇe je provedeno efektivnı´m zpu˚sobem. Proto mu˚zˇeme sledovat 200 nebo i vı´ce
sı´t’ovy´ch zarˇı´zenı´.
MRTG nenı´ omezeno pouze na monitorova´nı´ provozu. Je mozˇne´ take´ sledovat jake´ko-
liv promeˇnne´ SNMP. Mu˚zˇeme dokonce pouzˇı´t externı´ program, ktery´ bude shromazˇd’ovat
u´daje, ktere´ meˇly by´t sledova´ny prostrˇednictvı´m MRTG. Spra´vci jsou pak pomocı´ MRTG
schopni sledovat veˇci, jako je zatı´zˇenı´ syste´mu, prˇihla´sˇenı´, dostupnost modemu atd..
MRTG dokonce umozˇnˇuje shroma´zˇdit data ze dvou cˇi vı´ce zdroju˚ do jednoho grafu.
Konfigurace
K snadne´mu vytvorˇenı´ konfiguracˇnı´ho souboru lze vyuzˇı´t skript cfgmaker. Naprˇı´klad
takto:
cfgmaker komunita@server.nekde.cz > mrtg.cfg
indexmaker mrtg.cfg > /usr/local/httpd/html/mrtg
Pro generova´nı´ HTML stra´nek je vhodne´ zvolit adresa´rˇ, ke ktere´mu ma´ prˇı´stup web
server, tedy naprˇ. /usr/local/httpd/html/mrtg jako v uvedene´m prˇı´kladu.




Round-Robin Database Tool (RRDTool) je v informatice open-source na´stroj, ktery´ se
zameˇrˇuje na zpracova´nı´ a ukla´da´nı´ cˇasoveˇ za´visly´ch dat (naprˇı´klad teplota, zatı´zˇenı´
procesoru, sı´t’ovy´ provoz a dalsˇı´). Tato data jsou ulozˇena v databa´zi typu round-robin,
ktera´ ma´ konstantnı´ velikost v cˇase. RRDTool je nova´ generace na´stroje MRTG, obsahuje
take´ na´stroje pro zı´ska´nı´ dat v graficke´ podobeˇ. [13]
Jeho cı´lem je odstranit vsˇechny mozˇne´ nedostatky MRTG. Nejveˇtsˇı´ zmeˇnou k lepsˇı´mu
je zpu˚sob ukla´da´nı´ a zobrazova´nı´ dat. Prˇi ulozˇenı´ hodnot se jizˇ automaticky zbytecˇneˇ
negeneruje graf. Ten si mu˚zˇeme zobrazit kdykoliv jindy, a to podle prˇesneˇ stanovene´ho
obdobı´. Dı´ky tomuto faktu usˇetrˇı´me spoustu syste´movy´ch prostrˇedku˚. Da´le take´ odpadly
limitace pocˇtu promeˇnny´ch. Nenı´ tak proble´m v jednom grafu zobrazovat za´rovenˇ naprˇı´-
klad vytı´zˇenı´ serveru, obsazenou pameˇt’a volne´ mı´sto na disku. [8] Vy´hodou je take´ jeho
vyuzˇitı´ v neˇktery´ch open-source monitorovacı´ch programech, kde na´sledneˇ nenı´ nutne´
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rucˇneˇ instalovat dalsˇı´ dodatecˇne´ programy pro tvorbu grafu˚. Mu˚zˇeme k nim prˇistupovat
pohodlneˇ z webove´ho rozhranı´ a snadno si tak vykreslı´me pozˇadovane´ grafy.
2.6 Cron
Cron, je Linux/Unix syste´movy´ na´stroj, ktery´ spousˇtı´ ru˚zne´ programy v prˇedem de-
finovane´ dobeˇ a intervalu (obdoba napla´novany´ch u´loh ve Windows). Kazˇdy´ trochu
vyspeˇlejsˇı´ webovy´ projekt, stojı´cı´ na vy´sˇe jmenovane´ platformeˇ, se bez tohoto syste´mo-
ve´ho de´mona neobejde. De´mona Cron pouzˇı´vajı´ prˇeva´zˇneˇ Linux/Unix administra´torˇi ke
spousˇteˇnı´ programu˚ a skriptu˚, ktere´ poma´hajı´ udrzˇovat funkcˇnı´ provoz operacˇnı´ho sys-
te´mu. Toho je dosazˇeno naprˇı´klad maza´nı´m pomocny´ch souboru˚, ktere´ po sobeˇ neˇktere´
aplikace zachovajı´, nebo prova´deˇnı´m pravidelne´ho za´lohova´nı´ databa´zı´ cˇi cely´ch disku˚.
Samozrˇejmeˇ tento de´mon mu˚zˇe velice dobrˇe pomoci i tvu˚rcu˚m internetovy´ch projektu˚.
Jeho pomocı´ mu˚zˇeme v intervalech spousˇteˇt naprˇı´klad generova´nı´ databa´zoveˇ velmi
na´rocˇny´ch stra´nek, nebo mu˚zˇeme zı´ska´vat aktua´lnı´ informace z ru˚zny´ch zdroju˚ na inter-
netu, trˇeba aktua´lnı´ kurzovnı´ lı´stek. [7] Pro nasˇe potrˇeby jej vyuzˇijeme k dotazova´nı´ se na
zdrojove´ ko´dy pro MRTG cˇi RRDTool a tı´m generova´nı´ vlastnı´ch grafu˚ v prˇesneˇ urcˇeny´ch
intervalech. Graficky´ program je kazˇdy´ch peˇt minut spusˇteˇn Cronem, kdy pokazˇde´ nacˇte
informace o monitorovany´ch zarˇı´zenı´ch, vygeneruje graf a ukoncˇı´ se.
*/5 * * * * <mrtg-bin>/mrtg <path to mrtg-cfg>/mrtg.cfg --logging
/var/log/mrtg.log
2.7 Pouzˇı´vane´ open-source na´stroje
V dnesˇnı´ dobeˇ existuje cela´ rˇadu open-source monitorovacı´ch programu˚. Tyto programy
jsou v hojne´ mı´rˇe vyuzˇı´va´ny v mensˇı´ch podnikovy´ch sı´tı´ch, protozˇe nejsou schopni, nebo
nechteˇjı´ platit obrovske´ financˇnı´ sumy za komercˇnı´ syste´my. Druhou vy´hodou je mozˇnost
jejich pouzˇitı´ jako zkusˇebnı´/ucˇebnı´ prostrˇedek k monitorova´nı´ sı´teˇ a prˇı´padneˇ na´sledne´m
zakoupenı´ plne´ verze neˇktere´ho ze syste´mu˚. To nabı´zı´ naprˇı´klad Nagios, ktery´ mu˚zˇeme
plnohodnotneˇ vyuzˇı´vat uzˇ ve free verzi. V prˇı´padeˇ, zˇe ale chceme maxima´lneˇ pouzˇitelny´
a uzˇivatelsky prˇı´veˇtiveˇjsˇı´ syste´m, mu˚zˇeme zakoupit jeho plnou verzi. Pro porovna´nı´ jsem
vybral peˇt nejpouzˇı´vaneˇjsˇı´ch na´stroju˚, z nichzˇ kazˇdy´ se lisˇı´ jiny´mi mozˇnostmi monito-
ringu. Proto za´lezˇı´ cˇisteˇ na uva´zˇenı´ a osobnı´ch preferencı´ch spra´vce sı´teˇ, ktery´ syste´m
uprˇednostnı´.
2.7.1 Cacti
Cacti je kompletnı´ rozhranı´ pro RRDTool. Round Robin Database Tool je softwarovy´ Open
Source na´stroj slouzˇı´cı´ k meˇrˇenı´, ukla´da´nı´ a zobrazova´nı´ strukturovany´ch dat ve formeˇ
graficke´ho vy´stupu. Cacti ukla´da´ vesˇkere´ potrˇebne´ informace k vytva´rˇenı´ teˇchto grafu˚ a
naplnˇuje je daty z MySQL databa´ze. Je komplexnı´m monitorovacı´m syste´mem tvorˇeny´m
v PHP. Spolu se schopnostı´ spravovat v databa´zi grafy a zdrojova´ data, doka´zˇe Cacti
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data take´ sbı´rat. Pro ty, kterˇı´ pouzˇı´vajı´ ke tvorbeˇ grafu˚ MRTG, ma´ take´ podporu SNMP
protokolu.
Obra´zek 3: Webove´ rozhranı´ Cacti se spra´vou zarˇı´zenı´
Cacti umozˇnˇuje spravovat uzˇivatele, ktery´m lze takto zprˇı´stupnit jen du˚lezˇite´ grafy a
informace. Od za´kladu byl navrzˇen pro monitorova´nı´ stovek zarˇı´zenı´. K samotne´ pra´ci
vyuzˇı´va´ prˇeva´zˇneˇ SNMP protokol, je vsˇak mozˇne´ vyrobit si vlastnı´ skripty a skrze neˇ
prˇeda´vat Cacti informace. Za zmı´nku stojı´ mozˇnost monitorovat dostupnost pingem, cˇı´st
libovolne´ informace prˇes SNMP (naprˇ. vytı´zˇenı´ zarˇı´zenı´, datovy´ tok, stav tiska´ren, rou-
teru˚, serveru˚, meˇrˇit teplotu a dalsˇı´ uzˇivatelsky definovatelne´ polozˇky). Syste´m mu˚zˇeme
nasadit do rozsa´hle´ho prostrˇedı´, protozˇe zvla´da´ sledovat stovky azˇ tisı´ce hodnot. [3]
Hlavnı´ vy´hodou Cacti je plneˇ graficky´ rezˇim, tudı´zˇ vesˇkera´ monitorova´nı´ a adminis-
trace a spra´va lze prova´deˇt v prˇehledne´m graficke´m rozhranı´ viz obra´zek 3. Existuje silna´
komunita uzˇivatelu˚ tohoto syste´mu z rˇad administra´toru˚, kterˇı´ neusta´le vyvı´jejı´ nove´
pluginy, proto jej mu˚zˇeme doplnit o rˇadu nadstandardnı´ch sluzˇeb.
2.7.2 OpenNMS
OpenNMS umı´ generovat vlastnı´ uda´losti, poprˇ. uda´losti z odchozı´ch zdroju˚, jako naprˇı´-
klad SNMP Traps, Syslog atd. Mu˚zˇe slouzˇit jako centra´lnı´ ulozˇisˇteˇ pro sı´t’ove´ uda´losti. Je
schopen zvla´dat tisı´ce uda´lostı´ za sekundu. OpenNMS ma´ take´ rˇadu korelacˇnı´ch metod
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pro automaticke´ cˇisˇteˇnı´ uda´lostı´, jejich prˇekladu na jinou uda´lost a take´ doka´zˇe reduko-
vat duplicitnı´ uda´lost do jedine´. Samozrˇejmostı´ je odesı´la´nı´ chybovy´ch ozna´menı´ formou
SMS, cˇi emailu. OpenNMS je napsa´n v jazyku Java, je proto dostupny´ na veˇtsˇineˇ distribucı´
Linuxu, Windowsu, Solarisu a OS X. Velka´ vy´hoda cele´ho syste´mu oproti jiny´m open-
source monitorovacı´m na´stroju˚m spocˇı´va´ v automaticke´m prozkouma´nı´ sı´teˇ a nastavenı´
sluzˇeb podle jejı´ch potrˇeb. Tento software je vytvorˇen pro bezchybnou funkcˇnost v sˇi-
roke´ rˇadeˇ sı´t’ovy´ch prostrˇedı´. OpenNMS ma´ velmi aktivnı´ komunitu uzˇivatelu˚. Pomocı´
distribuovane´ho monitoringu na vı´ce serverech doka´zˇe, naprˇı´klad oproti Nagiosu, mo-
nitorovat i desetitisı´ce zarˇı´zenı´. Opeˇt je zde mozˇnost doplnit sta´vajı´cı´ software o syste´m
pluginu˚ a tı´m dosa´hnout plnohodnotneˇjsˇı´ho monitoringu.
Obra´zek 4: Webove´ rozhranı´ OpenNMS
Webove´ rozhranı´ na obra´zku 4 vypada´ vzhledoveˇ velice hezky, bohuzˇel je prˇı´lisˇ jed-
noduche´ a nedisponuje tak rozsa´hly´mi mozˇnostmi, jako v prˇı´padeˇ jiny´ch produktu˚.
2.7.3 Zabbix
Zabbix je urcˇen ke sledova´nı´ stavu ru˚zny´ch sı´t’ovy´ch sluzˇeb, serveru˚ a dalsˇı´ch zarˇı´zenı´. Je
napsa´n v programovacı´m jazyce C a jeho webove´ rozhranı´ v PHP. Zabbix nabı´zı´ jedno-
duche´ mozˇnosti sledova´nı´ sı´teˇ, jako kontrolu a oveˇrˇenı´ dostupnosti standardnı´ch sluzˇeb
SMTP nebo HTTP bez nutnosti instalace softwaru na sledovane´m pocˇı´tacˇi. Zabbix agent
mu˚zˇe by´t nainstalova´n na pocˇı´tacˇi jak s operacˇnı´m syste´mem UNIX, tak i Windows a zde
poskytuje informace o zatı´zˇenı´ procesoru, vyuzˇitı´ sı´teˇ, mı´sta na disku, apod. Je schopen
monitorovat dostupnost a obsah webovy´ch stra´nek. Vesˇkera´ data jsou ulozˇena v relacˇnı´
databa´zi. Abychom nemuseli na hostovi instalovat agenta, mu˚zˇeme vyuzˇı´t monitorova´nı´
pomocı´ SNMP protokolu. Od verze 1.4 podporuje funkci autodetekce zarˇı´zenı´ v sı´ti, ne-
boli autodiscovery.
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Nevy´hoda syste´mu je v jeho uzavrˇenosti vu˚cˇi dalsˇı´m pluginu˚m. Syste´m obsahuje
pouze za´kladnı´ funkce pro monitoring pomocı´ SNMP, vizualizaci pomocı´ map a jedno-
duche´ upozorneˇnı´ na stav zarˇı´zenı´ (online – offline). Pro mensˇı´ sı´teˇ je vsˇak tento syste´m,
dı´ky jeho snadne´ instalaci a spra´veˇ, plneˇ dostacˇujı´cı´.
Obra´zek 5: Webove´ rozhranı´ Zabbix
Na obra´zku 5 vidı´me webove´ rozhranı´ syste´mu Zabbix, IP adresy jednotlivy´ch hostu˚
a jejich stav.
2.7.4 Nagios
Nagios je na´stroj pro sledova´nı´ syste´mu. To znamena´, zˇe neusta´le kontroluje stav zarˇı´zenı´
a jejich sluzˇby. Hlavnı´m cı´lem syste´move´ho monitoringu je odhalit a podat zpra´vu o jake´-
koli chybeˇ na sı´ti, co mozˇna´ nejrychleji tak, abychom si byli veˇdomi proble´mu jesˇteˇ drˇı´ve,
nezˇ jej zjistı´ uzˇivatel. Nagios de´mon, viz obra´zek 6, neprova´dı´ zˇa´dne´ kontroly hostu˚ ani
sluzˇeb. Ke skutecˇne´ kontrole je nutne´ doinstalovat pluginy (za´suvne´ moduly) zajisˇtujı´cı´
monitorovacı´ a testovacı´ funkce. To z neˇj cˇinı´ velmi modula´rnı´ a flexibilnı´ rˇesˇenı´ pro mo-
nitorovana´ zarˇı´zenı´.
Objekty sledovane´ Nagiosem jsou rozdeˇleny do dvou kategoriı´: hosts (pocˇı´tacˇe) a ser-
vices (sluzˇby). Hosti jsou fyzicke´ stroje (servery, routery, pracovnı´ stanice, tiska´rny atd.),
naproti tomu sluzˇby jsou urcˇite´ funkce, jako naprˇı´klad webovy´ server, ktery´ lze definovat
jako sluzˇbu, ktera´ ma´ by´t monitorova´na. Kazˇda´ sluzˇba je propojena s hostem, na ktere´m
je spusˇteˇna. Kromeˇ toho hosti a sluzˇby mohou by´t seskupeny do skupin hostu˚ a sluzˇeb.
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Nagios prova´dı´ vsˇechny kontroly pomocı´ pluginu˚. Jedna´ se o externı´ soucˇa´sti dı´ky
nimzˇ Nagios zı´ska´va´ informace o tom, co by meˇlo by´t kontrolova´no a jake´ jsou limity pro
meze warning a critical. Pluginy odpovı´dajı´ za kontrolu a analy´zu vy´sledku˚. Vy´stup z
teˇchto kontrol je status (OK, WARNING, CRITICAL, nebo UNKNOWN) a dalsˇı´ text po-
skytuje podrobne´ informace o sluzˇbeˇ. Tento text je urcˇen prˇedevsˇı´m pro spra´vce syste´mu,
aby byli schopni zjistit podrobne´ statusy sluzˇeb.[6]
Obra´zek 6: Webove´ rozhranı´ Nagios
Hlavnı´ sı´la Nagiosu spocˇı´va´ v jeho flexibiliteˇ. Mu˚zˇe by´t konfigurova´n prˇesneˇ tak,
jak dana´ infrastruktura sı´teˇ vyzˇaduje. Obsahuje mechanismy pro automatickou reakci
na vznikly´ proble´m a take´ velmi dobry´ syste´m chybovy´ch ozna´menı´. Cely´ tento syste´m
je zalozˇen na cˇisteˇ objektove´ definici neˇkolika typu˚ objektu˚, ktere´ budou podrobneˇji
vysveˇtleny nı´zˇe od kapitoly 3.3.1.
2.7.5 Centreon
Centreon byl zpocˇa´tku vyvı´jen pouze jako konfiguracˇnı´ rozhranı´ k Nagiosu. Dı´ky postup-
ne´mu prˇida´va´nı´ za´kladnı´ch technicky´ch prvku˚ a sluzˇeb se z neˇj cˇasem stal plnohodnotny´
na´stroj pro monitorova´nı´ sı´teˇ. Centreon dnes nabı´zı´ vsˇechny funkce, ktere´ jsou nezbytne´
pro plneˇ profesiona´lnı´ dohled. Je zalozˇen na ja´dru Nagios. Vesˇkera´ nastevnı´ a zı´skana´
data ukla´da´ do MySQL databa´ze a do konfiguracˇnı´ch souboru˚ Nagiosu. Centreon pod-
poruje vsˇechny sluzˇby jako standardnı´ Nagios, navı´c umozˇnˇuje zobrazit 3D mapu sı´teˇ,
cˇi zobrazovat mapy pomocı´ programu RRDTool. Obra´zky samotne´ho syste´mu Centreon
jsou zobrazeny nı´zˇe od kapitoly 3.3.1.
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3 Prakticka´ cˇa´st
V prakticke´ cˇa´sti se zameˇrˇuji na vlastnı´ hardwarove´ propojenı´ a konfiguraci sı´teˇ v labo-
ratornı´ch podmı´nka´ch. Pote´ provedu krok za krokem instalaci monitorovacı´ho softwaru
a jeho konfiguraci spolecˇneˇ s instalacı´ dodatecˇny´ch pluginu˚ a jejich vy´stupem v podobeˇ
grafu˚ sluzˇeb na sı´ti.
3.1 Konfigurace sı´teˇ
Pro na´zornou uka´zku funkcˇnosti monitorovacı´ho syste´mu jsem vytvorˇil v laboratornı´ch
podmı´nka´ch sı´t’, viz obra´zek 7.
Snazˇil jsem se vybrat aktivnı´ prvky sı´teˇ s ohledem na to, aby bylo dosazˇeno co mozˇna´
nejlepsˇı´ shody s rea´lny´mi sı´teˇmi, a take´ s prˇihle´dnutı´m na vybavenı´ laboratorˇe. Tato sı´t’
obsahuje trˇi routery od spolecˇnosti Cisco (Router Cisco 2800 series) pojmenovane´ RA, RB
a RC, ktere´ jsou mezi sebou propojeny se´riovy´mi kabely. Mı´sto nich mu˚zˇe by´t v rea´lne´m
provozu WAN sı´t’. Da´le byly ke kazˇde´mu routeru prˇipojeny Cisco switche (Cisco C2960),
pojmenovane´ SWA, SWB a SWC. Ke kazˇde´mu switchi byl prˇipojen minima´lneˇ jeden
pocˇı´tacˇ, na obra´zku PC1, PC2 a PC3. Vlastnı´ monitorovacı´ server Nagios byl nainstalo-
va´n na notebooku Acer Aspire 2920Z a prˇipojen ke switchi SWA pod IP adresou 172.16.0.4.
Instalace probı´hala na notebooku s operacˇnı´m syste´mem Ubuntu 10.10 Maverick.
Specifikace notebooku:
• Acer Aspire 2920Z
• CPU Dual-core 1,73GHz
• GPU Intel X3100 358MB
• RAM 2GB DDR2
• HDD 160GB
Vsˇechny konfiguracˇnı´ soubory pro routery, switche a jednotliva´ PC jsou ke shle´dnutı´
v prˇı´loze A.
3.2 Instalace monitorovacı´ho programu
3.2.1 Instalace a nastavenı´ doplnˇkovy´ch balı´ku˚
Prˇed samotnou instalacı´ Nagiosu je nutne´ nejprve nainstalovat a nastavit jednotlive´ do-
plnˇkove´ balı´ky, dı´ky ktery´m bude syste´m vykona´vat plnohodnotny´ monitoring dane´ sı´teˇ.
Nejprve si nainstalujeme emailovy´ klient pro prˇı´jı´ma´nı´ chybovy´ch uda´lostı´ na sı´ti
apt-get install postfix
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Obra´zek 7: Konfigurovana´ sı´t’
Apache server vytva´rˇı´ a spravuje open-source HTTP server pro modernı´ operacˇnı´
syste´my zahrnujı´cı´ UNIX i Windows NT
apt-get install apache2 apache2-mpm-prefork
PHP5 s jeho dodatecˇny´mi balı´ky
apt-get install php5 php5-gd php5-ldap php5-mysql php5-snmp php-
pear
MySQL Server1
apt-get install mysql-server-5.0 libmysqlclient15-dev
SNMP a SNMPD
apt-get install snmp snmpd libsnmp-perl libnet-snmp-perl
Instalace RRDTool, ktery´ slouzˇı´ k zı´ska´va´nı´, zpracova´nı´ a ukla´da´nı´ cˇasoveˇ za´visly´ch
informacı´, jako naprˇı´klad vytı´zˇenı´ procesoru apod., ktere´ na´sledneˇ doka´zˇe zobrazit v
graficke´ podobeˇ.
apt-get install rrdtool librrds-perl
1Zde budeme dota´za´nı´ k vytvorˇenı´ nove´ho hesla pro root uzˇivatele MySQL, toto heslo bude potrˇebne´ v
na´sledujı´cı´ instalaci.
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Perl moduly, jedna´ se o urcˇity´ soubor konvencı´ pro pouzˇitı´ programovacı´ho jazyku
Perl a jeho balı´ku˚.
apt-get install libconfig-inifiles-perl libdigest-hmac-perl
libdigest-sha1-perl libcrypt-des-perl libgd-gd2-perl
3.2.2 Instalace samotne´ho Nagiosu
Zde nastavı´me heslo pro uzˇivatele nagiosadmin
apt-get install nagios3




Obra´zek 8: Nagios NDOUtils
Zde se na´s instala´tor zepta´, jestli chceme nastavit databa´zi pro MySQL automaticky.
Vsˇe nastavı´me rucˇneˇ, proto vybereme mozˇnost NO, viz obra´zek 8
Pro jistotu si za´lohujeme vytvorˇeny´ konfiguracˇnı´ adresa´rˇ Nagiosu, jelikozˇ webove´
rozsˇı´rˇenı´ Centreon si vytvorˇı´ tento adresa´rˇ znovu.
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mv /etc/nagios3 /etc/nagios3.orig
Vytvorˇı´me opeˇt novy´ adresa´rˇ nagios3 v /etc
mkdir /etc/nagios3
Zkopı´rujeme
cp -Rt /etc/nagios3 /etc/nagios3.orig/nagios.cfg /etc/nagios3.orig
/apache2.conf /etc/nagios3.orig/stylesheets/
Nastavenı´ pra´v pro Nagios
chown nagios:www-data /etc/nagios3
chmod ug+w /etc/nagios3
3.2.3 Instalace rozsˇı´rˇenı´ Centreon
Ze stra´nek http://www.centreon.com/Home-Download/download-home si sta´hneme nejnoveˇjsˇı´
verzi programu, doporucˇoval bych vybı´rat stabilnı´ verze (Stable version). V me´m prˇı´padeˇ
se jednalo o verzi centreon-2.3.4.
Rozbalı´me balı´k centreon-2.3.4, v prˇı´padeˇ, zˇe se jedna´ o nejnoveˇjsˇı´ verzi, tak prˇı´kaz
upravı´te na tuto verzi
tar xzf centreon-2.3.4.tar.gz




Po prˇecˇtenı´ licencˇnı´ch ujedna´nı´ (odklikneme mezernı´kem) pokracˇujeme dle na´sledu-
jı´cı´ch dotazu˚. Ve veˇtsˇineˇ prˇı´padu˚ se jedna´ o defaultnı´ nastavenı´, avsˇak upozornˇuji, zˇe
neˇktere´ cesty k adresa´rˇu˚m se musı´ zmeˇnit. Zde jsou zobrazeny pouze ty hodnoty, ktere´
bylo nutno zmeˇnit. Ostatnı´ hodnoty budou v defaultnı´m stavu, proto je odklikneme Ent-
rem. V prˇı´padeˇ dotazu˚ yes/no zada´va´me vzˇdy yes (y).
Klikneme na Enter k prˇecˇtenı´ Centreon License, podrzˇenı´m mezernı´ku sjedeme azˇ na
konec, potom pokracˇujeme v instalaci.
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1 --------------------------------------------------------------






8 Start CentWeb Installation
9 --------------------------------------------------------------
10 Where is your Centreon log directory
11 default to [/usr/local/centreon/log]
12 > /var/log/centreon
13
14 Do you want me to create this directory ? [/var/log/centreon]
15 [y/n], default to [n]:
16 > y
17 Path /var/log/centreon OK
18
19 Where is PEAR [PEAR.php]
20 default to [/usr/share/php/PEAR.php]
21 >
22 Path /usr/share/php OK
23
24 Where is installed Nagios ?
25 default to [/usr/local/nagios]
26 > /usr/lib/cgi-bin/nagios3
27 Path /usr/lib/cgi-bin/nagios3 OK
28
29 Where is your nagios config directory
30 default to [/usr/local/nagios/etc]
31 > /etc/nagios3
32 Path /etc/nagios3 OK
33
34 Where is your Nagios var directory ?
35 default to [/usr/local/nagios/var]
36 > /var/lib/nagios3
37 Path /var/lib/nagios3 OK
38
39 Where is your Nagios plugins (libexec) directory ?
40 default to [/usr/local/nagios/libexec]
41 > /usr/lib/nagios/plugins
42 Path /usr/lib/nagios/plugins OK
43 /usr/sbin/nagios3 OK
44
45 Where is your Nagios image directory ?
46 default to [/usr/local/nagios/share/images/logos]
47 > /usr/share/nagios/htdocs/images/logos
48 Path /usr/share/nagios/htdocs/images/logos OK
25
49 /usr/sbin/nagios3stats OK
50 p1_file : /usr/lib/nagios3/p1.pl OK
51 /usr/bin/php OK
52 /usr/bin/perl OK
53 Finding Apache group : www-data
54 Finding Apache user : www-data
55 Finding Nagios user : nagios


















74 beze zmeˇn, pozor, nelekneme se cˇerveny´ch vy´sledku˚ NOK, vsˇe je v
porˇa´dku, zde je vsˇe v porˇa´dku
75
76 --------------------------------------------------------------






















98 BEZE ZMEˇN, zde je instalace u konce
3.2.4 Instalace Centreonu ve webove´m rozhranı´
Spustı´me si libovolny´ webovy´ prohlı´zˇecˇ a zada´me http : //<IP serveru>/centreon . V me´m
prˇı´padeˇ vypada´ adresa na´sledovneˇ http://127.0.0.1/centreon
Zde na na´s cˇeka´ 12 obra´zku˚:
1. Welcome to Centreon Setup – Start
2. Licence – I Accept + Next
3. Environment Configuration – Nastavı´me Nagios Version na 3.x + Next
4. Verifying Configuration – Next
5. Verifying PHP Pear Component – Next
6. DataBase Configuration – Zde zada´me sve´ heslo pro MySQL databa´zi, da´le po-
kracˇujeme dle obra´zku 9, heslo nastavı´me na centreon, potvrdı´me a jako poslednı´
zaklikneme MySQL klienta na verzi 4.1 + Next
Obra´zek 9: DataBase Configuration
7. DataBase Verification – Next
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8. User Interface Configuration – Zde zada´me u´daje o administra´torovi, naprˇı´klad viz
obra´zek 10 – Next
Obra´zek 10: User Interface Configuration
9. LDAP Authentication – Vybereme No + Next
10. Centreon Configuration File – Next
11. Creating Database – Next
12. Post-Installation – Click here to complete your install
3.2.5 Konfigurace NDOUtils
Od verze Centreonu 2.1 a vy´sˇ je databa´ze NDOUtils definovana´ automaticky, je ji pouze
nutne´ potvrdit v konfiguracˇnı´m souboru /usr/default/ndoutils. Upravı´me ho tedy prˇı´kazem
vim /usr/default/ndoutils
zde zmeˇnı´me hodnotu ENABLE NDOUTILS=0 na ENABLE NDOUTILS=!1
3.2.6 Fina´lnı´ konfigurace Centreonu
Prˇipojı´me se k webove´mu rozhranı´ Centreonu, opeˇt pomocı´ http://127.0.0.1/centreon a za-
da´me uzˇivatelske´ jme´no Admin a heslo, ktere´ jsme si zvolili v prˇedchozı´ cˇa´sti instalace
webove´ho rozhranı´
Prˇejdeme na panel Configuration da´le Nagios, v leve´m sloupci menu vybereme polozˇku
cgi a klikneme na odkaz CGI.cfg. Zde upravı´me na´sledujı´cı´ polozˇky:
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- Physical HTML Path: /usr/share/nagios3/htdocs
- URL HTML Path : /nagios3
- Nagios Process Check Command: /usr/lib/nagios/plugins/check-
nagios /var/cache/nagios3/status.dat 5 ’/usr/sbin/nagios3’
Ulozˇı´me tlacˇı´tkem Save.
V menu vybereme polozˇku nagios.cfg a klikneme na Nagios CFG 1, kde v panelu Files
upravı´me na´sledujı´cı´ polozˇky:
- Log File : /var/log/nagios3/nagios.log
- Downtime File : /var/lib/nagios3/downtime.dat
- Comment File : /var/lib/nagios3/comment.dat}
- Temp File : /var/cache/nagios3/nagios.tmp}
- P1 File : /usr/lib/nagios3/p1.pl}
- Lock File : /var/run/nagios3/nagios3.pid}
- Object Cache File : /var/cache/nagios3/objects.cache}
- Status File : /var/cache/nagios3/status.dat}
- External Command File : /var/lib/nagios3/rw/nagios.cmd
V sekci Logs Options nastavı´me
- Log Archive Path : /var/log/nagios3/archives/
- State Retention File : /var/lib/nagios3/retention.dat
Opeˇt ulozˇı´me tlacˇı´tkem Save
Prˇejdeme na panel Administration da´le Options, v leve´m sloupci vybereme CentStorage
a nastavı´me
- Nagios current log file to parse: /var/log/nagios3/nagios.log
Ulozˇı´me tlacˇı´tkem Save.
V panelu Configuration da´le Nagios zkompilujeme celou konfiguraci tı´m, zˇe zasˇkrt-
neme vesˇkere´ polozˇky v jeho okneˇ a v roletce Method zvolı´me External Command. Pak uzˇ
jen klikneme na Export a vsˇe se nakopı´ruje do slozˇky /etc/nagios. Aby se na´m nastavenı´
z Centreonu promı´tlo do Nagiosu, musı´me takto postupovat prˇi jake´koliv zmeˇneˇ nasta-
venı´, cˇi monitorova´nı´.
3.2.7 Dokoncˇenı´ instalace
K nastartova´nı´ de´mona centreon a centstorage je zapotrˇebı´ v distribuci Ubuntu/Debian
zadat na´sledujı´cı´ prˇı´kaz, ktery´ nastavı´ shell uzˇivatele nagios (na hodnotu true)
usermod -s /bin/sh nagios
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Aby bylo mozˇne´ spousˇteˇt externı´ prˇı´kazy, musı´me nastavit pra´va pro webove´ rozhranı´
Nagiosu
invoke-rc.d nagios3 stop
dpkg-statoverride --update --add nagios www-data 2710 /var/lib/
nagios3/rw
dpkg-statoverride --update --add nagios nagios 751 /var/lib/
nagios3
Prˇida´me uzˇivatele nagiosadmin a nastavı´me mu heslo naprˇı´klad na Pass
htpasswd -bc /etc/nagios3/htpasswd.users nagiosadmin Pass
Nynı´ uzˇ stacˇı´ pouze restartovat server a je instalace dokoncˇena
sync;sync;init 6
3.3 Konfigurace monitorovacı´ho programu
V rozhranı´ Centreonu vybereme panel Configuration, objevı´ se na´m podpanel, kde si
mu˚zˇeme vybrat na´sledujı´cı´ polozˇky:
3.3.1 Contact
Obra´zek 11: Nastavenı´ uzˇivatele
Nejprve je nutne´ definovat uzˇivatele, kde nastavı´me jeho jme´no, pra´va, email (sms,
aim, atd.) a jak cˇasto ma´ by´t informova´n v prˇı´padeˇ vy´padku. Na obra´zku 11 jsem vybral
30
uzˇivatele Tomas Bindac, ktery´ ma´ emailovou adresu bindac@localhost a patrˇı´ do skupiny
Supervisors a Admins. Pro hosty je nastaveno odesı´la´nı´ vsˇech typu˚ chybovy´ch zpra´v
(down - mimo provoz, unreachable - nedostupny´, recovery - ozˇivenı´, flapping - nesta´ly´ a
downtime scheduled - pla´novane´ odstavenı´), ktere´ budou odesı´la´ny 24 hodin 7 dnı´ v ty´dnu,
formou emailovy´ch zpra´v. Pro sluzˇby je nastavenı´ stejne´.
3.3.2 Contactgroups
Mu˚zˇeme si vytvorˇit skupinu kontaktu˚, kde prˇida´me vı´ce uzˇivatelu˚, ktery´m ma´ by´t zasla´na
informace, abychom je nemuseli vypisovat pokazˇde´ zvla´sˇt’. Na obra´zku 12 je zobrazeno
nastavenı´ pro skupinu uzˇivatelu˚ Users. Zde je nastaveno pouze jme´no skupiny, Alias a
samotnı´ uzˇivatele´, patrˇı´cı´ do te´to skupiny.
Obra´zek 12: Nastavenı´ skupiny uzˇivatelu˚
3.3.3 Templates
Da´le si definujeme sˇablonu (Templates) kde si nastavı´me jak cˇasto bude dany´ host dotazo-
va´n, jaky´m prˇı´kazem to bude prova´deˇno, kolikra´t bude dotazova´n v prˇı´padeˇ vy´padku, po
jake´ dobeˇ se odesˇle chybova´ zpra´va definovane´mu uzˇivateli apod. Na obra´zku 13 vidı´me
konfiguraci sˇablony pro routery Cisco. Na´zev i Alias (zobrazeno v Nagiosu) Router-Cisco,
dotazova´nı´ hostu˚ je nastaveno na 24 hodin 7 dnı´ v ty´dnu, prˇı´kazem check host alive s maxi-
ma´lnı´m pocˇtem peˇti dotazu˚ a spusˇteˇnou aktivnı´ kontrolou hostu˚. To znamena´, zˇe pokud
Nagios musı´ zkontrolovat stav neˇjake´ho hosta nebo sluzˇby bude k tomuto u´cˇelu vybra´n
plugin, dı´ky ktere´mu budou prˇeda´ny pozˇadovane´ informace. Jako poslednı´ je nastavenı´
chybovy´ch zpra´v, ktere´ jsou samozrˇejmeˇ zapnuty. Tyto zpra´vy jsou zası´la´ny uzˇivatelu˚m
ve skupineˇ Admins. Notification interval je nastaven na hodnotu 2, to uda´va´ kolik cˇasovy´ch
jednotek (v nasˇem prˇı´padeˇ dveˇ minuty) bude vycˇka´va´no prˇed znovu odesla´nı´m zpra´vy
dane´mu kontaktu, zˇe zarˇı´zenı´ je sta´le down nebo unreachable.
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Obra´zek 13: Nastavenı´ Templates
3.3.4 Host
V za´lozˇce Host definujeme hosta, v tomto prˇı´padeˇ se jedna´ prˇedevsˇı´m o IP adresu dane´ho
zarˇı´zenı´. Jeho pojmenova´nı´, pod jaky´m bude uveden ve webove´m rozhranı´ Nagiosu a
urcˇı´me, kterou sˇablonu u hosta pouzˇijeme, at’nemusı´me u kazˇde´ho hosta znovu vypisovat
cˇasove´ u´daje o monitorova´nı´. Nastavenı´ pro router B: jme´no RB, Alias Cisco Router 2800
series, da´le IP adresa 192.168.0.2 a jako poslednı´ je definice sˇablony, zde Router-Cisco viz
vy´sˇe.
3.3.5 Hostgroup
Opeˇt mu˚zˇeme take´ vytvorˇit skupinu hostu˚, naprˇı´klad skupinu switchu˚, cozˇ na´m usnadnı´
dalsˇı´ definova´nı´ jejich sluzˇeb. Definice skupiny routeru˚ ma´ na´zev Routers a identifikaci
Alias – All routers. V za´lozˇce Relations vybereme hosty, ktere´ chceme k te´to skupineˇ prˇidat,
zde RA-s0/1/0, RA-s0/1/1, RB a RC.
3.3.6 Command
Da´le si nadefinujeme prˇı´kaz (Command), jedna´ se o urcˇenı´ pluginu˚ a jeho doplnˇujı´cı´ch
argumentu˚, jako v prˇı´padeˇ SNMP komunity (public, private – za´lezˇı´ samozrˇejmeˇ, jak
jsme si ji sami nadefinovali), IP adresa monitorovane´ho zarˇı´zenı´ a dalsˇı´ argumenty, ktere´
jsou za´visle´ prˇı´mo na pouzˇite´m pluginu. Na obra´zku 14 jsem vybral definici prˇı´kazu
check traffic. Typ prˇı´kazu je nastaven na check. Samotny´ prˇı´kaz obsahuje nejprve definici
uzˇivatele (jeho prˇı´stup k adresa´rˇi pluginu˚), zde $USER1$ za nı´m na´sleduje samotny´
plugin check traffic s jeho dodatecˇny´mi argumenty jako $HOSTADDRESS$ (IP adresa) a
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Obra´zek 14: Nastavenı´ Command
cˇtyrˇi dalsˇı´ argumenty $ARG1$ azˇ $ARG4$ definovane´ tak, zˇe klikneme na pole Describe
arguments, tı´m dojde k nacˇtenı´ teˇchto argumentu˚ a mu˚zˇeme k nim doplnit popis, ktery´
na´m pomu˚zˇe v pozdeˇjsˇı´ definici sluzˇby. Jako poslednı´, avsˇak doplnˇkovou informacı´, je
definice sˇablony pro grafy, zde Traffic.
3.3.7 Service
Nakonec vytvorˇı´me samotnou sluzˇbu (Service), kde zada´me na´sˇ vytvorˇeny´ prˇı´kaz k mo-
nitorovanı´ viz vy´sˇe, prˇesneˇ zde definujeme jeho argumenty, nastavı´me cˇasove´ hodnoty
pro monitorova´nı´ a urcˇı´me, ktere´ hosty budeme danou sluzˇbou monitorovat. Na obra´zku
15 jsem vybral definici sluzˇby check traffic, kterou bude host dotazova´n non-stop prˇı´ka-
zem check traffic a argumenty komunita public, rozhranı´ 1, varovnou hodnotu > 1 (nad
1Mbit/s) a kritickou hodnotu > 2 (nad 2Mbit/s). Maxima´lnı´ pocˇet dotazu˚, v prˇı´padeˇ,
zˇe je zarˇı´zenı´ ve stavu OK je 3. Cˇasove´ rozmezı´ pravidelny´ch kontrol sluzˇby, pokud je
sluzˇba OK, nastavı´me na dveˇ minuty. Jestlizˇe nenı´ stav sluzˇby OK, je cˇasove´ rozmezı´ pra-
videlny´ch kontrol nastaveno take´ na dveˇ minuty. Prˇedposlednı´m parametrem je zası´la´nı´
chybovy´ch zpra´v Notification. Pro ilustraci jsme za´meˇrneˇ nevytvorˇili sˇablonu pro sluzˇby,
abychom si uka´zali jejı´ rucˇnı´ nastavenı´. Nejprve samotne´ zası´la´nı´ povolı´me, na´sledneˇ
vybereme uzˇivatele, ktery´m budou ozna´menı´ zası´la´na, zde skupina uzˇivatelu˚ Admins.
Interval ozna´menı´ je nastaven na dveˇ minuty a 24 hodin denneˇ 7 dnı´ v ty´dnu a odesı´la´-
nı´m vsˇech typu˚ chybovy´ch zpra´v viz vy´sˇe. Jako poslednı´ je nutne´ prˇekliknout se na panel
Relations, kde si vybereme k jaky´m hostu˚m bude dana´ sluzˇba prˇidruzˇena, zde RA-s0/1/0,
RA-s0/1/1, RB a RC.
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Obra´zek 15: Nastavenı´ Service
3.3.8 Export nastavenı´
Po dokoncˇenı´ vygenerujeme konfiguracˇnı´ soubory kliknutı´m na panel Nagios viz obra´zek
16 a nastavenı´m, jak jizˇ bylo zmı´neˇno vy´sˇe. Zasˇkrtneme vesˇkere´ polozˇky v okneˇ a v roletce
Method zvolı´me External Command. Pak uzˇ jen klikneme na Export a vsˇe se nakopı´ruje do
slozˇky /etc/nagios.
3.4 Monitoring (Odchyta´va´nı´ informacı´)
V te´to fa´zi ma´me syste´m nainstalova´n a nakonfigurova´n. Mu˚zˇeme tedy prˇejı´t k moni-
toringu vlastnı´ sı´teˇ. K tomu slouzˇı´ webove´ rozhranı´ Nagios, prˇı´stupne´ z webove´ho pro-
hlı´zˇecˇe na adrese http://localhost/nagios3 . V leve´m sloupci mu˚zˇeme videˇt samotne´ menu,
skla´dajı´cı´ se z:
• Tactical overview – Sleduje monitorovacı´ aktivitu z ”ptacˇı´ perspektivy”. To umozˇnˇuje
rychle zobrazit vy´padky sı´teˇ, statusy zarˇı´zenı´ a sluzˇeb. Rozlisˇuje mezi proble´my,
ktere´ byly vyrˇesˇeny a proble´my, ktere´ prozatı´m nebyly vyrˇesˇeny a potrˇebujı´ pozor-
nost. Tato polozˇka je velmi uzˇitecˇna´ v prˇı´padeˇ, zˇe ma´me velke´ mnozˇstvı´ hostu˚/slu-
zˇeb a potrˇebujeme najednou zobrazit stav sı´teˇ.
• Map – Zobrazuje mapu sı´teˇ vsˇech zarˇı´zenı´, ktere´ jsme na sı´ti definovali. Tato mapa
je ve forma´tu PNG. V hornı´ lisˇteˇ je mozˇne´ meˇnit zobrazenı´ mapy naprˇ. Collapsed tree
(zobrazuje zarˇı´zenı´ na jednom rˇa´dku), Circular (zobrazuje zarˇı´zenı´ okolo serveru)
apod.
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Obra´zek 16: Export nastavenı´
• Hosts - Zobrazuje detailnı´ stav (UP/DOWN) vsˇech definovany´ch hostu˚, cˇas, kdy
byla naposledy provedena kontrola zarˇı´zenı´, dobu, po kterou je zarˇı´zenı´ spusˇteˇno
a podrobneˇjsˇı´ informace o jejich stavu.
• Services – Tato polozˇka je te´meˇrˇ stejna´ jako prˇedchozı´ Hosts, navı´c zobrazuje ke
kazˇde´mu hostu sluzˇby, ktere´ jsme definovali a v jake´m stavu se nacha´zı´ (OK, WAR-
NING, CRITICAL, UNKNOWN, PENDING).
• Host Groups – Pokud jsme definovali skupiny hostu˚ (nenı´ to nutnost), zobrazuje stav
hostu˚ v dany´ch skupina´ch.
• Service Groups – Stejne´ jako v prˇı´padeˇ Host Groups.
• Problems – Tato polozˇka zobrazuje vy´pis vsˇech proble´mu˚ pro jednotlive´ hosty/slu-
zˇby, ktere´ na sı´ti vznikly.
• Availibiliy – Slouzˇı´ k zobrazenı´ uzˇivatelsky definovany´ch zpra´v v urcˇene´m cˇase, o
dostupnosti hosta, sluzˇby, skupiny hostu˚, nebo skupiny sluzˇeb.
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• Trends – Umozˇnˇuje vytva´rˇet grafy zarˇı´zenı´ a sluzˇeb v libovolne´m cˇase. Tyto grafy
zobrazujı´ v procentech jak cˇasto byla dana´ zarˇı´zenı´ cˇi sluzˇby ve stavu OK, WAR-
NING, UNKNOWN a CRITICAL.
• Alerts history – Tato polozˇka slouzˇı´ k zobrazenı´ historie proble´mu˚ vsˇech hostu˚ a
sluzˇeb za urcˇite´ obdobı´. Vy´stup je v podstateˇ podmnozˇinou informacı´, ktere´ jsou
zobrazeny v log souboru.
• Alerts summary – Zobrazuje uzˇivatelsky definovany´ pocˇet nejcˇasteˇjsˇı´ch chyb vznik-
ly´ch na sı´ti.
• Alerts histogram – Zobrazuje histogram uzˇivatelsky definovany´ch hostu˚/sluzˇeb v
definovane´m cˇase.
• Notification – Zobrazuje ozna´menı´ (chybovou zpra´vu) o hostech/sluzˇba´ch, ktera´
byla zasla´na dany´m uzˇivatelu˚m. Ma´me mozˇnost filtrovat tento vy´pis na pouze
urcˇite´ typy ozna´menı´, ktera´ chceme videˇt (naprˇ. vypsat vsˇechna ozna´menı´ sluzˇeb
ve stavu CRITICAL).
• Event log – Zobrazuje jake´ informace jsou zapsa´ny do logovacı´ho souboru, ktery´ je
umı´steˇn ve /var/log/nagios3/nagios.log.
• Comments – Zde mu˚zˇeme prˇida´vat komenta´rˇe jednotlivy´m hostu˚m/sluzˇba´m.
• Downtime – Umozˇnˇuje napla´novat kdy a na jak dlouho se ma´ host/sluzˇba vypnout.
• Process Info – Zobrazuje povolene´, cˇi zaka´zane´ procesy na serveru. Umozˇnˇuje take´
spustit nebo zaka´zat ru˚zne´ prˇı´kazy (naprˇ. restartovat Nagios, vypnout ozna´menı´,
zastavit prˇijı´ma´nı´ aktivnı´ch/pasivnı´ch kontrol, atd.)
• Performace Info – Zobrazuje v procentech kolikra´t byli hosti/sluzˇby aktivneˇ nebo
pasivneˇ sledova´ni.
• Scheduling Queue – Umozˇnˇuje zapnout/vypnout aktivnı´ sledova´nı´ jednotlivy´ch slu-
zˇeb na zarˇı´zenı´ch.
• Configuration – Vypı´sˇe uzˇivatelem definovanou celkovou konfiguraci hosta/sluzˇby.
3.5 Skripty, pluginy a moduly
Pomocı´ skriptu˚ mu˚zˇeme tvorˇit naprˇı´klad sve´ vlastnı´ sˇablony, cˇi monitorovat hod-
noty, ktere´ sami potrˇebujeme. Skripty mohou by´t napsa´ny v jazyce Perl, Pythonu,
PHP nebo bashi. Pokud zna´me cˇı´sla objektu˚ OID, mu˚zˇeme vytvorˇit sve´ vlastnı´
datove´ sˇablony k jiny´m zarˇı´zenı´m. Kazˇdou sˇablonu tvorˇı´ dvojice programove´ho
ko´du v Perlu, Pythonu, bashi nebo PHP s prˇı´ponou .pl, .py, .sh nebo .php a skript
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v jazyku XML. Pro lepsˇı´ funkci monitorovacı´ho syste´mu mu˚zˇeme doinstalovat prˇı´-
davne´ moduly jako UCD-SNMP z balı´ku NET-SNMP2, dı´ky ktery´m mu˚zˇeme zı´ska´-
vat detailneˇjsˇı´ informace o procesoru, konkre´tnı´ch procesech, pameˇti, disku, za´teˇzˇi
a souborech (vcˇetneˇ mozˇnosti sledova´nı´ logu˚ pomocı´ regula´rnı´ch vy´razu˚). Zjedno-
dusˇeneˇ rˇecˇeno, abychom mohli pomocı´ MIB prˇelozˇit vsˇechny potrˇebne´ hodnoty,
ktere´ na´m aktivnı´ zarˇı´zenı´ pomocı´ sve´ho agenta odesı´lajı´.
Rozpis pouzˇı´vany´ch pluginu˚ cˇi skriptu˚:
– check host alive – kontroluje, zda-li je zarˇı´zenı´ aktivnı´ (ve stavu UP)
– check uptime – zjisˇt’uje, jak dlouho je zarˇı´zenı´ spusˇteˇno
– check iterface – kontroluje stav vybrany´ch rozhranı´, nejprve si spustı´me prˇı´kaz
snmpwalk -v2c -c komunita host 1.3.6.1.2.1.31.1.1.1.1, kde zjistı´me jake´ adresu jed-
notlivy´ch rozhranı´, kterou na´sledneˇ zapı´sˇeme do definice prˇı´kazu viz kapitola
3.3.6
– check traffic – kontroluje provoz sı´teˇ na zarˇı´zenı´ (uka´zka v prˇı´loze B)
Pluginy byly stazˇeny ze stra´nky exchange.nagios.org/directory/Plugins, kazˇdy´ byl lehce
poupraven cca. peˇti rˇa´dky ko´du.
Vlastnı´ plugin zby´vajı´cı´ volne´ mı´sto na disku: Tento skript kontorluje volne´ mı´sto
na disku serveru (v me´m prˇı´padeˇ notebooku) tı´m, zˇe parsuje vy´stup z ’df /’ a vracı´













#Rozdeli vracenou hodnotu v %
diskUtil = diskUtil[1].split()[11]
#Zkontoroluj shodu, pokud neni vypis v Nagiosu
#stav UNKNOWN (3)
2Sta´hnout jej mu˚zˇeme na stra´nce: sourceforge.net/projects/net-snmp/files/net-snmp/5.7.1/net-snmp-


















if diskUtil >= critical:
print ”Volne misto je ve stavu CRITICAL: ’/’ a je zaplneno
 z %.2f%%” % (float(diskUtil))
sys.exit(2)
elif diskUtil >= warning:
print ” Volne misto je ve stavu WARNING: ’/’ a je zaplneno
 z %.2f%%” % (float(diskUtil))
sys.exit(1)
else:
print ”Volne misto je ve stavu OK: ’/’ a je zaplneno z %.2
f%%” % (float(diskUtil))
sys.exit(0)
Nahorˇe definujeme prˇı´kaz string volany´ v Pythonu commands.getstatusoutput() a
nastavujeme kriticke´ a varovne´ hodnoty. Tyto hodnoty v procentech mu˚zˇeme libo-
volneˇ meˇnit.
Dalsˇı´ cˇa´st ko´du provedeme ve stringu rozdeˇlenı´ vra´cene´ hodnoty v procentech. Po-
kud nedostaneme platnou hodnotu z regex, bude vra´cena hodnota 3, cozˇ v Nagiosu
znamena´ stav UNKNOWN.
Za´veˇrecˇna´ cˇa´st je rutinnı´ porovna´nı´ vra´ceny´ch hodnot s prˇeddefinovany´mi pro CRI-
TICAL a WARNING. Po porovna´nı´ vra´tı´ ko´d spra´vnou hodnotu Nagiosu.
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3.6 Grafy
K tomu, aby se na´m vykreslovaly grafy mu˚zˇeme pouzˇı´t neˇkolik zpu˚sobu˚. Jako
prvnı´ bych zmı´nil samotne´ rozhranı´ Centreon, kde prˇi kliknutı´ na za´lozˇku Views a
na´sledneˇ Graph, mu˚zˇeme videˇt grafy ke vsˇem sluzˇba´m, ktere´ jsme v syste´mu na-
konfigurovali. V prˇı´padeˇ, zˇe jsme si vytvorˇili skupiny hostu˚, budou stejneˇ sloucˇeny
i grafy a postupny´m proklika´nı´m prˇes jednotliva´ zarˇı´zenı´, rozhranı´ a samotnou
sluzˇbu, mu˚zˇeme tyto grafy snadno zobrazit.
Obra´zek 17: Graf statistiky CPU
Na obra´zku 17 vidı´meˇ graf pro CPU na Nagios serveru. Jedna´ se o jeho vytı´zˇenı´ v
procentech.
Obra´zek 18: Graf statistiky CPU load
Na obra´zku 18 vidı´me za´teˇzˇ procesoru na serveru Nagios. Jsou zde meˇrˇeny trˇi
hodnoty pro pru˚meˇrnou za´teˇzˇ CPU v rozmezı´ jedne´ minuty, peˇti minut a patna´cti
minut.
Na obra´zku 19 vidı´me statistiku Nagios v za´vislosti na prˇı´kaz ping. Jsou zde nasta-
veny prahove´ hodnoty pro warning na 30% a critical na 50%.
39
Obra´zek 19: Graf statistiky ping
Graf sluzˇby check host alive pro zarˇı´zenı´ SWBfig:CheckHost Graf na obra´zku 20
uda´va´ odezvu na zarˇı´zenı´ SWB pomocı´ prˇı´kazu check host alive.
Obra´zek 20: Graf sluzˇby check host alive pro zarˇı´zenı´ SWB
Obra´zek 21 ukazuje provoz na zarˇı´zenı´ RA, jeho rozhranı´ s0/1/1 a prˇı´kazu check traffic.
Graf na obra´zku 22 zobrazuje meˇsı´cˇnı´ graf prˇı´kazu ping na rozhranı´ RB v milisekun-
da´ch. Prahove´ hodnoty jsou nastaveny, v prˇı´padeˇ warning na 20ms a v prˇı´padeˇ critical
na 50ms.
Graf na obra´zku 23 zobrazuje provoz na zarˇı´zenı´ SWA, tentokra´t pomocı´ programu
MRTG.
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Obra´zek 21: Graf sluzˇby check traffic pro zarˇı´zenı´ RA na rozhranı´ s0/1/1
Obra´zek 22: Graf sluzˇby ping pro zarˇı´zenı´ RB
Obra´zek 23: MRTG graf provozu na zarˇı´zenı´ SWA
41
4 Za´veˇr
Cı´lem diplomove´ pra´ce bylo navrhnout monitorovacı´ syste´m pro strˇedneˇ velkou
organizaci. Tuto pra´ci jsem si vybral jako za´klad pro budoucı´ zameˇstna´nı´ ve firmeˇ s
podobnou problematikou. Pro tento u´cˇel jsem, po analy´ze stavu existujı´cı´ch open-
source syste´mu˚, vybral monitorovacı´ syste´m Nagios, ktery´ vynika´ svou sˇirokou
mozˇnostı´ konfigurace a poda´va´ spra´vci sı´teˇ hlavnı´ informace o provozu v podobeˇ
statistik a grafu˚. Pomocı´ teˇchto sı´t’ovy´ch charakteristik je mozˇne´ kontrolovat pro-
voz a vykreslovat grafy vytı´zˇenosti sı´teˇ. Hlavnı´m du˚vodem monitorova´nı´ je vsˇak
co nejrychlejsˇı´ oprava proble´mu v prˇı´padeˇ vznikle´ chyby tak, aby byl opeˇt zajisˇteˇn
bezporuchovy´ a bezpecˇny´ provoz sı´teˇ.
Nagios je velmi oblı´beny´m na´strojem, kolem ktere´ho existuje velka´ komunita uzˇi-
vatelu˚, proto take´ vzniklo neprˇeberne´ mnozˇstvı´ na´vodu˚ na instalaci a konfiguraci,
bohuzˇel prˇeva´zˇneˇ ne dostatecˇneˇ kvalitnı´ nebo srozumitelne´. Proto jsem se v te´to
pra´ci snazˇil instalaci a konfiguraci sepsat tak, aby byla pouzˇitelna´ naprˇı´klad pro
zacˇı´najı´cı´ spra´vce sı´teˇ. Dı´ky tomu si mohou rozsˇı´rˇit sve´ znalosti v teoreticke´ cˇa´sti
a dı´ky prakticke´ cˇa´sti budou schopni syste´m nejen bezproble´moveˇ nainstalovat a
nakonfigurovat, ale take´ ihned spustit na jejich sı´ti a naplno tak vyuzˇı´t funkce tohoto
syste´mu.
Pro uka´zku funkcˇnosti syste´mu, jsem vytvorˇil sı´t’v laboratornı´ch podmı´nka´ch, kde
jsem se snazˇil pouzˇity´mi aktivnı´mi prvky simulovat rea´lnou podnikovou sı´t’. V sa-
motne´ konfiguraci sı´teˇ jsem vytvorˇil skript pro zobrazenı´ stavu pevne´ho disku na
serveru viz B a take´ upravil neˇkolik dalsˇı´ch volneˇ sˇirˇitelny´ch skriptu˚, pro nasazenı´
v simulovane´ sı´ti. Z vygenerovany´ch grafu˚ uda´lostı´ na sı´ti je zrˇejme´, zˇe monitoring
sı´teˇ byl u´speˇsˇneˇ proveden. Takto vytvorˇeny´ syste´m je mozˇne´ pouzˇı´t v mensˇı´ch azˇ
strˇedneˇ velky´ch pocˇı´tacˇovy´ch sı´tı´ch.
Po vlastnı´ch zkusˇenostech bych zde uvedl jesˇteˇ vy´hody a nevy´hody spojene´ s tı´mto
syste´mem. Mezi vy´hody rˇadı´m sˇirokou oblast jeho pouzˇitelnosti, dı´ky jizˇ mnohokra´t
zminˇovany´m pluginu˚m a skriptu˚m. S jejich pomocı´ mu˚zˇeme monitorovat prakticky
vesˇkere´ potrˇebne´ hodnoty na sı´ti. Take´ se jedna´ o kvalitnı´ syste´m pouzˇitelny´ pro
monitorova´nı´ rozsa´hly´ch sı´tı´, cˇı´tajı´cı´ tisı´ce zarˇı´zenı´.
Mezi nevy´hody bych zarˇadil fakt, zˇe oproti jiny´m komercˇnı´m cˇi nekomercˇnı´m sys-
te´mu˚m v prvotnı´ instalaci neobsahuje zˇa´dne´ monitorovacı´ mozˇnosti, kromeˇ pingu,
takzˇe vesˇkere´ hodnoty, ktere´ chceme monitorovat, si musı´me nakonfigurovat sami.
Dodatecˇny´ software Centreon na´m tuto pra´ci pouze zlehcˇuje v tom, zˇe nemusı´me
hodnoty konfigurovat v textove´m souboru a vkla´dat je do konfiguracˇnı´ho adresa´rˇe
Nagiosu rucˇneˇ. Jako dalsˇı´ nevy´hodu bych uvedl zdlouhavou a pomeˇrneˇ na´rocˇnou
instalaci a konfiguraci cele´ho syste´mu. Ve webove´m rozhranı´ syste´mu navı´c nelze
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meˇnit nastavenı´ sı´teˇ, pouze jejı´ funkcˇnost pasivneˇ sledovat. K tomu na´m ale mu˚zˇe
poslouzˇit doplnˇkovy´ na´stroj Centreon.
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Staticke´ smeˇrova´nı´: Router A
minicom -s





-> ip address 192.168.0.1 255.255.255.0
-> no sh
-> clock rate 64000
-> ip route 172.16.1.0 255.255.255.0 192.168.0.2
-> exit
-> int s0/1/1
-> ip address 192.168.1.1 255.255.255.0
-> no sh
-> clock rate 64000
-> ip route 172.16.2.0 255.255.255.0 192.168.1.2
-> exit
-> int fa0/0





-> snmp-server community public RO
-> snmp-server community private RW
-> exit
-> snmp-server host 172.16.0.4 version 1 private










-> ip address 192.168.0.2 255.255.255.0
-> no sh
-> clock rate 64000









-> snmp-server community public RO
-> snmp-server community private RW
-> exit
-> snmp-server host 172.16.0.4 version 1 private










-> ip address 192.168.1.2 255.255.255.0
-> no sh
-> clock rate 64000
-> ip route 172.16.0.0 255.255.255.0 192.168.1.1
-> exit
-> int fa0/0





-> snmp-server community public RO
-> snmp-server community private RW
-> exit
-> snmp-server host 172.16.0.4 version 1 private








automaticke´ nastavenı´ spra´vne´ho cˇasu (kvu˚li logu˚m)
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-> conf t
-> ntp server 10.0.0.50
spra´vna´ cˇasova´ zo´na
-> conf t
-> clock timezone GTM 1
cˇas pro logy a debug
-> conf t
-> service timestamps debug datetime
-> service timestamps log datetime
nastavenı´ IP adresy
-> conf t
-> int vlan 1




-> snmp-server community public RO
-> snmp-server community private RW
-> snmp-server host 172.16.0.4 version 1 private








automaticke´ nastavenı´ spra´vne´ho cˇasu (kvu˚li logu˚m)
-> conf t
-> ntp server 10.0.0.50
spra´vna´ cˇasova´ zo´na
-> conf t
-> clock timezone GTM 1
cˇas pro logy a debug
-> conf t
-> service timestamps debug datetime
-> service timestamps log datetime
nastavenı´ IP adresy
-> conf t
-> int vlan 1




-> snmp-server community public RO
-> snmp-server community private RW
-> snmp-server host 172.16.0.4 version 1 private
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automaticke´ nastavenı´ spra´vne´ho cˇasu (kvu˚li logu˚m)
-> conf t
-> ntp server 10.0.0.50
spra´vna´ cˇasova´ zo´na
-> conf t
-> clock timezone GTM 1
cˇas pro logy a debug
-> conf t
-> service timestamps debug datetime
-> service timestamps log datetime
nastavenı´ IP adresy
-> conf t
-> int vlan 1




-> snmp-server community public RO
-> snmp-server community private RW
-> snmp-server host 172.16.0.4 version 1 private
-> snmp-server enable traps snmp linkdown linkup
coldstart warmstart
-> write memory
OSPF - avsˇak nenı´ nutne´
RA - ospf
router ospf 1
-> network 192.168.0.0 0.0.0.255 area 0









-> network 192.168.1.0 0.0.0.255 area 0
-> exit
PC1
ifconfig eth0 172.16.0.3 netmask 255.255.255.0
route add default gw 172.16.0.1
SNMP:
apt-get install snmp snmpd
mc /etc/default/snmpd - smazat IP z SNMPDOPTS
service snmpd restart
kontrola funkcˇnosti:
snmpwalk -c public -v1 172.16.0.3
PC2
ifconfig eth0 172.16.1.3 netmask 255.255.255.0
route add default gw 172.16.1.1
SNMP:
apt-get install snmp snmpd
mc /etc/default/snmpd - smazat IP z SNMPDOPTS
service snmpd restart
kontrola funkcˇnosti:
snmpwalk -c public -v1 172.16.1.3
PC3
ifconfig eth0 172.16.2.3 netmask 255.255.255.0
route add default gw 172.16.2.1
SNMP:
apt-get install snmp snmpd
mc /etc/default/snmpd - smazat IP z SNMPDOPTS
service snmpd restart
kontrola funkcˇnosti:
snmpwalk -c public -v1 172.16.2.3
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B Skript pro kontrolu provozu na sı´ti – check traffic
#!/bin/sh
#----Help------------------#
if [ ”$1” = ”help” -o ! ”$#” -gt ”4” ]; then
echo -e ”\nCheck traffic usage of an interface\n”;
echo -e ”--------------------------------------------------
”;
echo -e ”Usage: ./check_snmp_traffic <host> <snmp-community
> <if-number> <warn> <crit>”;
echo -e ”
--------------------------------------------------\n”;
echo -e ”<host>             Hostname or IP Address”;
echo -e ”<snmp-community>   the snmp community string”;
echo -e ”<if-number>        Interface number, use snmpwalk 
to find yours:”;
echo -e ””;
echo -e ”      snmpwalk -v2c -c community host 
1.3.6.1.2.1.31.1.1.1.1”;
echo -e ”      IF-MIB::ifName.1 = STRING: Fa0”;
echo -e ”               This -ˆ- is the interface-number”;
echo -e ””;
echo -e ”<warn>             warning if bc expression return
 1”;
echo -e ”<crit>             critical if bc expression 
return 1”;
echo -e ””
echo -e ”Examples: ”
echo -e ”# ./check_snmp_traffic localhost private 1 \” > 1 
\” \” > 2 \””;
echo -e ”WARNING if iface # 1 trafic > 1 Mbit/s, CRITICAL 
if trafic > 2 Mbits/”;
echo -e ””
echo -e ”# ./check_snmp_traffic localhost private 10 \” < 
11 \” \” < 5 \””;
echo -e ”WARNING if iface # 10 has trafic < 11 Mbit/s, 















traflastIn=‘snmpget -v2c -c $snmpstring $host $snmp_ifin.
$interface |awk {’print $4’}‘
traflastOut=‘snmpget -v2c -c $snmpstring $host $snmp_ifout.
$interface |awk {’print $4’}‘
sleep $sleep
# current value
trafbyteIn=‘snmpget -v2c -c $snmpstring $host $snmp_ifin.
$interface |awk {’print $4’}‘
trafbyteOut=‘snmpget -v2c -c $snmpstring $host $snmp_ifout.
$interface |awk {’print $4’}‘
# echo ”traflastIn: $traflastIn”
# echo ”trafbyteIn: $trafbyteIn”
#
# echo ”traflastOut: $traflastOut”
# echo ”trafbyteOut: $trafbyteOut”
#----calculation-In----------------------#
if [ $trafbyteIn -gt $traflastIn ]; then
trafdiffIn=$(echo ” $trafbyteIn - $traflastIn ” | bc)
elif [ $trafbyteIn -lt $traflastIn ]; then
# this counter cannot be reset, unless the system was
restarted





if [ $trafbyteOut -gt $traflastOut ]; then
trafdiffOut=$(echo ” $trafbyteOut - $traflastOut” | bc)
elif [ $trafbyteOut -lt $traflastOut ]; then
52
# this counter cannot be reset, unless the system was
restarted





trafmbIn=‘echo ”scale=2; ( $trafbyteIn - $traflastIn ) * 8 / 
$sleep / 1024 / 1024 ” | bc‘
trafmbOut=‘echo ”scale=2; ( $trafbyteOut - $traflastOut ) * 8
 / $sleep / 1024 / 1024 ” | bc‘
trafmb=‘echo ”scale=2; $trafmbIn + $trafmbOut” | bc‘
trafmb1=‘echo ”$trafmb / 1” | bc‘
# echo ”trafmbIn: $trafmbIn”
# echo ”trafmbOut: $trafmbOut”
# echo ”trafmb: $trafmb”
# echo ”trafmb1: $trafmb1”
#
#----write-values-for-next-run-----------#
# if any variable is 0 or has no value at all better do
nothing and quit unknown
for X in ”$trafbyteIn” ”$trafbyteOut”
do
if [ -z $X ]; then





if [ $X = 0 ]; then










exprwarn=‘ echo $trafmb1 $warn | bc ‘
exprcrit=‘ echo $trafmb1 $crit | bc ‘
if [ $exprcrit -eq 1 ]; then




elif [ $exprwarn -eq 1 ]; then
echo ”Traffic WARNING - $trafmb Mb/s in Sum|traffic=$trafmb
;$warn;$crit;0; In=$trafmbIn;;;0; Out=$trafmbOut;;;0;”
EXIT=1
elif [ $exprwarn -eq 0 -a $exprcrit -eq 0 ]; then




echo ”Traffic UNKNOWN - $trafmb Mb/s in Sum|traffic=$trafmb
;$warn;$crit;0; In=$trafmbIn;;;0; Out=$trafmbOut;;;0;”
EXIT=3
fi
exit $EXIT
