ABSTRACT Due to the hike in fuel price and environmental awareness by the International Maritime Organization, more attention has been given in order to optimize the fuel consumption of ships. The capability to predict the fuel consumption of ships plays a significant role in the optimization process. To date, most research on predicting ship fuel consumption did not consider marine environmental factors such as wind, wave, current, and etc. Furthermore, traditional statistical methods on predicting ship fuel consumption have low accuracy. In this paper, two different sets of data showing the fuel consumption of a voyage ship with and without the influence of marine environmental factors were obtained. The Back-Propagation Neural Network (BPNN) and Gaussian Process Regression (GPR) techniques in machine learning were used to train and predict the two datasets. Thereafter, the predictive performance of these two techniques was compared and analyzed. Results showed that both techniques were able to accurately predict the ship fuel consumption, especially on the dataset with the influence of marine environmental factors. Quantitatively, the mean prediction accuracy for GPR (mean R 2 = 0.9887) is slightly higher than BPNN (mean R 2 = 0.9817). However, GPR requires longer runtime (mean T = 2236.4 s) compared to BPNN (mean T = 14.7 s). Due to the longer runtime, GPR is less preferable for online and real-time prediction of enroute ship fuel consumption. The ship real-time fuel consumption data can be accurately predicted by machine learning, which will be beneficial to achieve the goal of ship fuel consumption optimization and greenhouse gas emission reduction in the future.
I. INTRODUCTION
Ships are considered as the main way of cargo transportation in the world, and more than 90% of the world's cargo are transported by ships [1] . However, the ships also consume a lot of fuel and emit greenhouse gas. Since fuel price is increasing and there is strengthening of environmental awareness by the International Maritime Organization, how to save energy and reduce greenhouse gas emissions has become an inevitable problem in the shipping industry. To improve the fuel efficiency of ships, new energy-saving ships are being built,and high-performance equipment are being installed. As a result, it is possible to achieve energy-saving and emissionreduction effects. However, it is too difficult to achieve in The associate editor coordinating the review of this article and approving it for publication was Juan Liu. a short time. At present, the optimal method of ship fuel consumption is mainly by changing the ship's speed and trim accordingly, to achieve the energy-saving and emission reduction effect of the ships [2] - [5] .
Optimization of ship fuel consumption plays an important role in economic and environmental aspects, and the prediction of ship fuel consumption is a vital part of the ship fuel consumption optimization. Therefore, high precision and real-time ship fuel consumption prediction method have become the research focus among researchers. In the research on predicting ship fuel consumption, there are mainly three approaches: such as experimental simulation, statistical analysis and machine learning. For the experimental simulation approach [6] - [8] , the main method is Computational Fluid Dynamics (CFD). The researchers carried out simulations on the ship resistance under different conditions, to calculate the ship fuel consumption. This method has a high accuracy of ship fuel consumption prediction, but the research is costly. On one hand, statistical analysis [9] , [10] uses data recorded during the operation of the ship such as unit fuel consumption, speed, draft, trim, etc, for the regression analysis and prediction. This approach is simple, but it has low the accuracy. On the other hand, the machine learning approach [11] - [15] for predicting ship fuel consumption is mainly based on neural network, since neural network has a big learning capacity in multi-dimensional and nonlinear data. Furthermore, neural network is generally better than statistical analysis in predicting ship fuel consumption [13] .
Currently, most of the research focuses on ship features such as speed, draft and trim. Environmental factors such as wind, wave and current are less considered [4] , [16] . In this paper, the environmental factors were taken into account and techniques such BPNN and GPR in machine learning were utilized to predict the ship fuel consumption. The performance of BPNN and GPR in predicting ship fuel consumption were compared and analyzed.
The subsequent sections are organized as follows. Section 2 discusses the characteristics of ship fuel consumption data followed by the pre-processing of the data. Section 3 describes the five prediction performance indices used in the prediction of fuel ship consumption. In section 4, the ship fuel consumption prediction model is established and discussed. The performance comparison between BPNN and GPR is discussed and analyzed in Section 5. Finally, the conclusion of this paper is provided in Section 6.
II. SHIP FUEL CONSUMPTION DATA A. CHARACTERISTICS OF SHIP FUEL CONSUMPTION DATA
In previous studies, the ship fuel consumption data were obtained from the ship's noon report [13] , [17] , [18] . This report data has the following characteristics: 1) low data volume, since it is broadcasted once daily; 2) data credibility is low, since manual filling by the crew on board; 3)not in realtime, doesn't broadcast real-time.In this paper, the ship fuel consumption data was collected in real-time from a container ship, and the period the time was from September 14th, 2017 to September 25th, 2018. In total, 24,386 fuel consumption data were collected. The data include features such as the data acquisition time, ship real-time fuel consumption, engine shaft, ship speed, average draft, trim, current speed, current direction, wind speed, wind direction, wave height, wave direction and so on. The ship real-time fuel consumption is the fuel consumed by the ship in every 15 minutes. For the sake of convenience, the ship fuel consumption for daily and per hundred nautical miles were calculated by using equation (1) and equation (2) respectively:
In the formula, FC d is the daily fuel consumption, FC h is the per hundred nautical miles fuel consumption, FC r is the realtime fuel consumption and S r is the ship speed. Finally, the characteristics of ship fuel consumption data are obtained as follows: per hundred nautical miles fuel consumption (FC h ), daily fuel consumption (FC d ), engine shaft (x1), ship speed (x2), average draft (x3), ship trim (x4), current speed (x5), current direction (x6), wind speed (x7), wind direction (x8), wave direction (x9) and wave height (x10). The first five data content is shown in Table 1 .
During the data collection process, factors such as weather, equipment, human error, and other factors cause certain data to be missing or comprises of unreasonable values. This has caused issues for the subsequent use of the data. Therefore, it is necessary to pre-process the ship fuel consumption data and this proved to be an important premise for the analysis of ship fuel consumption.
B. PRE-PROCESSING OF SHIP FUEL CONSUMPTION DATA
Data pre-processing is an important aspect in data analysis, and most of the time spent in data mining is on data processing. The pre-processing of ship fuel consumption data mainly solves three kinds of data such as when the characteristic value is null, obvious error values and unreasonable values.
1. Characteristic value is null: Due to weather, equipment, and other reasons, some characteristic values in the ship fuel consumption data record is empty. To avoid inaccurate data analysis, the ship fuel consumption data record is deleted. 2. Obvious error values: The wind, current, and wave direction range should be between 0 and 360. So, if the direction size is not within 0 and 360, these data should be deleted. After steps 1 and 2, there are still 9,371 fuel consumption data records.
3. Unreasonable value [17] : Control the container speed research in the range of 10-30kn, and delete unreasonable data of ship fuel consumption according to the relationship between ship speed and daily fuel consumption. The steps of a data processing model are as follows:
Step 1: Delete ship fuel consumption data on ship speed less than 10kn or ship speed higher than 30kn;
Step 2: Calculate ship any two daily fuel consumption ratio,
, then the abnormal values of the ship two fuel consumption data records are both increased by one, traverse all the data, and count abnormal total scores of each fuel consumption data.
Step 3: The abnormal total score of ship fuel consumption data is sorted descending order. The first 20% of data were considered abnormal data and deleted.
Through the above-mentioned data pre-processing steps, finally, 7493 clean and reliable ship fuel consumption data were obtained.
III. PREDICTION PERFORMANCE INDICES
To measure the effectiveness of machine learning techniques in predicting ship fuel consumption, five prediction performance indices were constructed, such as the mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE), determination coefficient (R 2 ), and machine learning runtime (T ).
MSE is the square of actual value minus the predicted value of the test set and then averaged. The calculation formula is as follows:
In the formula, n is the total number of data in the test set; y i is the actual fuel consumption value; y ∧ i is predicted fuel consumption value.
RMSE is the square root of MSE. And it can be calculated using the following formula:
MAE can be used to reflect the actual situation of the predicted value error. The calculation formula is:
R 2 is used to measure the degree of agreement between the test data and the fitting function. The calculation formula is:
In the formula, y i is the average value of the test set.
T indicates the training and prediction time. A smaller value of T means faster ship fuel consumption prediction.
From the above performance indices, the smaller the values of MSE, RMSE and MAE, the closer the predicted value is to the true value which means better prediction accuracy. Besides that, the closer R 2 value is to unity, the better the machine learning prediction is.
IV. SHIP FUEL CONSUMPTION PREDICTION MODEL
The research object of this paper is a container ship, which has a total length of 349 meters and a width of 46 meters. In order to verify the impact of marine environmental factors (wind, wave, current) on the ship fuel consumption prediction, two sets of the ship fuel consumption data were used such as dataset a and dataset bwhere the former is with marine environmental factors and the latter is without marine environmental factors. In dataset a, the independent variables are the ship shaft, speed, average draft, trims, current speed, current direction, wind speed, wind direction, wave height, and wave direction whereby the dependent variable is the per hundred nautical miles fuel consumption. In dataset b, there are four independent variables such as the ship shaft, speed, average draft, and trim. Similar to dataset a, the per hundred nautical miles fuel consumption was selected as the dependent variable. From the fuel consumption data, 90% of the data was randomly chosen as the training set, where the remaining 10% was chosen as the test set (prediction set). The training set was trained by BPNN and GPR in the machine learning technique, and the trained model was used to predict the test set. Then, the proposed prediction performance indicators were used to evaluate the prediction performance of each machine learning technique.
A. SHIP FUEL CONSUMPTION PREDICTION BASED ON BPNN
BPNN is currently the most widely used neural network, proposed by Rumelhart and McClelland in 1986 [19] . BPNN is capable to learn and store massive input-output pattern mapping relations without revealing mathematical equation describing such mapping relations in advance. Its learning rule is to use a gradient descent algorithm to constantly adjust the weight and threshold of the network through backpropagation, to minimize the error square sum of the network. BPNN is a kind of neural network with three or more layers, including input layer, hidden layer and output layer [20] . The upper and lower layers are fully connected, while the same layers are connectionless. Its structure is as shown in Fig. 1(a) . The neural network is composed of many neurons with simple functions, and neurons are composed of weights, deviations and activation functions. The neuron structure is as shown in Fig. 1 (b) .
The working principle of neurons in the neural network can be expressed as in the following mathematical expressions:
VOLUME 7, 2019 FIGURE 1. Neural network structure diagram. where: x i is the input information of neuron i, w ij is the network connection weight, f (.) is the activation function, b i is the bias and y i is the output value. The predicted effect of BPNN has a certain relationship with neural network structure, so how to set up a neural network structure is also a challenge. The neural network is composed of an input layer, hidden layer and output layer. At present, there is still no clear way to determine the number of neurons in the hidden layer. However, relevant researchers [21] , [22] have summarized an empirical formula to determine the hidden layer neurons number k:
m: Input layer neurons number. n: Output layer neurons number. α : A fixed value, from 1 to 10.
All experiments were performed using 64-bit Windows 10 on a 2.50 GHz Intel Core i5-7200U CPU equipped with 4 GB memory. BPNN experiment was completed in Matlab2018a software. The network structure parameters were set in Table II . When any of the three indexes net.trainParam.epochs, net.trainParam.goal, and net.trainParam.max_fail reaches the set goal, the BPNN training is completed.
Considering the effect of numbers of neurons in the hidden layer on the training results, combined with the empirical formula, the number of neurons in the hidden layer was set to 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 21, 25, 30, 35 . Considering that the neural network prediction results have certain volatility, each neural network with different neurons in the hidden layer was trained five times. The values of four performance indices are as shown in Fig. 2 . It can be observed that the value of MSE, RMSE and MAE are the lowest when the number of neuron is 21, and R 2 value tends to be stable after 21. From this observation, the optimal number of neurons in the hidden layer was determined to be 21.
1) SHIP FUEL CONSUMPTION PREDICTION WITH MARINE ENVIRONMENT OF BPNN
The established BPNN was used to train and predict the ship fuel consumption data with the marine environment (i.e., dataset a). The prediction results are as shown in Fig. 3 . From  Fig. 3 , the abscissa value is the actual fuel consumption value per 100 nautical miles, whereby the ordinate value is the predicted fuel consumption value per 100 nautical miles. The blue scatters are the coordinate of the actual and the predicted fuel consumption value per 100 nautical miles, and the red line is the fitting beeline of the blue scatters. As can be seen from Fig. 3 , the fitting formula between the predicted values and the actual value is f(x)=0.9748x+0.6251, R 2 is 0.9875. In the ideal state, the predicted value is exactly the same as the actual value, and the fitting formula should be f(x)=x, R 2 = 1. It can be seen that BPNN is capable of predicting the values of dataset a with great accuracy, indicating that BPNN is completely feasible for ship fuel consumption prediction.
2) SHIP FUEL CONSUMPTION PREDICTION WITHOUT MARINE ENVIRONMENT OF BPNN
The BPNN was also used to train and predict the ship fuel consumption data without marine environment (i.e., dataset b). The prediction results are as shown in Fig. 4 . The blue scatters are the coordinate of the actual and the predicted fuel consumption value per 100 nautical miles, and the green line is the fitting beeline of the blue scatters. From  Fig. 4 , the fitting formula between the predicted value and the actual value is f(x)=0.9658x+0.8056, R 2 is 0.9787. Some of the blue scatters in the graph deviate from the fitting beeline significantly. Compared with the ideal prediction state, the fitting line coefficient and R 2 are reduced by 0.0342 and 0.0213, respectively.
3) COMPARISONS OF TWO DATASETS FOR SHIP FUEL CONSUMPTION PREDICTION OF BPNN
Based on the established BPNN structure, two sets of ship fuel consumption data were tested, and their predicted performance indicators were calculated. Since neural network has certain volatility, five tests were performed on the same datasets, and their average value was taken as the final prediction value in order to ensure the prediction accuracy. The four performance indicators are as shown in Table III . As can be seen from Table III , the values of MSE, RMSE, and MAE for dataset a are relatively smaller when compared with similar values for dataset b. Furthermore, the value of R 2 is relatively larger in dataset a when compared to the value of R 2 in dataset b. This observation indicates that the prediction accuracy of BPNN is higher when marine environmental factors are added into the dataset of ship fuel consumption. 
B. SHIP FUEL CONSUMPTION PREDICTION ON GPR
The Gaussian process is developed based on Bayesian and statistical theory. It is a common technique in machine learning, which has a strong learning ability when dealing with complex regression problems and it has strong generalization ability. So, it is widely used for prediction.
GPR prediction [23] - [25] is determined by mean function m(x) and covariance functionk(x, x), which is commonly defined as:
Taking noise-containing into consideration of the observed target value y, the GPR problem general model can be established, namely:
where: ε is noise, δ 2 n is noise variance, I n is the unit matrix. Commonly, data pre-process for GPR minus the mean value, so that m(x) = 0. The prior joint distribution of the VOLUME 7, 2019 observed value y and the output sample y * is further obtained by the property of the Gaussian distribution:
In the formula: y * is the predicted value, k(x, x * ) = k(x * , x) T is the covariance between the input sample value x and the sample input value to be predicted x * and k(x * , x * ) is the variance of the sample input value to be predicted. From the above equation, the posterior distribution of predicted values y * can be further obtained:
1) SHIP FUEL CONSUMPTION PREDICTION WITH MARINE ENVIRONMENT OF GPR
The GPR prediction simulation was implemented in Matlab2018a software, and it was used to train and predict the ship fuel consumption data with marine environment (i.e., data set a). The predicted results are as shown in Fig. 5 . In Fig. 5 , the abscissa is the actual fuel consumption value per 100 nautical miles, whereby the ordinate is the predicted fuel consumption value per 100 nautical miles. The blue scatters are the coordinate of the actual and the predicted fuel consumption value per 100 nautical miles, and the red line is the fitting beeline of the blue scatters. As can be seen from Fig. 5 , the fitting formula between the predicted values and the actual value is f(x)=0.9898x+0.2379, R 2 is 0.9906. In the ideal state, the predicted value should be the same as the actual value, and the fitting formula should be f(x)=x, R 2 = 1. Compared with the ideal prediction state, it can be seen that the difference of fitting line coefficients and R 2 values is 0.0102 and 0.0094, respectively.
2) SHIP FUEL CONSUMPTION PREDICTION WITHOUT MARINE ENVIRONMENT OF GPR
The GPR is also used to train and predict the ship fuel consumption data without marine environment (i.e., dataset b). The prediction results are as shown in Fig. 6 . The blue scatters are the coordinate of the actual and the predicted fuel consumption value of 100 nautical miles and the green beeline is the fitting line of the blue scatters. From Fig. 6 , the fitting formula between the predicted value and the actual value is f(x)=f(x)=0.9773x+0.5379, R 2 is 0.9836. Some scatters in the graph deviate from the fitting line significantly. Compared to the ideal prediction state, the fitting line coefficient and R 2 are reduced by 0.0227 and 0.0164, respectively.
3) COMPARISONS OF TWO DATASETS FOR SHIP FUEL CONSUMPTION PREDICTION OF GPR
Based on GPR, two sets of ship fuel consumption data were tested, then their four performance indicators were calculated as shown in Table IV . Comparing dataset a to dataset b, the prediction performance indices of GPR (MSE, RMSE and MAE) are relatively smaller whereby R 2 is relatively larger. This is consistent with the prediction results of BPNN for the two similar sets of data where the prediction performance for data with marine environmental factor is better than that of data without marine environmental factor.
V. COMPARISON OF BPNN AND GPR PREDICTION PERFORMANCE
Through experimental simulation results analysis, machine learning techniques BPNN and GPR have achieved good results in predicting the ship fuel consumption. To compare the advantages and disadvantages of these two techniques, the ship fuel consumption dataset was generated into five different datasets by cross-validation method. The two techniques were used to predict ship fuel consumption dataset a separately and their MSE, RMSE, MAE, R 2 , and T were compared. The smaller the values of MSE, RMSE, and MAE, the better the prediction accuracy. The larger value of R 2 indicates the degree of similarity between the prediction values when compared to the actual values. Finally, the smaller the value of T indicates shorter runtime and faster response speed. Because of the volatility of the predicted values of BPNN, each dataset was predicted five times and the average value of the performance indices were taken as the final prediction value. The case is different for GPR where the predicted values are equal using similar dataset. Therefore, each dataset was only predicted once. The comparison of performance indices and runtime indicator between the two techniques are depicted in Fig. 7 and Fig. 8 respectively. In Fig. 7 , the red dashed line denotes the GPR indices, whereby the solid green line denotes the BPNN indices. From Fig. 7 , GPR achieve slightly higher R 2 index compared to BPNN. In terms of MSE, RMSE, and MAE, GPR is slightly lower compared to BPNN. From the characteristics of the performance indices, it is concluded that GPR has slightly better prediction capability than BPNN in ship fuel consumption dataset. In Fig. 8 , the red dashed line is the GPR prediction runtime, and the solid green line is the BPNN prediction runtime. From Fig. 8 , GPR runtime (mean value 2236.4s) is a lot longer compared to BPNN runtime (mean value 14.7s). This indicates that BPNN respond speed is a lot faster than GPR. From subsection A in section II, it was known that the interval for data collection of ship fuel consumption was 15 minutes, which is longer than the runtime of BPNN. So, in terms of real-time prediction, BPNN is better than GPR.
VI. CONCLUSION
Ship fuel consumption is affected by many factors, which has caused difficulties to analyze using traditional statistical methods. This paper uses machine learning techniques such as BPNN and GPR to train ship fuel consumption data and predict the ship fuel consumption using the trained model. Experimental simulation results show that both techniques have high prediction accuracy. It was found that the prediction accuracy of the two techniques was higher in the dataset with marine environmental factors compared to the dataset without marine environmental factors. In terms of performance of the two techniques, BPNN achieves slightly lower prediction accuracy compared to GPR, but it is a lot faster than GPR in running speed, which makes BPNN more suitable for online, real-time prediction in ship fuel consumption.
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