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ABSTRACT
Computational Modeling of Water and Proteins
in Drug Discovery

by
Anthony Cruz-Balberdy
Advisor: Thomas Kurtzman, Ph.D.

This thesis aims to improve how structural and thermodynamic properties of water on protein
surfaces can be exploited to aid early stage drug discovery and lead optimization. We first discuss
our development of SSTMap, a public domain software suite that maps out the properties of water
on biomolecular surfaces. We then show the utility of these maps in describing differences in
binding affinities between congeneric pairs of ligands. We then discuss our use of solvation maps
in the prospective discovery of novel binders to cytochrome C peroxidase. Finally, we present our
creation and validation of a homology model of Interleukin-24 (IL-24).
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CHAPTER ONE: Introduction
1.1 Structural-Based Computer-aided Drug Discovery (SB CADD)
For the last several decades, computational modeling has been increasingly incorporated into
industrial drug discovery efforts. Currently, most, if not all, industrial efforts aimed at designing
and developing new small molecule therapeutics involve computational modeling1–5. Much of this
modeling, including the research presented in this thesis, is based on structure-based approaches
in which the structure of a protein target has been determined through experimental methods,
typically NMR or X-ray crystallography. In cases in which the 3D structure of the target is not
available, a virtual model can be generated by homology modeling of the nearest target-related
protein for which the 3D structure is known and available6,7. The workflow of structure-based
approaches is first to identify and solve the structure of a protein “target” whose modulation
(inhibition or activation) will have a desired biological response (prevent pain or inflammation,
stop viral reproduction, etc…), second discover a small molecule “drug/ligand” that modulates the
functioning of this protein, and then the small molecule is optimized through an iterative process
to improve the affinity, specificity, drug metabolism and pharmacokinetics (DMPK), and
absorption, distribution, metabolism, excretion, and the potential for toxicity (ADMET) properties
(Figure 1.1).

1

Figure 1.1. Schematic representation of a Structural-based computer-aided drug discovery (SB CADD) pipeline8.
Structure-based methods require the 3D information of the target to be known. Hits are identified, filtered, and
optimized to obtain potential drug candidates that will be experimentally tested in vitro. Figure adapted from ref 8.

In structure-based CADD, potential drugs are identified and optimized based upon an
understanding of the physics of molecular recognition. Non-covalent Protein-ligand interactions
are mediated with non-bonded interactions, and a fundamental tenet of rational drug discovery is
that a tightly binding ligand must have shape and charge complementarity to the protein surface.
Simply put, a drug must fit in the binding cavity, donate hydrogen bonds where the protein has a
receptor and accept hydrogen bonds on the protein surface where the protein has donors. Missing
from this traditional approach is the contribution that water has to the drug-protein interactions.
Upon non-covalent ligand binding, water is displaced from the binding surfaces of the protein into
the bulk, and because water has different thermodynamic properties (enthalpies and entropies) in
bulk “biological” water, this displacement contributes significantly to the free energy of binding
of the drug9–14. In contrast, if a water molecule is tightly bound to the protein surface, there is going
to be a greater penalty for its displacement upon ligand binding, ultimately leading to its retention
2

and the adoption of ligand geometries that do not displace it. This could result in a bridging water
that mediates interactions between the ligand and the protein15 (Figure 1.2-A). When a drug binds,
not only is water displaced from the binding pocket, but water also reorganizes around the bound
complex, and this too leads to thermodynamic contributions to the binding process16–18 (Figure
1.2-B and Figure 1.2-C).

Figure 1.2. Types of hydration essential for protein-ligand binding19. (A) Protein and ligand desolvation, in particular
of apolar moieties is usually an essential driving force for ligand binding. Polar ligand and protein groups can interact
via mediating water molecules. (B) The formation of enthalpically stable first-shell water layers is still a widely
unrecognized hydration phenomena important for protein-ligand binding. Disruption of water network (C) can lead
to significant reduction in binding enthalpy. Figure from ref 19.

1.2 Water in Structural-based CADD
In the past 15 years, explicit treatments of water have been increasingly incorporated into drug
discovery and lead drug optimization protocols leading to the development of a number of both
public domain and commercial methods that aim to characterize and map out the properties of
water on the three dimensional surface of proteins such as WaterMap20, 3D-RISM21,22, SZMAP23,
WatMD24, SPAM25, STOW26, JAWS27, GIST28,29, SSTMap30, and others31. Incorporating water
into the traditional tenets of drug discovery has led to a new viewpoint which has arisen in the last
3

decade that in order for a drug to bind tightly, it must out-compete the water that is solvating the
protein binding cavity. In this viewpoint, if a ligand/potential drug makes a contact with the
protein, it needs to replace the interactions that water is making or make stronger thermodynamic
interactions with the surface than the water does.

A

B

C

Figure 1.3. Ligand and water complementarity to the protein surface. (A) When the ligand is unbound, the water is
arranged in the binding site to maximize the interactions with the protein surface and its water's neighbors. (B) The
water has a ghost image of what the ligand needs to look like and the necessary interactions that the ligand needs to
establish with the protein surface. (C) Upon ligand binding, the water is displaced from the binding site, and the
ligand re-arrange to try to fulfill all the interaction that water was doing with the protein surface. A ligand that can
fulfill all these interactions will have a better binding affinity than a ligand that can’t. All this in context of the
Streptavidin’s binding site and Biotin as ligand.

Since a viable drug candidate needs to out-compete the binding of water, much can be learned
about what a potential drug needs to look like based on the water properties (Figure 1.3). Maps of
water thermodynamic properties can inform where on a surface it is worthwhile to make proteindrug contacts. Water that is very ordered on a protein surface becomes less so in bulk “biological”
water, which can lead to a favorable contribution to the binding affinity of a ligand. This is the
source of the traditional hydrophobic effect in which water structures itself on a hydrophobic
surface, leading to an unfavorable entropy of solvation. When the surface is desolvated upon
ligand binding, there is a favorable entropic contribution to the binding affinity. Energetically, in
neat water, water molecules can maintain favorable interactions with their water neighbors in the
first hydration shell. On surfaces of proteins, water molecules often are unable to simultaneously
4

maintain favorable energetic interactions with both their water neighbors and the protein surface.
This leads to energetically favorable contributions to the binding affinity when this water is
displaced into bulk by binding a ligand that can make complementary contacts with the protein.
When this frustrated water is displaced into bulk, there is a favorable contribution to the ligand's
binding affinity32. Conversely, sometimes water molecules, due to their geometry, can make
hydrogen bonds with a protein surface that ligands cannot. Therefore, the displacement of these
water molecules leads to unfavorable contributions to binding affinity.
Overall, water provides a great deal of information that can be exploited to aid the discovery and
optimization of new drugs. It can be used to better account for the thermodynamic contribution to
binding in virtual screening applications15,33. Similarly, water makes contacts with a protein
(donating and accepting hydrogen bonds from the protein surface or doing neither) as a potential
binding ligand does. This information can be used to help identify new potential binders through
water-based pharmacophore searches34,35. Also, when a lead compound is identified, knowing
how proximal water molecules interact with the protein surface and whether displacement of the
water molecules can lead to favorable binding thermodynamics helps inform rational lead
modification decisions35,36.

1.3 Outline of Thesis
The work in this thesis and most of the focus in my Ph.D. research aim to improve how water can
be exploited to facilitate drug discovery and lead optimization. The work depicted through this
thesis is organized in such a way to present a coherent story that covers the development,
validation, and application of water as a tool in drug discovery (DD). Chapter two outlines our
efforts to improve public domain software that maps out solvation structural and thermodynamic
5

properties of water (J. Chem. Theory Comput. 2018, 14 (1), 418–425)30. Chapter three outlines
our validation that these maps are useful in describing the thermodynamics of ligand proteinbinding. We used the solvation thermodynamics maps to describe the differences in binding
affinities between congeneric pairs of molecules that bind to Factor Xa (J. Chem. Theory Comput.
2014, 10 (7), 2769–2780)29. Chapter four discusses our use of solvation maps in the prospective
discovery/identification of novel binding compounds to the Cytochrome C Peroxidase gateless
mutant (ga-CcP). In this project, we used the solvation thermodynamics maps to add a protein
desolvation term to the DOCK 3.7 scoring function (PNAS 2017, 114 (33), E6839-E6846)15. The
final chapter of the thesis outlines the creation and validation of the homology model of
Interleukin-24 (IL-24). This project shows how we can model and validate a protein structure
when an experimental structure does not exist (Chem. Lett. 2016, 45 (3), 327–329)37.
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CHAPTER TWO: SSTMap: A Solvation Structural and
Thermodynamic Mapping Software
2.1 Introduction
To exploit the solvation properties for drug discovery, a drug designer needs to have tools that
characterize water properties in the protein binding pocket. The primary motivation for the
creation of this tool was to provide a robust, open-source, and MD platform-independent software
package to analyze structural and thermodynamics properties of water from simulation data.
Based on this we developed Solvation Structure and Thermodynamic Mapping, SSTMap30, a
software package for mapping structural and thermodynamic water properties on binding
sites/surface using trajectories from explicit solvent molecular dynamics simulations. The suite
introduced automated analysis and mapping of local measures of frustration and enhancement of
water structure that could be used to classify water molecules on binding sites32.

The

thermodynamic calculations on SSTMap are based on the Inhomogeneous Fluid Solvation Theory
(IST)13,14, which is implemented using both, the site-based (Hydration Site Analysis or HSA29)
and the grid-based (Grid-based Inhomogeneous Solvation Theory or GIST28,29) approaches. The
grid-based method calculates water’s thermodynamic properties for each voxel on a 3d grid around
a region of interest, Figure 2.1, left. In contrast the site-based method calculates water’s properties
on the region of interest using discrete high-water density sites, Figure 2.1, right. The full list of
structural and thermodynamic quantities calculated for each hydration site or voxel is detailed in
Table 2-1.

7

Figure 2.1. An illustration of SSTMap functionality. SSTMap calculates structural and thermodynamic properties of
water molecules on regions of solute surfaces that are represented as either a grid of voxels (left) or a set of highdensity hydration sites (right).

Table 2-1. Structural and Thermodynamic Quantities Calculated by SSTMap.
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The package also extends the applicability of solvation analysis calculations to multiple molecular
dynamics simulation programs including AMBER38, GROMACS39, NAMD40, OpenMM41,
CHARMM42, and DESMOND43 by using existing cross-platform tools for parsing MD parameters
and trajectory files, namely ParmEd44 and MDTraj45, respectively.

2.2 Implementation Features
2.2.1 Coding Practices
SSTMap is implemented in Python with linked C/C++ modules to accelerate computationally
intensive calculations and uses multidimensional NumPy arrays46 for handling numeric data. The
implementation uses an object-oriented model, and its modular nature allows for easy maintenance
and future enhancements. SSTMap is well documented using Python docstrings, following the
PEP257 conventions.
2.2.3 Installation Procedure
The installation of the package should not limit its use; that is why we provide two options to
install SSTMap. The first installation method is through conda; the package manager provided
with the free Anaconda Python distribution47. This method involves minimal user intervention
and supports the installation on Linux and Mac OS operating systems., The conda command in
Box 2-1 will install the current release version of SSTMap.

Box 2-1. Command to install SSTMap using conda.
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The second installation method requires additional user intervention and will install the
development version of SSTMap by download it directly from the GitHub repository, using the
command in Box 2-2.

Box 2-2. Command-line to install SSTMap from the GitHub repository.

2.2.2 Resource
The package offers a set of command-line tools to run calculations using both implementations of
IST and a Python module that gives more flexibility when setting up calculations and facilitating
the automatization to process large data sets involving the analysis of multiple solutes.
The release of SSTMap comes accompanied by its companion website sstmap.org. sstmap.org
provides additional supporting documentation and tutorials for running SSTMap on all supported
MD platforms.

2.3 Methods
2.3.1 Selection of Simulation Parameters relevant for running HSA/GIST analysis
2.3.1.1 Simulation Length

SSTMap calculations require an explicit solvent molecular dynamics trajectory and its
corresponding topology. The selection of the length of production simulation depends on the
desired precision. Unless there are buried sites or cavities difficult for bulk water to access, a 2−10
ns simulation, with frames saved every picosecond (2−10K frames), is generally sufficient. A
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simulation of his length will produce qualitative maps that clearly and reliably show the spatial
distribution of water density, energy, and entropy. If buried sites are present, newly available
simulation procedures can be used to sample the water on those cavities48,49 .
For quantitative end-states calculations, the convergence of system and/or regional quantities with
multiple water molecules within a desired precision requires prolonged simulations.

The

convergence of SSTMap quantities is identical to those reported for GIST-cpptraj50. With the
entropy per water molecule converging to within 0.1 kcal/mol per water by 2 ns, 0.04 kcal/mol per
water by 10 ns, and 0.004 kcal/mol per water by 100 ns and energy being 0.1, 0.2, and 0.04
kcal/mol per water for the respective time scales. For the GIST calculations, the convergence of
thermodynamic quantities integrated over the entire grid does not depend on the grid spacing.
However, the convergence of quantities in each voxel depends on the grid spacing as it is directly
affected by the number of water molecules found in the voxel throughout the simulation.
2.3.1.2 Constant Pressure (NPT) or Constant Volume Simulations (NVT)

Most applications of GIST/HSA focus on the solvation in a given subregion (e.g., the active site
of the protein which does not include the entire simulation box). In this case, either NVT or NPT
is appropriate. However, for thermodynamic end-states analyses, which require treatment of all
the molecules in the system, simulations should be run in NVT, to avoid mismatches between the
grid and the simulation box, which would occur at constant pressure due to fluctuations in the box
dimensions. Therefore, after allowing the system to equilibrate at NPT to establish a volume
appropriate to 300 K and 1 atm, the production run is often done at constant volume. It is also
better to run NVT simulations using the average box volume from the NPT simulation instead of
choosing the final box volume. The final volume may correspond to a large volume fluctuation
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from the average in the NPT ensemble and can lead to a significantly different mean energy of the
system51.
2.3.1.3 Solute Atom Restrains

IST equations are exact when all atoms of the solute are held fixed in our case, the protein.
However, treating the protein as entirely rigid eliminates protein fluctuations that can lead to
informative water structure adjustments. Such as ones that allow optimization of H-bonds between
the protein and water molecules, the opening of secluded sites that otherwise will remain buried
or inaccessible, and the sampling of other important protein conformation. To explore various
possibilities, we may run simulations with all protein-heavy atoms restrained, only backbone
atoms restrained, or with only restraints designed to prevent overall translation and rotation.
2.3.2 Simulation Protocol
The primary purpose of the simulation is to sample the water around the protein. Due to this, any
MD protocol will work if it considers the point previously discussed. The MD protocol presented
here was used to generate a trajectory for Caspase 3 (casp3, PDB ID: 3H5I)52 in the AMBER14
molecular simulation package38. This protocol could serve as an example and can easily be
adapted to any MD simulation package with minimal changes. The resulted trajectory was used
to demonstrate the use and capabilities of SSTMap in the next sections.
The protein was prepared using Maestro Protein Preparation Wizard53. This step involved
optimizing side chain orientations, assignment of protonation states, and capping of the N- and Ctermini of the peptide chains with N-acetyl (ACE) and N-methylamide (NME) groups,
respectively. The co-crystallized ligand was removed to allow water molecules into the binding
site in order to map their structural and thermodynamic properties.
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Then tleap from

AmbmerTools54 was used to solvate the protein in a box with 17,102 TIP3P55 water molecules and
applied AMBER14SB force field56 parameters to the protein to produce the final solvated system.
The solvated system was minimized using a two-step minimization. The initial step applies 1500
steps of steepest descent with all protein atoms restrained harmonically using a force constant of
100 kcal/mol Å2, followed by another round of up to 2000 steps of conjugate gradient
minimization, with the same restraints but applied only to protein heavy atoms. After minimizing
the system, it was heated from 0 K to 300 K over 100 ps under the Canonical ensemble (NVT).
An equilibration simulation was then run in the Isobaric-Isothermal ensemble (NPT) for 1 ns, with
the gradual reduction of heavy atom restraints to 2.5 kcal/mol Å2. The final production run was
performed under constant NVT conditions at a temperature of 300 K for 10 ns with heavy atoms
of protein restrained about their starting positions with a force constant of 2.5 kcal/mol Å2 and
bonds involving hydrogen atoms constrained with the SHAKE algorithm57. The temperature was
regulated using the Langevin thermostat58 with a collision frequency of 1.0 ps−1, and the pressure
was regulated using the Berendsen barostat59 with isotropic scaling and a coupling constant of 1.0
ps. The system coordinates snapshots were saved every picosecond, resulting in a trajectory file
with 10,000 frames.

2.4 Capabilities
2.4.1 Setting up Solvation Analysis Calculations
SSTMap was created with the end-user in mind. That is why SSTMap provides a feature-rich but
easy to use environment to study water’s structural and thermodynamics properties.

The

installation of SSTMap provides two command-line programs, named run_hsa and run_gist, that
perform water structure and thermodynamics calculations in hydration sites and on a grid,
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respectively. A generic example of these commands is shown in Box 2-3.

Box 2-3. Command to run SSTMap programs to perform HSA (run_hsa) or GIST (run_gist) analysis through
command-line.

The -i and -t flags are used to specify the topology and trajectory files, respectively, corresponding
to the MD package used for simulation. The ligand PDB file, specified after the -l flag, is used to
defines the binding site region for either identifying the high-density hydration sites for HSA or
creating 3D grids for GIST. The ligand can be either a co-crystallized molecule or a set of atoms
in the binding site or even a set of dummy atoms to specify a region around which the water
molecules from the entire simulation are used for analysis. There are optional flags for specifying
the starting frame (-s) and a prefix (-p) to name the output files. Some MD packages have
parameter files containing nonbonded interaction parameters. These can be specified after the -p
flag. A detailed list of all the command-line options available for run_hsa and run_gist is provided
in Table 2-2. Detailed examples of the commands specific to each supported MD package are
provided in a tutorial on sstmap.org (http://sstmap.org/2017/06/03/simple-examples/).
Both programs output a summary text file that contains the thermodynamic and structural
quantities, listed in Table 2-1, for each hydration site or voxel (for more information visit
http://sstmap.org/2017/05/09/undestanding-output). The run_hsa program also generates a PDB
file containing the coordinates of all hydration sites identified during the calculation
(prefix_clustercenterfile.pdb), that could be used to visualize the location of each hydration site
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within the binding site (Figure 2.2, left).
Table 2-2. Command-Line Arguments for Running SSTMap Programs run_hsa and run_gist.

Also, create two PDB files for each hydration site, one consisting of the full set of water molecules
that comprise the site during the entire length of simulation and another containing the most
probable positions and orientations of water molecules found in the site.

To enhance the

visualization and analysis of the results, any of the calculated structural or thermodynamics
properties could be added to the occupancy and/or temperature factor field of the
prefix_clustercenterfile.pdb. This additional data allows the selection and visualization of the
hydration sites based on the added properties. For example, we can visualize only the hydration
sites with unfavorable energies relative to bulk and with less than two neighbors and color them
based on their energies.
The run_gist program stores the results as Data Explorer (DX) format files for each quantity
calculated over the grid; these can be visualized in standard molecular visualization packages such
as PyMol60, VMD61, and UCSF CHIMERA62 (Figure 2.2, right). The DX files can also be postprocessed using GISTpp50 or with Python using GridDataFormats package63 to generate new DX
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files that show only voxels that comply with specific criteria. For example, we can create a new
DX file that only shows regions with unfavorable energy regarding bulk and has more than three
times bulk density.

Figure 2.2. Visualization of SSTMap output for Caspase 3 active site. Left, Hydration sites identified by HSA
calculations. Right, three dimensional maps of water density contoured at three times bulk density, obtained by GIST
calculations.

In addition to the command line tools all functionalities of SSTMap can also be accessed through
the Python application programming interface (API) from a Python script. The key benefit of
using the API compared to the command-line tools is the flexibility in programmatically accessing
SSTMap’s capabilities and incorporating them into larger workflows. The flexibility provided by
the API allowed the implementation of SSTMap HSA and GIST analysis into the MD workfloe in
OpenEye’s Orion Cloud Computing Platform64 during a summer internship at OpenEye Scientific.
The API also makes additional parameters available to the user to customize the calculation of
GIST or HSA. The code in Box 2-4 demonstrates an example Python code that is used to initialize
and run customized GIST calculations of our test case, Caspase 3. In example 1 (lines 3-8), only
energetic quantities are calculated for the grid (line 8). In general, any combination of Boolean
flags can be used for energy, entropy, and hydrogen bonding calculations. In example 2 (lines 1016

16), a GIST grid is initialized with a user-defined grid center, as opposed to the default where it is
automatically derived from the geometric center of the ligand molecule supplied using the -l flag,
Box 2-4, line 13.

Box 2-4. Running GIST calculations from Python code using the SSTMap API.

2.4.2 Calculation and Visualization of Water Structure
One unique feature that separates SSTMap from other packages is the calculation of water’s
structural quantities. These quantities measure the frustration or enhancement of water networks
on solute surfaces. For example, SSTMap breaks down the water−water energy for a voxel or a
hydration site into contributions from the different solvation shells. The contribution from the first
solvation shell divided by the number of first shell neighbors provides a measure of enhancement
𝐸

𝑤𝑤
or frustration in the local interactions for a hydration site or a voxel (𝐸𝑛𝑏𝑟
≡ 𝑁𝑤𝑤 in Table 2-1).
𝑛𝑏𝑟

Another quantity related to the water structure is the fraction of hydrogen-bonded neighbors (
𝑁 𝐻𝐵

𝐻𝐵
𝑓𝑤𝑤
≡ 𝑁𝑤𝑤 ), the greater this fraction, the more structured the local network of water.
𝑛𝑏𝑟

A

comprehensive list of the structural quantities can be found in the first half of Table 2-1. Each
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quantity provides valuable information that when combined provide a description of the nature the
waters molecules in each hydration site or voxel. This quantities have been used before to describe
the water in the binding sites of Abl kinase, Acetylcholinesterase , Caspase 3 , Factor Xa, HIV-1
protease, and Streptavidin32.
The sstmap module also provide methods to aid on the visualization and analysis of water structure
from the HSA results. The module provides functions for plotting water−water pair energy
distributions, characterizing local hydrogen bonding environments and calculating water−water
energy contributions from successive solvation shells which enables investigation of long-range
water structure. The code listed in Box 2-5 demonstrate how to use these methods for visualizing
local water structure around a hydration site, using the distributions of water−water pair energies
in the first solvation shell (lines 3-8). The distribution is obtained by storing individual pair
interactions of every instance of a water molecule in a hydration site with its corresponding first
shell neighbors. These data are stored by default during HSA calculations.

Box 2-5. Plotting functions to visualize distributions of water-water interaction using SSTMap module.
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In this example, distributions for two neighboring hydration sites (site 0 and site 4) in Caspase 3
(top panel of Figure 2.3) are overlaid with the corresponding distribution from TIP3P water model.
Unlike the bulk water distribution, these distributions have peaks indicating a significant
population of both favorable and unfavorable water−water pair interaction energies. These
distributions are for two neighboring water molecules which also form strong hydrogen bonds with
the side chains of a histidine, a glutamine, and two arginine residues on the protein surface. The
water molecules in these sites predominantly form unfavorable interactions with each other while
forming favorable interactions with their other water neighbors. This leads to the bimodal
distribution seen in Figure 2.3 (top).

Figure 2.3. Analysis of local water structure in SSTMap. (Top) Probability distributions of pair energies of water
molecules in hydration sites with their first shell neighbors (shown for Caspase 3 sites 0 and 4, overlaid with the same
distribution for bulk water). Bottom row (from left to right): Two dimensional distributions of the angle and distance
between hydration site water molecules and their neighbors for bulk water, Caspase 3 site 0, and 4.

Our interpretation of this is that the water molecules are geometrically unable to simultaneously
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form hydrogen bonds with the protein surface and with each other and preferably form hydrogen
bonds with the protein. This causes the interaction of the hydration site water molecules with each
other to be positive on average which is reflected in the rightmost peaks of Figure 2.3 (top). The
code in Box 2-5 also shows an example on how to calculate plots for the joint probability
distribution of distances and angles between water molecules in the hydration site and their
neighbors (lines 10-15), within a distance cutoff (6.0 Å by default), Figure 2.3, bottom panel.
These plots provide a visualization of the orientation of water molecules with respect to a hydration
site. The orientation is described by the angle that corresponds to the minimum of four possible
hydrogen bond angles between the site water and its neighboring water65.

When seen in

comparison with the bulk water distribution (Figure 2.3, bottom left), site 0 (bottom middle) shows
high angle peaks (>30°) with its water neighbors found at 4.0 to 5.5 Å subshell. Similarly, site 4
(bottom right) shows a high probability of finding poorly aligned water molecules in its first shell,
consistent with its distribution in Figure 2.3 (top right).
The added advantage in these plots is that water−water interactions in distant shells can be
analyzed. The poor water−water interactions in the long-range for a given site can be further
𝑤𝑤
quantified by obtaining the measure 𝐸𝑤𝑤 − (𝐸𝑛𝑏𝑟
𝑁𝑛𝑏𝑟 ). Taken together, the plotting functions

and the quantities describing breakdown in water−water interactions on the surface provide a
useful approach to characterize water molecules in protein cavities, as noted previously32.
2.4.3 Analysis of Hydration sites/GIST Grids
The sstmap module can be used with other Python packages for more advanced applications, such
as automating solvation analysis and performing statistical analyses of hydration site data sets or
GIST grids. The automation of solvation analysis for multiple trajectories or a large number of
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systems can be processed simply by looping over all the systems and using the SSTMap API with
similar Python statements to the ones shown in Box 2-4 for each iteration. For simulation
programs that offer a Python API (e.g., OpenMM41), the whole process (system preparation,
simulation, and analysis) can be automated, thereby facilitating the reproducibility of results.
Python’s popular data analysis and visualization packages (e.g., pandas, scipy.stats, scikit-learn,
matplotlib, jupyter notebook)66 can be used to enhance the analysis of data sets of hydration sites
or GIST grids obtained from SSTMap calculations. For instance, a problem that could benefit
from this approach is the determination of the characteristics of hydration sites involved in ligand
binding since this information can be valuable in understanding water displacement. The code
listed in Box 2-6 demonstrates the usage of sstmap for answering such question.

Box 2-6. Analysis of hydration site dataset using Python.

The goal in this analysis is to determine how interaction with charged groups on protein surfaces
affects local water structure. Typically, high energy hydration sites are considered to contribute
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favorably to ligand binding upon displacement29,67. However, it is difficult to evaluate hydration
sites where water interacts strongly with the protein and is, generally, enthalpically favorable
relative to bulk.
The Python script in Box 2-6 loads a publicly available data set of 218 hydration sites from six
different proteins generated with SSTMap32 as a pandas DataFrame. This facilitates extracting
individual columns for different subsets of hydration sites (Box 2-6, lines 8-14), which in this case
is a set of hydration sites categorized as charged sites. These are sites that are close to a charge
residue on the protein (see ref 2 for more details). A scatter plot (Figure 2.4) and a linear regression
model (Box 6, lines 15-17) are generated to analyze the relationship between solute-water
interaction and perturbation in local water structure.

As the interactions with the surface

strengthen, local water structure is increasingly disrupted. In particular, sites above the dashed
line have significantly less favorable 𝐸𝑛𝑏𝑟 than bulk water and form strong energetic interactions
with the protein surface at the expense of poor interactions with first solvation shell water
neighbors. It is expected such water molecules gain favorable first shell interactions in bulk, which
may be a relevant contribution in displacement. We think that similar analyses, combined with
prospective studies of targeted water displacement, will generate new insights about the properties
of water molecules in active sites.
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Figure 2.4. The effect of solute-water interaction on local water structure. The scatter plot is generated from a set
of hydration sites where water molecules form hydrogen bonds with the charged side chains in active sites.

2.5 Applications of Solvation Mapping
SSTMap is a package of tools that provides range of thermodynamic and structural properties of
binding site water, using both the hydration site and grid representations, and it is capable of
processing trajectory data from multiple widely used simulation packages. It is therefore wellsuited to for a wide range of applications.
In our recent publication35, we describe several potential applications for the GIST and HSA data
using the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) main protease (Mpro,
3CLpro) as a model system. This could help to put in context some of the applications of solvation
maps such as rational lead modifications, and pharmacophore creation.
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2.5.1 Pharmacophore Creation
Solvation maps could be used to create pharmacophores34 and provide criterias to prioritize the
selection of pharmacophore sites68. While creating a pharmacophore using water information, we
exploit the complementarity of water with the protein surface and how it could mimic the
interactions that a potential binder should have (Figure 1.3).
To create a water-based pharmacophore, we can use HSA to identify hydration sites (Figure 2.5.A). Then, each of those hydration sites' thermodynamic and structural properties can be used to
classify them into categories that can be used to create a water-base pharmacophore (Figure 2.5.B).

This water-based pharmacophore could achieve good agreement with ligand-based

pharmacophores (Figure 2.5.-C and -D).
A

C

B

Hydration Sites

Water-Based Pharmacophore
(WBP)

Ligand-Based Pharmacophore
(LBP)

D

WBP vs LBP

Figure 2.5. Creation of a water-based pharmacophore. For this example, we are going to use Streptavidin and
Biotin. (A) First, we identify regions of high-water density (yellow dots) in the protein binding site (purple surface)
and generate the hydration sites (mesh spheres). (B) Then the hydration sites are classified accordingly to their
thermodynamics and structural properties. They are classified mainly in three categories: hydrogen bond donors
(Blue spheres), hydrogen bond acceptors (Red spheres), and neither acceptor nor donor (Green sphere). After their
classification, we can use them as a water-based pharmacophore. (C) Biotin could be used to generate a ligandbased pharmacophore, and (D) we can see that there is a good agreement between the water and ligand-based
pharmacophore. The black dash sphere identifies the spheres that are part of the ligand-based pharmacophore.

Jung et al.34 created an algorithm that uses the thermodynamic and structural quantities of
hydration sites generated by HSA to classify them into categories and create a water-base
pharmacophore. In their study, they successfully applied the methodology to seven
therapeutically important targets and screened compound databases against the generated
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water-based pharmacophore models, and successfully identified known binders to a target
protein. In enrichment studies, they found comparable performance with well-established
docking methods.
2.5.2 Rational Lead Modification
The rational modification of lead compounds is another process that exploits the complementarity
between water and the protein surface. Both water thermodynamics and water interactions with
the protein surfaces have been used to direct lead modification69,70. The water thermodynamics
helps determine the water molecule whose displacement will have a higher impact on the binding
affinity. On the other hand, the water interactions with the protein provide a detailed description
of the interactions that the optimal chemical group needs to fulfill to replace the water molecule
without any penalty. To gain the water displacement's full benefit, the new chemical group must
replace all the water's interactions with the protein surface.
Olson et al.35 applied this methodology to the SARS-CoV-2 main protease and proposed a
modification to the N3 inhibitor. Their study was able to identify a water molecule that was not
already displaced by N3 and with an exceptionally unfavorable thermodynamic profile (Figure

2.6.-Right). Then they used the interaction between the water molecule and the protein to propose
a viable chemical group for the modification. Based on the interaction, a hydroxy group will fulfill
all the water's interactions with the protein surface (Figure-2.6.-Left). Therefore, gaining the full
benefit of displacing this water. This study provides a clear guide on how to use solvation
thermodynamic and structural properties for lead modifications.
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Water Interactions

Thermodynamically
Unfavorable Water
HS7

Figure 2.6. Rational lead modification of SARS-CoV-2 Mpro inhibitor N335. (Right) N3 bound to Mpro (PDB ID
6LU7). Hydration sites that are located within 7.5 angstroms of N3 and have highly unfavorable energy (ΔE > 0.5
kcal/mol with respect to neat water) are shown as transparent red spheres. The most probable water orientation for
each hydration site is represented by a water molecule at the center of each sphere. The protein surface proximal
(within 11 Å) to N3 is shown in gray. (Left) The most probable orientation of the water in HS7 donates a hydrogen
bond (red dashed line) to the backbone carbonyl of Gly143 and accepts a hydrogen bond (blue dashed line) from the
backbone NH of Asn119. The yellow arrow shows the preferred path to this site to displace the water neighbor. After
identifying a water that have not been displace by N3 and with a thermodynamically unfavorable profile (right) we
need to look at the interaction with the protein (left). Based on the interaction the chemical group that could replace
this water needs to be able to donate a hydrogen bond and accept a hydrogen bond. Therefore, a hydroxy group is a
good candidate to replace this water molecule.

2.5.3 Docking – Solvation displacement
In docking, solvation maps have been used to add scoring terms to explicitly account for solvent
displacement upon ligand binding and the modified docking scoring functions have been used to
help improve AUC, pose prediction, and identify novel binding ligands15,33,71.

The solvation maps (E and S) can be combined to create free energy map (G), as in the study
by Uehara and Tanaka33. Their study showed improvements in pose prediction and enrichment.
In contrast, Balius et al.15 used voxels' displacement with high energy densities for their solvent
displacement term. Their study showed only nominal measurable improvements to docking
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enrichment and pose prediction. However, the method was successfully used to prospectively
identify new tightly binding compounds, including the tightest binding compound to
cytochrome c peroxidase. This study is discussed in detail in Chapter 4.
2.5.4 Classification of Waters
A practical application to the structural quantities calculated by SSTMap is the classification of
water molecules. Haider et al.
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used HSA and these structural quantities to classify water

molecules in the binding site of six structurally diverse proteins to identify surfaces at which the
water molecules are incapable of maintaining favorable structure to maintain favorable enthalpy
relative to bulk. They found that water molecules near charged residues usually have favorable
enthalpy. However, their interaction affects the pair interactions with neighboring water molecules
rendering these waters significantly unfavorable relative to bulk water. They also found that
waters with frustrated local structure are not only found in apolar and weakly polar pockets, where
overall enthalpy tends to be unfavorable, but they can also be found on charge pockets, where the
overall water enthalpy tends to be favorable. The characterization of local water structure in these
terms may help understand the displacement of water from diverse protein active-site
environments and their contribution to the binding free energy.
2.5.5 End States Analyses
A useful application of GIST is to perform an end-states analysis between initial and final states,
such as:
1. A complex with unsubstituted and substituted ligands to calculate the thermodynamic
impact of water reorganization upon ligand modifications. Betz et al.72 and Krimmer et
al.16 studied the thermodynamic impact of water reorganization upon ligand modifications
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on Thermolysin (TNL). They found that inhibitors that enhance the water networks have
significantly prolonged residence times, therefore better binding. In such studies, the
structural quantities calculated by SSTMap could offer information on how the ligand
modifications are affecting the water networks on per site/water basis. The structural
information can be used to identify waters with enhanced structure and waters with
frustrated structures and fully understand how the water network has been enhanced or
repressed by the ligand modification.
2. A solvent box with and without a small molecule to calculate solvation-free energies. The
solvation-free energy could be calculated by taking the difference between the solvent
box's free energy and the small molecule in water in a box of equal volume. Results from
our group73 show good agreement between solvation free energy calculated with GIST and
experimentally (R2 = 88, mean unsigned difference = 1.4 kcal/mol) and theoretically
calculated solvation free energies (R2 = 99, mean unsigned difference = 0.4 kcal/mol) for
a series of small molecules taken from FreeSolv74.
3. A small molecule in water and chloroform to calculate partition coefficients. Kraml et al.
75

extended the functionality of GIST to perform IST calculations using chloroform. This

allowed the development of a methodology to calculate chloroform to water partition
coefficient using GIST grids. They applied the methodology to a series of eight compounds
of a series previously used by Wolf and Groenhof76. They reported a Pearson correlation
coefficient of 0.96 between experimentally determined and calculated partition
coefficients. Although the GIST implementation in SSTMap can’t perform IST calculation
using chloroform, this feature could easily be added due to the modularity nature of
SSTMap.
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2.6 Limitations
The solvation mapping methods discussed here include some limitations and approximations, of
which users should be aware. Perhaps most important is the fact that the molecular simulations
needed to generate maps rely on potential functions, or force fields, that are not perfectly accurate.
In addition, simulations need to be long enough to achieve adequate convergence. As detailed
below, obtaining converged solvation thermodynamic quantities is usually straightforward for
solvent-exposed sites, but standard simulation methods may not readily equilibrate the water
population in a buried site or protein cavity. Several additional points are discussed in the
following paragraphs.
First, IST provides an N-body expansion for the entropy, where N is the number of water molecules
in the system, and applications of IST typically truncate this expansion after the first-order term.
This truncation means that entropic contributions due to solute-induced changes in second- and
higher-order water−water correlations are omitted. Computing these correlation terms requires
longer simulations and more complex analysis methods, but studies of pure water suggest they are
quantitatively important77,78, and progress has been made toward quantifying how they are
perturbed by solutes. In one approach, the computational challenge is limited by computing
orientational correlations only in the first hydration shell79, where they are likely to be most
perturbed relative to bulk. In addition, we have recently reported progress in calculating entropic
contributions from translational water-water correlations80. The contribution of water-water
correlations to the entropy has also been estimated as proportional to the first-order entropy81,82,
but additional work is needed to assess the quality of this approximation.
Second, with a few exceptions18,83, applications of IST have used an initial states approximation.
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This involves analyzing the water in an initial state with an unoccupied binding site or a binding
site containing an unmodified lead compound, without further analyzing water properties in a final
state, following binding of a ligand or modification of the lead compound, respectively. Fully
accounting for the thermodynamic consequences of water reorganization would require looking at
both the initial and final states. Such calculations can be performed with SSTMap, though at the
cost of an additional simulation for each final state of interest. It is also worth noting that a number
of studies indicate that the initial states approximation can have predictive value10,15,29,67.
Third, IST relies on Percus’ source particle method13,84,85 which treats the solute molecule,
typically a protein, as a rigid object. This means that protein motions associated with water
rearrangements are not accounted for. If one is using the IST results in the context of docking
calculations, which often treat the protein as rigid, this may not be a major concern. However, if
one wishes to account for protein flexibility, a natural approach is to simulate the protein without
restraints, cluster the resulting conformations, and then run IST calculations for representative
rigid snapshots of each highly populated cluster.

2.7 SSTMap Conclusion
The analysis of water has become an important consideration in modern drug design. This has led
to an increased interest in developing theory and computational approaches for solvation analysis.
The encouraging application of IST-based tools in several past studies prompted us to develop
SSTMap, which offers capabilities beyond those of existing software packages for the analysis of
surface water. Most notably, it combines thermodynamic analysis with structural analysis that can
aid in understanding and evaluating the displacement of active-site water molecules. It provides
both site-based and grid-based calculations in one package, with support for multiple MD packages
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and can be integrated into Python’s scientific computing environment for advanced applications.
This tool can be used by the molecular modeling community for computational analysis of water
in problems of biophysical interest such as ligand binding, drug design, lead optimization, and
protein function.
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CHAPTER THREE: Validation of Thermodynamic Solvent
Mapping for Drug Discovery; Grid-Based Hydration Analysis of
Coagulation Factor Xa

3.1 Introduction
Prior to the development of GIST28, typical implementations of IST focused on regions of high
water density and/or small fixed regions of space that could only contain a single water molecule.
Such methods frequently define spherical sites, where water is present at high density, to represent
the distribution of water in the binding site. This hydration site approach (HSA30, WaterMap20,
STOW26, etc. ) is motivated in part by the practical consideration that, in regions where water is
present at lower density, it becomes more difficult to obtain converged values of the local
orientational entropy of water. This is a simple consequence of the lower number of water samples
available from the simulation in such low-density locations. The HSA strategy of limiting
attention to hydration sites where water is present at high density maximizes the chances for good
numerical convergence of the orientational entropy. However, as previously discussed28, the
regions in a binding site where water is present at high density can have a complex shape, which
is not easily represented by a collection of spheres.
This limitation has been overcome by our grid-based implementation of inhomogeneous solvation
theory (IST), GIST28. GIST discretizes the smooth distributions of water density and other
properties onto a fine, three-dimensional grid. The problem of converging the local orientational
entropy of water is overcome through the use of a highly efficient nearest-neighbor (NN) method,
as opposed to histogram methods normally used in HSA, which require more sampling to reach
adequate convergence86–88. Alternatively, the grid approach in GIST makes it straightforward to
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focus on regions where water is present at high density, as done in HSA, without simplifying their
shapes.
GIST had initially been applied to study the structure and thermodynamics properties of water in
cucurbit[7]uril89,90, a miniature synthetic receptor that binds guest molecules in water with high
affinity typically observed for larger biomolecules91,92, but it had not been applied to proteins. This
section describe our first application of GIST28 to a protein–ligand system. Additionally, we
assessed how well GIST works by comparing its results to the well-established HSA method,
WaterMap. In order to establish a clear basis for comparing methods, we study coagulation factor
Xa (FXa) with a set of small molecule inhibitors used in early studies of the WaterMap method67,
and we derive scoring functions based on both GIST and HSA methods. For this initial test of
GIST’s applicability to protein−ligand modeling, we did not seek to establish a full-fledged
protein−ligand scoring function, suitable for virtual screening or lead optimization. Instead, as
previously done67, we ask how well the GIST treatment of hydration can capture affinity
differences between closely related congeneric pairs of ligands, where differences in binding
affinity that result from contributions other than solvation such as configurational entropy and
protein−ligand energy are minimal. Our results showed that ligand scoring functions based on
GIST perform at least as well as scoring functions based on a hydration-site approach (HSA), when
applied to exactly the same simulation data. Interestingly, the displacement of energetically
unfavorable water emerges as the dominant factor in the fitted scoring functions, for both GIST
and HSA methods, while water entropy plays a secondary role, at least in the present context.
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3.2 Methods
We ran explicit-water MD simulations of FXa and used both GIST and our in-house HSA
implementation to extract information about the structure and thermodynamics of the water in the
binding site. We then considered the displacement of this binding site water by various FXa
inhibitors, whose binding site poses are known or could be inferred from the known poses of very
similar compounds. Candidate scoring functions, based on the computed properties of the water
displaced by each ligand, were trained on subsets of the experimental affinity data and then tested
on separate sets, in order to assess the utility of the hydration data to resolve the relative binding
affinities of pairs of congeneric ligands.
3.2.1 Grid Inhomogeneous Solvation Theory (GIST)
3.2.1.1 GIST Implementation

As mentioned previously, GIST uses a three-dimensional rectangular grid of cubic voxels in the
region of interest and processes the snapshots of an MD trajectory to compute the following
thermodynamic quantities for each voxel, k, centered at location rk :
•

𝑛𝑜𝑟𝑚
Δ𝐸𝑘,𝑠𝑤
, the mean solute-water interaction energy of a water molecule in voxel k.

•

𝑛𝑜𝑟𝑚
Δ𝐸𝑘,𝑤𝑤
, one-half the mean interaction energy of the water in voxel k with all other waters.

The factor of 1/2, which was not included in the definition of the corresponding waterwater interaction energy in our initial presentation of GIST28 is customary in liquid-state
theory; it allows the total energy of neat water to be written as the sum of the individual
water energies.
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•

𝑡𝑟𝑎𝑛𝑠,𝑛𝑜𝑟𝑚
−𝑇Δ𝑆𝑘,𝑠𝑤
, the single-body (one-water) translational entropy of water in voxel k,

relative to bulk, normalized to the mean number of waters in the voxel.
•

𝑜𝑟𝑖𝑒𝑛𝑡,𝑛𝑜𝑟𝑚
−𝑇Δ𝑆𝑘,𝑠𝑤
, the single-body (one-water) orientational entropy of water in voxel k,

relative to bulk, normalized to the mean number of waters in the voxel.
Here, a 20.5 × 20.5 × 22.5 Å grid was centered on the active site of FXa. The grid spacing of 0.5
Å provides voxels large enough to give statistically meaningful data but small enough to still give
a high resolution description of the density distribution functions28. It is worth noting that the
volume of each voxel is 33.5 times less than that of a hydration site, as the latter represents a sphere
of radius 1 Å. The GIST Lennard-Jones and electrostatic energies were computed from stored
MD frames, using the minimum image convention and no cutoff, and the reference value of the
bulk water−water interaction energy was computed in the same convention. The main GIST
calculations presented here used 100,000 frames saved at 1 ps intervals during a 100 ns production
MD run, but shorter durations were also examined, to study convergence, as detailed below.
3.2.1.2 Functional Form of GIST-Based Scoring Functions

When a ligand binds a protein, it displaces water from the protein’s binding site. If the displaced
water was unfavorable relative to bulk, then water displacement should make a favorable
contribution to the ligand’s binding affinity. With this in mind, we initially looked for a correlation
between measured ligand binding affinities and regional hydration free energies (Eqn. 25 of ref.
28), where the region was defined as those voxels covered by each ligand in a bound pose.
However, finding little correlation (data not shown), we conjectured that any underlying
correlation had been obscured by noise, due to sharp variations in the hydration energies with even
small changes in ligand position. This sharpness traces, at least in part, to our use of a single pose
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for each ligand, and a restrained protein structure in the water simulations. We addressed this issue
by constructing scoring functions which are based on the GIST data but are less sensitive to the
details of local water properties, due to the use of cutoffs in local water density, energy, and
entropy. The use of cutoffs to construct a well-behaved scoring function from local hydration data
was first introduced in the context of a hydration site model67.
We tested three such scoring functions based on the GIST hydration data available from the grid
described above. In all three cases, voxel k can contribute to a ligand’s score only if the voxel’s
center, rk, lies within the van der Waals radius of any atom of the ligand. For a given ligand, then,
each voxel is assigned a binary displacement indicator, dk, which equals 1 if the center of the voxel
lies within the van der Waals radius of any ligand atom and 0 if it does not. The van der Waals
radii are drawn from the software package Crystal Maker (Crystal-Maker Software Ltd.), which
in turn relies on Bondi93. We also allowed the scoring function to focus on voxels where water is
present at high density by setting up an additional binary indicator, gk, which is set to 1 if the water
density in voxel k exceeds a cutoff gco, and 0 if it does not. This cutoff is one of the trained
parameters, so it will be greater than zero only if imposing a density cutoff actually improves the
accuracy of the scoring function. Finally, we set up similar cutoffs for the total energy and entropy,
𝑛𝑜𝑟𝑚
𝐸𝑘𝑛𝑜𝑟𝑚 and −𝑇Δ𝑆𝑘,𝑠𝑤
, associated with each voxel k, and used these to define additional binary

masks based on energy and entropy thresholds. Thus, the binary mask, ek, equals 1 if 𝐸𝑘𝑛𝑜𝑟𝑚
𝑛𝑜𝑟𝑚
exceeds the cutoff, Eco, and 0 otherwise; and the binary mask, sk, equals 1 if −𝑇Δ𝑆𝑘,𝑠𝑤
exceeds

the cutoff, Sco, and 0 otherwise. Like the density cutoff, gco, the values of Eco and Sco are fitted
parameters and hence are free to go to zero if imposing these cutoffs does not improve the accuracy
𝑛𝑜𝑟𝑚
of the scoring function. The total energy and entropy were computed as 𝐸𝑘𝑛𝑜𝑟𝑚 ≡ Δ𝐸𝑘,𝑠𝑤
+
𝑡𝑟𝑎𝑛𝑠,𝑛𝑜𝑟𝑚
𝑜𝑟𝑖𝑒𝑛𝑡,𝑛𝑜𝑟𝑚
𝑛𝑜𝑟𝑚
𝑛𝑜𝑟𝑚
𝑛𝑜𝑟𝑚
2Δ𝐸𝑘,𝑤𝑤
− 2𝐸𝑤𝑤,𝑏𝑢𝑙𝑘
and −𝑇Δ𝑆𝑘,𝑠𝑤
≡ −𝑇Δ𝑆𝑘,𝑠𝑤
− 𝑇Δ𝑆𝑘,𝑠𝑤
, respectively. The
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quantity 𝐸𝑘𝑛𝑜𝑟𝑚 is the mean interaction energy of the water in voxel k with the protein and all other
𝑛𝑜𝑟𝑚
waters, relative to what its interactions would be in bulk, 2𝐸𝑤𝑤,𝑏𝑢𝑙𝑘
, computed in the same

convention as the other GIST quantities.
With the voxels’ binary masks in place for density, energy, and entropy, we now define the three
candidate scoring functions, one using both the energy and entropy data from GIST, the second
using only the energy data, and the third using only the entropy data:

d g e + S d g s
d g e + C
d g s + C

GES = Eaff

k

k k

k

Equation 3.1

GE = Eaff

aff

k

k k
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k

k

k k

k

k k

k

GS = Saff

k

Here, Eaff and Saff are additional fitted parameters, which specify the affinity increments provided
by voxels surpassing the energy and entropy cutoffs, respectively, and also meeting the criteria
dk = gk = 1. Note that, each of these scoring functions was trained separately and has its own fitted
values of gco and C, as well as Eco and Eaff and/or Sco and Saff.
3.2.1.3 Training and Testing of the GIST-Based Scoring Function

We adjusted the scoring functions described above to fit the measured relative binding free
energies, ΔΔ𝐺𝑒𝑥𝑝𝑡 , of 28 different congeneric pairs of FXa inhibitors (see below). Separate
training and test sets were used, in order to avoid overfitting of the parameters. Thus, we used a
random number generator to split the 28 pairs into two arbitrarily selected sets of 14 apiece. Ten
such random splits were carried out, creating 10 distinct training and test sets. Parameters were
optimized for each training set and then tested on the corresponding test set. We reported means
and standard deviations over these 10 splits for the resulting fitted parameters and accuracy
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metrics. We further assess the significance of these results by comparing them with results
obtained after a shuffling operation, which used the gsl_permutation function in the GNU
Scientific Library94, to randomly exchange the entropy and enthalpy values among pairs of voxels.
For each training set, the parameters were adjusted as follows, using Δ𝐺𝐸𝑆 as an example. We
scanned values of Eco and Sco from 0 to 4 kcal/mol and values of gco from 0 to 4 (in units of neat
water density), each in increments of 0.1. This scan yields 41 × 41 × 41 = 68 921 combinations of
the three cutoff values. For each combination, the sums in Eqn. 3.1 were computed for all ligands.
Linear regression was then used to obtain values of Eaff and Saff that provide the highest correlation
coefficient (R2) of the relative scores for the congeneric pairs, ΔΔ𝐺𝐸𝑆 , to the corresponding
experimental values, ΔΔ𝐺𝑒𝑥𝑝𝑡 , for the training set. The optimized values of the five fitted
parameters were then used to compute ΔΔ𝐺𝐸𝑆 for the congeneric pairs in the training set, and the
reliability of the scoring function was evaluated based on the resulting value of R2 for the test set.
Analogous procedures were used for the other two scoring functions, Δ𝐺𝐸 and Δ𝐺𝑆 . These require
scanning only 41 × 41 = 1681 cutoff combinations and yield only one of the two affinity
parameters, Eaff or Saff, rather than both as for Δ𝐺𝐸𝑆 .
3.2.2 Hydration Site Analysis (HSA)
3.2.2.1 Assignment of Thermodynamics Properties to Hydration Sites

Hydration sites in the FXa binding site were defined and analyzed thermodynamically based on
the same MD simulation used for the GIST calculations, using the first 10 ns (10,000 frames), in
accord with the common practice of using approximately 2-10 ns simulations for HSA
calculations67,95–98. We used every 10th frame of this segment to identify the hydration sites. We
first collected all instances, in these 1000 frames, of water molecules within 5 Å of any heavy atom
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of any bound ligand (see below). For each water molecule in this set, we counted the number of
neighboring waters from the same set, using the criterion of an oxygen-oxygen distance within 1
Å. With this definition, a water molecule can count as its own neighbor, if two instances of it in
different frames meet the distance criterion. The location of the first hydration site was then set to
the coordinates of the water oxygen with the most neighbors. This water molecule and all of its
neighbors were then removed from consideration as potential hydration sites, and the location of
the next hydration site was set to the coordinates of the remaining water oxygen with the most
neighbors, based on the initial counts. This removal process was iterated until the number of
neighbors of all remaining waters was less than twice that expected for a 1,000 frame simulation
of bulk water (i.e., < 280 from 1,000 frames). Each hydration site then was associated with all
water instances, from the full 10,000 MD frames (above), whose oxygens lay within 1 Å of the
site.
Each hydration site i was associated with a mean energy Ei and a one-body entropy Si. The energy
of a water molecule in a given hydration site was calculated as half the difference between the total
energy of the water-protein system with the water present and without it. A script invoking the
program AMBER99 with settings matched to those of the MD simulation, was used to compute
these energies. The mean energy of the hydration site then is the average of these energies for all
water molecules that populate the site, minus the average energy of a water molecule in neat water
from matched calculations. The water entropy Si associated with hydration site i is the sum of its
𝑡𝑟𝑎𝑛𝑠
one-body translational and orientational entropies, 𝑆𝑖,𝑠𝑤
≡ −𝑘𝜌 ∫𝑉 𝑔(𝒓) ln 𝑔(𝒓) 𝑑𝒓 and
ℎ𝑠

(−𝑘𝑁𝑖 )

𝑜𝑟𝑖𝑒𝑛𝑡
𝑆𝑖,𝑠𝑤
≡(

Ω

) ∫𝑉 𝑔(𝝎) ln 𝑔(𝝎)𝑑𝝎, where r is position in the protein frame of reference, k
ℎ𝑠

is Boltzmann’s constant, ρ is bulk water density, g(r) is the local water density referenced to bulk,
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Ni is the number of water molecules associated with hydration site i, Ω ≡ 8𝜋 2 , Vhs indicates an
integral restricted to the spherical hydration site, and ω defines orientational coordinates in the
protein frame of reference. The translational entropy was computed by the histogram method,
where spherical coordinates r, θ, φ centered on the hydration site were divided into uniformly
spaced bins in r, cos 𝜃, φ to generate 512 three-dimensional bins of equal volume, with r ∈ [0, 1]
Å, θ ∈ [0, π], and φ ∈ [0, 2π]. The orientational entropy associated with a hydration site was
computed via the same nearest neighbor method used by GIST for individual voxels28.
3.2.2.2 HSA-Based Scoring Function

We used the hydration sites described above as the basis for three cutoff-based scoring functions,
whose functional forms build on prior work67. Like the three GIST scoring functions (above), the
free HSA-based scoring functions are based on, respectively, both energy and entropy, energy
alone, and entropy alone:

d e + S d s + C
d e + C
d s + C

GES = Eaff

i i

i

Equation 3.2

GE = Eaff

aff

i i

i

i i

i

GS = Saff

i i

i

Here, the sums range over hydration sites i; ei and si equal 1 if Ei and −TSi are greater than cutoff
values Eco and Sco, respectively, and 0 otherwise; di is a displacement function, defined below,
which accounts for the overlap of the ligand, in a given pose, with hydration site i; Eaff and Saff are
fitted constants; and C is a constant offset. Note that the HSA scoring parameters in Eqn. 3.2 are
set independently of the GIST scoring parameters in Eqn. 3.1, despite the use of some equivalent
symbols.
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We tried two forms of the displacement function. One is identical to that used in the previous
paper67, while the second, as discussed below, applies a physically motivated cap to this quantity:
atoms

dinocap

=

  (R

co

j

Equation 3.3

 Rco − Rij
− Rij 
 Rco

)





dicap = min 1,dinocap 



Here, Θ(x), the Heaviside step function, equals 0 if x ≤ 0 and 1 otherwise; Rco is a distance cutoff;
Rij is the distance between hydration site i and atom j of the ligand being scored; and the sum runs
over all atoms belonging to the ligand being scored, i. For 𝑑𝑖𝑛𝑜𝑐𝑎𝑝 , which is modeled on the prior
hydration site scoring function67, each ligand atom within Rco of the hydration site makes a
contribution that scales between 0 and 1 as it approaches the center of the site, so the displacement
function accounts for the degree to which a ligand displaces the water in the site. However, this
approach is nonphysical in the sense that, if Rij < Rco for multiple ligand atoms j and a single site
i, then the displacement of solvent from the site may be multiply counted. That is, for the
energy/entropy scoring function, a site might contribute more than Eaff + Saff; for the energy-only
scoring function, it might contribute more than Eaff; and for the entropy-only scoring function, it
might contribute more than Saff. Indeed, we found values of 𝑑𝑖𝑛𝑜𝑐𝑎𝑝 up to 3.2, implying that a
single site might contribute over three times. We therefore also considered the alternative
displacement function, 𝑑𝑖𝑐𝑎𝑝 , which is capped at a value of 1, so that no hydration site may
contribute more than one-fold to a ligand’s score, in accordance with the fact that the site cannot
be displaced more than once.
3.2.2.3 Training and testing of the HSA-Based Scoring Function

The parameters of the HSA-based scoring functions were adjusted in the same manner as those of
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the GIST-based scoring functions, except that Rco took the place of gco. Thus, values of Rco were
scanned from 2 to 3 Å, in steps of 0.1 Å and, as for GIST, values of Eco and Sco were scanned from
0 to 4 kcal/mol in increments of 0.1 kcal/mol. (Note that no hydration sites had energies greater
than 3.7 kcal/mol.)

The sums in Eqn. 3.2 were evaluated for each ligand and with each

combination of Rco, Eco, and Sco. For each set of cutoffs scanned, values of Eaff and Saff were
obtained by linear regression against the differences in measured binding free energies for a
training set of congeneric ligand pairs, for each scoring function in Eqn. 3.2. The parameters that
yielded the highest correlation coefficients were chosen and were tested for their ability to
reproduce the difference in binding affinities for the congeneric pairs in the test set. This procedure
was applied to the same 10 training and test sets used for the GIST scoring function. As done for
GIST, we assessed the significance of the HSA results by comparing them with results obtained
after a shuffling operation, which randomly exchanges the entropy and enthalpy values across pairs
of hydration sites.
3.2.3 Molecular Systems and Modeling
3.2.3.1 Molecular Dynamics Simulations of Binding Site Waters

Both GIST and the HSA methods take as input a Boltzmann sample of water configurations for a
given configuration of the protein. Here, we used molecular dynamics (MD) simulations to
generate this sample from the canonical ensemble (NVT), as follows. We used the structure of
FXa from Protein Data Bank100,101 entry 1FJS102, as previously done67, and our assignment of
protonation states was also consistent with this prior study. We removed the ligand from the
binding site and used tleap and other Amber Tools99 to assign protein parameters from the
AMBER99SB force field103 and solvate the protein with 8,557 TIP3P water molecules55. The
simulations used a periodic box with dimensions 66.5 Å × 72.2 Å × 60.9 Å, which afforded at least
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10 Å between any protein atom and the edge of the periodic box. Four disulfide bonds were set
up to join cysteine pairs 7/12, 27/43, 156/170, and 181/209, and two ions observed in the crystal
structure (Ca2+ and Cl-) were restrained to their original positions. The resulting simulation system
had 29,338 atoms, comprising the protein, the two ions, and the water molecules.
Energy minimization, followed by MD simulation, was carried out with the Amber 12 software
using pmemd.cuda104 on a single GPU. First, the energy of the system was minimized in two
rounds; both used 1500 steps of the steepest descents algorithm followed by the conjugate gradient
method for a maximum of 2000 steps. In the first round, all protein atoms were harmonically
restrained to their initial positions with a force constant of 100 kcal/mol Å2. In the second round,
the system was further relaxed keeping only non-hydrogen protein atoms restrained, with the same
force constant. The energy minimized system was then heated with a series of 20 ps constantvolume and -temperature MD simulations with the first simulation at 50 K and the temperature
incremented by 50 K every 20 ps until 300 K was reached. The system was then equilibrated for
10 ns at 300 K at a constant pressure of 1 atm. At the final volume, the system was then
equilibrated for an additional 5 ns at constant volume. The final MD production run of 100 ns was
at constant number of particles, volume, and temperature (NVT), and system configurations were
stored every 1 ps, for a total of 100,000 stored configurations. During all MD simulations, all
protein atoms were harmonically restrained to their positions following the energy minimization
step, with a force constant of 100 kcal/mol Å2. The SHAKE algorithm57 was used to constrain the
lengths of all bonds involving hydrogen atoms.

Temperature was regulated by Langevin

dynamics58 with a collision frequency of 2.0 ps-1. A 9 Å cutoff was applied to all nonbonded
interactions. Particle mesh Ewald105,106 was implemented to account for long-range electrostatic
interactions, and the Leapfrog algorithm was used to propagate the trajectory. For the constant
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pressure simulations, isotropic position scaling was implemented with a pressure relaxation time
of 0.5 ps. The main GIST and HSA solvation maps were produced from these configurations.
However, in order to study the convergence properties of GIST, we performed two additional 20
ns NVT production runs storing configurations every 0.05 ps; one was begun identically with the
100 ns run, and the other was begun with the last MD configuration of the 100 ns run.
3.2.3.2 Ligand Data Set and Preparation

We trained and tested the scoring functions with a set of 28 congeneric ligand pairs (see Appendix),
where the members of each pair differ only by small, localized chemical changes in rigid moieties,
leading to differential displacement of solvent.

As previously discussed67, this approach

minimizes the contributions of free energy terms other than hydration and thus allows a focus on
the quantity of central interest, the water displacement. The 28 pairs (appendix) used here are a
subset of 31 drawn from several experimental series107,108 for use in a previous computational
study67:

we

eliminated

three

pairs

(Matter:25/Matter:28;

Matter:28/2BMG:I1H;

Mueller:3/Mueller:2), because we were not confident of the conformation of at least one member
of the pair, and hence of the location of the displaced solvent. In particular, Mueller:3 differs from
Mueller:2 by a phenyl group whose orientation is not clear, because it is attached by a rotatable
bond; and for the other two pairs, an aromatic ring changes to a nonaromatic ring, whose
conformation is uncertain. It is worth noting that, for this set of ligands, there is essentially no
correlation between binding free energy and molecular weight (R2 = 0.12).
Ligand poses were drawn from available cocrystal structures or generated from a cocrystal
structure of a closely related ligand by a small chemical adjustment. In all cases, the cocrystal
structure was aligned with the simulated protein (above) to generate an initial pose in the binding
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site for which the hydration structure was computed.

Final poses for modeling solvent

displacement were generated by protonating the ligands, then minimizing the initial poses in the
simulated protein structure while allowing the ligand and protein hydrogen atoms to relax. The
atomic partial charges for each ligand were obtained from the restrained electrostatic potential
(RESP) method109, using quantum-mechanically derived electrostatic potentials with the 6-31G*
basis set. Other ligand force field parameters were obtained using GAFF110. Note that these
parameters were used only to generate the ligand poses studied with the GIST and HSA scoring
functions.

3.3 Results
3.3.1 Comparison of Grid and Site Representation of Water Density
The HSA hydration sites are informative about water density but do not capture the level of detail
available from GIST’s grid-based method. The two approaches are compared in Figure 3.1, which
displays the HSA sites (blue spheres) computed for the binding pocket of Factor Xa, along with
GIST’s gridded representation of water density, contoured at three different levels. Contours of
water density at 6 times that of bulk (g = 6) appear as discrete, mostly convex droplets (yellow
contours, left panel), although a few of these high-density regions are elongated, rather than round.
Every high-density droplet is matched by a spherical HSA site, but there are many HSA sites in
the binding pocket that do not enclose one of these high-density droplets. Contours at 4 times bulk
density (g = 4) appear as more and larger droplets and match the HSA sites rather well (gold
contours, middle panel).
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Figure 3.1. Comparison of the GIST and HSA representations of water density in the Factor Xa binding pocket. HSA
sites (blue spheres) are the same in all three panels. From left to right, the GIST contour levels are at g=6, 4 and 2.
The GIST water densities are based on the occupancy of grid voxels by water oxygens, and the boundaries of the grid
box may be discerned in the right-hand panel. A smoothed protein surface (gray) is shown in order to highlight the
water data.

Contours at twice bulk density (g = 2) form long, curved strands, which follow the contours of the
protein surface (orange contours, right panel), and are not well represented by the HSA sites.
These begin to delineate the first hydration shell of the protein. Finally, contours at still lower
density (e.g., g = 1.5) include parts of the second hydration shell (not shown). Overall, the HSA
representation captures the droplet-like distribution of the highest water densities but does not
distinguish between high and medium density regions and does not capture the complex
distributions of water density that become apparent at densities roughly twice that of bulk. This
observation has practical relevance, because the scoring functions developed here include regions
where water density is of this order, as detailed in the next subsection.
It is also worth remarking that a hydration site should not be directly equated with a single bound
water, as the sites’ occupancies are typically well below one. Thus, for the HSA sites within 5 Å
of the bound ligands, we find a mean occupancy of 0.58 waters molecules, with a standard
deviation of 0.22. These values are similar to those reported previously for Factor Xa in an early
implementation of WaterMap67: the occupancies reported in Table 3 of the prior report correspond
to a mean of 0.51 water molecules per hydration site, with a standard deviation of 0.22.
46

3.3.2 GIST Scoring Function
A GIST-based scoring function based on both the local energy and one-body entropy of displaced
water yields good correlations with the measured binding affinity differences for the 28 congeneric
ligand pairs (Table 3-1, top row). The mean R2 value is 0.94 across 10 training sets drawn at
random from the full set of 28 pairs, and a high correlation (R2 = 0.84) is preserved when the
optimized parameters are applied to the respective test sets. The best results are obtained when
voxels are excluded if their water density is less than about twice the bulk density (gco = 1.9).
Each voxel which furthermore meets the energy cutoff (about 0.6 kcal/mol/water above bulk)
contributes about -0.2 kcal/mol of affinity. The entropy terms are somewhat puzzling: the entropy
cutoff of 3.3 kcal/mol/water is much higher than the energy cutoff of 0.6 kcal/mol/water, and the
positive value of Saff seemingly indicates that displacing low entropy water disfavors binding,
rather than favoring it, as might be anticipated. These results suggest that the energy term may be
more meaningful; this topic is further discussed below.
It is of interest to visualize the energy and entropy scoring regions; i.e., those voxels which meet
either both the density and energy cutoffs or both the density and entropy cutoffs, respectively. As
shown in Figure 3.2 (left), the energy scoring region tends to localize at extended regions of the
nonpolar surface. These are places where water molecules lose more energy due to desolvation
by the protein than they gain by making new interactions with the protein. (The projection from
three to two dimensions makes some scoring regions appear deceptively close to polar protein
atoms.) The analogous visualization for the energy-only scoring function, which is discussed
below, is very similar (data not shown). The locations of the entropy scoring regions (Figure 3.2,
middle) are more complicated.

47

HSA nocap
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Table 3-1. Scoring Functions Based on GIST and HSA Water Calculations: Actual Dataa.

Test
R2

Train
R2

gco or
Rco

Eo

So

Eaff

Saff

C

E/S

0.84 ±
0.06

0.94 ±
0.02

1.90 ± 0.32

0.62 ±
0.42

3.34 ±
0.46

-0.18
± 0.05

0.08 ±
0.05

-0.23 ±
0.20

E

0.85 ±
0.05

0.92 ±
0.02

1.62 ± 0.57

0.65 ±
0.42

n.a.

-0.14
± 0.04

n.a.

-0.23 ±
0.19

S

0.35 ±
0.11

0.49 ±
0.11

2.52 ± 0.69

n.a.

2.13 ±
0.44

n.a.

-0.10
± 0.08

-0.50 ±
0.31

E/S

0.80±
0.07

0.88 ±
0.05

2.81± 0.28

0.28±
0.08

1.87±
0.50

-1.70±
0.31

0.09±
0.60

-0.36 ±
0.26

E

0.83 ±
0.07

0.85 ±
0.06

2.91 ± 0.07

0.30±
0.06

n.a.

-1.50
± 0.15

n.a.

-0.43 ±
0.14

S

0.67±
0.10

0.66±
0.11

2.57± 0.17

n.a.

2.25±
0.05

n.a.

-1.52±
0.33

-0.68±
0.33

E/S

0.66±
0.24

0.86±
0.07

2.35± 0.19

0.48±
0.52

2.10±
0.62

-2.44±
2.51

-0.18±
1.75

-0.47±
0.23

E

0.80±
0.08

0.83±
0.06

2.38± 0.06

0.28±
0.08

n.a.

-2.31±
0.31

n.a.

-0.53 ±
0.19

S

0.69±
0.12

0.72±
0.08

2.53± 0.09

n.a.

2.09±
0.26

n.a.

-2.38±
0.38

-0.50±
0.26

a

The quality of each scoring function is reported in terms of coefficients of determination (R 2). The testset results (Test R2) are the most meaningful; the training-set results (Train R2) are included for
completeness. All quantities are averages across the 10 splits, with associated standard deviations. Results
are presented for the actual hydration data and for hydration data shuffled among voxels (GIST) or
hydration sites (HSA), and HSA results are presented for capped and uncapped displacement functions
(see Methods). Scoring functions were constructed based on both energy and entropy data (E/S), energy
data only (E), and entropy data only (S); the parameters are defined in the Methods section.
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Figure 3.2. GIST contours in binding site of FXa, in molecular surface representation. Left: Energy scoring region,
which meets both density and energy cutoff criteria for the combined energy-entropy scoring function. Middle:
Entropy scoring region, which meet both density and entropy cutoff criteria for the combined energy-entropy scoring
function. Right: Normalized total water energy, contoured at -2.6 kcal/mol/water. White arrows: entropy scoring
sub-regions at polar surface. Magenta arrows: entropy scoring sub-regions at hydrophobic surface. Red: oxygen;
blue: nitrogen; pale blue: carbon. Graphic generated with VMD61.

Some (white arrows) lie at the surface of polar atoms; others (pink arrows) lie at hydrophobic
locations.

The frequent localization of entropy scoring regions at polar surfaces, and the

unexpectedly positive value of Saff, likely reflects the fact that polar surfaces can tightly bind
waters, leading to unfavorable entropies but favorable energies (Figure 3.2, right) typical of
traditional entropy-enthalpy compensation. Displacement of water from such regions may be net
unfavorable, and this might help account for the positive value of Saff. On the other hand, the
displacement of entropically disfavored water from subregions where energy is not particularly
favorable should favor ligand binding. Thus, the energetically mixed nature of the entropic scoring
regions further suggests that it may not give a clear signal in the overall scoring function.
In order to study the significance of the energy and entropy terms in more detail, we also
considered a scoring function based only on density and energy, and another based only on density
and entropy. As shown in Table 3-1 (second and third rows), the energy-only scoring function
performs just as well (R2 = 0.85 for the test sets) as the original one based on both energy and
entropy. In addition, the fitted parameters are similar in magnitude and sign to those of the original
energy term. In contrast, the entropy-only scoring function yielded a poor correlation with
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experimental data (R2 = 0.35 for the test sets), and the sign of Saff is reversed relative to that in the
original scoring function. Thus, the hydration energy alone carries all of the predictive power of
the GIST-based scoring function, at least for FXa with this ansatz. This result is consistent with
the analysis of the combined energy/entropy scoring function, above.
As a further check of the statistical significance of the results, we shuffled the GIST data among
voxels and then refitted all three GIST-based scoring functions using the shuffled data. The results
are presented in Table 3-2. This procedure was repeated with three independent randomizations.
Although correlations as high as R2 = 0.82 are obtained for the training sets, the test-set results are
all poor (R2 ≈ 0.4 ± 0.2). This result supports the significance of the high correlations obtained
with the true (unshuffled) data and indicates that the low correlations observed for the entropyonly scoring function should be viewed as statistically insignificant.
Finally, we examined the amount of MD simulation data required to generate the high correlations
observed above. First, we reanalyzed the original set of MD frames, which had been saved at 1 ps
intervals. For increasing numbers of frames from this set, we reran the 10 training and test
calculations and computed the mean and standard deviation of the resulting 10 values of R2. As
shown in Figure 3.3 (left), the value of R2 and its standard deviation (error bars) appear to plateau
at about 60 ns for the combined energy-entropy scoring function (top left). Interestingly, the
plateau starts much earlier, at about 30 ns, for the energy-alone scoring function (lower left). It
appears that the more slowly convergent entropy term delays convergence of the energy−entropy
scoring function, so that leaving out the entropy term in the energy-only scoring function speeds
convergence. This result is, again, consistent with the irrelevance of the entropy term in the GIST
scoring functions.
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HAS nocap
HSA cap

Shuffled

GIST

Table 3-2. Scoring Functions Based on GIST and HSA Water Calculations: Shuffled Dataa.

Test R2

Train
R2

gco or
Rco

Eo

So

Eaff

Saff

C

E/S

0.42 ±
0.20

0.85 ±
0.06

2.45 ± 0.80

1.74 ±
1.14

1.19 ±
1.01

-0.52
± 1.94

-0.44
± 1.12

-0.64 ±
0.61

E

0.35 ±
0.20

0.62 ±
0.15

2.50 ± 0.75

0.36 ±
0.93

n.a.

0.24 ±
2.17

n.a.

-0.72 ±
0.70

S

0.44 ±
0.16

0.69 ±
0.11

n.a.

1.56 ±
1.17

n.a.

-0.89
± 0.65

-0.59 ±
0.45

E/S

0.44±
0.18

0.82±
0.08

2.89± 0.13

-1.52±
1.62

1.84±
1.39

0.12±
1.84

-0.88±
1.75

-0.57±
0.30

E

0.46±
0.14

0.50±
0.16

2.81± 0.06

-3.30±
2.20

n.a.

-0.90±
0.34

n.a.

-0.79±
0.32

S

0.38±
0.18

0.57±
0.19

2.85± 0.10

n.a.

2.02±
1.17

n.a.

-1.26±
0.90

-0.75±
0.31

E/S

0.36±
0.20

0.78±
0.13

2.85± 0.09

-1.54±
2.26

1.96±
1.49

-0.34±
4.79

-3.32±
4.05

-0.67±
0.30

E

0.17±
0.16

0.36±
0.17

2.86± 0.12

-2.48±
1.78

n.a.

-1.48±
1.30

n.a.

-0.95±
0.37

S

0.28±
0.24

0.47±
0.22

2.89± 0.13

n.a.

2.00±
0.99

n.a.

-2.06±
1.36

-0.90±
0.28

1.91 ± 1.24

a

The quality of each scoring function is reported in terms of coefficients of determination (R 2). The test-set
results (Test R2) are the most meaningful; the training-set results (Train R2) are included for completeness.
All quantities are averages across the 10 splits, with associated standard deviations. Results are presented
for the actual hydration data and for hydration data shuffled among voxels (GIST) or hydration sites (HSA),
and HSA results are presented for capped and uncapped displacement functions (see Methods). Scoring
functions were constructed based on both energy and entropy data (E/S), energy data only (E), and entropy
data only (S); the parameters are defined in the Methods section.
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Figure 3.3. Convergence of R2 values for GIST scoring functions, as a function of simulation duration. Top row:
combined energy/entropy scoring function. Bottom row: energy-only scoring function. Left: 100 ns simulation,
frames saved at 1 ps intervals. Middle: The first 20 ns of the same 100 ns simulation, frames saved every 0.05 ps.
Right: 20 ns simulation initiated from the last frame of the 100 ns simulation; frames saved every 0.05 ps.

We then asked whether shorter MD simulations might give better convergence if frames were
saved at shorter time intervals. First, we reprocessed the first 20 ns of the same simulation, now
processing frames saved at 0.05 ps.

As shown in Figure 3.3 (top middle), the combined

energy/entropy scoring function now converges somewhat more quickly, especially as measured
by the reduction in the standard deviation of R2 across the 10 train/test calculations. The
improvement is more marked for the energy-only scoring function, as well-converged results are
now available after only 10 ns of simulation time, although the standard deviation of R 2 remains
slightly higher than that from the 100 ns simulation. We then extended the 100 ns simulation by
20 ns, saving frames at 0.05 ps intervals, and examined convergence over this short simulation.
The results are further improved, with good convergence and tight error bars achieved within about
5 ns for the energy-only scoring function, and 10 ns for the combined energy/entropy one. The
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improvement in these results, relative to those from the early 20 ns segment, suggests that the
water structure continued to equilibrate somewhat during the 100 ns run, so it would have been
appropriate to use a somewhat longer equilibration period in the MD protocol. In summary, at
least for FXa, a simulation of 10 ns or less suffices to gain all the benefit of these GIST scoring
functions.
3.3.3 HSA Scoring Function
As discussed in the Methods section, a prior HSA scoring function was constructed in such a way
that the thermodynamic contribution of each hydration could be counted multiple times, if more
than one ligand atom lay within a cutoff distance67. This function gave good results but is arguably
nonphysical, because once the water in a hydration site has been displaced, it cannot be displaced
again. Here, we present results for a set of similarly constructed HSA-based scoring functions in
which, as before, a hydration site can be counted multiple times; as well as a second set, in which
the contribution of each hydration site is capped, so that it can only contribute once. For both the
uncapped and capped models, we examine scoring functions based on energy and entropy, energy
only, and entropy only, as also done for GIST.
With the original uncapped approach, where a hydration site can contribute multiple times, the
combined energy/entropy scoring function provides high correlation coefficients for both the
training (R2 = 0.88) and test (R2 = 0.80) sets (Table 3-1, fourth row, marked E/S). These values
of R2 are slightly lower than those for GIST, but the difference is not statistically significant.
Interestingly, the fitted value of Eaff (-1.70 kcal/mol) is much greater than that of Saff, which in fact
is assigned a positive sign (0.09 kcal/mol). In addition, the training procedure puts much sharper
constraints on the energy terms than the entropy terms, as indicated by the fact that the standard
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deviations of Eo and Eaff (0.08 and 0.31 kcal/mol, respectively) are lower than those for So and Saff
(0.50 and 0.60 kcal/mol). Thus, the training results suggest that the entropy term is of lower
importance than the energy term, much as observed in the case of GIST. Accordingly, a scoring
function based entirely on energy (Table 3-1, row 5, marked E) performs as well as the one with
both energy and entropy, and furthermore yields values of Rco, Eco, and Eaff very similar to those
of the combined energy-entropy scoring function. On the other hand, an entropy-only scoring
function (Table 3-1, row 6, marked S) also performs fairly well, with a value of R2 = 0.66 for the
test sets, and the fitted value of Saff, -1.52 kcal/mol, is essentially the same as the fitted value of
Eaff for the energy-only scoring function, -1.50 kcal/mol. Thus, the entropy-only scoring function
appears to largely replicate the energy-only scoring function, with some drop in the correlation
with experimental data. These results are similar to those for GIST, as in both cases, the energyonly scoring function performed as well as the energy/entropy one, while the entropy-only one is
worse. However, the decline in performance on going to entropy-only is much greater for GIST
than for HSA.
In the second variant of the HSA-based scoring functions, no hydration site can contribute more
than one-fold to the difference between two ligands’ affinities.

Imposing this physically

reasonable cap on the contribution of each site reduced the experimental correlation of the scoring
function with experimental data to 0.66 for the test sets with the combined energy-entropy scoring
function but had essentially no effect on the correlations for the energy-only and entropy-only testset results. Thus, the results remain consistent with a conclusion that the energy term alone is
enough to gain all the benefit of the scoring functions. The only other major change, relative to
the uncapped version of the scoring function, is that the fitted values of Eaff and Saff changed from
about -1.5 kcal/mol to about -2.3 kcal/mol, except that Saff for the combined energy/entropy scoring
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function remained small. These increases presumably have the effect of compensating for the
reduced values of the displacement function, i.e., for the fact that 𝑑𝑖𝑐𝑎𝑝 ≤ 𝑑𝑖𝑛𝑜𝑐𝑎𝑝 in Eqn. 3-2 and
Eqn. 3-3.
In order to further test the statistical significance of the HSA scoring results, we shuffled the
energies and entropies among hydration sites and then refitted all six HSA-based scoring functions
with the shuffled data. As summarized in the last six rows of Table 3-2, the uncapped scoring
functions now yield poor correlations with experimental data (R2 ≈ 0.4), just as observed for GIST,
and the correlations for the capped scoring functions fall even lower. These results support the
significance of the correlations obtained with the actual (unshuffled) data. The fact that the
shuffled results are worse for the capped HSA scoring functions suggests, but does not prove, that
applying the physically reasonable cap might reduce spurious correlations.
It is of interest to examine the locations of HSA scoring sites relative to the GIST scoring regions.
We focus here on the energy-only scoring functions, since it is not clear that including entropy
adds useful information, at least for FXa within the present functional form. As shown in Figure
3.4 (left), the HSA sites do not capture the complex shapes of the GIST scoring regions, and
substantial parts of the GIST scoring region are entirely missed by the HSA scoring sites. These
regions could presumably be used to direct rational lead drug design. The spatial relationship of
the scoring sites to the ligands studied here may be appreciated from Figure 3.4 (right), which
shows the van der Waals surface of a representative ligand.
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Figure 3.4. Comparison of GIST and HSA scoring locations, in context of FXa binding site (grey). Left: Scoring sites
from the capped HSA energy-only scoring function (blue spheres) and energy scoring regions from the GIST energyonly scoring function (orange contours). GIST results are present only within the limits of the GIST grid (orange
lines). Right: superposition of all ligands studied here in van der Waals representation (pink).

3.4 Discussion and Conclusions
A key result of this first application of GIST to protein-ligand modeling was that the detailed
representation of water structure and thermodynamics it affords works at least as well in a simple
scoring function as the prior67 and present site-based HSA implementations. In addition, the GIST
results converge well within 5-10 ns of MD simulation time, depending upon whether one uses the
energy-only model or the energy/entropy model. These simulation times are commensurate with
those normally used for the HSA approach. Thus, the two approaches provide similar overall
performance in the present application. Additional considerations include the fact that site-based
approaches may require less data storage and that they paint a simple picture of water structure in
a protein binding site. On the other hand, the GIST grid files produced are still small (<1 MB),
and we anticipate that the more detailed rendering of hydration structure and thermodynamics
afforded by the grid approach will be useful for insight and prediction. Note, in particular, that
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there are HSA sites which are only partly occupied by the more refined GIST scoring regions, as
well as GIST scoring regions that are not identified by the HSA model, as evident from Figure 3.4.
More generally, the fact that GIST is a more direct representation of the common underlying
inhomogeneous solvation theory facilitates the interpretation of its results and provides clear
pathways to future enhancements, such as the incorporation of higher-order correlations. A fast
implementation of GIST, based upon focused grand canonical Monte Carlo sampling111, may be
of particular interest in the near term for high-throughput applications.
Another novel and striking result was that both the GIST and HSA models provide clear signals
that ligands can gain affinity by displacing energetically unfavorable binding site water, whereas
the displacement of entropically unfavorable water seems to play a negligible role.

The

energetically unfavorable water highlighted here localizes at hydrophobic patches of the protein
surface, perhaps especially in concave regions where water molecules are expected to lose
hydrogen bonds112. The concept that energy may outweigh entropy in cases of strong hydrophobic
binding has been raised before113,114, in both experimental20,115–118 and computational119,120
contexts. Nonetheless, water entropy is typically thought to play a central role in hydrophobic
binding121–124. Here, interestingly, neither the GIST nor the HSA models made a compelling case
that the displacement of entropically unfavorable water consistently enhances affinity. We
conjecture that the lack of a clear correlation of water entropy with affinity may reflect the fact
that low water entropy often results from energetically favorable water-protein interactions, so that
water may actually be quite stable in many locations where its entropy is low. This view is
consistent with the experimental observation that the entropy of hydration of small ions is strongly
negative125, although the free energy is also strongly negative. It may be possible in the future to
devise a more sophisticated scoring function that would account for the enthalpy-entropy
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compensation between stabilizing energy and destabilizing entropy and focus on regions where
this compensation breaks down, such as in the binding cavity of the synthetic host molecule
cucurbit[7]uril28. It is also worth mentioning that different protein binding sites affect water
differently, so a different result might be obtained for a different protein. Finally, it may be that
capturing the entropic aspect of the hydrophobic effect requires accounting for water-water
correlations, which are absent from the one-body entropy considered here. If so, the entropy term
may become more important once pairwise correlations have been incorporated into GIST’s
entropy calculations.
Our observation that the displacement of high energy water plays a greater role in ligand scoring
than displacement of low entropy water appears to contrast with a prior HSA-based study of the
same system, where the fitted scoring function placed approximately equal weight on water energy
and entropy67. However, the range of fitted values for Saff in our HSA models nearly spans the
value of 0.66 kcal/mol for the corresponding parameter in the prior study, Srwd. In addition, the
prior study did not examine the uncertainty in its fitted energy and entropy parameters or evaluate
a scoring function based purely on water energy. Therefore, the results of these two studies should
not be regarded as inconsistent.
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CHAPTER FOUR: Application to Screening and Prospective
Testing; Grid-Based Desolvation in Docking
4.1 Introduction
After the encouraging results of GIST in a protein-ligand system, we wanted to assess its utility in
a drug discovery workflow.

Here we describe our inclusion of GIST28 into prospective

computational library screens to assess its ability to prospectively predict ligands, their bound
geometries, and the water molecules that they either do or do not displace126. We did so in a model
cavity in cytochrome c peroxidase (CcP-gateless; CcP-ga), a highly defined, mostly buried site
that is partially open to bulk solvent, and that binds small heterocyclic monocations. The CcP-ga
cavity is particularly well suited to exploring the impact of ordered waters on the prospective
discovery of novel ligands (Fig. 4.1-B). On binding, ligands displace between three and eight
waters observed in apo structures127,128, whereas new waters can be recruited to bridge between
the cavity and the ligands. The limited number of these waters and the tight definition of the site
make exploration of the problem tractable. Also, the affinities of newly predicted ligands may be
determined quantitatively, and their structures may be determined to high resolution, making
atomic-resolution testing plausible.
In order to perform the test, we integrated GIST into DOCK3.7. The grid basis of GIST lends
itself to docking because water-displacement energies can be precalculated and stored on a lattice
of points, supporting the rapid scoring necessary for large library screens. These water energies
can then be combined with the other terms of the DOCK3.7 physics-based scoring function.
We first tested including GIST in retrospective controls against 25 targets drawn from the DUDE benchmark129, composed of about 6,600 annotated ligands and 400,000 property-matched
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decoys129. These enrichment calculations investigate the weighting of the GIST term (Erec,desol)

Figure 4.1. Receptor desolvation in the CcP-gateless cavity using Grid-based Inhomogeneous Solvation Theory
(GIST). (A) Upon ligand binding, ordered water can be displaced, remain unaffected, or bridge between ligand and
protein. (B) The CcP-gateless apo cavity (transparent surface) is filled with nine crystallographic water molecules
(red spheres, pink spheres indicate half occupancy) (PDB ID: 4NVA) and compared to GIST enthalpy grid maps
representing unfavorable water positions (red mesh, >0.25 kcal/mol Å3) and favorable water positions (blue mesh, <0.25 kcal/mol Å3). (C) Ligand benzamidine (PDB ID: 4NVC) displaces four apo cavity waters (red spheres) and
reorders several the remaining waters (cyan spheres) about the ligand. (D) The GIST grids are calculated by postprocessing a molecular dynamics (MD) simulation of a restrained apo protein in a box of water.

with other DOCK3.7 terms130: van der Waals (EvdW), electrostatic (Ees), ligand desolvation
(Elig,desol), and protein conformational energies (Erec,conf) (Eqn. 4-1).

Equation 4-1

E score = E rec,desol + Evdw + Ees + Elig ,desol + E rec,conf

These retrospective calculations helped calibrate the term, assess its computational cost, and
establish that it could be used without disrupting the balance of the other scoring terms.
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More illuminating are prospective tests that we prosecuted against the model cavity. In screens of
between 0.2 and 1.8 million compounds, we prioritized molecules by three criteria: (i) they are
previously untested, (ii) they rank substantially better or worse with the GIST term than without
it, or (iii) they bind differently due to the displacement of GIST-defined water molecules. A total
of 17 molecules were purchased and tested experimentally for binding, and 9 ligand-CcP-ga crystal
structures were determined. From these studies, several advantages of GIST for ligand discovery
emerged: The method meaningfully improved the selection of ligands, and was often right for the
right reasons, correctly capturing the role of displaceable or implicitly bridging water. Still, and
notwithstanding the great advantages of IST methods seen in other studies29,67,71,97,131, in controlled
prospective discovery, at atomic resolution, its liabilities also emerge.

4.2 Methods
4.2.1 Experimental Affinities and Structures
The protein was purified and crystallized as previously described128. To reach high ligand
occupancies, crystals were transferred into increasing ligand concentrations up to 100 mM
(compound solubility permitting) and soaked for several minutes in each drop containing 25% 2Methyl-2,4-pentanediol (MPD) as a cryoprotectant.
Diffraction images of flash-frozen crystals were collected at beamline 8.3.1. at the Advanced Light
Source, Berkeley CA, and processed automatically with the Xia2 pipeline132. Initial phases were
obtained by Phaser molecular replacement133 using a model structure lacking several flexible
residues and the loop region (residues 186-194). To avoid bias these regions were also excluded
from early rounds of refinement using phenix.refine134. The ligand and binding site water
molecules were only added in the final stage of crystallographic refinement and their occupancies
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were set to a value below 1 to automatically refine to their final values via phenix.refine without
manual intervention. Ligand restraint dictionaries were generated from SMILES135 strings via
phenix.elbow136, using either automatic or CSD-Mogul geometry optimization. Composite 2mFoDFc

OMIT

maps137

excluding

the

ligand

fraction

were

calculated

using

phenix.composite_omit_map and converted to 2mFo-DFc FFT maps in ccp4 format in order to
generate figures using PyMOL60. Crystallographic models were tested with phenix, Coot138 and
the PDB validation tool139 before depositing the protein-ligand complexes at the PDB as 5U60 (1),
5U5W (2), 5U5Z (3), 5U61 (8), 5U5Y (9), 5UG2 (10), 5U5X (11), 5U5U (12), 5U5V (14).
Experimental affinities were measured at least in duplicate by monitoring the shift of the heme
Soret band on ligand binding and plotted using a one-site binding least squares fitting method
(GraphPad Prism 6.03140).
4.2.2 Molecular Dynamics
MD were conducted and analyzed with Amber 1454. AmberTools’ tleap program was used to
prepare all proteins for the simulations.
4.2.2.1 Preparing the receptor for MD

The proteins were assigned AMBER12SB FF56 (CcP-ga protein) or AMBER14SB FF56, FF14SB,
(all DUD-E proteins) force field parameters. At the time CcP-ga simulations were run, the FF14SB
parameters were not yet released. For CcP-ga, the heme force field was downloaded from the
web141. The heme parameters were originally prepared for hemoglobin and myoglobin (Fe II),
and thus needed to be adapted for Cytochrome c Peroxidases. The heme parameters were modified
by adding a positive charge to the iron (iron Fe III has a 1.25 charge)142,143.
The proteins were placed in a box of TIP3P55 waters such that every atom of protein was 10 Å
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from the boundary of the box. The number of waters are presented in Table 4-1. For CcP-ga
(4NVA, the apo structure)128, 10 crystallographic waters were retained for the simulation. No
crystallographic waters were retained for the simulations of the DUD-E systems. For CcP-ga, use
of these crystallographic waters alters the GIST grids, particularly for occluded water locations.
Some cofactors and structural ions were kept, and disulfide bonds were defined (Table 4-1).
4.2.2.2 MD Simulation Protocol

The module pmemd.cuda104 was used to carry out simulations on graphics processing units
(GeForce; GTX 980). The equilibration run consisted of two minimizations of up to 6000 steps
followed by six 20-ps runs at constant volume where the temperature of the simulation was raised
from 0 to 298.15 K (Figure 4.1-D). Langevin dynamics144 were used to maintain the temperature
of the simulation with a collision frequency of 2.0 ps−1. Next, a constant-pressure (NPT) run
allowed the volume of the box to adjust for 5 ns to maintain 1 bar of pressure. Finally, constantvolume (NVT) simulations were performed for 5 ns, under the same conditions as the subsequent
production simulations. Production NVT simulations were performed for 50 ns. All protein heavy
atoms were restrained with a 5 kcal/mol⋅Å2 force constant. The SHAKE algorithm57 was used
with a 2-fs time step. Periodic boundary conditions were applied, and the particle mesh Ewald105
method was used to calculate long-range electrostatics.
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Table 4-1. CcP-ga and DUD-E Number of Residues, Waters, Cofactors and Ions in the Simulations.

Ions / cofactor /

Protein
name

PDB code

Residues

Waters

Atoms

disulfides /
capping groups a

a

CcP-ga

4NVA (closed)

290

11,013

4614

Heme

AA2AR

3EML

290

14514

4569

Disulfides, caps

ACES

1E66

532

16481

8346

Disulfides

ADA

2E1W

349

9775

5536

ZN

AMPC

1L2S

358

12080

5581

CXCR4

3ODU

306

15546

4988

Disulfides, caps

EGFR

2RGP

257

12374

4120

Caps

FA10

3KL6

282

13069

4331

Disulfides

FABP4

2NNQ

131

5372

2059

GLCM

2V3F

497

14611

7765

HIVPR

1XL2

198

7841

3128

HMDH

3CCW

842

36285

12608

HS90A

1UYG

209

8014

3295

ITAL

2ICA

179

6917

2901

KIT

3G0E

332

13892

5298

KITH

2B8T

206

11994

3290

LCK

2OF2

271

12925

4392

NRAM

1B9V

391

11140

5979

PARP1

3L3M

348

12689

5510

PLK1

2OWB

294

16083

4828

PPARA

2P54

267

11020

4282

PTN1

2AZR

297

12120

4811

PUR2

1NJS

200

9464

3056

SRC

3EL8

263

9783

4200

Caps

THRB

1YPE

250

8567

4023

Disulfides, caps

TRY1

2AYW

223

8042

3221

Disulfides

NME and ACE were added to cap breaks (missing residues).
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Disulfides, caps

Disulfides, Ca ion

4.2.3 GIST Grids
GIST grids were generated using the CPPTRAJ50,145 trajectory analysis program from AmberTools
1454 by processing the 50-ns trajectories with a grid spacing of 0.5 Å.
4.2.3.1 GIST Grids Combination

The GIST grids where used to estimate the receptor desolvation term (Erec,desol) in Eqn. 4-1. The
grids used for docking where created by combining the five GIST components that are output by
CPPTRAJ:
•

𝑑𝑒𝑛𝑠
Enthalpy between solvent (water) and solute (receptor) (𝐸𝑠,𝑤
);

•

𝑑𝑒𝑛𝑠
Enthalpy of water with water (𝐸𝑤,𝑤
), also called the two-body term;

•

𝑡𝑟𝑎𝑛𝑠
Translational entropy between water and receptor (𝑇𝑆𝑠,𝑤
);

•

𝑜𝑟𝑖𝑒𝑛𝑡
Orientational entropy between water and receptor (𝑇𝑆𝑠,𝑤
);

•

Density of water in the context of the receptor (𝑔𝑂 ).

The four energy values are in kcal/mol Å3. The density is unitless (density/bulk density). The
GIST nomenclature has undergone a development over time, particularly whether the enthalpies
are to be scaled by one-half, as discussed previously28,29,50, and here.
We combine the GIST terms (outlined above) in four physically meaningful ways to be used in
docking as show in Figure 4.2 and explained below.
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Figure 4.2. Schema illustrating how the GIST grids are combined in this work. For enthalpy and free energy
contributions > 0.5 kcal/mol/Å3, regions are colored red. For the case < -0.5 kcal/mol Å3, the regions appear blue.
Tan colored are regions with entropy contributions > 0.5 kcal/mol Å3. Regions of water density go > 6.0 units (6 times
that of bulk) are displayed in grey.

To estimate the free energy difference of water transfer (desolvation), we need to subtract the
energy of water in bulk from the energy on the surface of the protein. This is done by referencing
the water-water term to bulk (Eqn. 4-2):

Equation 4-2

𝑑𝑒𝑛𝑠_𝑟𝑒𝑓

𝐸𝑤,𝑤

𝑑𝑒𝑛𝑠 (𝑖)
(𝑖) = 𝐸𝑤,𝑤
+ 0.3183 × 𝑔𝑜

Here, the i refers to a grid position, a voxel. The constant was calculated using two parameters
(taken from the Amber manual): mean energy, Cbulk = - 9.533 kcal/mol water, and number density,
Cnum_dens = 0.0334 waters / Å3. Cbulk × Cnum_dens = - 0.3184 kcal/mol Å3.
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We include displacement from all voxels: both high and low occupied sites. In previous IST
displacement studies29 voxels only received a score if the density was above a cutoff. This ignores
contributions from low density regions that may have a considerable contribution. Also in prior
work29, the energy normalized to density (Eqn. 4-3) was used.

Equation 4-3

𝑛𝑜𝑟𝑚𝑟𝑒𝑓

𝐸𝑤,𝑤

(𝑖) =

𝑑𝑒𝑛𝑠 (𝑖)
𝐸𝑤,𝑤
0.0334×𝑔𝑂 (𝑖)

+ 9.533

The normalized value is the average energy per water in the voxel and thus the units of normalized
𝑛𝑜𝑟𝑚_𝑟𝑒𝑓

energies (𝐸𝑤,𝑤

) are in kcal/mol/water. Although we did consider the normalized grid

(preliminary enrichment experiments yielded poor results), we chose to use the referenced grid
(Eqn. 4-2). The units also indicate that the un-normalized grids are more compatible with our
scoring function.
The GIST grids may be combined to produce the total enthalpy grid (Eqn. 4-4) and the total free
energy grid (Eqn. 4-5).
𝑑𝑒𝑛𝑠𝑟𝑒𝑓

Equation 4-4

𝑟𝑒𝑓
𝑑𝑒𝑛𝑠 (𝑖)
𝐸𝑡𝑜𝑡 (𝑖) = 𝐸𝑠,𝑤
+ 𝐸𝑤,𝑤

Equation 4-5

𝑟𝑒𝑓
𝑑𝑒𝑛𝑠 (𝑖)
𝐺𝑡𝑜𝑡 (𝑖) = 𝐸𝑠,𝑤
+ 𝐸𝑤,𝑤

𝑑𝑒𝑛𝑠𝑟𝑒𝑓

(𝑖)

𝑜𝑟𝑖𝑒𝑛𝑡 (𝑖)
𝑡𝑟𝑎𝑛𝑠
(𝑖) − (𝑇𝑆𝑠,𝑤
+ 𝑇𝑆𝑠,𝑤
(𝑖)

In addition, we scaled the water-water term by two (Eqn. 4-6 and 4-7).
𝑑𝑒𝑛𝑠𝑟𝑒𝑓

Equation 4-6

𝑟𝑒𝑓2
𝑑𝑒𝑛𝑠 (𝑖)
𝐸𝑡𝑜𝑡 (𝑖) = 𝐸𝑠,𝑤
+ 2 × 𝐸𝑤,𝑤

Equation 4-7

𝑟𝑒𝑓2
𝑑𝑒𝑛𝑠 (𝑖)
𝐺𝑡𝑜𝑡 (𝑖) = 𝐸𝑠,𝑤
+ 2 × 𝐸𝑤,𝑤

𝑑𝑒𝑛𝑠𝑟𝑒𝑓

(𝑖)

𝑜𝑟𝑖𝑒𝑛𝑡 (𝑖)
𝑡𝑟𝑎𝑛𝑠
(𝑖) − (𝑇𝑆𝑠,𝑤
+ 𝑇𝑆𝑠,𝑤
(𝑖)

In Eqns. 4-6 and 4-7, the factor of two results from every water interacting with every other water.
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Each water involved in the interaction retains half the energy (Eqn. 4-8).

Equation 4-8

1

𝐸𝑘 = 2 ∑𝑙∈𝑊 𝐸𝑘,𝑙
𝑙≠𝑘

Here, k and l denote waters and W is the set of all waters. The water-water term in Eqns. 4-6 and
4-7 has the full interaction energy at every voxel.
4.2.4 Docking
Scripts and programs in the DOCK3.7 distribution130 were used to prepare the receptors and ligand
databases for docking and to carry out the library screens. Blastermaster.py was used to prepare
the protein: hydrogens were added with Reduce146, spheres were generated with sphgen147 and by
converting the crystallographic ligand atoms to spheres (spheres are used to orient molecules into
the binding site); electrostatic grids were generated by solving the Poisson-Boltzmann equation
with the Qnifft program148; van der Waals grids were calculated using Chemgrid149, the ligand
desolvation grids were produced with solvmap150, all distributed within the DOCK3.7 program
suite. A GIST component to the scoring function was integrated to DOCK3.7 (Section 4.2.4.1 and
Figure 4-3). Default parameters were otherwise used for docking. CcP-ga was prepared as a
flexible receptor with 16 different conformations, as described128. All other systems used a single
receptor conformation. To use GIST, proteins were aligned using Chimera62 into the simulation’s
frame of reference before DOCK preparation. RMSDs were calculated with the Hungarian
algorithm in DOCK6.6151.
4.2.4.1 GIST Displacement Algorithm

To estimate the cost of desolvating the receptor upon binding, we first identify the voxels displaced
by the ligand (𝑉 = {𝑣𝑖 |𝑣𝑖 𝑙𝑖𝑔𝑎𝑛𝑑}). A voxel is considered to be displaced if it is contained within
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the van der Waals radius of an atom during the docking calculation. We sum up the energies of
those voxels (Eqn. 4-9) and multiply the sum by the volume of the voxel (vol = 0.125 Å3) to get a
value in kcal/mol.
Equation 4-9

𝐸𝑟𝑒𝑐,𝑑𝑒𝑠𝑜𝑙 = 𝛼 × 𝑣𝑜𝑙 × ∑𝑣𝑖 ∈𝑉 𝐸𝐺𝐼𝑆𝑇 (𝑣𝑖 )

Here, α is a scaling factor. The algorithm is made available in DOCK3.7.
To make estimating the GIST component fast and compatible with DOCK 3.7, some
approximations were made. Double counting occurs only rarely when non-connected parts of the
molecules overlap (Figure 4.3, right panel). We determined that there was very good agreement
between the GIST energies calculated with double counting during docking and the exact GIST
energies calculated by a rescoring procedure (Figure 4.3, left panel).
4.2.4.2 GIST Term Selection and Scaling

We explored which of the four combinations of the GIST components (discussed above) is best
for estimating receptor desolvation during docking. We performed retrospective tests, against the
CcP-ga cavity (docking 46 known ligands against 3,338 property-matched decoys), on the four
GIST grids, Enthalpy1 (Eqn. 4-4), Free Energy1 (Eqn. 4-5), Enthalpy2 (Eqn. 4-6), and Free
Energy2 (Eqn. 4-7), used to estimate the desolvation component (where α = 1 in Eqn. 4-9).
For each GIST grid we ran ten docking calculations to obtain a mean value and standard deviation.
Because DOCK is deterministic, we modified our sampling (by perturbing the spheres used to
orient the molecules into the binding site during docking) to obtain different results. Ten runs
were used to better gauge the confidence in our results in the same way as performing a wet lab
experiment in triplicate.
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Figure 4.3. GIST value calculation during docking is a good approximation. The left panel shows a correlation
between the top scoring molecules from two screens, where the poses and scores are taken from the virtual docking
screen with the GIST term. The GIST component is taken from the screening results (y-axis) and from rescoring the
poses. The right panel shows a molecule for which double counting has occurred.

4.2.4.3 Enrichment Calculations

LogAUC is described in Mysinger and Shoichet150. We specify a lower bound of 0.001 FPR to
avoid infinitely negative values of log(0). The maximum area under the curve is 3, we then convert
this value to a percent (maximum area) and subtract the area under the random curve. Thus,
LogAUC ranges from -14.5 to 85.5 where 0 is random and anything above 0 is better than random,
and blow, worse. Note that these values will change for other lower bounds (the lambda parameter
in Mysinger et al.150). The CcP-ga ligand databases where generated as described below at pH 4,
while the DUD-E databases were obtained from the Autodude webpage130. Protein structures were
prepared for docking described above (docking section).
4.2.4.4 Database Generation

The databases were generated using the DOCK3.7 ligand generation pipeline.
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ChemAxon

(molconvert) was used to generate a 3D molecule from SMILES. The protonated states of the
ligands are generated using Marvin of ChemAxon152. Protonation states of the molecule were
generated at pH 4.0 (greater than 20% occupancy). AMSOL7.1153 was used to calculate the partial
charges and per atom decomposition of ligand desolvation, OpenEye Omega154 was used to
generate an ensemble of conformations of each ligand. These conformations are stored in db2
format using the db2 generation program distributed with DOCK3.7.

Ligand databases

downloaded from ZINC15155 used the same pipeline but were generated at pH 6.4.

4.3 Results
Inhomogeneous solvation theory methods use a molecular mechanics potential energy function
and water occupancies to calculate thermodynamic properties of water in the context of the
receptor. In GIST, the energies of solute–water enthalpy (Es,w), water–water enthalpy (Ew,w),
translational entropy (TStrans), and orientational entropy (TSorient) are represented spatially in grid
voxels. The receptor desolvation cost is calculated by summing the voxels displaced by a docked
ligand and added to the DOCK3.7 scoring function (cf. Eqn. 4-1).
4.3.1 CcP-ga Retrospective Studies
To investigate how the GIST energies are best-weighted, and which GIST terms are most useful—
as there are questions on this point in the literature29,33—we began with retrospective calculations
against the CcP-ga cavity, docking 46 known ligands against 3,338 property-matched decoys.
4.3.1.1 GIST Term Selection

We explored four different combinations of the GIST grids: (i) unscaled free energy (EGIST = Es,w
+ Ew,w + TStrans + TSorient), (ii) unscaled enthalpy (EGIST = Es,w + Ew,w), (iii) scaled free energy (EGIST
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= Es,w + 2 × Ew,w + TStrans + TSorient), and (iv) scaled enthalpy (EGIST = Es,w + 2 × Ew,w), both with
the water–water term scaled by 2. Here, enthalpy was not normalized by occupancy, in contrast
to previous studies29,33, but still referenced to bulk water energy, as this produced the best
enrichments. Following convention, negative GIST energies reflect favorable, costly-to-displace
waters. We used adjusted logAUC to measure docking enrichment128–130,150,156; this metric weights
each factor of 10 in docking rank order equally, beginning from the top 0.1%, prioritizing the
performance of the very top ranking ligands or decoys in the docking screen150. Scaled enthalpy
performed the best (adjusted logAUC of 57.46 ± 1.84), closely followed by unscaled free energy
(56.08 ± 1.42). Enthalpy alone performed the worst (49.50 ± 1.34) (Figure 4.4 and Table 4-2).
Setting EGIST = Es,w + 2 × Ew,w sets aside several GIST terms, but has precedence in earlier
studies28,29.

Figure 4.4. Comparison of GIST combinations. CcP-ga docking enrichment values (panels A and B) and pose
reproduction (panels C and D) shown using different combinations of the GIST grids incorporated into the DOCK3.7
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scoring function. The error bars are generated by running DOCK3.7 ten times with modified sampling.
Table 4-2. Comparison of GIST Combinations.

LogAUC

a

AUC

avg RMSD (Å)

success (%) a

mean

std

mean

std

mean

std

mean

std

Enthalpy2

57.46

1.84

92.51

1.19

1.38

0.10

31.03

6.72

Enthalpy1

49.50

1.34

90.09

1.01

1.52

0.13

21.72

4.89

Free Energy2

50.35

2.02

92.05

1.13

1.38

0.14

33.10

9.66

Free Energy1

56.08

1.42

92.04

1.20

1.47

0.14

28.62

7.24

Success percent of systems with RMSD less than 1.0 Å

4.3.1.2 GIST Term Scaling

We next explored the receptor desolvation term and the best scaling factor (α; Equation 4-9) to
bring the GIST value into balance with the other terms in Equation 4-1 (Figure 4.5, and Table 4.3).
Staying with the CcP-ga system, we considered eight scaling factors ranging from −8.0 to +8.0 for
the weighting of EGIST. Reassuringly, we found that the scaling factors of −1.0 (logAUC = 57.46
± 1.84) and −0.5 (logAUC = 56.54 ± 2.10) behave better than overweighting the term by a factor
of −8.0 (logAUC = 36.91 ± 1.52) or +8.0 (logAUC = 46.94 ± 2.07).
Here, as in all calculations in this study, we based the GIST energies on MD simulations of 50 ns.
These appeared to be sufficiently converged for docking, based on the small variance in
performance using GIST grids from each of ten 5-ns subtrajectories.
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Figure 4.5. Examination of weighting factors for the receptor desolvation (GIST) term in the DOCK3.7 scoring
function. Retrospective analysis of CcP-ga is shown. (A, B) Enrichment analysis. Panel (A) shows logAUC. Panel (B)
shows the AUC. (C, D) Pose reproduction analysis. Panel (C) shows RMSD averaged over all ligands. Panel (D)
shows the success rate (number of ligand with RMSD <1.0 Å). The blue squares represent the mean of 10 docking
runs and the error bars show the standard deviation indicating the variance in distribution of values.

Table 4-3. CcP-ga Retrospective Analysis for Changing Weight of GIST Component.

GIST scale (α)

a

logAUC

AUC

avg RMSD (Å)

success (%) a

mean

std

mean

std

mean

std

mean

std

-8.0

36.91

1.52

88.33

0.69

1.51

0.08

10.34

5.77

-4.0

51.16

1.38

91.20

0.91

1.42

0.09

18.97

4.15

-2.0

57.36

1.16

92.38

1.14

1.40

0.11

22.41

4.43

-1.0 (full GIST)

57.46

1.84

92.51

1.19

1.38

0.10

31.03

6.72

-0.5

56.54

2.10

92.50

1.22

1.39

0.12

34.83

8.92

0.0 (non-GIST)

55.43

2.00

92.43

1.26

1.53

0.15

29.66

9.02

2.0

54.20

2.11

92.24

1.33

2.71

0.10

8.28

2.29

4.0

51.52

2.12

91.69

1.30

2.84

0.10

6.90

1.54

8.0

46.94

2.07

90.25

1.23

2.99

0.09

4.83

1.69

Success percent of systems with RMSD less than 1.0 Å
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4.3.2 DUD-E Retrospective Studies: GIST Term Test
Applying the same GIST terms used in the CcP-ga cavity (Eqn. 4.1), we examined the impact of
scaling factors on 25 DUD-E systems for which solvation likely plays a role. These 25 targets
bind a diverse range of cationic (CXCR4, ACES, and TRY1), anionic (PUR2, AMPC, and PTN1),
and neutral ligands (ITAL, KITH, and HS90a), and make water-mediated interactions (AMPC and
EGFR). In these systems, we noticed that there were very few voxels in the GIST grids-on average
58 out of 210,000 total voxels-with extremely high magnitude absolute energies, ranging from
14.6 to 119.7 kcal/mol1⋅Å3, between 101 and 391 σ (SDs) away from the mean voxel energies.
These extrema seem to reflect the restrained MD simulations used for the GIST calculations,
because when we allowed even side chains to move in the MD simulations they were much
attenuated or entirely eliminated. Accordingly, we truncated the maximum absolute magnitude of
the GIST grids at 3 kcal/mol⋅Å3 in these retrospective calculations (a value still on average 12σ
away from the mean voxel energies); we also scaled the GIST energy by -0.5 when combining it
with the other terms in the DOCK3.7 scoring function, which we found to perform slightly better
than a simple weighting of -1.0. In the retrospective docking screens, 13 of the 25 DUD-E systems
had better enrichment versus docking without the GIST term, 6 had worse enrichment, and 6 were
within ±0.5 logAUC difference (unchanged). The average logAUC difference over all systems is
0.53 better than no GIST (Table 4-4).
To get a sense of the impact of the GIST energies, the absolute value of the GIST term was about
6 kcal/mol for the top 100-ranked docked molecules in the 25 DUD-E targets, about 12% of the
total docking score for these molecules. For the CcP-ga cavity, to which we will turn for
prospective screens, the absolute GIST energy was about 8% of the total docking score for the top
100 docked molecules. The overall impact of GIST on the DUD-E benchmarks is modest, and
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perhaps the most important result to emerge from these retrospective controls is that the GIST term
may be added without disrupting the docking scoring function, retaining physically sensible
results.
Table 4-4. DUD-E evaluation of GIST contribution on enrichment calculations.

Analysis of different weighting factors on enrichments. a

a

Better

Same

Worse

Avg. ΔlogAUC

weight: -0.5

10

9

6

0.28

weight: -1.0

8

5

12

-1.33

weight: -2.0

5

4

16

-6.55

weight: -0.5, truncate 3.0

13

6

6

0.53

Weight: -1.0, truncate 3.0

11

3

11

-0.39

Each row sums to the 25 systems.

4.3.3 CcP-ga Prospective Studies: GIST Terms Test
We next turned to prospective docking screens against the CcP-ga cavity, with and without an
unweighted (−1.0) GIST term, looking to predict cavity ligands and their geometries. As part of
the studies we did a close examination of the CcP-ga cavity to understand the nature of solvent in
the site. The GIST grids identified four favorable water sites in the pocket, the favorable site (s1)
proximal to Asp233, is the most favorable water location in the pocket. The region closest to the
heme has two unfavorable water locations (s2 and s3) (Figure 4.6-A). There is also an unfavorable
location (s4) proximal to Gly178, a residue that can hydrogen bond with ligands through its
backbone. Finally, there is a region close to the cavity entrance that encompasses three additional
favorable water locations (s5, s6, and s7). Decreasing the cutoff value of the grids to 0.01 kcal/mol
Å3 reveals the irregular shapes of the hydration sites (Figure 4.6-B). Note that most of the solvation
energy is concentrated at these seven sites. However, just accounting for the most intense sites (s1
to s7 as WaterMap67 does) will neglect the lower magnitude regions, which do add up (-1.47, and
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+2.42, Table 4-5) and contribute to the score.

Figure 4.6. Hydration of CcP-ga with the GIST enthalpy grid. (A) Here, GIST enthalpy grids with a cutoff of 1.0
kcal/mol Å3 are shown. The only opening to the closed cavity is indicated by an arrow. Seven hydration sites are
indicated, s1 though s7. (B) The cutoff value is decreased to 0.01.

We docked two purchasable fragment libraries, one straight from ZINC (zinc15.docking.org) of
∼200,000 molecules prepared at pH 6.4 [virtual screen (VS)1], and 1.8 million molecules built at
a pH 4.0 (VS2), which favors positively charged molecules typically recognized by the cavity
Asp233. We sampled, in VS1, 462.5 million orientations of the library molecules and ∼15 billion
scored conformations; 95,000 of the 200,000 molecules could be fit in the site. From the larger
VS2 screen, 5.9 billion orientations and about 319 billion scored conformations were sampled;
1.09 million molecules could be fit in the site. To isolate the effect of the GIST term on our
screening performance, we ran each screen twice, with and without the GIST term. Most of the
top-ranking 1,000 molecules are shared between the GIST and non-GIST screens: 667 are shared
in VS1, whereas 532 are shared in the larger VS2 (Figure 4.7), reflecting the comparatively small
magnitude of the GIST energies relative to the overall docking score (below).
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Table 4-5. Site Energetics of Subregions.a

Subsite name

Energies (kcal/mol)

s1

-4.27

s2

2.58

s3

1.63

s4

1.67

s5

-2.36

s6

-2.20

s7

-1.22

Sum positive

5.88

Sum negative

-10.05

Whole site positive

8.30

Whole site negative

-11.52

Total

-3.22

Remainder positive

-1.47

Remainder negative

2.42

a

Sites are spheres with a radius of 1.4Å located at
the centers of intensities of the energies.

We focused on those molecules that experienced rank changes of a half-log (3.16-fold) or better.
For instance, a molecule that changed rank from 30th to 100th, or from 400th to 1,300th, on
including the GIST term would be prioritized. From the smaller screen (VS1), 217 docking hits
improved ranks by at least half a log order with the GIST term, whereas 282 had ranks that were
better by at least this amount without the GIST term. For the larger VS2 screen, 2,421 had halflog–improved ranks with GIST whereas 2,869 had ranks that improved by at least half a log order
without it. There were also several molecules for which the inclusion of the GIST term greatly
changed the docked geometry; these we also considered for testing.
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Figure 4.7. Comparison of GIST and non-GIST screens. (A) Results from the virtual Screen (VS) 1 of 200,000
molecules. (B) Results from VS2 of 1.8 million molecules. Top right panel shows a Venn diagram of the top 1000
rank molecules from the GIST screen in Red and non-GIST in blue. Bottom left panel is the overlapping region.

Based on these criteria, 17 molecules were acquired for experimental testing. Compounds 3 to 14
were selected because their ranks improved with GIST (pro-GIST), whereas compounds 15 to 17
were selected because of better ranks without the GIST term (anti-GIST) (Table 4-6). We also
looked for molecules where a substantial pose change occurred between the two scoring functions
(e.g., compounds 1 and 2; Table 4-6). Finally, we considered implicit water-mediated interactions
to be favorable regions in the GIST grid within hydrogen-bonding distance to ligand and protein,
although no explicit water molecules were used. This occurred with compounds 3 to 6 (Table 46). In selecting these compounds, we were sometimes led to compounds that we expected, based
on past experiences with this cavity, to be GIST failures. For instance, compounds 3 through 6
adopted an unusual geometry in the site, giving up a direct ion pair with Asp233 to hydrogen bond
with backbone carbonyls, owing to a large implicit desolvation cost for docked orientations where
the ion pair was formed. These poses were relatively favored by the GIST term, but we expected
them either not to bind or to bind to form the ion pair. Conversely, we expected the molecules
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deprioritized by GIST to bind, in contrast with the GIST term, also based on precedence of other
molecules. For both classes of molecules, it was the GIST prediction that was confirmed, to our
surprise.
4.3.3.1 Pro-GIST

We tested the binding of 14 GIST-favored molecules, determining X-ray crystal structures for 9
of them. All crystallographic datasets were collected to at least 1.6 Å resolution and refined to
Rfree values under 20%, indicating good global model quality. Locally, electron density maps for
the ligands in the cavity were unambiguous as early as unrefined initial Fo - Fc maps. Final 2mFo
- DFc composite omit maps137 show unbiased electron density for the binding-site ligand and water
molecules (Figure 4.8). This allowed ready placement of the ligands and ordered water molecules
in the final stages of refinement. Automatic refinement of ligand and water occupancies showed
that ligands are unequivocally present in the binding site (between 88 and 93% occupancy); the
complex with compound 14 refined to 73% occupancy in the presence of 26% MES from the
crystallization buffer. We modeled all ligands in a single conformation, with only compound 2
showing difference density for an alternative ligand conformation. Electron densities of bindingsite waters are generally well defined (Figure 4.8), indicating extensive water networks that
interact with both ligand and protein.
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Table 4-6. New candidate CcP ligands prioritized with and without GIST energies
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Figure 4.8. Comparison of experimental and predicted binding poses. Superposition of crystallographic (green) and
predicted ligand poses (GIST docking poses in purple; differential non-GIST docking poses for compounds 1 and 2 in
orange). 2mFo-DFc OMIT electron density maps (blue mesh) are shown at 1sigma for binding site ligand and water
molecules (red spheres), with hydrogen bonds shown as red dashed lines. Nine compounds are shown (with PDBIDs): (A) compound 1, 5u60; (B) compound 2, 5u5w; (C) compound 3, 5u5z; (D) compound 8, 5u61; (E) compound
9, 5u5y; (F) compound 10, 5ug2; (G) compound 11, 5u5x; (H) compound 12, 5u5u; and (I) compound 14, 5u5v. For
clarity, co-crystallized MES for compound 14 is omitted.

Of the 14 docked molecules favored by the GIST term, 13 (93%) could be shown to bind, typically
by a UV-vis Soret band perturbation assay (Figure 4.9)157. Affinities for 11 ligands were
determined at least in duplicate and fit to a one-site binding model with R2 values of at least 95%.
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Two molecules were only observed bound in their co-complexed crystal structures, owing to assay
interference (Table 4-6). The Kd values of the GIST-prioritized molecules ranged from 1.3 μM to
3.5 mM, with eight better than 1 mM. For these fragments the ligand efficiencies ranged from 1.0
to 0.28 kcal/mol per atom.

Figure 4.9. Three representative ligand binding curves. The Soret band shift is shown as a function of ligand
concentration in micromolar (µM). The plots for compounds 3 and 9) are on a linear scale while, for clarity, the xaxis of the plot for compound 11 is on the log-scale. The dashed line indicated the Kd. The circles and bars are the
mean and estimated error of two observations.

Compound 11, ranking 358th with GIST but 1,212th without GIST, had a Kd value of 1.3 μM.
Compound 11 has a slightly unfavorable GIST energy of 0.28 kcal/mol, owing to its calculated
displacement of a bound water. Nevertheless, its rank improved relative to the non-GIST docking
screen, reflecting even larger penalties for other, formerly higher-ranking molecules.

On

determination of its structure to 1.54 Å resolution, the crystallographic geometry corresponded
closely to that predicted by docking, with an RMSD of 0.44 Å (Figure 4.8 and Table 4-6). Similar
effects were seen for compounds 8, 10, 12, and 14, whose energy scores were only modestly
affected by GIST, and for which docking well-predicted the subsequently determined
crystallographic geometry.
Unexpectedly, compounds 3 through 6 were predicted by the GIST docking to interact indirectly
with the critical Asp233 via an implicitly ordered water molecule (i.e., an area with a high waterdisplacement penalty). Such a geometry, although not unprecedented for CcP cavity ligands, is
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rare, as cationic ligands typically ion pair with this aspartate. In the apo cavity this aspartate is
solvated by one bound water128,158 whose displacement by cationic moieties, although typical,
undoubtedly has an energy cost. Indeed, according to GIST, such a penalty is incurred by
molecules such as 7, which dock to maximally displace these waters and ion pair with the aspartate.
Conversely, compounds 3 through 6 dock so as to retain these waters, and compound 3, instead of
ion pairing with Asp233, flips its imidazole to hydrogen bond with the carbonyl oxygen of Leu177
and only interacts, via the other side of the imidazole, with Asp233 through a water network. This
surprising prediction was confirmed crystallographically: The imidazole interacts with the
Leu177, and an ordered water molecule is unambiguously present in the electron density (Figure
4.8). Indeed, even the placement of this bridging water substantially agrees with the GIST
calculation, differing only by 0.7 Å. The relatively poor ranks of molecules such as 3 when the
GIST term is left out is explained by their more distant electrostatic interaction with Asp233 versus
molecules that ion pair with it, uncompensated by the advantage of leaving the ordered water
molecules undisplaced—a term only modeled by including the GIST penalty. That said, inclusion
of the GIST term did not always get this balance correct. Compounds 1 and 9, although predicted
to interact directly with the aspartate, also flip to interact with the Leu177 carbonyl
crystallographically (Figure 4.8); that is, even with the GIST term, the correct balance between ion
pairing and water displacement was not achieved. We also note that compounds that do ion pair
with Asp233 typically bind 10-fold tighter than those that bind via water-mediated interactions.
Compounds 1 and 2 were chosen because inclusion of the GIST term changed their docked
geometries. Compound 2 docks to hydrogen bond with Asp233 while only partly impinging on
what are, according to GIST, hard-to-displace water molecules (still incurring a GIST penalty of
2 kcal/mol). In the non-GIST docking, conversely, 2 flips and shifts such that its quinolone
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nitrogen hydrogen bonds with the backbone oxygen of Gly178 while its amine hydrogen bonds
with Asp233 and its methyl occupies an unfavorable water site near the heme. The two poses
differ by an RMSD of 3.2 Å. In the subsequently determined CcP-ga–2 crystal structure, 2 adopts
a geometry that closely agrees with the GIST pose (RMSD of 0.3 Å) but differs by 3.2 Å from the
non-GIST docking pose (Figure 4.8 and Table 4-6). For three compounds, 1, 9, and 10, however,
we consider the crystallographic complexes to be different from either the GIST or non-GIST
docking pose, although none exceed the commonly used cutoff of 2-Å RMSD (Figure 4.8 and
Table 4-6).
4.3.3.2 Anti-GIST

Compounds 15 to 17 ranked much better without the GIST term than with it, and their GIST-based
ranks, between 6,000 and 15,000, would have put them outside the range normally considered as
viable for screens of this size; all three sterically complemented the binding site well. Whereas
we could determine neither an affinity nor a crystal structure under high soaking concentrations
for compound 17, compounds 15 and 16 either bound very weakly, worse than 5 mM, or
undetectably.

This is consistent with their GIST-based deprioritization, owing to their

displacement of well-bound water molecules from the cavity. It is interesting to note that the
benzimidazole of 15 and the imidazole of 16 are both common among CcP-ga ligands [Table 4-6
and previous studies127,128,159]. Hence, this antiprediction is not simply a matter of trivial functional
group bias or ionization—indeed, we ourselves expected these molecules to bind—but seems to
reflect detailed assessment of fit and presumably water displacement.

4.4 Discussion
Inhomogeneous solvation theory has been enthusiastically greeted as a way to model the role of
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bound water molecules in ligand discovery20,29,67,160, and has been widely incorporated into
discovery methods33,71,161,162. Despite its successes67,97,126,131, the method, at the time of our study,
had not been tested in prospective, controlled discovery screens at atomic resolution. Three key
observations emerged from this study. First, the inclusion of a water-displacement energy
noticeably improved the prospective docking screens. Of the molecules prioritized by the waterdisplacement term, 13 of 14 bound when tested, and one of these, compound 11, was the most
potent ligand yet found for the CcP-ga cavity, with a Kd of 1.3 μM (ligand efficiency of 1.0
kcal/mol per atom). Correspondingly, of the three molecules ranked higher by the non-GIST
versus the GIST docking, none could be shown to bind. Second, the predicted molecules were
often right for the right reasons. The docking poses that were based on the water-displacement
term corresponded closely to the crystallographic results in six of nine structures. Compellingly,
in the CcP-ga–3 complex, the ligand adopts an unusual pose that does not interact directly with
the crucial Asp233 but rather docks to conserve a hard-to-displace, bridging water, as predicted by
the GIST energetics. Third, and notwithstanding these favorable results, the water-displacement
term, at least in this implementation, had a modest effect in overall ranking, and can introduce its
own errors. The term had little effect on retrospective enrichment against the DUD-E benchmark,
and there remained remarkable overlap between the top 1,000 docking-ranked ligands with and
without the term in the CcP-ga screens (Figure 4.7, Venn diagrams). Also, in three of the nine
crystal structures, there were important differences between the GIST-based docking poses and
the experimental results. Whereas several of the predicted molecules were potent both by the
standards of the site and by ligand efficiency, several others were of modest affinity compared
with other ligands previously discovered for this cavity.
The ability to prioritize likely molecules and deprioritize unlikely ones is among the strongest
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results to emerge from this study. Compellingly, 13 of 14 molecules selected using GIST bind,
whereas none of the GIST-deprioritized molecules did so. Including the GIST term accounts for
penalties of displacing water upon ligand binding, which can change both rank and pose. These
changes can reveal molecules that would otherwise not have been prioritized for testing. Such
molecules include those that replace the hallmark hydrogen bond with Asp233 with an alternative
pose that exploits a costly-to-displace water to mediate this ionic interaction, as for compounds 3,
9, and 10. Just as important, including the GIST term deprioritizes decoys we would otherwise
have ranked highly, such as molecules 15 to 17.
Often, the GIST-predicted molecules were right for the right reasons; six of nine crystal structures
corresponded closely to the docking predictions. This is most striking in those structures in which
the GIST term correctly predicted an ordered water molecule that would be costly to displace,
favoring a ligand geometry where such a water would be included in the complex with the ligand.
Two notable examples are compound 2, where the GIST-predicted pose differed substantially from
that without the GIST term, and was confirmed by subsequent crystallography, and compound 3,
whose crystal structure confirms a water-mediated interaction with Asp233 and an unusual
interaction with the carbonyl oxygen of Leu177 (Figure 4.8). The water site that 3 retains is one
of the most favorable in the cavity; summing up the voxels that contribute to it leads to 4.3 kcal/mol
in the GIST calculation. Similarly, compounds 8, 11, and 12 interact with a water network toward
the pocket entrance that is implicitly predicted by the GIST grids (Figure 4.6, regions s5 to s7); in
the CcP-ga–8 complex, three crystallographic waters correspond to regions s5 to s7 from those
predicted by GIST.
Notwithstanding these successes, inclusion of the water-displacement term only improves docking
so far. The GIST term failed to correctly predict the poses of compounds 9 and 10, and several
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compounds prioritized by GIST, such as 3, 5, 6, and 8, had Kd values >1 mM, which is weak for
cavity ligands, if still decent by ligand efficiency (Table 4-6). Retrospectively, at best a modest
improvement in enrichment was observed in the benchmarking screens on 25 DUD-E129 targets,
and there was substantial overlap among the top-scoring ligands in GIST and non-GIST docking
screens (Figure 4.7). Partly, these effects reflect the small magnitude of the net GIST energies:
for the top 100 docked molecules from a library screen the term averaged 12% of the overall
DOCK3.7130 energy score in these systems (6 kcal/mol at a -0.5 GIST weighting). This is small
enough that the term could be overwhelmed by the errors in other docking terms163, reducing its
impact. Intriguingly, its beneficial effects were greatest in those benchmarking sets that had a
mixture of favorable and unfavorable water sites. Mechanically, at least as implemented here, the
GIST term is costly, increasing the time of a docking screen by on average sixfold, although there
may be ways to avoid this cost.

4.5 Conclusions of Grid-Based Desolvation in Docking
The caveats mentioned above should not distract from the main observations of this study—the
ability of GIST to meaningfully improve large library docking screens. The inclusion of a waterdisplacement term successfully prioritized molecules that did bind on testing and deprioritized
those that were found not to, in the teeth of high rankings from the identical scoring function that
did not include the GIST term, and even our own expectations. Overall, docking with the GIST
term led to a 93% hit rate, with six of nine crystallographic structures in agreement with the
docking predictions. The contrast between successful prospective and mediocre retrospective
prediction partly reflects the biases toward good performance already baked into the benchmarking
sets, however unintentionally. It also reflects our reluctance to optimize the weighting of the
scoring function terms for optimal retrospective performance, aware of the oft-described tradeoffs
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between retrospective optimization and prospective prediction164. Finally, it is worth noting that
in implementing GIST, we only considered the energetic consequences of displacing ordered
waters, and did not model the specific interactions between ligands and such waters, which play a
role in most protein–ligand complexes127,165–168. Here, such interacting waters, which can appear
with a ligand to bridge between it and the protein surface, were only implicitly modeled as highenergy, hard-to-displace regions. Including bridging waters explicitly would add new favorable
interactions to ligand recognition, adding to the currently small-magnitude water term. Even
without such bridging waters, this study does support the pragmatism of including a displaceable
water energy term such as IST, which can materially improve the success of docking ligand
prediction and geometry.
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CHAPTER FIVE: Homology Model of Interleukin 24
5.1 Introduction
This section discusses the procedure we used to create and validate our model of human
Interleukin-24.

Interleukin-24 (IL-24), is member of the Interleukin-10 (IL-10) family of

cytokines, is essential in defense mechanisms against infections169, autoimmune diseases170, and
in the pathology of various chronic inflammatory diseases171. It has been shown172,173 that IL-24
and Interleukin-20 (IL-20) induce specific cellular signaling through a common heterodimer
receptor (Interleukin-20 receptor, IL-20R) with two chains, Interleukin Receptor 1 (IL-20R1) and
Interleukin Receptor 2 (IL-20R2) chains. Although the affinity for both IL-24/IL20R and IL20/IL-20R have been experimentally measured174, the mechanisms of action of these proteins is
not known.
We created an homology model of the structure of IL-24 based on known structures of Interleukin19 (IL-19), Interleukin-22 (IL-22) and IL-20. Additionally, binding energies were computed for
IL-24/IL-20R and IL-20/IL-20R complexes and compared with experimental values. We also
studied in silico the unbinding processes between these two proteins and IL-20R by docking them
in the receptor and performing Steered Molecular Dynamics (SMD) simulations.

5.2 Computational Methods
5.2.1 Homology Modeling of Human IL-24
The sequence of IL-24 was obtained from the Swiss-Prot database175 access number
gi|16307185;Q13007. The first 47 residues were removed from the sequence of IL-24 to model
the mature form of the protein, as it exists in the endoplasmic reticulum. The final sequence was
submitted to the automated homology-modeling module176 in YASARA STRUCTURE software.
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This program is capable of performing all the necessary steps to generate a final refined highresolution model using a CASP approved protocol176. YASARA generates a detailed report of the
whole process.

This report can be accessed from the following Github repository

https://github.com/acruzphd/IL24_Homology_Model.
The final structure obtained was submitted to the model optimization module177 in YASARA
STRUCTURE to optimize the structure further. This protocol performs 500 ps of MD simulation
using the parameters described elsewhere178. At glance, the protein was solvated in a rectangular
water box with a minimum distance of 7.5 Å from the protein edge of the box boundary. The
temperature and pressure were set to 298 K and 1 atm, respectively. The size of the box changed
in order to maintain the system density at 0.997 g/L. The YAMBER3 self-parameterizing force
field was used177.
5.2.2 IL-24 Model Assessment
The quality assessment of the IL-24 model was made by using the Structural Analysis and
Verification Server (SAVES)179 and the model assessment tools from the swiss-model portal180,181.
Further validation of the 3D structure was done by the ModFOLD server182,183, the JCSG Structure
Validation Central184,185, PROCHECK186,187, ERRAT188,189, WHAT-IF190,191, ProSA192,193,
VERIFY3D194,195, and QMEAN196,197.
5.2.3 Docking of IL-24 on IL-20R
Because of the similarities between IL-24 and IL-20 structures we propose that IL-24 will bind the
IL-20R similar to IL-20. Hence, the crystal structure of the IL-20/IL-20R (PDB ID: 4DOH)
complex198 was used as template to dock/accommodate the structure of IL-24 in the IL-20R. The
structure of IL-24 was aligned with the structure of IL-20 in the complex using the match maker
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tool199 on USCF CHIMERA62. We were able to accommodate the IL-24 structure on a favorable
conformation for the complex with IL-20R. We reduced the bad contacts between IL-24 and IL20R by changing rotamers on the side chains of IL-24. The Clash module in UCFS CHIMERA
was used to visualize the bad contacts. The final IL-24/IL-20R complex structure was energy
minimized by submitting the structure to the fast model refinement protocol in YASARA
STRUCTURE. This protocol performs an energy minimization of the model in a solvated
environment using the YAMBER3177 force field. The final structure was then selected for the next
procedure.
5.2.4 MD Simulations: System Equilibration and Stability
The tleap program from the AmberTools13 (AMBER12)99 suite was used to solvate the structures
of IL-24, IL-24/IL-20R and IL-20/IL-20R (PDB ID: 4DOH) with the TIP3P water model55. A
periodic box with a buffer region of 10 Å between the protein surface and the box edge was used.
The protein parameters were applied accordingly to the AMBER99SB force field103 and the
systems were charge neutralized when necessary by adding counter ions. All the minimization
and MD calculations were performed using Amber 12 software pmemd.cuda104 on a single GPU.
Prior to the production stage, the following equilibration protocol was applied to all the systems
considered. The energy of the system was minimized for 10000 steps with the steepest decent
algorithm. The energy minimized structure was then heated from 100 to 300K for 100 ps with a
temperature coupling constant of 0.1 ps in the NVT ensemble. The system was then equilibrated
for 300 ps at 300K in the NPT ensemble with a constant pressure of one atmosphere in a series of
100 ps MD simulations. The coupling constant for the pressure and temperature were varied from
0.1 to 0.5, and finally to 1.0 ps in the last 100 ps of the equilibration stage. During the temperature
and pressure equilibration, all protein atoms were restrained to their position after minimization,
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with a force constant of 2.5 kcal/mol Å2 and a time step of 0.001 fs. Finally, a 100ns of
unrestrained MD for each system was performed at 1 atm and 300 K within the NPT ensemble.
The systems trajectories were initially stored every 1 ps, for a total of 100,000 stored
configurations. The SHAKE algorithm57 was used to constrain the bonds involving hydrogen
atoms and a cutoff of 8 Å was applied the nonbonding interactions and a time step of 2 fs was
used. The particle mesh Ewald106 was implemented, and the temperature was regulated using a
Langevin thermostat with a collision frequency of 1.0 ps-1.
5.2.5 Binding Free Energy Calculation
The MMPBSA.py.mpi script from AmberTools13 was used to perform the calculations for the IL24/IL-20R and IL-20/IL-20R complexes. The last 23 ns of the 100 ns simulation were used to
generate two trajectories of uncorrelated structures. Frames were taken at 20 ps and 50 ps intervals
to produce two trajectories of 1150 and 460 frames, respectively. Both trajectories were used in
subsequence calculations. All the necessary structure and topology files were generated by anteMMPBSA.py script from AmberTools13 using the topology and starting structures from the MD
simulations. The default parameters were used for the Generalized Born part of the calculation.
For the Poisson Boltzmann calculation, the cavity surface tension and the correction for the nonpolar free energy contribution were set to 0.00542 kcal/mol Å2 and -1.008 kcal/mol, respectively.
5.2.6 Steered Molecular Dynamics Simulations (SMD)
The final structures from the unrestrained MD simulation were used as starting structures for the
SMD simulation of IL-24/20R and IL-20/IL-20R complexes. The structure of each complex was
aligned with a line defined along the center of mass of the protein (IL-24 or IL-20) and the receptor
(IL-20R). Each system was solvated with the TIP3P water model55 in a periodic rectangular box
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with a buffer region of 10 Å between the protein surface and the box edge in the y and z direction.
The buffer region in the x dimension provides enough space to satisfy the image convention and
the pulling in this direction. The parameters for the protein were applied according to the
AMBER99SB FF103, and the systems were charge neutralized when necessary by adding counter
ions. All the minimization and MD calculations were performed with GROMACS 4.6.1200 on two
GPUs and six CPUs. Initially, the IL-24/IL-20R and IL-20/IL-20R complexes were equilibrated
by using the steepest decent algorithm, followed by temperature equilibration at 310 K for 100 ps
using the Berendsen weak coupling59 in the NVT ensemble. The systems were then equilibrated
for 100 ps at 310 K in the NPT ensemble with a constant pressure of one atmosphere using a week
coupling for the pressure59. During the temperature and pressure equilibration, all protein atoms
were harmonically restrained to their position after minimization. The steered molecular dynamics
were run at 1 atm and 310 K in the NPT ensemble. The temperature and pressure were coupled to
the Nose´-Hoover thermostat201,202, and the Parrinello-Rahman barostat203,204, respectively. For
this part of the simulation, the restraint was removed from the protein and the receptor except from
the bottom loops of the receptor. These loops serve as anchor to avoid the drift of the receptor due
to the pulling of the protein. For both systems, the receptor was used as immobile reference during
the pulling. For each of the systems, the protein was pulled from the receptor over 60 ns using a
spring constant of 1000 kJ/mol nm2 and a pull rate of 0.001 nm ps-1 (0.01 Å ps-1). At the end of
the simulation, a distance of approximately 6 nm was achieved between the center of mass of the
proteins and the receptors. The systems trajectories were initially stored every 1 ps, for a total of
60,000 stored configurations. In all the simulations, the SHAKE algorithm57 was used to constrain
the bonds involving hydrogen atoms. A cutoff of 10 Å was applied to treat all the nonbonding
interactions and a time step of 2 fs was used. The particle mesh Ewald 105,106 was implemented to
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account for long-range electrostatic interactions and dispersion correction was applied to energy
and pressure terms to account for truncation of van der Waals terms.

5.3 Results and Discussion
5.3.1 Human IL-24: Homology Model and Assessment
The quality assessment of the human IL-24 model was done using the ERRAT188, VERIFY3D195,
PROSA193, and PROCHECK187 web services. The VERIFY3D analysis (Figure 5.1), determines
the compatibility of our atomic model (3D structure) with its own amino acid sequence (1D
structure). Based on the SAVES179 criteria, at least 80% of the amino acids needs a scored >= 0.2
in the 3D/1D profile to pass the test. Our model results show that 95.00% of the residues had an
averaged 3D-1D score >= 0.2. Showing high compatibility between its primary and tertiary
structure.

Figure 5.1. Plot generated by VERIFY3D analysis. Plot the average 3D-1D average score for each residue. In our
model, 95.00% of the residue had an average 3D-1D score >= 0.2. The blue horizontal lines show the lowest (0.13)
and highest (0.83) score on the sequence.
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Next, we checked the packing of the atoms in our model using ERRAT. In the ERRAT analysis
(Figure 5.2), error values are plotted as a function of the position of a sliding 9-residue window.
The error function is based on the statistics of non-bonded atom interactions in the model and
compared to a database of reliable high-resolution structures. The results show an overall quality
factor of 99.3% for our model that is above the average quality factor expected for a low-resolution
(2.5 to 3Å) structure.

Figure 5.2. Plot generated by the ERRAT analysis. The results show an overall quality factor of 99.342 for our
model. The value represents the percentage of the model for which the calculated error values falls below the 95%
rejection limit. Good high-resolution structures generally produce values around 95% or higher. For lower
resolution (2.5 to 3Å) the average overall quality factor is around 91%. The horizontal lines show a confidence limit
to where the region in the model could be rejected.

Then we used PROCHECK to analyze the stereochemical quality of our model. Figure 5.3 shows
the Ramachandran plot obtained from PROCHECK. The Ramachandran plot shows that all
residues in our model are in the allowed regions, whit 88.0% of the residues located in the most
favorable regions and 12.0% in the additional allowed regions. Finally, we used PROSA to test
the overall quality of our model. This analysis calculates an overall quality score for the model.
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If the score is not within the range characteristic for native proteins of similar size, then the
structure probably contains errors. The calculated z-score was used as an indicator of the overall
quality of the model.

Figure 5.3. Ramachandran Plot generated by PROCHECK. In our model, all residues are in the allowed regions,
whit 88.0% of the residues located in the most favorable regions and 12.0% in the additional allowed regions.
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In Figure 5.4-A the z-score for our model is plotted along the z-scores of all experimentally
determined structures in the current PDB database. Our model has a z-score of -6.18 that is within
the range expected for a protein of this size determined by NMR or X-Ray. In Figure 5.4-B, the
local model quality was obtained by plotting the average energies as a function of the amino acid
window. Positive values correspond to problematic regions of the model. The two positive regions
in our model correspond to two loop regions that expand residues 42-54 and 79-88, respectively.
These regions are expected to be problematic due to the high degree of freedom they bare due to
the lack of secondary structure.

Figure 5.4. Results obtained from PROSA analysis. (A) Overall model quality. Our model has a z-score -6.18 that is
within the range expected for a protein structure of this size solved by NMR or X-ray, and (B) Local model quality
that two loop regions with high uncertainty.

The final model structure of IL-24 obtained is depicted in Figure 5.5, showing similar secondary
features to IL-20 (Figure 5.6). The resulting model for human IL-24 consists of a characteristic αhelical fold composed of α-helices of different lengths connected by loops (Figure 5.5-B). This
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IL-24 structure is very compact due to the interaction of the amphipathic helices - a total helical
content of 50%. The N-terminus of IL-24 shows a β-hairpin structure similar to the N-terminus of
the crystal structure of IL-20. This structure is very similar to the structures reported205 for various
IL-10 family proteins.

Figure 5.5. Structure and sequence of the IL-24 model. (A) Three-dimensional structure of IL-24 obtained from the
homology/MD protocol, and (B) Schematic helices representation of the secondary structure of IL-24.

Figure 5.6. Structure and sequence of IL-20. (A) Three-dimensional structure of IL-20 obtained from the PDB
(PDB ID:4DOH), and (B) Schematic helices representation of the secondary structure of IL-20.
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5.3.2 Binding Free Energy IL-24/IL-20R and IL-20/IL-20R
To test the human IL-24 model's three-dimensional structure, we performed computational studies
on the interaction of IL-24 with the IL-20 Receptor. We determined IL-24 and IL-20R ternary
complex structure by molecular replacement using the models of IL-20R and IL-20 previously
reported198. This initial structure of the IL-24/IL-20R complex was energy-minimized and
subjected to molecular dynamics simulation. A 100 ns simulation was performed for each system.
Figure 5.7 shows snapshots of stable IL-20/IL-20R (on the left, A) and IL-24/IL-20R (on the right,
B) conformations. Upon binding to the IL-20R, the ligand molecule (as well as the receptor) must
adopt a proper structure.

Figure 5.7. Structure of the IL-20/IL-20R and IL-24/IL-20R complex. (A) Three-dimension structures of IL-20/IL-20
Receptor complex, and (B) three-dimension structure of IL-24/IL-20 Receptor. IL-20 receptor colored by secondary
structure (shown in yellow and pink).

After equilibration, binding affinity or dissociation constant Kd, (the bound and the unbound states)
was computed. Specifically, the affinity Kd is related to the change in the Gibbs free energy of
binding, ΔGb, given by, ΔGb = RTlnKd, where T is the absolute temperature and R is the universal
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gas constant. Our model is validated by comparing the experimentally obtained ratio of change in
Gibbs free energy between IL-24/IL-20R and IL-20/IL-20R, ΔGbIL-24/IL20R/ΔGbIL-20/IL20R. We
found that the experimental174 and computed values of ΔGbIL-24/IL20R/ΔGbIL-20/IL20R are
quantitatively similar, 0.9 (Experimental ΔGbIL-24/IL20R/ΔGbIL-20/IL20R = ln(8x10-9)/ln(1.5x10-9),
computed ΔGbIL-24/IL20R/ΔGbIL-20/IL20R = -129 kcal/mol /-155 kcal/mol).

This free energy

comparison shows that our model can predict the experimentally determined ratio of free energy
of binding using the IL-24 structure generated in silico.
The various interaction between the proteins and the IL-20R were determined using the EMBLEBI-PDBsum206 website and are depicted in Figure 5.8. The interaction of IL-24 with its receptor
subunit 1 (IL-20R1) involves 5 hydrogen bonds and 70 non-bonded interactions. The interaction
of IL-24 with its receptor chain 2, IL-20R2 has 8 hydrogen bonds and 102 non-bonded interactions.
On the other hand, the interaction of IL-20 with IL-20R1 has 10 hydrogen bonds and 83 nonbonded interactions, and the interaction of IL-20 with IL-20R2 forms 14 hydrogen bonds and 106
non-bonded interactions. These results show that the interaction between IL-24 and IL-20R is
similar to the interaction between IL-20 and IL-20R, but with IL-20/IL-20R more strongly bound
than Il-24/IL20R because of energetic considerations. In conclusion, IL-24 assembles the IL20R1/IL-20R2 signaling complex in a fashion nearly indistinguishable to IL-20. The great overall
similarity of the IL-24 and IL-20 complexes’ structures disfavors structural explanations for the
unique functional properties of these cytokines.
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Figure 5.8. Intermolecular interaction in the IL-20/IL-20R and IL-24/IL-20R complex. Intermolecular interactions
between IL-24/IL-20R and IL-20/IL20R obtained for the equilibrium structures shown in Figure 5.7.

5.3.3 Steered Molecular Dynamics (SMD) Simulations
To shed light on the unique functional properties of IL-24, we applied mechanical forces to study
the binding properties of IL-24 with IL-20R, as well as IL-20 with IL-20R. The SMD experiments
are useful for providing a rough estimate regarding the strength of the interaction between the
ligand and IL-20 receptor. During the pulling of the protein, the resistance yielded by the ligands
was measured. Figure 5.9 shows the average force profiles as a function of time obtained for both
IL-20/IL-20R and IL-24/IL-20R complexes. At t = 0 ns the ligands are bound to IL-20R, and after
30 ns the ligand is completely out of the binding site. For the IL-24/IL-20R system, the force
profile showed two peaks: before and after 12 ns. The first peak corresponds to the rupture of the
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H-bonds between IL-24 and IL-20R1 at around 6 ns. As the IL-24 mover further out, a second
barrier (the shoulder) is observed at around 15 ns. This barrier was due to transient interactions
encountered by IL-24 on its way out of the binding site with IL-20R2. The force profile between
IL-20 and IL-20R is similar to the one described for IL-24/IL-20R, but the processes described
happened before and after 15 ns (rupture of H-bonding starting at 11 ns and breakup of transient
interactions at 17 ns). For IL-20/IL-20R, the forces applied were larger. Similar behavior has
been seen before in the SMD simulation of ligand binding207.

Figure 5.9. Steered Molecular Dynamics calculated force profile. SMD calculated force profile for the unbinding
process of IL-24/IL-20R (red curve) and IL-20/IL-20R (black curve).

Figures 5.10 and 5.11 show snapshots of IL-20/IL-20R and IL-24/IL-20R complexes, respectively,
at various times during the pulling simulation. Specifically, Figure 5.10-A and 5.11-A show the
t = 0 ns bound state for IL-20/IL-20R and IL-24/IL-20R complexes, respectively. Figures 5.10-B
and 5.10-C show snapshots at 10 ns and 14 ns, respectively, for IL-20/IL-20R. The configurations
show that the interaction between IL-20 and IL-20R2 are broken, but the interaction between IL103

20 and IL-20R1 subunit were maintained until the last moment. Figures 5.11-B and 5.11-C (time
of 6 ns and 12 ns, respectively) show that upon pulling IL-24 from the receptor, the interactions
broken initially are with the IL-20R1 subunit. The contact between IL-24/IL-20R2 was maintained
until the last moment. Figures 5.10-D and 5.11-D show that both systems are completely
dissociated.
A possible explanation for the differences in the unbinding process of IL-20 and IL-24 from the
IL-20R centers around noticing that the initial interactions that are broken are the ones with the
internal portion of the binding pocket of the receptor. For IL-24/IL-20R, these interactions are
with IL-20R1 chain (Tyr205 of IL-20R1 with Phe75, Asn77, Tyr78, Lys76, and Ala95 of IL-24).
These interactions are broken first because the total number of interactions in that portion of IL20R1 is less that the total number of interactions in that internal portion of IL-20R2. On the other
hand, the internal portion of the pocket of IL-20R that interacts with IL-20 is in the IL-20R2 chain
(Phe440, Leu441, and Glu415 of IL-20R2 with Glu147, Arg27, and Asp 143 of IL-20). Hence, as
IL-24 unbinds from IL-20R, it will unbind first from the IL-20R1 chain and then from the IL-20R2
chain. In the case of IL-20, the opposite behavior is observed.
Comparing the results for these two systems we noticed that the work required to unbind IL-20
from IL-20R was significantly higher than the work used to unbind IL-24 from IL-20R. Moreover,
IL-24 shows higher affinity for IL-20R2 chain than for IL-20R1, while IL-20 shows higher affinity
for IL-20R1 chain than for IL-20R2. This surprising IL-20R chain interaction differences between
the two ligands (IL-20 and IL-24) might explain how structurally similar cytokines discriminate
between IL-20R chains and, therefore, might have distinct cellular responses. Our steered
molecular dynamics pulling studies provide a molecular basis for how small differences in the
ligand alter the receptor binding affinity and induce distinct cellular responses.
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Figure 5.10. Snapshot configurations of IL-20:IL-20R during steering molecular dynamics. Snapshot At times (A) t
= 0, (B) t = 10 ns, (C) t = 12 ns, and (D) t = 30 ns.
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Figure 5.11. Snapshot configurations of IL-24/IL-20R during steering molecular dynamics. Snapshot at times (A) t
= 0, (B) t = 6 ns, (C) t = 10 ns, and (D) t = 30 ns.
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5.4 Conclusion
The three-dimension model of human IL-24 was constructed using homology modeling combined
with MD simulations. The obtained structure was docked into the binding site of the plasma
membrane receptor, IL-20R1/IL-20R2. Binding energies were computed and compared with the
binding energy of IL-20 with IL-20R1/IL-20R2. The ratio of binding energies between IL-24/IL20R and IL-20/IL-20R were in good agreement with the experimental value. The interaction
energy between IL-24 and IL-20R1/IL-20R2 was calculated, and several residues were identified
to have large contributions to the binding of IL-24 and the receptor.
SMD was used in an attempt to differentiate in silico the relative binding strengths of ligands
(IL-24 and IL-20) at each site of IL-20R binding. Specifically, IL-20 and IL-24 were pulled out
from IL-20 Receptor, and the unbinding forces calculated. The comparison between the two
simulations clearly shows that the energy required to force the unbinding of IL-20 from the IL20R was significantly higher than the work spend for the unbinding of the IL-24 for the IL-20R.
Additionally, IL-24 shows higher affinity for IL-20R2 chain than for IL-20R1, while IL-20
shows higher affinity for IL-20R1 chain than for IL-20R2. Our SMD pulling studies provide a
molecular basis for how subtle differences of the receptor subunits interactions with the ligand
alter ligand-receptor binding affinity, i.e., the possible selective discrimination of IL-20R toward
IL-20 and IL-24 (and probably IL-19) will induce distinct cellular response, as suggested ref.
174. Moreover, our results should provide the molecular basis for receptor promiscuity of IL20R-binding cytokines and potentially assist in the design of novel antagonist to trat IL-20
subfamily-mediated disease.
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APPENDIX

Appendix: Chapter 3
This is the list of the 28 congeneric pairs of ligands used in the scoring function analysis. The
ligands are named either based on PDB IDs or author names for the articles reporting the
compounds. The difference in the binding free energy of each pair is also reported, where the
binding free energy of the left ligand is subtracted from that of the right ligand. Ligands with a
4-letter PDB code have crystal structures. Note that ligands Q4C and Q5C were apparently
erroneously switched in the prior study67.
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Graphics were generated using JSDraw (http://www.elncloud.com/jsdrawapp/jsdraw/).
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