A method to construct a hierarchical template tree for pedestrian contour detection by iteratively applying a k-medoid clustering algorithm from the lowest level to the highest level was recently proposed and received much attention. Analysed here is the limitation of the method using lower level medoids as points of the next higher level, and proposed is a method of selecting a medoid from the leaf nodes of sub-trees corresponding to the lower level medoids.
Introduction: The k-means clustering algorithm is one of the most commonly used unsupervised learning algorithms. The k-medoid clustering algorithm is a variant of the k-means clustering algorithm: it uses one of the data points as the cluster centre instead of the mean vector [1] . It is used when the mean vector of a cluster cannot be defined from the application domain as in pedestrian contour detection, or when a dataset contains many outliers. When an input should be compared to a large number of templates, a classifier having a hierarchical tree structure is frequently adopted to use the coarse-to-fine approach [2, 3] . Gavrila proposed a method implementing distance transform-based template matching with a hierarchical tree structure to detect pedestrian contour [4] . As the contours of pedestrians could vary because of physique, clothing and pose, if distance transform-based template matching as frequently used in computer vision is applied in a one-to-one comparison manner, the computation cost could be extremely large. Gavrila defined the similarity between two pedestrian contours using distance transform-based template matching, and constructed a hierarchical template tree by iteratively applying the k-medoid clustering algorithm to various pedestrian contours. In particular, medoids selected from the lower level are used as points of the next higher level. Such an approach is simple and easy to implement because the same algorithm is iteratively used for each level. Although the approach is developed for pedestrian contour detection, it is expected to be used for various applications using the k-medoids clustering algorithm [5] . This Letter shows that the method selecting higher level medoids from lower level medoids has limitations in performance, and proposes a method of selecting medoids from sub-tree leaf nodes. Experiments using a public database show that the proposed method achieves statistically better performance than Gavrila's method.
Gavrila's method [4] : Constructing a template tree with L levels can be summarised as follows. K l denotes the node number of level l, and it is assumed to be set in advance:
where N l denotes the node set of level l and S denotes the whole learning sample set. Therefore, the node set of the lowest level is the same as the whole learning sample set.
Medoid initialisation
Medoids of level l are randomly selected among nodes of level l:
where m <l,k> denotes kth medoid of level l and n <l,a> denotes ath node of level l. rand(K l ) means a randomly selected natural number less than or equal to K l . Notice that the medoid number of level l is the same as the node number of level l−1. Iteration index i is initialised to 0 for level l:
Randomness insertion by simulated annealing
With the probability p SA = e
where τ SA is a parameter controlling the decreasing tendency of the probability.
Cluster assignment
The cluster index of ath node of level l, c(n <l,a> ), is set to k of m <l,k> whose dissimilarity with the node is the smallest among medoids of level l:
where d(α,β) means the dissimilarity between α and β.
Medoids update
Once cluster indexes of the nodes of level l are assigned, medoids are updated:
where CL kl,kl = {n|c(n) = k, n [ N l }, it denotes the node set belonging to kth cluster of level l. 6. If i < I, then i = i+1, where I is the maximum iteration number. And, repeat from 3. 7. If l > 1, then l = l−1. With the updated l, n <l,k> = m <l+1,k> , 1 < k < K l .
And, repeat from 2.
Proposed method: The method explained above has some drawbacks. For example, let us consider a situation when trying to make the next higher level cluster by merging three clusters whose medoids are m 1 , m 2 and m 3 , respectively. Fig. 1 depicts the situation in a two-dimensional diagram. The size of a circle representing a cluster depicts the variation of learning samples belonging to the cluster. If the clusters are at the leaf level, the boundary line between two clusters should be equally distant from each medoid. However, if the level is not leaf level, they do not have the same learning sample variation because they represent a different number of lower level medoids. In Fig. 1 , as the distance sum to other medoids of m 1 is the smallest, m 1 will be selected as the medoid of the next higher level cluster. However, m 1 is unsuitable to represent affiliated learning samples because it is biased to the one side of the higher level cluster, which is depicted as a circle with a dotted line in Fig. 1 . In this case, it is believed that a learning sample n closest to the centre of the higher level cluster should be selected as the medoid. To address the bias of the higher level medoid, an improvement method is proposed. It is different from Gavrila's method only in (1), or medoid selection. To explain the methods, a learning sample set belonging to a node should be defined. S(n <l,k> ) denotes the learning sample set belonging to the kth node of level l, n <l,k> . It is recursively defined as follows:
where C(n <l,k> ) denotes the set of the child node of n <l,k> . The proposed method selects a medoid considering not only the points belonging to a cluster but also the learning samples corresponding to the points, by replacing (1) with (2) . It is aimed to select n rather than m 1 in Fig. 1 . In other words, among learning samples corresponding to the points of a cluster, the one with the smallest distance to the others is selected:
where S(CL <l,k> ) denotes the learning sample set corresponding to the kth cluster of level l.
Experimental results: The proposed method and Gavrila's method were compared in performance by applying them to pedestrian contour detection. The experiments used 3092 pedestrian images of dataset A of the CASIA Gait database [6] . The learning sample set consists of 2092 images and the test sample set consists of 1000 images. For each image, the foreground corresponding to the pedestrian was manually marked with an interactive segmentation tool, and the foreground was normalised to 80×80 in size such that the height of the pedestrians became the same. Finally, the pedestrian contour was extracted by applying a canny edge detector to the normalised foreground image. Fig. 2 shows an example of a pedestrian image, foreground image and pedestrian contour. The dissimilarity between two pedestrian contours is defined by a distance transform-based template matching score as in [4] .
Fig. 2 Example of pedestrian image, foreground image and pedestrian contour
A hierarchical template tree was constructed with the learning sample set and evaluated with the test sample set. The structure of the hierarchical template tree is similar to [4] : it has 5 levels and each level has 1, 8, 64, 512, and 2092 nodes, respectively. When the k-medoid clustering algorithm is applied to each level, the maximum iteration number I is set to 100 and the simulated annealing parameter τ SA is set to 10. Hierarchical template matching using the constructed hierarchical template tree follows the method selecting the best branch at each level from the root node to the leaf level. If the dissimilarity between a test sample image and its matched leaf node image is below a threshold, the test sample image is regarded as correctly matched. The performance of a hierarchical template tree is measured by a probability as to how many test sample images are correctly matched. It is referred to as the acceptable matching recognition rate (AMRR).
For each method, 1000 hierarchical template trees were constructed and evaluated by AMRR. Fig. 3 depicts the AMRR histograms. The AMRR of Gavrila's method: 26.2-73.0%, and the average is 54.2%. The AMRR of the proposed method: 42.0-74.1%, the average is 62.8%. The average AMRR of the proposed method is higher than that of the Gabrila's method by 8.52%, which means a performance improvement of 15.7%. By Welch's t-test, t-value measures 31.0 with d.f.=1918. However, the maximum AMRRs of the two methods are similar. Such results are believed to be because randomness is inserted into the optimisation procedure by simulated annealing and a sufficiently large number of trees are constructed. Conclusion: This Letter has analysed the limitations of a method using the lower level medoids as the next higher level points to construct a hierarchical template tree [4] , and proposes a solution selecting the medoid from leaf nodes of the corresponding sub-trees. By applying the proposed method to pedestrian contour detection, it is confirmed that the proposed method improves the performance by 15.7%.
