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Abstract
In this paper we generalize, under slightly more restrictive conditions on the kernel K , the classical
theorem on halfspace estimates of Agmon, Douglis and Nirenberg [Comm. Pure Appl. Math. 12
(1959) 623–727] to generalized Lebesgue spaces Lp(·). In particular this yields W2,p(·)-estimates in
R
d+1
 for the Laplace equation and the Stokes system.
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1. Introduction
In this paper we continue our study of halfspace estimates of Agmon, Douglis and
Nirenberg [2] in the case of generalized Lebesgue spaces Lp(·) In part I of the paper [4]
we generalized a version of the classical Calderón–Zygmund theorem on principle value
integrals in generalized Lebesgue spaces Lp(·) proved in [3], to kernels, which do not
satisfy standard estimates on Rd+1. This result will now be used to establish the analogue
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follows this classical paper.
Before we formulate our main result we have to introduce some notation. For precise
definitions and notations used in the paper we refer the reader to part I of the paper [4]
or to the beginning of Section 2. We consider on the halfspace Rd+1 = {P = (x, t) ∈
R
d+1 | t  0} a kernel K , which is homogeneous of degree −d , i.e., K :Rd+1 → R satisfies
K(λP) = λ−dK(P ), λ > 0. We assume that K is sufficiently regular and satisfies the
following basic assumption∫
|x|=1
K(x,0) dω = 0, (1)
where dω is the surface measure of the d-dimensional unit sphere. Associated to a kernel
K on Rd+1 we consider the operator H defined through
(Hf )(x, t) =
∫
Rd
K(x − y, t)f (y) dy, (2)
where f :Rd →R and (x, t) ∈Rd+1> = {Q = (y, s) ∈ Rd+1 | s > 0}.
The main result of this paper reads as follows:
Theorem 1.1. Let K be a kernel on Rd+1 , which is homogeneous of degree −d and satisfies
standard estimates of degree −d on Rd+1> (cf. Definition 2.1). Moreover, we assume that K
satisfies (1) and possesses partial derivatives ∂tK , ∂iK , i = 1, . . . , d , satisfying standard
estimates of degree −(d + 1) on Rd+1> . Moreover, assume that K possesses the partial
derivative ∂2t K , which satisfies standard estimates of degree −(d + 2) on Rd+1> , and that
there exist constants A0 > 0, α > 0 such that for all P = (x, t) ∈ Rd+1> holds∣∣∂2t K(P )∣∣A0|t|α|P |−d−2−α. (3)
Finally assume that p :Rd+1 → (1,∞) is a given bounded exponent on Rd+1 , i.e., 1 <
p− := infp(x, t)  p+ := supp(x, t) < ∞, which satisfies the uniform, local continuity
condition∣∣p(P) − p(Q)∣∣A1∣∣ln |P −Q|∣∣−1, P,Q ∈ Rd+1 , (4)
where A1 is a given constant, and that there exists p∞ ∈ [p−,p+] and a constant A2 > 0
such that for all P ∈Rd+1∣∣p(P) − p∞∣∣ A2ln(e + |P |) . (5)
Then, there exists a constant A3 > 0, such that the operator H associated to the kernel K
defined in (2) satisfies the estimate
‖Hf ‖
W 1,p(·)(Rd+1> ) A3|f |tr(W 1,p(·)(Rd+1> )) (6)
for all f ∈ tr(W 1,p(·)(Rd+1> )) (cf. (36), (37)).
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Theorem 3.3 in [2] to generalized Lebesgue spaces Lp(·). Note that Theorem 1.1 together
with the results in [3] provide W 2,p(·)-estimates in Rd+1 and in Rd+1 for the Laplace
equation and the Stokes system.
2. Properties of kernels related to the halfspace
In this paper we use the same notation as in part I. For the convenience of the reader
we repeat here some of it. Points in Rd+1 will be denoted by P := (x, t), Q := (y, s) and
R := (z, u), with x, y, z ∈ Rd . We set |x| := (∑di=1 x2i ) and |P | := (|x|2 + t2)1/2. For all
P ∈ Rd+1 holds 12 (|x|+|t|) |P | |x|+|t|. By Rd+1 := {P ∈Rd+1 | t  0} and Rd+1 :=
{P ∈ Rd+1 | t  0} we denote halfspaces and by Rd+1> (resp. Rd+1< ) the corresponding
counterparts with strict inequalities. For a function f :Rd+1 → R we denote the partial
derivatives with respect to the ith variable, i = 1, . . . , d , by ∂if , while the partial derivative
with respect to the (d + 1)-variable is denoted by ∂tf . The gradient ∇f stands for ∇f :=
(∂1f, . . . , ∂df, ∂tf ).
We will now introduce the spaces Lp(·)(Ω) and W 1,p(·)(Ω). Let Ω be a measur-
able subset of Rd+1. For a measurable function p :Rd+1 → [1,∞) (called the exponent)
we define Lp(·)(Ω) to consist of measurable functions f :Ω → R such that the mod-
ular ρp(f ) :=
∫
Ω |f (Q)|p(Q) dQ is finite. If p+ := supp < ∞ (called a bounded ex-
ponent), then the expression ‖f ‖p(·) := inf{λ > 0 | ρp(λ−1f ) < 1} defines a norm on
Lp(·)(Ω). This makes Lp(·)(Ω) a Banach space. If p−1 := infp > 1, then Lp(·)(Ω) is
uniformly convex and reflexive, and the dual space is isomorphic to Lp′(·)(Ω), where
1/p(·) + 1/p′(·) = 1. Further, let W 1,p(·)(Ω) denote the space of measurable functions
f :Ω → R such that f and the distributional derivative ∇f are in Lp(·)(Ω). The norm
‖f ‖1,p(·) := ‖f ‖p(·) + ‖∇f ‖p(·) makes W 1,p(·)(Ω) a Banach space. By W 1,p(·)0 (Ω) we
denote the closure of C∞0 (Ω) in W 1,p(·)(Ω).
Definition 2.1. Let Ω ⊆ Rd+1 be a set. A kernel K on Ω is a locally integrable real-
valued function defined on Ω \ {0}. We say that K satisfies standard estimates of degree
−m on Ω0 ⊆ Ω if there exist δ > 0 and A4 > 0, such that for all P,Q ∈ Ω0 \ {0} with
|P −Q| < 12 |Q| and all R ∈ Ω0 \ {0} holds∣∣K(R)∣∣A4|R|−m, (7a)∣∣K(P) −K(Q)∣∣A4|P −Q|δ|Q|−m−δ. (7b)
Note that (7a) and (7b) imply that K is δ-Hölder continuous on Ω0 \{0} and bounded on
every sphere Ω0 ∩ {P | |P | = r0}, 0 < r0 < ∞. The sets Ω and Ω0 in the above definition
will usually be one of the sets Rd+1> , Rd+1< , Rd+1 or R
d+1
.
In this section we are concerned with various kernels and associated operators defined
on halfspaces. We will discuss some properties which will be needed for the proof of
Theorem 1.1.
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in [2].
Proposition 2.2. Let K˜ be a homogeneous kernel of degree −(d + 1) on Rd+1> , which
satisfies standard estimates of degree −(d + 1) and is nonnegative on Rd+1> . Let p be a
bounded exponent with p− > 1 on Rd+1> which is extended to Rd+1 by an even reflection,
i.e., p(x, t) := p(x,−t), t < 0. Let 0 < s1 < 1 < s2 < p− be such that p, (p/s1)′,p/s2 ∈
P(Rd+1). Let G be a measurable function defined on Rd+1> which satisfies for all P ∈ Rd+1>∣∣G(P)∣∣ K˜(P ). (8)
Consider the function
u(x, t) :=
∫
Rd
∞∫
0
G(x − y, t + s)v(y, s) dy ds, (9)
where v ∈ Lp(·)(Rd+1> ). Then u(P ) exists for a.e. P = (x, t) ∈ Rd+1> and there exists a
constant A10 > 0 such that
‖u‖
Lp(·)(Rd+1> ) A10‖v‖Lp(·)(Rd+1> ). (10)
Now let K be a homogeneous kernel of degree −d on Rd+1 , i.e., K(λP) = λ−dK(P ),
λ > 0, P ∈ Rd+1 \ {0}. Furthermore we assume that K satisfies standard estimates of
degree −d on Rd+1> and the basic assumption∫
|x|=1
K(x,0) dω = 0. (1)
Recall, that we associate to a kernel K on Rd+1 an operator H defined through
(Hf )(x, t) =
∫
Rd
K(x − y, t)f (y) dy, (2)
where f :Rd → R and x ∈ Rd , t > 0. Note that Hf is well defined for all f ∈ Lq(Rd),
1 < q < ∞. If we additionally assume that K possesses partial derivatives ∂jt K , 1 j  l,
which satisfy standard estimates of degree −(d + j) on Rd+1> we easily see (cf. [2]) that
for
gj (t) :=
∫
Rd
∂
j
t K(x, t) dx, t > 0,
holds gj (t) = t−j gj (1) and gj+1(1) = −jgj (1). It is shown in [2, Lemma 3.1] that con-
dition (1) holds if and only if gj (t) = 0, t > 0, 1  j  l. Under the assumptions of
Theorem 1.1 we therefore have∫
d
∂2t K(x, t) dx = 0, t > 0.
R
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Lemma 2.3. Let J be a homogeneous kernel of degree −(d + 2) on Rd+1> , which satisfies
standard estimates of degree −(d + 2). Moreover, assume that there holds∫
Rd
J (x, t) dx = 0, t > 0, (11)
and ∫
Rd
J (x,1)xkxl dx < ∞, k, l = 1, . . . , d. (12)
Then there exist constants ai ∈ R, i = 1, . . . , d , and aij ∈ R, i, j = 1, . . . , d , such that the
kernel
J0(P ) := J (P )−
d∑
i=1
ai∂iN1(P ) −
d∑
i,j=1
aij ∂i∂jN(P ), (13)
with (recall P = (x, t))
N1(P ) := −1
d + 2
t
|P |d+2 , N2(P ) :=
t
|P |d+1 , (14)
satisfies (11), with J replaced by J0, and additionally∫
Rd
J0(x, t)xk dx = 0, t > 0, k = 1, . . . , d,
∫
Rd
J0(x, t)xkxl dx = 0, t > 0, k, l = 1, . . . , d. (15)
Proof. For P ∈ Rd+1> we set J˜ (P ) := J (P ) −
∑d
i=1 ai∂iN1(P ). Obviously J˜ satis-
fies (11). The coefficients ai , i = 1, . . . , d , are determined such that (15)1 holds for J˜ .
Using the homogeneity of J and N1 we see that
∫
Rd
J (x, t)xi dx = t−1
∫
Rd
J (x,1)xi dx <
∞, i = 1, . . . , d , and ∫
Rd
∂iN1(x, t)xi dx = t−1
∫
Rd
∂iN1(x,1)xi dx < ∞, i = 1, . . . , d .
Thus the coefficients ai , can be computed as
ai =
∫
Rd
J (x,1)xi dx
( ∫
Rd
x2i
(|x|2 + 1)(d+4)/2 dx
)−1
. (16)
Note that all integrals involved are finite due to the definition of N1 and the assump-
tions on J . Now we consider J0 defined in (13), where the coefficients ai are given
by (16). Obviously J0 satisfies (11) and (15)1. We determine aij , i, j = 1, . . . , d ,
such that also (15)2 holds. Using again the homogeneity of J˜ and N2 we see that∫
d J˜ (x, t)xixj dx =
∫
d J˜ (x,1)xixj dx < ∞, i, j = 1, . . . , d , and that
∫
d N2(x, t) dx =R R R
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Rd
N2(x,1) dx < ∞, and thus, assuming that aij = aji , i, j = 1, . . . , d , the coefficients
can be computed as
aij =
∫
Rd
J˜ (x,1)xixj dx
(
2
∫
Rd
(|x|2 + 1)−(d+1)/2 dx)−1. (17)
Due to (12) and the definition of N1, N2 all integrals involved in the derivation of (17) are
finite. 
Note that in the case J (P ) = ∂2t K(P ) condition (3) from Theorem 1.1 ensures the
validity of (12).
In the next section we will also need the fundamental solution of the Laplace equation
in Rd . Let us denote for x ∈ Rd
F (x) :=
{
C|x|−d+2 for d  3,
C ln |x| for d = 2. (18)
In particular, ∂iF is a standard kernel on Rd with homogeneity −(d − 1).
Lemma 2.4. Let d  2 and let the function Gi(z;x), i = 1, . . . , d , be defined for all x ∈
R
d \ {0} and all z ∈ Rd , x 
= z by
Gi(z;x) := ∂iF (x − z)− ∂iF (x)+
∑
j
zj ∂i∂jF (x)
− 1
2
∑
j l
zj zl∂i∂j ∂lF (x). (19)
Then there exists a constant A11 such that∣∣Gi(z;x)∣∣A11{ |z|3|x|−(d+2) for |z| 12 |x|,|z|2|x|−(d+1) + |x − z|−d+1 for |z| 12 |x|. (20)
Proof. Note that Gi is homogeneous in (z, x) of degree −(d − 1), i.e., for all λ > 0 there
holds
Gi(λz;λx) = λ−(d−1)Gi(z;x). (21)
Let |x| = 1 and |z| 12 , then Taylor’s formula implies uniformly with respect to |x| = 1∣∣Gi(z;x)∣∣ c|z|3. (22)
On the other hand, if |x| = 1 and |z| 12 , then we have uniformly with respect to |x| = 1∣∣Gi(z;x)∣∣ c(|x − z|−d+1 + |x|−d+1 + |z||x|−d + |z|2|x|−d−1)
 c
(|z|2 + |x − z|−d+1). (23)
From (22) and (23) we deduce with the help of the homogeneity of Gi(z;x) (cf. (21)) the
assertion of the lemma. 
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Li(x, t) :=
∫
Rd
J (z, t)∂iF (x − z) dz, (24)
where J is a homogeneous kernel of degree −(d + 2) on Rd+1> and F is defined in (18).
One easily checks that Li is homogeneous of degree −(d + 1) on Rd+1> . In order to study
the properties of Li it is convenient to introduce for P = (x, t), Q = (y, s) ∈ Rd+1 the
notation
A(P,Q) := {z ∈ Rd | 2|P −Q| ∣∣(y − z, s)∣∣}.
Lemma 2.5. Let given P,Q ∈ Rd+1 satisfy |Q|  2|P − Q|. If |s|  2|P − Q| then we
have A(P,Q) = Rd .
Proof. If |s| 2|P −Q| then we have for all z ∈ Rd∣∣(y − z, s)∣∣ |s| 2|P −Q|.
This proves the lemma. 
Lemma 2.6. Let d  2 and let J be a homogeneous kernel of degree −(d + 2) on Rd+1> ,
which satisfies standard estimates of degree −(d + 2) on Rd+1> , with 0 < δ < 1, and the
assumptions (11), (15) (with J0 replaced by J ). Assume that P,Q ∈ Rd+1> be such that
|Q| 2|P −Q| and A(P,Q) = Rd . Then Li , i = 1, . . . , d , defined by (24) satisfy∣∣Li(P ) −Li(Q)∣∣A12|P −Q|δ|Q|−d−1−δ (25)
with A12 = A12(δ).
Proof. First of all note that due to the assumptions (11), (15) we have for all P ∈ Rd+1>
and y ∈ Rd \ {0}
Li(P ) =
∫
Rd
J (x − z, t)∂iF (z) dz =
∫
Rd
J (x − z, t)Gi(y − z;y) dz. (26)
Let P = (x, t), Q = (y, s) ∈ Rd+1> satisfy |Q| 2|P −Q|. We will distinguish two cases,
namely |y| s and |y| s.
Case |y| s > 0. Note that |y| s > 0 implies
|y| 1
2
∣∣(y, s)∣∣= 1
2
|Q|. (27)
Using the second line in (26) both for P , y and Q, y we obtain for i = 1, . . . , d∣∣Li(P ) −Li(Q)∣∣ ∫
d
∣∣J (x − z, t)− J (y − z, s)∣∣∣∣Gi(y − z;y)∣∣dz.
R
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for i = 1, . . . , d∣∣Li(P ) −Li(Q)∣∣A4|P −Q|δ ∫
Rd
∣∣(y − z, s)∣∣−d−2−δ∣∣Gi(y − z;y)∣∣dz.
For fixed i we split the right-hand side into
I1 := A4|P −Q|δ
∫
|y−z| 12 |y|
∣∣(y − z, s)∣∣−d−2−δ∣∣Gi(y − z;y)∣∣dz,
I2 := A4|P −Q|δ
∫
|y−z|> 12 |y|
∣∣(y − z, s)∣∣−d−2−δ∣∣Gi(y − z;y)∣∣dz.
Then the estimates on Gi in Lemma 2.4 imply
I1  C|P −Q|δ
∫
|y−z| 12 |y|
∣∣(y − z, s)∣∣−d−2−δ|y − z|3|y|−d−2 dz,
I2  C|P −Q|δ
∫
|y−z|> 12 |y|
∣∣(y − z, s)∣∣−d−2−δ(|y − z|2|y|−d−1 + |z|−d+1)dz
=: I2,1 + I2,2.
We further estimate I1 by
I1 C|P −Q|δ|y|−d−2
∫
|y−z| 12 |y|
|y − z|−d+1−δ dz
C(1 − δ)−1|P −Q|δ|y|−d−2|y|1−δ (27) C(δ)|P −Q|δ|Q|−d−1−δ. (28)
We estimate I2,1 by
I2,1  C|P −Q|δ|y|−d−1
∫
|y−z|> 12 |y|
|y − z|−d−δ dz
 Cδ−1|P −Q|δ|y|−d−1|y|−δ (27) C(δ)|P −Q|δ|Q|−d−1−δ. (29)
The integral in I2,2 is further split into integrals over the sets S1 := {z ∈ Rd | |y − z| >
1
2 |y|, |z|  2|y|} and S2 := {z ∈ Rd | |y − z| > 12 |y|, |z| > 2|y|}. Due to |(y − z, s)| 
|y − z| 12 |y| we have∫
S1
∣∣(y − z, s)∣∣−d−2−δ|z|−d+1 dz C|y|−d−2−δ ∫
|z|2|y|
|z|−d+1 dz
 C|y|−d−1−δ (27) C|Q|−d−1−δ. (30)
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S2
∣∣(y − z, s)∣∣−d−2−δ|z|−d+1 dz C|y|−d+1 ∫
|y−z|> 12 |y|
|y − z|−d−2−δ dz
 C|y|−d−1−δ (27) C|Q|−d−1−δ. (31)
From (28)–(31) we obtain the assertion (25) in the case |y| s.
Case |y| |s|. Using the first line in (26) we have∣∣Li(P ) −Li(Q)∣∣ ∫
Rd
∣∣J (x − z, t)− J (y − z, s)∣∣∣∣∂iF (z)∣∣dz.
Since by assumption A(P,Q) = Rd and J satisfies standard estimates, there holds
∣∣Li(P ) −Li(Q)∣∣A4|P −Q|δ ∫
Rd
∣∣(y − z, s)∣∣−d−2−δ∣∣∂iF (z)∣∣dz
 C|P −Q|δ
∫
Rd
∣∣(y − z, s)∣∣−d−2−δ|z|−d+1 dz,
where we also used that ∂iF is homogeneous of degree −(d − 1). We split the last expres-
sion into two parts and set
I3 := C|P −Q|δ
∫
|z|> 12 |Q|
∣∣(y − z, s)∣∣−d−2−δ|z|−d+1 dz,
I4 := C|P −Q|δ
∫
|z| 12 |Q|
∣∣(y − z, s)∣∣−d−2−δ|z|−d+1 dz.
Since |y| |s|, there holds∣∣(y − z, s)∣∣ 1
2
(|y − z| + |s|) 1
2
(|z| − |y| + |s|) 1
2
|z|.
Thus we have
I3  C|P −Q|δ
∫
|z|> 12 |Q|
|z|−d−2−δ|z|−d+1 dz
= C|P −Q|δ
∫
|z|> 12 |Q|
|z|−2d−1−δ dz C|P −Q|δ|Q|−d−1−δ.
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I4 C|P −Q|δ
∫
|z| 12 |Q|
∣∣|Q| − |z|∣∣−d−2−δ|z|−d+1 dz
C|P −Q|δ
∫
|z| 12 |Q|
( |Q|
2
)−d−2−δ
|z|−d+1 dz
C|P −Q|δ|Q|−d−2−δ|Q| = C|P −Q|δ|Q|−d−1−δ.
Thus also in the case |y| s the assertion (25) is proved. 
Proposition 2.7. Let d  2 and let J be a homogeneous kernel of degree −(d + 2) on
R
d+1
> , which satisfies standard estimates of degree −(d + 2) on Rd+1> and the assumptions
(11), (15) (with J0 replaced by J ). Then Li defined by (24) is homogeneous of degree
−(d + 1) and satisfies standard estimates on Rd+1> of degree −(d + 1) with 0 < δ < 1 (cf.
Definition 2.1).
Proof. The homogeneity has already been proved. In order to prove that Li , i = 1, . . . , d ,
satisfies standard estimates we will distinguish several cases.
(a) Case P = (x, t), Q0 := (x, s) ∈ Rd+1> . Note that we have in this case |P − Q0| =
|t−s|. In order to show estimate (7b) we assume that 2|P −Q0| |Q0|, which in particular
implies 2|P | |Q0|.
In the case when s  2|P −Q0| = 2|t − s| we obtain from Lemma 2.5 that A(P,Q0) =
R
d
. Thus the assertion follows from Lemma 2.6.
Let us therefore assume that s < 2|P −Q0| = 2|t − s|.
(i) Consider first the case 0 < t < s. Let us set sn := 2−ns and Qn := (x, sn). There
exists N ∈ N0 such that sN+1  t < sN and we have∣∣Li(P ) −Li(Q)∣∣ ∣∣Li(P ) −Li(QN)∣∣+ N∑
n=1
∣∣Li(Qn)−Li(Qn−1)∣∣. (32)
Moreover, we get (cf. Fig. 1)
|P −QN | = |t − sN | |sN+1 − sN | = 12 |sN | = 2
−(N+1)s,
|Qn −Qn−1| = |sn − sn−1| = 12 |sn−1| = 2
−ns, for n = 1, . . . ,N. (33)
Thus we have A(P,QN) = A(Qn,Qn−1) = Rd , n = 1, . . . ,N , by Lemma 2.5 and we can
use the estimate (25) for all summands in (32). From the definition of Qn and sn we see
that |Q0| > · · · > |QN | > |P | 12 |Q0|. From this, (32) and (33) we get
∣∣Li(P ) −Li(Q0)∣∣A12
(
|P −QN |δ
|QN |d+1+δ +
N∑ |Qn −Qn−1|δ
|Qn−1|d+1+δ
)
n=1
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 C|Q0|d+1+δ
N+1∑
n=1
(2−ns)δ C |P −Q0|
δ
|Q0|d+1+δ , (34)
where we have also used that s2 < |P −Q0|. Thus the case (i) is proved.
(ii) Consider now the case 0 < s < t . From this we get |Q0| < |P | and thus 2|P −Q0|
|Q0| < |P |. Now we can exchange the role of Q0 and P in (i) and obtain∣∣Li(P ) −Li(Q0)∣∣C |P −Q0|δ|P |d+1+δ  C |P −Q0|δ|Q0|d+1+δ ,
since 2|P | |Q0|.
The proof of estimate (7b) in the case (a) is completed.
(b) Case P = (x, t), Q0 := (y, t) ∈ Rd+1> . Note that we have in this case |P − Q0| =
|x − y|. In order to show estimate (7b) we again assume that 2|P −Q0| |Q0|, which in
particular implies 2|P | |Q0|.
In the case when t  2|P −Q0| = 2|x−y| we obtain from Lemma 2.5 that A(P,Q0) =
R
d and thus the assertion follows from Lemma 2.6.
Let us therefore assume that t < 2|P − Q0| = 2|x − y|. Setting for j = 0, . . . ,4 (cf.
Fig. 2)
Pj := P +
(
0,
j
2
|x − y|
)
, Qj := Q0 +
(
0,
j
2
|x − y|
)
,
we obtain that 12 |Q0| |P | |Pj | and |Q0| |Qj |, j = 1, . . . ,4, and consequently
|Pj − Pj−1| = 12 |x − y| =
1
2
|P −Q0| 14 |Q0|
1
2
|Pj |,
|Qj −Qj−1| = 1 |x − y| = 1 |P −Q0| 1 |Q0| 1 |Qj |.2 2 4 2
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Therefore part (a) and these inequalities imply for i = 1, . . . , d
4∑
j=1
(∣∣Li(Pj )−Li(Pj−1)∣∣+ ∣∣Li(Qj )−Li(Qj−1)∣∣) C |P −Q0|δ|Q0|d+1+δ . (35)
Moreover, we have
2|P4 −Q4| = 2|x − y| t + 2|x − y|
∣∣(y, t + 2|x − y|)∣∣= |Q4|,
and thus we obtain from Lemma 2.5 that A(P4,Q4) = Rd . From Lemma 2.6 thus follows∣∣Li(P4)−Li(Q4)∣∣ C |P −Q0|δ|Q0|d+1+δ .
This and (35) finishes the proof of inequality (7b) in the case (b).
(c) Case P = (x, t), Q = (y, s) ∈ Rd+1> arbitrary. Again we assume that 2|P − Q0|
|Q0|. Setting R0 := P , R1 := ( 12 (x + y), t), R2 := (y, t), R3 := (y, 12 (s + t)), R4 := Q
we easily compute that 2|Rj − Q|  2|P − Q|  |Q|, j = 1, . . . ,4, and consequently
|Q| 2|Rj |, j = 1, . . . ,4. We also get from the construction of Rj that (cf. Fig. 3)
|Rj −Rj−1| 1 |P −Q| 1 |Q| 1 |Rj |, j = 1, . . . ,4.2 4 2
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us to use either case (a) or (b), and we obtain
∣∣Li(P ) −Li(Q)∣∣ 4∑
j=1
∣∣Li(Rj )−Li(Rj−1)∣∣ C 4∑
j=1
|Rj −Rj−1|δ|Rj |d+1+δ
 C|P −Q|δ|Q|d+1+δ.
Thus the proof of the proposition is complete. 
Finally, we have to define a trace space of the space W 1,p(·)(Rd+1> ). Let f be the trace
of a function v(· , t), i.e., f (x) = v(x,0), x ∈Rd , with v ∈ W 1,p(·)(Rd+1> ). Then we set
‖f ‖tr(W 1,p(·)(Rd+1> )) := inf
v∈W 1,p(·)(Rd+1> )
f (x)=v(x,0)
‖v‖
W 1,p(·)(Rd+1> ), (36)
|f |tr(W 1,p(·)(Rd+1> )) := inf
v∈W 1,p(·)(Rd+1> )
f (x)=v(x,0)
‖∇v‖
Lp(·)(Rd+1> ). (37)
The space tr(W 1,p(·)(Rd+1> )) consists of all functions f (x) for which ‖f ‖tr(W 1,p(·)(Rd+1> ))
< ∞. Note that tr(W 1,p(·)(Rd+1> )) endowed with the norm ‖ · ‖tr(W 1,p(·)(Rd+1> )) is a Banach
space and that | · |tr(W 1,p(·)(Rd+1> )) is a seminorm on that space. In the case when p(·) =
constant this definition of tr(W 1,p(·)(Rd+1> )) coincides with the usual definition of the trace
space W 1−1/p,p(Rd ) of W 1,p(Rd+1> ) (cf. [1]). We are not going to study the trace space
tr(W 1,p(·)(Rd+1> )) in this paper, we just want to emphasize that the trace space depends
also on the behavior of p(·) in the interior of Rd+1> .
3. Proof of Theorem 1.1
In this section we prove the main theorem of the paper. We closely follow the approach
in Appendix 3 of [2]. First we prove (6) for the tangential derivatives ∂iHf , i = 1, . . . , d ,
where Hf is defined in (2).
Proposition 3.1. Suppose that all conditions of Theorem 1.1 to be satisfied with the excep-
tion of condition (1). Then there exists a constant A13 such that for all i = 1, . . . , d there
holds
‖∂iHf ‖Lp(·)(Rd+1> ) A13|f |tr(W 1,p(·)(Rd+1> )).
Proof. Let f ∈ tr(W 1,p(·)(Rd+1> )) be given and let v ∈ W 1,p(·)(Rd+1> ) be such that
v(x,0) = f (x), x ∈ Rd . (38)
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= 0 and ∇v 
= 0.
Choose a cut-off function η ∈ C∞(R) with 0 η  1, η(t) = 1 in a neighborhood of 0,
suppη being a compact set and
‖∂tη‖∞ 
‖∇v‖
Lp(·)(Rd+1> )
‖v‖
Lp(·)(Rd+1> )
.
Setting v˜(x, t) := η(t)v(x, t), we get
‖∂t v˜‖Lp(·)(Rd+1> )  2‖∂t v‖Lp(·)(Rd>),
‖v˜‖
Lp(·)(Rd+1> ) +
d∑
i=1
‖∂i v˜‖Lp(·)(Rd+1> )  ‖v‖Lp(·)(Rd>) +
d∑
i=1
‖∂iv‖Lp(·)(Rd>). (39)
Moreover, there exists T > 0 such that v˜(· , t) = 0 for all t  T . From the identity
∂s
(
v˜(y, s)K(x − y, t + s))
= (∂sv˜(y, s))K(x − y, t + s)+ v˜(y, s)∂tK(x − y, t + s),
we obtain after integration with respect to s over (0,∞)
−f (y)K(x − y, t) =
∞∫
0
∂s v˜(y, s)K(x − y, t + s) ds
+
∞∫
0
v˜(y, s)∂tK(x − y, t + s) ds, (40)
where we have used that ∂s v˜(· , t) = v˜(· , t) = 0 for all t  T and v˜(y,0) = f (y), y ∈ Rd .
Since v˜,∇v˜ ∈ Lp(·) ⊂ Lp− + Lp+ and due to the decay properties of K and ∂tK , the
right-hand side is for all (x, t) ∈ Rd+1> an L1(Rd)-function with respect to y . Thus we can
integrate (40) with respect to y over Rd ,
−Hf (x, t) =
∞∫
0
∫
Rd
∂s v˜(y, s)K(x − y, t + s) dy ds
+
∞∫
0
∫
Rd
v˜(y, s)∂tK(x − y, t + s) dy ds, (41)
where we have used the definition of Hf in (2). This implies
−∂iHf (x, t) =
∞∫
0
∫
Rd
∂s v˜(y, s)∂iK(x − y, t + s) dy ds
+
∞∫ ∫
d
∂i v˜(y, s)∂tK(x − y, t + s) dy ds.
0 R
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isfies conditions (4) and (5) on Rd+1. Let s1, s2 > 0 be such that 0 < s1 < 1 < s2 < p−.
Then one easily sees that also (p/s1)′ and p/s2 satisfy (4) and (5) on Rd+1. It thus follows
that p, (p/s1)′,p/s2 ∈ P(Rd+1) (compare beginning of Section 2 in part I). Thus the as-
sumptions on p in Proposition 2.2 are satisfied. Since also the kernels ∂iK , i = 1, . . . , d ,
and ∂tK satisfy the assumptions of Proposition 2.2 (there denoted by G and compared to
c|P |−(d+1) we obtain for i = 1, . . . , d
‖∂iHf ‖Lp(·)(Rd+1> )  c‖∇v˜‖Lp(·)(Rd+1> )
(39)
 2c‖∇v‖
Lp(·)(Rd+1> ).
From the definition of the seminorm |f |tr(W 1,p(·)(Rd+1> )) in (37) the assertion follows. 
In order to deal also with the normal derivative ∂tHf we need the following lemma.
Lemma 3.2. Assume that J satisfies the assumptions of Lemma 2.3 and that the exponent
p satisfies the assumptions of Theorem 1.1. Consider the operator I defined through
Iv(x, t) :=
∫
Rd
∞∫
0
J (x − y, t + s)v(y, s) dy ds, (42)
where v ∈ Lp(·)(Rd+1> ). Then there exists a constant A14 such that
‖Iv‖
Lp(·)(Rd+1> ) A14
d∑
i=1
‖∂iv‖Lp(·)(Rd+1> ). (43)
Proof. Note that if we extend p to Rd+1 by an even reflection, i.e., p(x, t) = p(x,−t),
t < 0, then it follows as in the proof of Proposition 3.1 that there exists 0 < s1 < 1 < s2 <
p− such that the assumptions on p, s1, s2 in Proposition 2.2 are satisfied.
We distinguish two cases.
Case d = 1. Now x is a single variable and we set for t > 0
G(x, t) :=
x∫
−∞
J (ξ, t) dξ.
Obviously G is continuous, homogeneous of degree −2 and satisfies ∂xG = J . Assump-
tion (1) in the case d = 1 implies that K(x,0)= −K(−x,0). From this one can derive (cf.
[2, p. 714])∣∣G(x, t)∣∣ c 1
x2 + t2 =: K(x, t).
Thus the kernels G and K satisfy the assumptions of Proposition 2.2. The operator I from
(42) can be rewritten with the help of G, using also partial integration, as
Iv(x, t) :=
∫
Rd
∞∫
0
G(x − y, t + s)∂yv(y, s) dy ds,
and the estimate (43) follows from Proposition 2.2.
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J0(P ) := J (P )−
d∑
i=1
ai∂iN1(P ) −
d∑
i,j=1
aij ∂i∂jN2(P ),
with N1 and N2 defined in (14), satisfies (15). Moreover, if we replace in (42) the kernel
J by ∂iN1, i = 1, . . . , d , and by ∂i∂jN2, i, j = 1, . . . , d , and denote the resulting operators
by Ii , i = 1, . . . , d , and Iij , i, j = 1, . . . , d , respectively, we easily see that these operators
satisfy estimate (43). In fact, we have for i = 1, . . . , d
Ii =
∫
Rd
∞∫
0
∂iN1(x − y, t + s)v(y, s) dy ds
=
∫
Rd
∞∫
0
N1(x − y, t + s)∂iv(y, s) dy ds,
and the desired estimate (43) follows from Proposition 2.2, since the kernels G = N1 and
K = c|P |−(d+1) satisfy the assumptions of Proposition 2.2. Similarly we obtain the desired
estimate for the operators Iij , i, j = 1, . . . , d , since we have
Iij =
∫
Rd
∞∫
0
∂jN2(x − y, t + s)∂iv(y, s) dy ds,
and also Gj = ∂jN2, j = 1, . . . , d , and K = c|P |−(d+1) satisfy the assumptions of Propo-
sition 2.2. Thus it is sufficient to prove the estimate (43) for the operator I if we replace J
by J0 in (42) or if we additionally assume that J satisfies (15) (with J0 replaced by J ).
For that we use the following representation formula, which holds for continuous func-
tions g for which g(x)(1 + |x|)−(d−1) belongs to L1(Rd),
g(x) =
d∑
i=1
∂i
∫
Rd
g(y)∂iF (x − y) dy, (44)
where F is the fundamental solution of the Laplace equation (cf. (18)). Applying (44) to
g(x) = J (x, t) for a fixed t > 0 we have
J (x, t) =
d∑
i=1
∂iLi(x, t),
where Li , i = 1, . . . , d , are defined in (24). Thus we have
Iv(x, t) =
d∑
i=1
∫
Rd
∞∫
0
∂iLi(x − y, t + s)v(y, s) dy ds
=
d∑
i=1
∫
d
∞∫
Li(x − y, t + s)∂iv(y, s) dy ds.R 0
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assumptions of Proposition 2.2, which in turn implies estimate (43). This completes the
proof. 
Now we have everything ready for the proof of Theorem 1.1.
Proof of Theorem 1.1. In view of Proposition 3.1 it is sufficient to establish the estimate
‖∂tHf ‖Lp(·)(Rd+1> )  c|f |tr(W 1,p(·)(Rd+1> )), (45)
in order to prove Theorem 1.1. From (41) we derive
−∂tHf (x, t) =
∞∫
0
∫
Rd
∂s v˜(y, s)∂tK(x − y, t + s) dy ds
+
∞∫
0
∫
Rd
v˜(y, s)∂2t K(x − y, t + s) dy ds =: I1 + I2. (46)
For the term I1 again Proposition 2.2 delivers
‖I1‖Lp(·)(Rd+1> )  c‖∂t v˜‖Lp(·)(Rd+1> )
(39)
 2c‖∂tv‖Lp(·)(Rd+1> ). (47)
For the term I2 it follows from the assumptions in Theorem 1.1 that ∂2t K satisfies the
assumptions of Lemma 3.2, which implies
‖I2‖Lp(·)(Rd+1> )  c
d∑
i=1
‖∂i v˜‖Lp(·)(Rd+1> )  c
d∑
i=1
‖∂iv‖Lp(·)(Rd+1> ). (48)
The estimates (47), (48) and the definition of the |f |tr(W 1,p(·)(Rd+1> )) prove (45). This and
Proposition 3.1 complete the proof of Theorem 1.1. 
Remark 3.3. Note that in view of Lemma 2.3 it is sufficient to assume that ∂2t K satisfies
(12) instead of (3).
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