ABSTRACT The most commonly used single feature-based anomaly detection method for the complex machinery, such as large wind power equipment, steam turbine generator sets, and reciprocating compressors, exhibits a defect of low-alarm accuracy due to the non-stationary characteristic of the vibration signals. In order to improve the accuracy of fault detection, a novel method based on the Dirichlet process mixture model (DPMM) is proposed. First, the features of the mechanical vibration signals are used to construct the feature space of the equipment. The DPMM modeling method is then applied to self-learn the probabilistic mixture model of the feature space. The normal working condition model is used as the benchmark model. The early fault detection is realized by using a precise difference measurement method based on Kullback-Leibler divergence to calculate the difference between the real-time model and the benchmark model accurately, and by comparing the calculation result with a self-learned alarm threshold. The effectiveness and the adaptability of this novel early fault detection method are verified by comparing it to the single feature-based anomaly detection method and the Gaussian mixture model (GMM)-based early fault detection method.
I. INTRODUCTION
Complex machinery such as large wind power equipment, steam turbine generator sets and reciprocating compressors are widely used in industrial production. Once the machinery breaks down, substantial economic losses occur. However, due to the non-stationary characteristics of the mechanical vibration signals, the most commonly used single featurebased anomaly detection method is characterized by low accuracy. Therefore, the improvement of the accuracy of fault detection for complex machinery has become a research hotspot in the field of condition monitoring.
In recent years, the artificial neural network (ANN), as an intelligent recognizer, has achieved good application results in the field of machinery fault detection [1] , [2] . However, the insufficient fault samples give rise to the limited application
The associate editor coordinating the review of this manuscript and approving it for publication was Wen-Sheng Zhao. of these methods. Support vector machine (SVM) and relevant vector machine (RVM) overcome the shortcomings of ANN, and have been extensively used in the field of machinery fault detection, which relies on their superiority in dealing with small samples [3] - [5] . However, the fault detection accuracy of these methods is greatly influenced by the kernel function. Without the complex optimal modeling of the kernel function, a high recognition rate is difficult to achieve. Li and Liang [6] realized gearbox multiple faults detection by using bi-component sparse low-rank matrix separation-based method. Sun et al. [7] proposed a wind turbine fault detection method based on multiwavelet denoising with the data-driven block threshold. Tian et al. [8] conducted motor bearing fault detection by using spectral kurtosis-based feature extraction coupled with K-nearest neighbor distance analysis. Osman and Wang [9] proposed a fault detection method based on the morphological Hilbert-Huang transform technique. Because the response signals collected from the measuring point are the superposition and coupling of different excitation signals, the tiny changes of the excitation signals are difficult to reflect on the response signal. Although the aforementioned methods have improved the accuracy of the fault detection to a certain degree, they do not alarm at an appropriate time, and some even fail to discover some faults because they cannot identify the changes of the excitation signals. The change process of the excitation signal can be considered to follow an unknown distribution, so the distribution of the response signals is the linear superposition of each unknown distribution. If the distribution characteristics of the response signal can be characterized, the changes of the excitation signals will be accurately identified [10] . Li et al. [11] proposed a performance degradation assessment method based on Gaussian mixture model (GMM), that characterized the statistical distribution of the response signals by constructing the GMM of the signals. The bearing degradation process was accurately depicted via the analysis of the changes of the model. However, because the number of the components contained in the GMM must be set manually, the fitting effect of GMM on the response signals will be seriously affected if it is not set properly.
The Dirichlet process mixture model (DPMM) is a cornerstone of nonparametric Bayesian statistics. Due to the Dirichlet process provides a prior information for the distribution of the parameters of the mixture model, DPMM can accurately and automatically determine the number of the components contained in the model according to the observed data [12] . Because of this advantage, DPMM has been widely used in the data mining field for purposes such as text clustering and image segmentation [13] - [16] and has achieved excellent performance. Therefore, if DPMM can be applied to the statistical distribution self-learning of mechanical vibration signals, the accuracy of complex machinery early fault detection can be significantly improved .
In this paper, a novel early fault detection method based on DPMM is proposed for complex machinery. The method uses the features of mechanical vibration signals to construct the feature space of the equipment. The feature spaces under both the normal and real-time working conditions are further used as the training samples for DPMM to establish the benchmark model and the real-time model respectively. The early fault detection is realized by using a precise difference measurement method based on Kullback-Leibler (KL) divergence to accurately calculate the difference between the realtime model and the benchmark model, and by comparing the calculation result with a self-learned alarm threshold. The experimental results indicate the feasibility and effectiveness of the method.
The remainder of the paper is organized as follows. In Section II, the theory of the Dirichlet process mixture model is briefly explained. The proposed method is presented in Section III. In Section IV, the obtained results are provided and discussed. Finally, conclusions are drawn in Section V. 
II. DIRICHLET PROCESS MIXTURE MODEL
In this section, the theory of the Dirichlet process mixture model (DPMM) is presented in two steps. First, the DPMM is reviewed briefly. The parameters of the model are then elaborately derived by the variational Bayesian inference method.
A. REVIEW OF DIRICHLET PROCESS MIXTURE MODEL
If the parameters of a hierarchical model follow DP prior distribution, the model is called DPMM. DP is defined as the distribution of a set of distributions or random measures. It can be regarded as an extended infinite dimensional Dirichlet distribution. We consider two infinite collections of independent random variables v = {v k } ∞ k=1 and η = {η k } ∞ k=1 , where v k ∼ Beta(1, α) and η k ∼ G 0 . α and G 0 are the scale parameter and the basic distribution of DP, respectively. The stick-breaking representation of DP [17] is shown as follows:
where δ η k represents the distribution concentrated at a single point η k . The stick-breaking representation of DPMM is defined as
where Z n is the indicating variable that follows the multinomial distribution, X n is the observation data, π (v) represents the weight vector of the mixture model, and η denotes the parameter set of the mixture model which includes mean vector µ and covariance matrix set . π(v) is used to generate the indicator vector Z n , which can assign X n to the specified distribution component.
The graphical model of a DPMM is illustrated in Fig. 1 , in which nodes represent random variables and plates indicate the replication.
B. DERIVATION OF MODEL PARAMETERS
Consider a DPMM with hyperparameters θ = {α, λ} and latent variable R = {v, η, Z}. In order to obtain the posterior VOLUME 7, 2019 distribution p(R |X, θ ), a distribution family q ε (R) indexed by the variational parameter ε is constructed. The posterior distribution can be approximated by using the mean field variation inference method. The target of model training is to minimize the KL divergence between q ε (R) and p(R |X, θ ), which can be expressed as follows:
Eq. (7) can be transformed as follows according to the nonnegative characteristic of KL divergence is:
with
The target of the model training can be transformed to maximize the variational low bound of the log marginal probability L. By using the representation of the truncated stick-breaking process and the factorization hypothesis, the variational distribution family for the mean field variation inference can be defined as
where q γ t (v t ) denotes beta distributions, q τ t (η t ) represents exponential family distributions, and q φ i (z n ) indicates multinomial distributions. The truncated level T is a variational parameter that can be set freely. According to Eq.(10), we have
Repeatedly updating the variational parameter ε will increase the low bound L and finally acquire a local maximum.
III. PROPOSED EARLY FAULT DETECTION METHOD
The response function of the mechanical response point [18] is shown as follows:
where F j (t) represents the j th function of the excitation force at time t, and H j (t) denotes the transfer function of the transfer path, which is between the j th excitation source and the response point. The change process of the mechanical excitation signal obeys an unknown distribution and therefore the distribution of the response signal is a linear superposition of each unknown distribution. If a fault occurs in the equipment, the distributions of some of the excitation signals will change due to the changes of the excitation forces or the transfer paths, and the distribution of the response signals will vary accordingly. The DPMM can accurately characterize the distribution of the mechanical response signals, which rely on its ability to automatically determine the number of components. Therefore, the change of the mechanical running status can be recognized by analyzing the change of the DPMM. The flowchart of the novel early fault detection method is illustrated in Fig. 2 . This method is primarily comprised of three parts: feature space construction, training of the model, and self-learning of the alarm threshold.
A. FEATURE SPACE CONSTRUCTION
The feature space F = {F a } b a=1 is constructed by the features of mechanical vibration signals, where b denotes the number of the datasets contained in each training sample, and F a represents the feature matrix of the a th dataset, which can be defined as
where f i,j is the j th feature of the signals collected from the i th measuring point, q is the number of measuring points, and p is the number of features. Because the feature space contains a lot of information on the running status of the equipment, if it is used as the training sample for DPMM, the tiny changes of the running status can be noticeably reflected on the model.
B. TRAINING OF THE MODEL
The feature space F is used as the training sample of the DPMM modeling method, which corresponds to the observed data set X in Eq.(6). The posterior distribution p(R |X, θ ) of the hidden variable R = {v, η, Z} is then approximated via the mean field variation inference method. The parameters of the model can be acquired when the training target of the model is achieved. The DPMM under the normal working conditions is used as the benchmark model, which can be defined as follows according to Eqs.(3-6):
where F s denotes the feature space under normal working conditions, and η s and π (v s ) denote the parameter vector and the weight vector of the benchmark model, respectively.
C. SELF-LEARNING OF THE ALARM THRESHOLD
The proposed method conducts the early fault detection by calculating the difference between the real-time model g and the benchmark model s, and comparing the calculation result with a self-learned alarm threshold. Therefore, determining how to accurately measure the difference between s and g is the key to improving the accuracy of the early fault detection. The matching-based KL divergence approximation method is a representation method of the distance (i.e., the difference) between two probabilistic mixture models [19] . This method can gradually approximate the real difference between the two models by measuring the KL divergence (i.e. the difference) between the corresponding components of the two models one by one. If the proposed method uses the matching-based KL divergence approximation method to measure the distance between s and g, it can effectively reflect the tiny changes of the model, and thereby improve the effect of the early fault detection. The distance between s and g is shown as follows,
] (18) with
where N is the number of the components contained in s, and When the running status of the equipment is the same, the distances between different DPMMs fluctuate slightly. Therefore, we can assume that these distances approximately obey a normal distribution. According to this characteristic, we can determine the alarm threshold by using the 3σ criterion. Here we assume that m i , i ∈ 
Because the probability of the values reaching out of the range of (µ−3σ, µ+3σ ) in a normal distribution is less than 0.3%, the alarm threshold Th can be set to µ kl + 3σ kl µ kl + 3σ kl after calculating the average value µ kl and standard deviation σ kl of kl j , j ∈ [1, N ]. When the distance between g and s exceeds Th, the method considers that a fault occurs in the equipment, and then further triggers an alarm.
IV. EXPERIMENTAL EVALUATION
In order to evaluate the performances of the proposed method, an experiment on early fault detection was conducted on reciprocating compressors. It is designed to detect 30 sets of actual fault case data, which contain three fault types.
The vibration signals of the reciprocating compressors are collected by the piezoelectric accelerometers. The layout of the sensors is illustrated in Fig. 3 . The rotary speed of the motor is 300rpm, and the reciprocating compressor is D-type with 4-cylinders (4-D). The piezoelectric accelerometers are installed on the 4 medium body measuring points of the reciprocating compressor. The sampling frequency of the piezoelectric accelerometer is 10240Hz and the sampling length is two operation cycles of the reciprocating compressor (i.e. 0.4s).
All fault case data were collected from the production sites, and each described the entire degradation process of the reciprocating compressor from a normal working condition to an anomaly working condition. The details of the fault case data are listed in Table 2 . To make a tradeoff between the VOLUME 7, 2019 effect of the early fault detection and the training efficiency of the model, the sample size was set to 400 when dividing the fault case data. The first normal sample and the first 20 normal samples in each set of fault case data were selected to train the benchmark model and to self-learn the alarm threshold, respectively. The remaining samples were used for testing.
When the original vibration signals are used to train the DPMM, DPMM can most accurately characterize the running status of the reciprocating compressor, which makes the proposed method work best. However, in order to improve the efficiency of calculation, features are extracted from vibration signals as comprehensively as possible. In this experiment, 21 common features for mechanical anomaly detection were extracted from time domain and timefrequency domain [20] , [21] , and extra 13 angle domain features were added according to the motion characteristics of the reciprocating compressors. The types of the features are provided in Table 1 . All of the 34 features of the vibration signals were used to construct the feature space.
In the experiment, the GMM-based early fault detection method (GMM method) and the single feature-based anomaly detection method (SF method) were compare with the proposed method (DPMM method). The number of the components contained in GMM was set to 3, which is a commonly used setting that can achieve better experimental results. The detection results of the three methods are shown in Table 3 , from which it can be seen that the early fault detection accuracy of the DPMM method attains 93.33%, which is the highest among the three methods. Although the GMM method can conduct early fault detection, the accuracy of this method is low. The SF method is obviously unable to alarm at the early stage of the faults. In addition, the calculating efficiencies of both the DPMM and GMM methods are compared in Table 3 . The time consumptions of the DPMM and GMM methods for training a model are 2.31s and 2.65s, respectively. The DPMM method requires less time consumption, and therefore it has a higher efficiency. The average lengths of time for early warning of both the DPMM and GMM methods are further compared in Table 4 . It can be observed that the DPMM method alarms ahead of the GMM method for all sets of test data. The details of the detection results of both methods are exhibited in Table 5 . It can be seen that the GMM method can accurately detect the valve leakage fault when the type of the reciprocating compressors is 2-D, and the detection accuracy of the same fault is low for other types of equipment. However, the DPMM method can accurately conduct the detection of valve leakage for all types of the equipment. Therefore, the DPMM method has stronger adaptability.
The detection effects of both the DPMM and GMM methods for the above three types of faults are shown in Figs. 4-6 . The dotted lines in the figures indicate the self-learned alarm thresholds, and the circles denote the positions where the distance between the benchmark model and the real-time model exceeds the alarm threshold. It can be clearly observed that the DPMM method alarms before the GMM method for the three types of faults.
All the above comparative analyses verify the superiority of the DPMM method in early fault detection as compared to the GMM and SF methods. Because DPMM can selflearn the number of components from the data, it can more accurately represent the distribution of the feature space than can GMM. Therefore, the DPMM method more easily identifies the changes of the excitation signals than does the GMM method.
To explore the effect of training sample size on early fault detection, the DPMM method was tested 12 times. The training sample size in each test ranged from 50 to 600 with an interval of 50. The test results are provided in Fig. 7 , from which it is evident that the training sample size is linear with the time consumption during model training. However, the accuracy of the DPMM method increases slowly when the sample size exceeds 400. Therefore, by comprehensively considering the accuracy and the efficiency of the method, the reasonable sample size is set to 400. The average lengths of time for early warning when the training sample size is equal to or exceeds 400 are further compared in Table 6 . It can be seen that this index is less affected by the training sample size.
V. CONCLUSIONS
In this paper, a novel early fault detection method based on the Dirichlet process mixture mode (DPMM) is proposed for complex machinery. Because most of the traditional fault detection methods are unable to analyze the changes of the excitation signals, they are unable to alarm at an appropriate time or even fail to discover some faults. In this work, the distribution of the mechanical response signals is characterized by DPMM, which can improve the fitting effect on the response signals by self-learning the number of the components contained in the model. The feature space is constructed and used as the training samples for the DPMM modeling method to increase the sensitivity to the changes of the running status of the DPMM. The early fault detection is realized by using a precise difference measurement method based on Kullback-Leibler (KL) divergence to accurately calculate the difference between the real-time model and the benchmark model, and by comparing the calculation results with a self-learned alarm threshold.
The actual fault case data of the reciprocating compressors is used to verify the effectiveness of the proposed method. The results confirm that the proposed method can accurately early detect the typical faults of complex machinery and can greatly advance the alarm time point.
However, it should be noted that the early fault detection effect of the proposed method is difficult to achieve the best due to the features extracted by the traditional feature extraction methods are difficult to contain rich information of the original vibration signals. Feature work will use the deep learning algorithm to extract features adaptively. 
