The time needed for the European Union (EU) economy to attain equilibrium can be estimated via the neoclassical reduced form (Barro and Sala-i-Martín 1995) . Recently however, alternative approaches to the analysis of regional economic disparities have been advocated following the Keynesian critique (Kaldor 1972) of the neoclassical approach (see also Fingleton and McCombie 1998; Fingleton 1998a) , closely related endogenous growth theories (Romer 1986; Lucas 1988) , and data analytic approaches (Quah 1993; Fingleton 1997) . These alternative perspectives question basic neoclassical assumptions such as diminishing returns and the existence of a stable equilibrium to which all economies are converging. This lack of consensus regarding the fundamental processes operating adds to the inherent uncertainty of statistical estimation. Recognizing the lack of consensus and the critique of the neoclassical approach, this article compares time-to-convergence estimates obtained using Markov chain models with estimates obtained by the neoclassical reduced form. The article is divided into two main parts. In the first part, the empirical analysis is driven by neoclassical theory, and initially, the article adopts an autocorrelated errors model in an attempt to address a common weakness of the neoclassical reduced form, that fundamental variables are necessarily omitted due to data limitations. Following diagnostic analysis, a more comprehensive specification is adopted that jointly models error dependence and heterogeneity via a heteroscedastic conditional autonormal model (Cressie 1993) . The second part of the article takes a non-neoclassical stance in which Markov chains provide information about time to convergence, although in this case the steady state is stochastic equilibrium, and this approach is not without problems posed by spatial dependence.
THE NEOCLASSICAL APPROACH

THEORY
Basic neoclassical theory assumes a single economy with a production function with two factors, labor and capital; diminishing returns on both factors; and constant returns to scale (Solow 1956, Barro and Sala-i-Martín 1995) . The economy has just one sector and is closed, so that output is a homogeneous good that is either consumed or invested, with the investment rate equal to an exogenously given savings rate. Population and, hence, labor force growth are also exogenously determined and, for simplicity, constant. The dynamics of such an economy result in a stable steady state where per capita capital stock gives output that generates saving and investment sufficient to maintain the per capita capital stock. At this point, capital stock, consumption, and output grow at the same rate as population and the supply of labor; hence, in the absence of technical progress, per capita values are constant.
Extending the basic single economy theory to a number of regional economies, regional differences in the initial capital-labor ratio cause growth to vary region by region as each region moves toward a common steady state from its different starting positions. For any one region, the disequilibrium starting position reflects initial conditions and the size and direction of shocks that caused departure from the equilibrium path. The subsequent growth dynamics are produced by an assumption of diminishing returns with the economy approaching the equilibrium path and steady state level of output per capita.
A simple way to visualize the process of movement to a stable steady state is to compare the paths of initially rich and poor regions. Under the theory, a region with a low level of capital (and therefore output) per person has higher returns and accumulates capital comparatively rapidly, with more saving and, hence, investment per worker (a constant fraction of output per worker) than depreciation (a constant fraction of per capita capital stock depreciates annually), with the effect that the level of capital stock rises faster than the labor force. In the initially poor region, the rate of accumulation slows as capital per person monotonically approaches the steady state level. In contrast, a region with an initially high level of capital per person and low returns on capital moves in the opposite direction toward the same steady state to which the poorer economy is moving. In short, the existence of the equilibrium is due to an assumption that there are diminishing returns to capital determined by the capital share coefficient π (< 1) in the neoclassical (Cobb-Douglas) production function with degree-one homogeneity. A more sophisticated way of achieving the same result ensues from an assumption that the savings rate is endogenous (Ramsey 1928; Cass 1965; Koopmans 1965) . Finally, if different economies have different rates of saving (ψ) (investment), population growth, and depreciation, then their steady states will differ, and an individual economy's rate of growth will be determined by how far it happens to be from its own steady state position rather than by distance from a common steady state.
A key feature of neoclassical theory is that sustained growth of output per capita does not occur unless there are shifts in the production function resulting from exogenously determined technological progress, so the rate of technological progress determines the long-run rate of growth. A production function with labor augmenting technical progress growing at the exogenously given rate φ means that the steady state is a point with constant levels of capital and output per unit of effective labor, but per capita levels grow at the rate of technical progress, and the levels of output, investment, and consumption grow at a rate equal to the sum of population growth and the rate of technical progress. The definition of effective labor is employment times its efficiency determined by the level of technology. As mentioned above, long-term growth is due to the accumulation of knowledge capital (technical progress) that boosts labor efficiency, although the determinants of knowledge capital accumulation are not addressed by the model.
As a result of linearizing the dynamics around the steady state using a Taylor series expansion, we obtain the approximation in equation 1, which shows that the growth of output per effective worker (g) depends on the gap between the level of output per effective worker ( $ y) and the steady state equilibrium level (y*) to which the economy converges, and on the rates of growth of technology (φ), population (θ), and the depreciation rate (δ), and the capital share (π) parameter of the (CobbDouglas) production function. At the equilibrium, output per effective worker growth is zero.
Integrating equation 1 gives equation 2, a version of the well-known neoclassical reduced form. This simplifying equation, which can of course be rearranged and expressed in terms of the growth of output per worker (log e (y t /y t -T )) over the period, is the basis of much empirical analysis (see Barro and Sala-i-Martín 1995; Armstrong 1995) . In equation 2, y t is the level of output per worker in year t, t -T denotes an earlier year, β is the annual convergence rate toward the steady-state, u represents the disturbance term, and α is constant across regions. Clearly, in the steady state with βT large, the right-hand side of equation 2 reduces to α, which equals the level of technology at time t multiplied by steady state effective output per capita. The steady state effective output per capita is equal to the steady state effective per capita capital stock raised to the power π, which can be shown to be equal to [ψ/((1
(1/(1 -π)) to the power π, and of course this equals [ψ/((1 + θ)(1
(1/T)log e (y t ) = α -(1/T)e -βT log e (y t -T ) + u t (2)
OPERATIONAL MODEL BUILDING: THE CONTROL AND ENVIRONMENTAL VARIABLES
The simple specification in equation 2 assumes no interregional differences in steady state output per capita α; that is, it assumes that the capital share, rate of technical progress, the savings rate, depreciation rate, and the population growth rate are constant across regions. In reality, differences between regions may occur in their steady states. It is commonly assumed that these differences are due to different population growth rates and savings rates, while the other parameters remain constant across regions. Technology is treated as a public good that is freely accessible and therefore invariant across regions. In practice, regional differences in steady state are modeled as a function of institutional differences, differences in levels of political stability, different tax policies, subsidies, and so forth, that determine saving and investment and population growth, so that a number of so-called control and environmental variables have typically been introduced as covariates in the neoclassical reduced form (see, e.g., Mankiw, Romer, and Weil 1992; Barro and Sala-i-Martín 1995) . This means that under the neoclassical paradigm, while at steady state all economies grow at the same rate (φ), differences between regions in terms of the steady state savings rate, say, due to underlying institutional and social factors differing between regions, will cause the steady state level of output per capita to differ between regions at any single time point.
We introduce control and environmental variables to control for varying steady states across regions, and only after controlling for these influences do we typically find the simple negative cross-sectional correlation between growth rate and initial level of output per capita (the so-called state variable) that is predicted by basic neoclassical theory. Note that the additional covariates still make it possible to reconcile a typically weak, positive, or nonexistent correlation with diminishing returns. For example, Barro and Sala-i-Martín (1995) (see also Mankiw, Romer, and Weil 1992) control for different steady states in a mixed set of countries in order to find conditional β convergence, as opposed to the unconditional β convergence of basic neoclassical theory. Likewise, by selecting data in which control and environmental variables are effectively constant, as in the comparatively homogeneous states of the United States, one is also likely to find unconditional β convergence.
In mixed data sets, the control and environmental variables commonly include investment-output ratios, R&D ratios, and various governmental policies. Levine and Renelt (1992) discuss the wide range of covariates that have been used in various studies. Additionally, indicators of economic structure have been used (Armstrong 1995; Barro and Sala-i-Martín 1995) to eliminate bias due to asymmetrical shocks. For instance, price shocks may have differentiated effects because of regional differences in industrial structure.
THE DATA
With a mixed set of regions such as in the EU, an important aspect of the application of the neoclassical model is therefore to include in the reduced form, in addition to the state variable, appropriate environmental and control variables. Some potentially relevant covariates are available, for example, what we refer to as peripherality, which is proxied by kilometer distance between each region's centroid and Luxembourg, which is more or less at the geographic and sociocultural center of the EU. Peripherality is an attempt to represent the spatial gradient in the complex factors associated with socioeconomic structures more marginal to the mainstream EU economy, where typically faster population growth, less saving, and slower depreciation may occur, leading to a different steady state than in more central regions. Second, we examine the effect of an economic structure variable, represented by manufacturing as a share of total employment in 1975, which attempts to represent the impact of asymmetric shocks on growth. Third, national dummy variables are introduced. These absorb a range of additional effects that may be responsible for international variations in the steady state output per worker levels. The joint presence of national dummies and additional control and environmental variables gives estimates of so-called within-country conditional convergence. In the absence of national dummies, but in the presence of the other covariates, we obtain estimates of conditional β convergence indicating convergence to levels differing by region with no overt country effect.
OLS, NLS, AND ML ESTIMATION WITH AUTOCORRELATED ERRORS
In the literature, it is a standard procedure to estimate equation 2 or equation 2 augmented by covariates by iterative nonlinear least squares (NLS). The outcome is an estimate of the convergence rate β, which is independent of T; this method provides the standard error of β directly. However, it is also the case that equation 2 is intrinsically linear, so it can be estimated by conventional ordinary least squares (OLS), and the estimated β and its standard error can be recovered from the OLS estimates. This is pointed out to simplify the subsequent analysis in which OLS residuals lead to the autocorrelated errors specification. Given that the error term in equation 2 is normally distributed, b 1 = e -βT is also normally distributed, and consequently, β (equal to -(1/T)log e b 1 ) is approximately normal. In equation 3, the subscript i refers to region, b 0 = α, and b 1 = e -βT . Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 9 log e (y t, i ) = b 0 + b 1 log e (y t -T, i ) + u t
Naturally, NLS estimation of equation 2 produces identical estimates to OLS estimation of equation 3, and of course, equation 3 is equal to equation 2 except for the factor 1/T. Note that the omission of 1/T makes no difference to the estimates of b 1 or s.e.(b 1 ), but estimates and standard errors relating to control and environmental variables are changed by a factor T. It is also important to be aware of an essential difference between NLS and OLS estimation of the standard error of β. Statistical theory tells us that the log of normally distributed variable X is approximately normally distributed with variance equal to the variance of X divided by the mean of X squared, as shown in equations 4a and 4b, with the approximation resulting from linearization via a Taylor series expansion.
This means that b 1 and β are related as in equation 5. With this in mind, we can estimate equation 3, or equation 3 plus covariates, by OLS and recover the estimates of the neoclassical reduced form as estimated by NLS.
Traditionally, Moran's I statistic for regression residuals (I R in equation 6) has been used as a test of residual spatial autocorrelation, in this case providing a test of the presence of autocorrelation among the estimated errors obtained by fitting equation 3 using OLS. Inference is often based on the randomization principle, with the observed I R statistic compared with the randomization distribution approximated by its moments under the null hypothesis of no residual correlation (Tiefelsdorf and Boots 1995 provide exact moments) . However, recent research (Anselin and Rey 1991; Anselin and Florax 1995) shows that Moran's I tends to be a catchall with power against a range of alternatives including not only both error and lag dependence but also nonnormality, heteroscedasticity, and spatial unit roots (Fingleton 1999 ). Although we routinely report Moran's I, the Lagrange Multiplier (LM) test developed by Burridge (1980) (see Anselin 1988) in principle provides a slightly more exact alternative (although the requisite error normality is not achieved in the current analysis). The LM test statistic B (equation 7a) is asymptotically distributed as χ 2 with one degree of freedom under the null hypothesis of no (spatial autoregressive or spatial moving average) residual spatial autocorrelation. In equation 7, ê denotes the estimated residuals and σ 2 the error variance. The W matrix is defined by equation 8, in which d ij is the great circle distance between regions i and j, and the cutoff of 1,447 kilometers is based on a residual correlogram with ranges defined by the minimum, lower quartile, median, upper quartile, and maximum great circle distances (see the appendix).
Given the presence of spatial autocorrelation among the OLS regression residuals, the cause could be attributed to an autoregressive errors process, in which case OLS estimation is inefficient but unbiased. On the other hand, the same diagnostic result may be due to residuals also representing the effects of spatially autocorrelated omitted variables, and this is likely to result in bias. In fact, this appears to be the most likely cause, since growth is such a complex process, the residual term "probably includes many omitted variables which are likely to be co-determined with the included regressors, in which case the estimated coefficients would be biased" (Fingleton, Lewney, and Pinelli 1996) . It is true that introducing additional covariates does reduce or eliminate residual autocorrelation. For example, if country dummy variables are introduced (with 1 assigned to each region within a particular country, and 0 assigned to all other regions), then this has been found to be effective in eliminating residual autocorrelation in the European context (Armstrong 1995) . Although it is likely that the analyst may also wish to incorporate other variables providing richer information about the determinants of regional differentiation in steady states, there is a lack of appropriate or easily accessible data at the pan-European regional level compared to the range of control and environmental variables available for international comparisons (e.g., in the Penn World Tables). We have access to peripherality and industrial structure measures (see equation 2c), and whereas some data do exist (Eurostat) that could provide measures of human capital and R&D, we choose to absorb these by modifying the standard reduced form so that it contains a spatially autoregressive structure, which we refer to as an autocorrelated errors specification (Cliff and Ord 1981; Upton and Fingleton 1985; Anselin 1988; Haining 1990 ). Likewise, at the level of EU regions, we are also interested in policy instruments such as EU regional aid to the so-called Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 11
Objective 1 regions, together with numerous other EU and national regional aid and social cohesion packages that often involve localized infrastructure and environmental spending, which are notoriously difficult to collate, quantify, and evaluate, and these too become part of the residual pattern. This provides a relatively inexpensive way to attain, via maximum likelihood (ML), the principal goal of an estimate of the convergence rate (β). Haining (1990) provides supporting rationale for this approach, arguing that when the set of explanatory variables is not clear-cut, and extra independent variables are not identified or not capable of removing the residual correlation, it is usual to specify the autocorrelated errors model to soak up spatial effects and help minimize biased estimation. It is recognized, however, that the elimination of spatially autocorrelated residuals is not a sufficient condition for the elimination of estimation bias. This is partly because the detection and modeling of spatial autocorrelation is based on an a priori hypothesis about the autocorrelation function, which is embodied in the design of the W matrix, and this may differ from the true function. Griffith (1996) and Florax and Rey (1995) explore and emphasize the implications of adopting the "wrong" W matrix, and consequently, in this study we strive to approximate to the extent of spatial interaction as indicated via a correlogram (see the appendix). Also, Lee, Pesaran, and Smith (1997) have criticized Barro-style equations from the perspective of econometric theory. They argue that the estimator of the convergence rate (β) is biased and that significance tests using the t statistic are not valid.
An additional reason for adopting an autocorrelated errors specification is to allow for spatial spillovers between the Nomenclature des Unités Territoriales Statistique (NUTS) 2 regions of the EU. NUTS regions are predominantly formal (i.e., administrative or political) rather than functional and, hence, are not in the main self-contained economic units. Cheshire and Carbonaro (1995) and Cheshire, Furtado, and Magrini (1995) also concern themselves with this issue, but they prefer to handle spatial effects by creating special self-contained functional urban regions (FURs), arguing that growth per capita in open formal NUTS 2 regions may reflect characteristics of neighboring regions, for example, high outcommuting rates, as a result of which commuters add to the output but not the population of a region. However, a disadvantage of this approach is that the designation of FURs may be debatable and may change over time; hence, it seems better to handle spatial effects at the modeling stage since different analysts can individually decide how to accommodate such effects. Equation 9 gives the general autocorrelated errors specification in matrix terms.
In the autocorrelated errors model, the elements of e are distributed as N(0, σ 2 D), where D = (I -ρW′)(I -ρW). The assumed normal distribution for u governs the form of the likelihood function used for maximum likelihood estimation. The model is fitted using an iterative (bisection) search routine involving a likelihood function that is consistently unimodal so that local minima are never encountered. The inverse eigenvalues of the matrix W provide the bounds for ρ, with the upper bound equal to 1.0 because the standardization of W to row sums of unity means that the maximum eigenvalue is equal to 1.0. The autoregressive process is stable within the bounds for ρ. The eigenvalues also facilitate the calculation of the asymptotic variance-covariance matrix (the Cramer-Rao lower bound).
It is well known (Ord 1975; Burridge 1981 ) that the autocorrelated errors specification is equivalent to a (constrained) model involving spatially lagged regressors, as in equation 9b, with the constraint γ = ρb so that WXγ = ρWXb; consequently, in fitting the autocorrelated errors specification, we are simply augmenting the standard reduced form in much the same way as is usually done. Constraining γ = 0 reduces the model to the spatial lag specification. Both the spatial lag and the unconstrained model (equation 9b) can be viewed as competitors to the preferred specification (equation 9a). However, the LM lag and error tests applied to the OLS models (see Table 1 ) indicate that the autocorrelated errors specification is preferable to the spatial lag specification. On the other hand, all three ML models (models I, III, and V) fail the common factor constraint test. The LR tests statistics are 5.20 (p = .02), 13.12 (p = .004), and 45.3 (p = .00007), and Wald statistics are 5.34 (p = .02), 9.03 (p = .03), and 37.32 (p = .001), respectively, for the Table 1 models V, III, and I. For example, for model III, fitting equation 9a gives LIK = 120.487 in SPACESTAT; fitting equation 9b but without the constraint γ = ρb gives LIK = 127.049. Twice the difference gives the likelihood ratio test statistic (equal to 13.124) with p = .004. The conclusion from these tests appears to be that a spatial lag is not as good a fit as a spatial error specification, but both spatial lags for Y and the Xs are better.
However, there are theoretical and practical reasons to prefer the simpler spatial error specification rather than the unconstrained model. It has been argued that the spatial error specification is a proxy for missing variables, and these are assumed to produce residuals approximated by (i.e., taking on the appearance of) a spatial error process. This is an approximation made for practical purposes, the estimation of b 1 . The unconstrained specification also provides a good approximation; in fact, it is a significant improvement in terms of the likelihood ratios, but with a reasonably large data set (here we have 178 cases) it will be relatively easy to detect statistical significance, even if it makes little or no difference to the results provided by the model. The unconstrained model is not assumed to be the true model either, since the assumption is that a cause of the residual autocorrelation is other (unknown) Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 13 variables and not simply the lags. The approach adopted therefore trades off model complexity and goodness of fit for model simplicity by focusing on the spatial error specification. Neither model is true (and the likelihood ratio test could be misleading since it assumes a spherical covariance matrix for the errors, although the presence of heteroscedasticity means that it is nonspherical). Finally, the results produced by either model are reasonably similar given the sizes of the 95 percent confidence limits (see the note to Table 1 ).
CONVERGENCE TIME ESTIMATES VIA THE NEOCLASSICAL REDUCED FORM AND THE AUTOCORRELATED ERRORS MODEL
In this section, the convergence times are estimated using the various specifications of the neoclassical reduced form fitted to gross value added (GVA) per capita for the period 1975 to 1995. The data are taken with permission from Cambridge Econometrics' European regional databank. Of course, identical parameter estimates are the outcome of the equivalent analysis of either GVA per capita growth or levels over the period. Working with levels, ML estimates of β and its standard error are recovered via equation 5. Also given for comparison are the equivalent NLS/OLS estimates of the model without autocorrelated errors.
Given the convergence rate estimate β, one can then easily calculate approximate convergence times. These are summarized by the statistic H, Q, and N in Tables 1 and 2 . The convergence time estimates utilize a standard result from elementary physics, that the half-life (H) of a radioactive substance decaying at the constant rate β is H = log e (2)/β (this is useful since it is often difficult to establish when a substance has lost practically all of its activity and more easy to ascertain when half the active material has disappeared). The assumption, an exponential decay process, is precisely what is given in equation 2, which shows that with increasing time the starting level becomes an increasingly small fraction of output per capita as it converges to the equilibrium α. Assuming a region with output per capita higher than its equilibrium level and converging toward equilibrium as described in equation 2, the half-life gives the time by which the expected log of output per capita equals one half of its original value plus α. There is considerable uncertainty surrounding these estimates, not least because of the statistical estimation error involved. Also given are confidence limits for the estimated convergence times. We can easily calculate other proportions, such as the three-quarters life, Q = log e (4)/β, and the nine-tenths life, N = log e (10)/β, the time by which the expected log output per capita equals one-tenth of its original value plus α. We take this as the time needed for convergence to be in effect accomplished. Table 1 shows that the NLS and ML (autocorrelated errors) estimates of the within-country conditional β convergence (model I) differ significantly from zero, but the effects of peripherality and economic structure are insignificant in the 14 INTERNATIONAL REGIONAL SCIENCE REVIEW (Vol. 22, No. 1, 1999) presence of national dummies. This highlights a problem apparent with the use of national dummies (the parameter estimates of which are not reported in Table 1) : because of multicollinearity, their presence may conceal other effects of interest to policy makers. This is evident, for example, from the NLS estimates of model IV (in Table 1 ), which show that the peripherality index only becomes significant in a specification from which the national dummies are excluded. Additionally, there is an indication from the autocorrelated errors estimates of model I (in Table 1 ) that spatial error autocorrelation remains (since ρ is significantly different from zero) despite the inclusion of national dummies (according to the LM test of error dependency, no error autocorrelation is present in the OLS/NLS residuals, but this test is weakened by the nonnormality of the residuals). Hence, using national dummies to eliminate spatial autocorrelation has evidently failed to do so and is possibly masking the effects of peripherality and economic structure. Moreover, it is likely that the significance of national dummies is really a partial reflection of the significance of other, omitted covariates. As an alternative, the autocorrelated errors specification proxies to some extent for important excluded spatial effects while providing more scope and flexibility for the explicit introduction of variables for which data are available. Although they do not feature in the models in this article, some omitted variables, for example, exchange rates or taxation policies, vary nationally rather than regionally and thus would be impossible to introduce alongside national dummies. However, despite the models' advantages, the diagnostics given in Table 1 point to significant unmodeled heteroscedasticity as a function of peripherality, and this is a consistent feature of the various autocorrelated errors specifications. We therefore treat the results in Table 1 as a precursor to the more comprehensive analysis (in the next section) in which both spatial dependence and heteroscedasticity are jointly modeled. Eliminating country dummies gives the conditional convergence estimate (model III), which indicates that near convergence would be achieved in 265 years, assuming a continuation of the historical β convergence rate, with 95 percent confidence limits of 170 and 608 years. This is a slower rate than the within-country convergence estimates, with β now picking up some of the slower between-country convergence controlled by the country dummies. This estimate holds constant the effects of peripherality and economic structure (though neither is significant under the autocorrelated errors model).
By way of contrast, the unconditional convergence model (model VI in Table 1 ) provides an NLS convergence rate estimate suggesting effective convergence in 909 years, although the assumption here is a single steady state. In the comparable autocorrelated errors specification, the effects of peripherality and other missing variables are proxied by the significant autocorrelated errors term, and so the convergence time is closer to that of the previous models, since in effect the model is also estimating convergence to regionally differentiated steady states. 
CONVERGENCE TIME ESTIMATES BASED ON A HETEROSCEDASTIC AUTONORMAL MODEL
The previous models all displayed unmodeled heterogeneity with the diagnostic tests (see Table 1 and the associated notes) identifying significant heteroscedasticity as an increasing function of kilometer distance from Luxembourg. This indicates that the pattern of growth in peripheral regions has been more diverse than in the more central economies of the EU, and this could affect the convergence time estimates and the hypothesis tests relating to the control variables'peripherality and industrial structure. In this section, we jointly model error heteroscedasticity and spatial dependence in order to explore the consequences for convergence time, using heteroscedastic autonormal models in which the large-scale variation depends on the same variables as in the foregoing autocorrelated errors models. Despite this similarity, there are of course fundamental differences between the two types of models, which are explained in detail by Cressie (1993) and by Haining (1990) . It is beyond the scope of this article to go into these in detail, but it is worth emphasizing the conditional nature of the autonormal model; for instance, the assumption is that the expected value of a normal random variable (y i ) at location i is conditional on its mean (µ i ) and the means (µ j (j ≠ i)) and random variables (y j ) in a defined set of neighboring regions. The variance (τ 2 i ) also is conditional on the defined set of neighboring regions. This leads to a joint density y~N(µ, Σ) with (large-scale) variation in µ i determined by the same explanatory variables as before, as mentioned above. Also, Σ = (I -C) -1 G (compared to the corresponding matrix for the so-called simultaneous autocorrelated errors model, in which Σ = σ 2 (I -ρW)
, an n-by-n diagonal matrix in which τ 2 i is the conditional variance at location i.
In the context of the current exercise, the requisite conditions of symmetry and positive definiteness for Σ are met by setting Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 17 VI = unconditional convergence estimates (OLS/NLS). Standard errors are included in parentheses. To save space, the estimates and standard errors of the national dummies used in models I and II have not been presented in Table 1 . Error dependence for the OLS/NLS residuals is defined by equation 7a. H denotes the half-life, Q three-quarters life, and N nine-tenths life. ρ is the parameter of the autoregressive error process. σ 2 is the error variance. β is the convergence coefficient. R 2 = squared correlation (ML) or R 2 adjusted (OLS/NLS). Heteroscedasticity (ML) tested using spatial Breusch-Pagan test; linear specification using variables constant and peripherality. Heteroscedasticity (OLS/NLS) tested using Koenker-Bassett test; linear specification using variables constant and peripherality (and BreuschPagan test for model VI). Error dependence (ML) tested using Lagrange Multiplier test for spatial residual autocorrelation in spatial error model (see Anselin and Florax 1995; Anselin et al. 1996) . Normality (NLS) tested using Kiefer-Salmon test. Fitting the unconstrained models (equation 9b) equivalent to models I, III, and V in Table 1 / ensures that C ij τ 2 j = C ji τ 2 i and, hence, the symmetry of Σ. In practice, heterogeneity is modeled by τ 2 /v i with vector v (in this case, equal to peripherality, but more generally it could be a function of a number of variables) explaining heterogeneity, so that the estimated τ 2 and ρ together model small-scale variation. The result is an error covariance matrix G(I -C T ) with variance equal to τ 2 /v i . A big difference between the conditional specification and the previous simultaneous specification is that the error at location i and the y values in surrounding locations j ≠ i are independent in the conditional scheme. Also, unlike the standardized matrix W we have worked with hitherto, the maximum eigenvalue (i max ) of the symmetric
/ if d ij ≤ 1,447 km and zero otherwise, D = diag(v 1 , . . . , v n )) does not necessarily equal 1 so that 1/i min < ρ < 1/i max , and the autocorrelation parameters (ρ) in the (simultaneous) autocorrelated errors models and (conditional) autonormal models are not comparable, although in this case, the ML estimate of ρ is obtained in a similar way but with the search over the range 1/i min to 1/i max . Note also that the simultaneous autocorrelated errors scheme does have a conditional representation, but two ostensibly comparable models have different covariance matrices and are in effect Markov models of different orders. Nonetheless, this does mean that we can compare the determinants of large-scale variation and hence the respective convergence times attributable to the different classes of model.
Model VII (see Table 2 ) indicates that jointly modeling heterogeneity and autocorrelation in the conditional autonormal model results in much slower withincountry conditional convergence than is evident from the autocorrelated errors analysis, with effective convergence taking 573 years, and with the 95 percent significance envelope including the case of no convergence (also β is only just significantly greater than zero in a one-tailed test). There are some similarities with the equivalent autocorrelated errors analysis (see Table 1 ). For instance, the evidence for spatial dependence is rather weak, since the confidence interval includes zero and the large-scale effects of peripherality (which has the opposite sign to what one would anticipate) and economic structure are again masked by the inclusion of the country dummies.
Removal of the country dummy variables (model VIII) provides only weak evidence that regions are conditionally converging. Again, β has borderline significance in a one-tailed test, and the effective convergence time is 697 years, with the case of no convergence included within the 95 percent confidence limits. Elimination of the country dummies shows both peripherality and economic structure to be significant, with more peripheral regions having grown more slowly and regions with a higher initial proportion of manufacturing employment also having grown more slowly. The model results again highlight the interplay between country dummies and spatial dependence, since in this case there is very significant evidence of spatial dependence (and an indication of the considerable asymmetry of the log profile likelihood). Finally, model IX clearly indicates that there is no unconditional convergence and very strong spatial effects.
In summary, many cross-sectional analyses of regional or international growth variations have detected significant evidence of conditional and within-country convergence. However, the vast majority of such studies fail to consider and model spatial dependence and heterogeneity, and it is unlikely that any jointly model spatial dependence and heteroscedasticity, although it is apparent from this study that such an approach may be necessary. This analysis indicates that modeling spatial dependence and heteroscedasticity jointly considerably weakens the evidence for convergence and casts further doubt on the empirical validity of the neoclassical growth model. The dominant finding of the autonormal model analysis is not convergence but, controlling for small-scale variation, a significant impact on growth of peripherality and economic structure.
ALTERNATIVES TO THE NEOCLASSICAL MODEL
In this section, we first review alternative theoretical perspectives that seek to avoid the main criticisms of the neoclassical-based approach. Apart from the problems of estimation, there have been a number of question marks placed against the theoretical underpinnings of neoclassical theory. For instance, in the basic neoclassical model, sustained long-run growth, as observed in real economies, depends on the exogenous growth of technical progress, but this is unexplained. Likewise, the assumption of diminishing returns causing convergence to a single steady state has been widely questioned as being unrealistic. Empirical analysis based on the Verdoorn law (Verdoorn 1949; Kaldor 1966) has shown that increasing rather than diminishing returns are also consistent with the data (Fingleton and McCombie 1998) , and this leads into a non-neoclassical systems perspective involving cumulative causation and regionally differentiated dynamics and equilibria (Dixon and Thirlwall 1975; Fingleton 1998a) . A closely related alternative is the endogenous growth theory developed and popularized by the work of Romer (1986) and Lucas (1988) . Romer (1986) treats factor accumulation as a process involving individual firms' decisions to invest in R&D based on temporary monopolistic market power, the marginal cost and expected gain of additional R&D, and spillover effects coming from the imperfect protection of knowledge property rights by patent and copyright laws. In this type of model, the return on investment does not diminish as the capital stock rises, since private diminishing returns to investment in knowledge creation are compensated by knowledge spillovers that raise the stock of knowledge capital in the economy as a whole. An alternative endogenous growth mechanism (Lucas 1988) involves individual efforts to obtain better education, which are privately motivated by the prospect of higher wages. In the case of both firms and of individuals, the spillover effects maintain nondiminishing social returns on investment with the result that human and knowledge capital can fuel ceaseless economic growth.
Recent empirical work also casts doubt on the theory that economies converge to a stable steady state. Quah (1993) , for example, finds the unstable growth of real economies largely inconsistent with the notion of a steady state growth path toward which economies are converging. A similar conclusion is the outcome of empirical analysis in Lee, Pesaran, and Smith (1997) . Cheshire and Carbonaro (1995) observe that the detection of β convergence is merely a sign that the data are not inconsistent with neoclassical theory, and not a direct test of diminishing returns to 20 INTERNATIONAL REGIONAL SCIENCE REVIEW (Vol. 22, No. 1, 1999) capital or of the income-equalizing consequences of factor mobility. They see the estimated β as the net effect of a number of processes: some, such as regional policy, labor mobility, or technological diffusion, cause convergence, and others, such as increasing returns, cause divergence. As Cheshire and Carbonaro argue, evidently β convergence is the weakest possible test of the neoclassical model, since it can be achieved for diverse reasons.
MARKOV CHAINS AND CONVERGENCE TIME
There are a number of active fronts on which the critique of the neoclassical model is being advanced, as outlined above. In this article, the focus is on one specific approach, Markov chains, which has featured recently in the economics literature and which was initially advocated by Quah (1993) . Subsequently, Magrini (1995) and Fingleton (1997) have used Markov chain methods to model growth dynamics, also attracted by their capacity to accommodate shocks, discontinuities, and ongoing turbulence, which seem more of an empirical reality than a smooth progression to steady state. An interesting and practical feature of Markov chain analysis is the existence of a different form of equilibrium that recognizes the permanence of this turbulence, the stochastic equilibrium distribution of the Markov chain, and the facility to estimate the time required for the system to converge to this equilibrium. Although set against the traditional neoclassical analysis, in fact the approach is principally inductive without strong theoretical underpinnings and could undoubtedly accommodate the gamut of theoretical positions modified by inclusion of a stochastic element, depending on the structure imposed on the Markov transition matrix. However, empirical observation points to symmetry or implicit symmetry and the existence of poverty traps, whereas a neoclassical catch-up process implies asymmetry (Fingleton 1997) . Moreover, because of the link between Markov chains and log-linear models, and hence Poisson processes, endogenous growth theories underpinned by chancelike processes at the microlevel (see, e.g., Aghion and Howitt 1992) contain features that seem to correspond to the stochastic mobility of a Markov process. An additional virtue of the Markov chain approach is its empirical realism. Although the data set used in this article is probably the most consistent real series available for the EU, even for these series it is necessary to use national deflators because of the absence of regional deflators, whereas more generally, national accounts without doubt are subject to measurement errors. In contrast, categorical indicators of wealth such as rich, above average, below average, or poor may be less sensitive to such problems of measurement, and using these income levels as the states of a Markov chain provides an alternative, possibly more robust, method of analysis. To save space, details of the construction of the Cambridge Econometrics' European regional data bank have been omitted, but notes are available from the author describing how they are constructed for NUTS 2 EU regions using the Eurostat REGIO database, supplemented by national sources.
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In this section, I follow the analysis and underlying economic rationale given in Fingleton (1997) , which contains detail omitted from this article. On the other hand, the data in the present article are an update and revision of the earlier series, which also now extends to 1995 and includes the previously omitted Austrian regions, and the advantages of a Markov approach are reemphasized here with greater detail. Also, the focus of this article is convergence time estimation; a topic not considered in Fingleton (1997) . In both analyses, the observed transition frequencies between income-level states are treated as realizations of a number of competing log-linear models, and the different models consistent with the empirical data provide a number of alternative estimates. The choice of a preferred model is complicated somewhat by the presence of spatial dependence, discussion of which is usually lacking in the literature. Here, the brief allusion to this problem given in Fingleton (1997) is considered in more detail.
THE BASIC MARKOV CHAIN
The basic Markov chain approach assumes that, given I income-level states, each region has a probability p i (t) of being in state i at time t, and given state i at time t, a transition probability m ij (t) of being in state j at time t + 1. By making the simplifying assumption that all transition probabilities are unchanging over time, that is, that m ij (t) = m ij for all t, ordering these stationary probabilities as the I-by-I transition matrix M, and denoting p i (t) as the time-dependent elements of the 1-by-I row vector p(t), then
where M t denotes the product of t identical M matrices. A consequence of equation 10 is the existence of an equilibrium probability 1-by-I row vector s where
This vector s is the ergodic probability vector to which each of the rows of M t tends as t tends to infinity and thus describes the stochastic equilibrium-in other words, the differing output per capita level (state) probabilities to which the system converges under a single model for the transition probabilities.
We show below that the Markov model implies that permanent interregional output per capita differences may characterize the system of EU regions at equilibrium, which is quite unlike the equilibrium envisaged by basic neoclassical theory.
TESTING WHETHER EQUILIBRIUM HAS BEEN ACHIEVED: PURE SYMMETRY VERSUS QUASI-SYMMETRY
The method of testing whether equilibrium has been reached by the Markov process has been shown (Andersen 1980 ) to be equivalent to testing for marginal 22 INTERNATIONAL REGIONAL SCIENCE REVIEW (Vol. 22, No. 1, 1999) homogeneity in the two-way cross-classification, and the simplest (conditional) test of marginal homogeneity is via log-linear models (see Bishop, Fienberg, and Holland 1975; Anderson and Goodman 1957; Edwards 1981; Plackett 1981; Altham and Porteous 1986) . In fact, to test the hypothesis of marginal homogeneity, we need to compare two log-linear models that differ by its presence in one and absence in the other. The two log-linear models are the model of quasi-symmetry and pure symmetry. It is possible to fit a marginal homogeneity model directly and therefore perform an unconditional test, but this is often more difficult. The approach consists of constructing a two-way I-by-I cross-tabulation with (arbitrary) output per capita levels defining the I states of the transition matrix. The counts in the cross-tabulation provide estimates of the transition probabilities. To save space, we omit testing for stationarity in the transition probabilities; the reader is referred to Fingleton (1997) on this point. Assuming stationarity, a property of Markov chains known as reversibility can be quite easily checked, as summarized by Upton and Fingleton (1989) . Reversibility is equivalent to the so-called quasisymmetry log-linear model for the two-way cross-tabulation (McCullagh 1982) , and it exists when, ceteris paribus, and for all pairs of income levels, the probability of moving from level i to level j during a single time period precisely equals the probability of moving along the same path in the reverse direction.
To describe the quasi-symmetry model, we commence with the saturated loglinear model for the I-by-I two-way cross-classification with time 1 denoted by A and time 2 by B. We define the saturated model in terms of the probabilities {p ij }, where p ij is the probability of a randomly chosen region occupying the table cell defined by row i and column j, and Σ i Σ j p i j = 1. Hence,
In equation 12, µ = log e ( p 11 ), λ i A = log e (p i1 /p 11 ) is the row effect that controls for the differing marginal probabilities of time 1 income levels, and the column effect λ j B = log e ( p 1j /p 11 ) controls for the probabilities of time 2 income levels. Hence, in equation 12, λ A = 0, and λ B = 0; in other words, these parameters are not estimated but set to zero a priori. The remaining parameters (λ A , etc.) are not known uniquely, but only as contrasts. Therefore, λ A i represents the effect of level i of variable A on the probabilities under the model, compared to the effect of level 1 of variable A. The interaction effect is defined as λ AB ij = log e [(p ij /p i1 )/(p 1j /p 11 )], and thus, the contribution of the interaction effect to cell (i, j) of the cross-tabulation is a function of the odds of row i column j to row i column 1, and if there is no interaction effect ( λ AB ij = 0), these odds will be the same as the odds involving row 1. Hence, in this system, the first row and column act as norms, although there is nothing sacrosanct about these particular contrasts, and other systems are equally valid (see, e.g., Fingleton
Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 23 frequencies in the cross-tabulation involving two times (1975, 1995) and the four Markov states defined as poor, below mean, above mean, and rich are given in the appendix. Poor defines those regions with GVA per capita below 75 percent of the mean level at each time. Rich regions have GVA per capita above 125 percent of the mean level. The expected frequencies under the various models are also given in the appendix. Table 3 gives the statistics relevant to the conditional equilibrium test. Note that formally one would fail to reject the equilibrium hypothesis, since 3.2925 is not an extreme value with respect to the relevant χ 2 distribution with three degrees of freedom. It appears that the system had already reached a steady state by 1975. This conclusion is based on an assumption that the data are independent; in other words, the null χ 2 distribution of the scaled deviance depends on the data comprising independent observations. In the context of the NUTS 2 EU regions, however, the GVA per capita level of a region is not independent of that of neighboring regions (the pattern is highly spatially autocorrelated), and therefore, we cannot legitimately use χ 2 as the reference distribution (Fingleton 1983a (Fingleton , 1983b (Fingleton , 1986 . With positive dependence between observations, the effect is to inflate the scaled deviance and the corresponding and more familiar chi-squared test statistic X 2 . As a simplification, consider X 2 for a model fitted to the two-way table, with
2 /e, in which o = np ij represents observed frequency, e = np ij * is the expected frequency, and n is the sample size. An identical way of writing this in matrix terms is
is the vector of residuals with typical element p ij -p ij *, H is the matrix of partial derivatives δh(p)/δp ij , and A is the covariance matrix appropriate to independent observations (see Fingleton 1983b) . With spatially dependent data, X 2 is no longer asymptotically distributed as χ 2 under the null hypothesis, and we should in principle replace A by covariance matrix V embodying the spatial correlation to ensure that X 2 is distributed as χ 2 under the null hypothesis. This is comparatively difficult to implement because we need to know details of the spatial correlation structure. Although not directly applicable to an irregular tessellation such as that formed by the EU regions, in fact a simpler solution exists for data on a square lattice, the technical details of which are described in Fingleton (1983a Fingleton ( , 1983b Fingleton ( , 1986 Fingleton ( , 1988 and Fingleton and Porteous (1985) .
Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 25 Note: df refers to the number of degrees of freedom. Normally, for the quasi-symmetry model, there are (I -1)(I -2)/2 degrees of freedom, though this is based on no loss of degrees of freedom due to marginal zeros. In this case, two degrees of freedom are lost. For the pure-symmetry model, there are I(I -1)/2 degrees of freedom, minus two for marginal zeros.
Fortunately, with the current data, we do not have to worry about the consequences of positive spatial dependence, because (prior to any deflation of the test statistic) the same conclusion is made as with an assumption of independent observations, that the data are not inconsistent with equilibrium having already been reached. Generally, though, the consequences of spatially dependent observations will not always be so benign, and in the absence of an easy-to-implement correction for spatial dependence with nonlattice data, the analyst may have to resort to less formal methods of comparing models, such as the percentage of the total deviance explained by competing models (see Fingleton 1984; Upton and Fingleton 1989) . This somewhat ad hoc procedure has been used extensively with large samples to avoid always rejecting the null hypothesis of a null effect and thus avoid overcomplicated models that detract from the clarity provided by simpler models that portray the essential features of the data. These important inferential issues have direct relevance to the question of whether the system has achieved equilibrium or is in a disequilibrium state, which is quite critical to the estimation of convergence time. Of course, if the system is in equilibrium, convergence time had already passed in 1975. If the system is reversible but not at steady state, equilibrium is some way off, and the estimated equilibrium distribution (the vector s) turns out to be very much different.
SATURATED, PURE, AND LOYALTY-DISTANCE MODELS
In this article, I fit a range of optional log-linear models in order to explore the sensitivity of convergence times to alternative specifications and also to see how the equilibrium distribution differs. In fact, almost all of the plausible models for the transition probabilities give similar equilibria, apart from the pure-symmetry model. These include the saturated log-linear model, which is the quasi-symmetry model minus the symmetry, which fits the data perfectly. Note that the saturated model is the only one adopted, albeit only implicitly, in the initial application of the Markov chain analysis to the convergence debate by Quah (1993) , being equivalent to using the observed rather than expected frequencies to construct the transition probability matrix.
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The loyalty-distance model (Upton and Sarlvik 1981) is also related to the quasi-symmetry model, being quasi-symmetrical with the additional constraint that the symmetrical interaction parameters, (λ D ) in equation 15, are collinear, so that the state space is assumed to represent a single linear axis, for example, right to left along a political dimension or from poor to rich as in the present study. Hence, the transition probability from state i to j is smaller if the distance is greater, where the distance from i to j is the sum of intervening distances involving nearer states. Fingleton (1997) provides further discussion of these models from an economic and statistical perspective.
Equation 15 describes the collinearity and quasi-symmetry constraints that are imposed on the interaction parameters (λ D ) (Goodman 1972; Bishop, Fienberg, and Holland, 1975) . The λ C parameter is known as the loyalty parameter, because this allows for the probable tendency for regions to stay in the same income category over time. The loyalty-distance model has I 2 -3I + 1 degrees of freedom. The puredistance model is a close relative of the loyalty-distance model, which is obtained by simply constraining the loyalty parameter of the loyalty-distance model to zero; hence, it has I 2 -3(I -1) -1 degrees of freedom. Table 4 summarizes the fit of the alternative models to the cross-tabulation. Again, given the likely presence of positive dependence among the observations, the scaled deviance should be deflated, and although the extent of deflation is unknown, this is of no consequence because all the models fit the data using conventional goodness-of-fit criteria prior to deflation, and none of the changes in deviance are significant.
A range of other models could be fitted to mobility tables (see, e.g., Fingleton 1984; Upton and Fingleton 1989) , involving, for example, loyalty effects extending over several periods, although the data requirements for such models become increasingly demanding. Markov chain models of increasing sophistication have received considerable attention in the context of spatial data analysis, commencing with the work of Brown (1970) , Lever (1972) , Collins (1972 Collins ( , 1975 , and Collins, Drewett, and Ferguson (1974) and subsequently by Kelton (1984) , following the earlier work of Spilerman (1972) . Kelton (1984) and Kelton and Kelton (1984, 1985) adopt the approach developed by Macrae (1977) for the problem of accommodating nonstationary transition matrices, though this involves a complicated quadratic programming problem and leads to a test statistic with a nonstandard distribution that requires enumeration by Monte-Carlo methods.
ESTIMATING TIME TO CONVERGENCE USING ALTERNATIVE LOG-LINEAR MODELS
The eigenvalues {Γ i } of the Markov transition matrix provide information regarding the rate of the approach to the limiting vector s. As Bartholomew (1981) Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 27 notes, the manner of the convergence will be "governed by the size of the {Γ i }" and will depend on "the signs of the {Γ i } and on whether they are real or complex." Because the elements of each row of M must add to 1, it follows that the largest real eigenvalue will always be 1, so the trajectory toward equilibrium is chiefly governed by the size of Γ 2 , and this quantity is used in equation 16 to determine the half-life. The second eigenvalue of M t approaches 0 asymptotically as t increases, equaling 0.5 at the half-life, 0.25 at three-quarters life, and 0.1 at nine-tenths life: we again take the latter to indicate the effective convergence time.
H = q*(-log e (2)/log e (Γ 2 )) (16a) Q = q*(-log e (4)/log e (Γ 2 )) (16b) N = q*(-log e (10)/log e (Γ 2 )) (16c) Also in equation 16, q = 20, indicating the period from 1975 to 1995. Using these quantities for the different transition matrices corresponding to the different loglinear models, we obtain the results given in Table 4 for the estimated half-life H, three-quarters life Q, and nine-tenths life N under each model.
ESTIMATING THE EQUILIBRIUM PROBABILITIES
Given the transition probabilities from each log-linear model, it is a simple matter to iterate the system following equation 10 to arrive at the vector s of equation 11. The results of this exercise are shown in Table 5 . Table 5 shows that there is considerable agreement from most of the models regarding the equilibrium probability vector, with the significant exception of the pure-symmetry (equilibrium) model. For this model, the initial vector of state probabilities is equal to s, and hence, there is no need to iterate. As mentioned above, pure symmetry implies the existence of marginal homogeneity and hence equilibrium. The implications of this are that there appears to be no obvious statistical evidence that the 20 percent of regions classed as poor will reduce to a smaller proportion, although of course individual regions are expected to make the transition from 28 INTERNATIONAL REGIONAL SCIENCE REVIEW (Vol. 22, No. 1, 1999) the poor state under the pure-symmetry model, with moves up as likely as moves down. Assuming that in reality the process has not reached equilibrium, then the proportion of poor regions falls to about 5 percent under the alternative models, with the other major change being the increase in the proportion of above-average regions. This anticipated outcome, assuming of course the future replicates the past, is expected to take at least 300 years, adopting our ad hoc definition of convergence. Hence, regardless of whether stochastic convergence has been achieved, there is little scope for suggesting that the EU regions are undergoing dynamical change consistent with the elimination of significant income discrepancies.
CONCLUSION
This article estimates the time to convergence from both the neoclassical perspective and from the perspective of Markov chain analysis as one of a number of potential alternatives to a neoclassical approach. In the neoclassical analysis, the steady state to which the regions are converging is not the single stable steady state of basic neoclassical theory, and the article first adopts an autocorrelated errors model as a way of refining estimates of conditional β convergence by eliminating the effects of autocorrelated residuals, which may represent necessary but missing covariates, and as an alternative approach to the problem of arbitrary nonfunctional spatial units. This was extended to examine the impact of jointly modeling autocorrelation and heteroscedasticity, using a conditional autonormal model, with the effect that there is even less evidence for conditional convergence and for the empirical validity of the neoclassical growth model. Both approaches indicate that if current trends continue, convergence will take a very long time, meaning a minimum of 200 to 300 years, and there is some evidence that it may never be achieved.
In the Markov analysis, some emphasis is placed on the part to be played by mobility models in assessing the evidence for different Markov transition matrices, and some caution is exercised because of the pervasive presence of spatial dependence, although in this particular case, the inferential consequences turn out to be benign. With one notable exception (that it is not possible to reject the hypothesis that stochastic equilibrium has already been achieved), the Markov analysis Fingleton / ESTIMATES OF TIME TO ECONOMIC CONVERGENCE 29 suggests stochastic equilibrium being achieved after an equally long period. The stochastic equilibrium of the Markov approach is a set of constant probabilities of each income level, so that, for example, (ignoring the exception) there is a permanent proportion (about 5 percent) of regions that are poor and similarly fixed proportions for the other income categories. This differs from the steady state associated with the neoclassical model in a number of ways. First, the equilibrium is dispersed so that regions can occupy a range of income categories; whereas in contrast, the steady state of the very simplest neoclassical model entails no dispersion, all regions converge on the same income level. Of course, the more complicated models also allow convergence to different steady state positions, but the key mechanism, constant returns to labor and reproducible capital and diminishing returns to the accumulation of capital, with long-run growth explained solely by exogenous technological progress, remains in force. In contrast, adopting a Markov approach liberates us from the neoclassical assumptions and evidently embodies notions of increasing returns associated with endogenous growth theories, ideas that are sympathetically received by many regional scientists and economists familiar with concepts such as urbanization and localization economies and cumulative causation. Another contrasting feature of the Markov approach is the fact that the equilibrium is stochastic, not deterministic, meaning that although the state probabilities are fixed, regions can move freely among the states according to the transition probability matrix. This inter-income-level mobility is seen to accord more with the real world in which, characteristically, regions constantly move between income levels under the impact of a continual stream of shocks. Of course, there are disadvantages associated with the Markov approach, notably the rather vague association with economic theory, the problem of spatial dependence and inference, and the treatment of aggregates rather than specific regions, issues that have recently begun to be addressed in Fingleton (1998b APPENDIX CONTINUED
NOTE
One point of criticism may be the state space adopted in this article, because the empirical results are conditioned by these definitions. It is argued that the adopted states are in a sense natural choices, because 75 percent corresponds closely to the criterion used to decide whether regions should be afforded Objective 1 status and hence receive additional economic aid from the European Union, and 125 percent is the upper-tail counterpart of Objective 1. Also, more than four states would create an even sparser cross-tabulation of observed frequencies, complicating the calculation of degrees of freedom and the null distribution of the deviance, rendering the statistical analysis of the log-linear models more difficult. With sparse tables, the strict concavity of the log-likelihood function necessary to guarantee a unique maximum may be compromised, and small expected frequencies may mean that the scaled deviance fails to approximate to the chi-squared distribution under the null hypothesis, but the change in scaled deviance due to fitting hierarchical log-linear models to sparse tables will approximate as usual the chi-squared distribution. Magrini (1995) uses an estimator of the underlying probability density function to create a less arbitrary state space than that adopted here and by Quah (1993) , criticizing the convention of adopting arbitrary cut points.
