This paper studies the effects of heteroscedasticity on the following five types of estimators: (1) Data Envelopment Analysis (DEA) per se as well as DEA joined to regression forms, (2) Corrected Ordinary Least Squares based on maximum residual (COLS-R), (3) Corrected Ordinary Least Squares based on moments of residuals (COLS-M), (4) Maximum Likelihood Estimation (MLE), and (5) Goal Programming with one-sided deviations as in Aigner and Chu (A&C). This is accomplished with simulated data in an experiment designed around a single output-single input production function which is piecewise Cobb-Douglas. Robustness of results is confirmed with another experiment employing a shifted smooth Cobb-Douglas production function. The model has a composed error term consisting of two components--one for measurement error and the other for inefficiency. The simulation results indicate that heteroscedasticity does not have an adverse impact on DEA-based estimators and that DEA-based estimators are the best estimators of efficient output even under heteroscedasticity.
Introduction
Using a composed error model, with two components, Bojanic et al. (1998, hereafter BCF) examine small sample properties of frontier estimators with heteroscedasticity present in the two-sided measurement error component but not in the one-sided component used to represent inefficiency. See expression (4) and subsequent discussion in Bojanic et al. As noted in Banker et al. (2002) , the BCF study did not include Data Envelopment Analysis (DEA) estimators. Instead, they used only the Aigner and Chu (1968, hereafter A&C) parametric frontier model but erroneously labeled it as DEA. However, as also noted in Banker, Chang and Cooper, the Bojanic et al. study did point up the need for extending previous research in DEA to comprehend the effects of heteroscedasticity on DEA estimators. This is accomplished in the present paper by means of Monte Carlo experiments in which we extend the studies by BCF, and others, beyond the case of two-sided measurement errors in order to examine the effects of heteroscedasticity on the onesided error term associated with the inefficiencies that are also involved in stochastic approaches to performance evaluations.
Heteroscedasticity arises when variances of regression disturbances are not constant across observations (Greene, 2000, p. 499) . Banker (1993) showed that DEA estimators are consistent for any distribution of inefficiency satisfying the envelopment (one-sided error) and the likelihood of efficient performance postulates. Since the presence of heteroscedasticity does not violate these two postulates, the consistency property of DEA estimators holds under heteroscedasticity when only one-sided error is present. In addition, since OLS coefficient estimates are unbiased under heteroscedasticity if the regressors and the error term are uncorrelated (Greene, 2000, p. 457) , all corrected ordinary least squares (COLS) coefficient estimates except the intercept term are also unbiased in the presence of heteroscedasticity. However, because the COLS estimator of the intercept term is obtained by shifting its initial estimator based on the maximum value of the OLS residuals (COLS-R) or based on the estimated variance of the heteroscedastic error term (COLS-M), the estimator of the inefficiency measure using the COLS method may be biased. In the case of both maximum likelihood (ML) and A&C estimators, it is not clear why heteroscedasticity should have an effect. While Bojanic et al. (1998) presented Monte Carlo evidence suggesting that both maximum likelihood and COLS estimators outperformed A&C estimators under heteroscedasticity in the two-sided error term, they did not present any conceptual argument to motivate such a finding. In any case, no study has investigated the impact of heteroscedasticity on the comparative performance of the DEA, COLS-R, COLS-M, MLE and A&C estimators.
Our simulation study first considers two cases for the one-sided error term representing inefficiency. In the first case, we consider homoscedastic one-sided error and in the second case, we introduce heteroscedasticity proportional to the input 1 . We turn next to the ''composed error'' case where the error term has two components, a two-sided component representing measurement error and a one-sided component representing inefficiency. In a Monte Carlo study of the comparative performance of COLS and DEA estimators, Banker et al. (1993) reported that neither the COLS estimator nor the DEA estimator performs well for high measurement errors. We therefore focus on moderate levels of measurement error in this study. In the composed error setting, we first consider heteroscedasticity only in the inefficiency component, then only in the measurement error component, and finally in both the inefficiency and the measurement error components.
The rest of this paper is organized as follows. Section 2 describes our data generating process. Section 3 presents the production function estimators employed in this study. Section 4 reports and discusses the results of the simulation. Section 5 concludes the paper.
Design of experiment
For this study, we consider an underlying production function with one output, one input and moderate levels of measurement error. Thus we differ from Bojanic et al. in that we move from their use of a cost function (with one independent variable) to a production function (with one independent variable). This allows us to focus on technical inefficiency without the need for access to cost and price information. We do this, however, with a function that is more complicated than the one employed by Bojanic et al. Inefficiencies are generated from specified distribution functions. A moderate degree of heteroscedasticity is introduced into both the inefficiencies and the measurement component of the composed error term.
Production technology
The production technology we use is specified in terms of an efficient production function y Ã ¼ gðxÞ, where x, a scalar, is the input, and y Ã , another scalar, is the efficient level of output generated from the input x. Specifically, following Banker et al. (1996 Banker et al. ( , 1993 Banker et al. ( , 1987 , we represent gðxÞ by the following piecewise Cobb-Douglas production function 2 :
; 10 6 x 6 12; a 2 x b 2 ; 12 6 x 6 14; a 3 x b 3 ; 14 6 x 6 16; a 4 x b 4 ; 16 6 x 6 18; a 5 x b 5 ; 18 6 x 6 20:
The a and b coefficients determine the technology for which we use Values of the remaining aÕs are selected to ensure continuity of the production function. We generate the values of input, x, from the uniform distribution over the interval [10, 20] .
Composed error
The error term, e, as assumed in, say, COLS or ML estimation, is decomposed into two components as follows:
Here l P 0 represents inefficiencies and m, which is unconstrained in sign, represents measurement error. Thus, for our efficient production function y Ã ¼ gðxÞ we have
where ln y, the logarithm of the observed value, need not be efficient, whereas the y Ã ¼ gðxÞ values are efficient as required by economic theory. The inefficiency term, l P 0, therefore, reflects the output shortfalls due to inefficiency. The error term, m, reflects all other types of error and is not constrained in its sign.
Homoscedastic cases
Our inefficiencies, like our measurement errors, are generated from specified probability distributions. Measurement errors are generated from the normal probability distribution with r 2 m ¼ 0:004. That is, we specify measurement errors with a moderate variance in a manner similar to the moderate measurement error case in Banker et al. (1993) . Inefficiency values are generated from the exponential distribution with variance r 2 l ¼ 0:02. This specification is similar to the one used in Banker et al. (1993) . It is also similar to the middle case used in Bojanic et al. (1998) 
As just noted, we are assuming r 2 l ¼ 0:02 for the inefficiency distribution in this (the homoscedastic) case, so that k 2 ¼ 50. Hence, we have
Thus the expected value of the generated inefficiencies is 16%. This, too, is very similar to Banker et al. (1993) .
Degree of heteroscedasticity
We consider six different cases with heteroscedasticity present in the inefficiency component, the measurement error component, or both components of the composed error.
These six cases considered in our simulation experiments can be summarized as follows:
To focus on the previously unexplored case of heteroscedasticity in the distributions used to generate the l P 0, we start with two cases, as follows, in which r Case 1. Heteroscedasticity is not present in the inefficiencies. This is our base-line case. Case 2. Heteroscedasticity in the inefficiencies is made proportional to input via the relation
ð5:1Þ Similar to Bojanic et al. (1998) , we specify only a moderate level of heteroscedasticity for which we use
Since input x is generated from the uniform distribution defined over the interval [10, 20] , the value of k l is obtained from Case 3. In a manner analogous to Case 1 we do not introduce heteroscedasticity in the distributions used to generate measurement errors and the inefficiencies. Case 4. As in Case 2, we make heteroscedasticity proportional to the input
with k l ¼ 0:0000857, as in Case 2. Next, we consider the case in which heteroscedasticity is present only in the measurement error component (and not in the inefficiency component) of the composed error.
Case 5. Heteroscedasticity in the distributions used for measurement error, m, is made proportional to input x via the relation
where k m is determined from the relation
With x generated from the previously described uniform distribution over the interval [10, 20] , this gives k m ¼ 0:0000171. Finally, we consider the case in which heteroscedasticity is present in both the inefficiency component and the measurement error component of the composed error.
Case 6. Heteroscedasticity in both the inefficiency component and the measurement error component is made proportional to input x via the relations as in Case 4 and Case 5, respectively.
As we will see, these six cases produce quite a number of possibilities to consider. Hence we did not deem it prudent to proceed further at this moment into still other ways in which heteroscedasticity might be present. We can therefore move our discussion of the experimental design by turning to the manner in which the variables l; m and y were generated.
To obtain the inefficiencies we used the relations r 2 l j ¼ 0:02 when no heteroscedasticity is present or r
j when heteroscedasticity is present to designate the exponential distribution for use in generating the l j P 0 values. Thus, for each sample of size n we used an exponential distribution to generate n values of inefficiencies. In a similar manner we used the relations r 
Output values y j
Each x j value as generated from the uniform distribution [10, 20] was substituted in the appropriate segment of (1.1) and (1.2) to obtain the corresponding y Ã j value. By the definition of a ''production function'' these y Ã j all represent efficient output values. We therefore adjusted these values to obtain the observed output values y j that reflect inefficiencies and measurement errors by means of the following formula:
Thus, although our inefficiency and measurement error components are relatively small, they are also pervasive. Hence we have tried to provide a series of tests to help us discriminate between our different estimating models according to how well they behave under each of the six cases. For this purpose we used three different sample sizes--25, 50 and 100--and replicated each case 100 times to yield 1800 (¼ 100 Â 6 Â 3) samples involving 105,000 simulated observations which were all treated in the manner we have now described in order to examine the relative performances of the estimating models (and methods) we employed to estimate the true ( ¼ efficient) values obtained from (1.1) and (1.2).
Production function estimation methods
In this section, we describe the five different types of estimation models we studied and the criteria we used to evaluate their comparative performances.
Estimation models
The five types of estimation models are DEA and regression-fitted DEA, the Maximum Residual method of Corrected Ordinary Least Squares (COLS-R), the Moment method of Corrected Ordinary Least Squares (COLS-M), Maximum Likelihood Estimation (MLE), and Aigner and Chu (A&C) method.
DEA estimation models
The DEA model we used is the BCC model (Banker et al., 1984) which was given the following ''output oriented'' form:
Thus, the objective is to maximize h j subject to these constraints--as generated for each sample--with y j and x j representing the observed values for the DMU j to be evaluated relative to all of the observations in this sample. Banker (1993) has shown that the BCC model of DEA provides a consistent estimator under any distribution of inefficiency satisfying the envelopment and the likelihood of efficient performance postulates. DEA is non-parametric. Hence to compare its parameter estimation capabilities with the parameter estimates obtained from the other four methods--COLS-R, COLS-M, MLE and A&C--we also joined the above DEA model to the following log-linear and log-quadratic regression models in a manner similar to Farrell (1957) :
Log-quadratic ðLQÞ fitted DEA model :
Here h j represents the optimal value obtained from (9) for observation j. This optimal h j is applied to the observed y j values for DMU j to obtain the upward adjustment given byĥ h j y j P y j and provide an estimate of the efficient output. Theseĥ h j values represent optimal estimates for each observation. However, the least squares calculation produces an estimated production function with parameter values that are optimized over all observations in the sample. Hence the estimates of b 0 ; b 1 and b 11 resulting from (10) and (11) represent ''average'' values of these parameters taken over all of the thus adjusted ''efficient'' data.
COLS--maximum residual (COLS-R)
The second type of estimation method we used is the COLS-R method. To estimate the production function from simulated data using the COLS-R, we specified the following log-linear and log-quadratic (translog) models:
Log-quadratic ðLQÞ model :
The COLS-R method proceeds in two steps. In step 1, the OLS procedure is performed. If the functions in (12) and (13) represent the true functional relationship between y and x, then the OLS estimation for these functions results in unbiased estimators of the coefficients except the intercept term. Therefore, in step 2 of the COLS-R method the intercept term is adjusted to obtain (efficient) frontier estimates. For this purpose we corrected the intercept term by shifting the regression upward using the maximum residual value in order to derive an estimated production frontier (Richmond, 1974) . This method yields a consistent estimator of the frontier value (Greene, 1980) .
COLS--moments of residuals (COLS-M)
The third type of estimation method we employed is the COLS-M method which is identical to the second one except that now the intercept term is shifted upward by the estimated bias of the error term e (Olson et al., 1980) . This is accomplished via the estimation of the second and third moments of OLS residuals as follows.
If ln y ¼ b 0 þ b 1 ln x þ e, where e ¼ m À l, m $ N ð0; r 2 m Þ and l $ expð1=kÞ, then the bias of the intercept term is EðeÞ ¼ EðlÞ ¼ ð1=kÞ. We can estimate k consistently using the second moment (l 0 2 ) and the third moment (l 0 3 ):
From (15) 
Maximum likelihood estimation (MLE) method
The fourth type of estimation method we employed is the MLE method. Recall from Section 2 that the error term e ¼ m À l is specified as being composed of two independent components, m and l. Since the symmetric measurement error m is distributed as N ð0; r 2 m Þ and the one-sided inefficiency l is distributed independently of m and derived from an exponential distribution with variance r 2 l , the density function of the composed error term e ¼ m À l is given by (Meeusen and Broeck, 1977) 
where F ðÁÞ is the cumulative distribution function of the standard normal distribution.
The ML estimators of the log-linear and log-quadratic production function models specified in (12) and (13) are obtained from simulated data by the maximization of the log-likelihood function based on (16).
Aigner and Chu (A&C) estimation models
The fifth type of estimation method we used is the Goal Programming type as A&C model with onesided deviations (Banker et al., 2002) . Schmidt (1976) showed that the A&C linear programming model is equivalent to a maximum likelihood estimation model if errors are assumed to have a one-sided exponential distribution. This model, which can be described as a ''goal programming model'', is specified for the loglinear production function as Min X n j¼1 e j ; s:t: b 0 þ b 1 ln x j À ln y j 6 e j ; j ¼ 1; . . . ; n;
The criterion of the minimization of the one-sided deviations e j P 0 was used to estimate b 0 and b 1 for each sample.
The linear programming formulation for the log-quadratic production function is
The coefficient estimates from all of the above models are compared to the true values of the parameters specified for (1.1) and (1.2) and their deviations noted in the absolute value measure we shall shortly describe.
Performance criteria
In this study, we evaluated the effects of heteroscedasticity on DEA, COLS-R, COLS-M, ML and A&C estimators and their comparative performance by using mean absolute deviation and median absolute deviation measures for both efficient output and slope. That is, we used these absolute value measures to determine the magnitudes of the deviations between the estimates and the true values (as obtained from substitution in (1.1) and (1.2)). Thus, we calculated the mean absolute deviations (MAD) of efficient output as
where y Ã j is the efficient output level determined from (1.1) and (1.2) andŷ y j is the value obtained from one of the estimation models we are studying. In keeping with the usual composed error approach we are thus ignoring input inefficiencies and assuming that all inefficiencies are reflected in the output values. The assumption also appears in the composed error approaches used in stochastic frontier regressions. See the discussion in Bardhan et al. (1998) . We might also note that non-zero output slack cannot appear in an optimum for (9) in the single output case. See Brockett et al. (2001) for a proof.
In a similar manner we calculated the mean absolute deviations of our slope estimates from the following formula:
where c j is the actual slope calculated from (1.1) and (1.2) as
and b r is the appropriate coefficient in (1.1), i.e., 10 þ 2ðr À 1Þ 6 x j 6 10 þ 2r, r ¼ 1; 2; . . . ; 5. When the estimation model employed was the BCC model of DEA in (9), we determinedĉ c j in the following two-step manner. For observations identified as being on the frontier, we calculated the slope for each piecewise segment. For frontier observations on multiple segments of the frontier, we setĉ c j as the average of the slopes of those segments. For each inefficient observation, we identified the reference segment on the frontier which was used to evaluate that observation and used the slope of this reference segment to estimateĉ c j . However, when the estimation models employed were the regression fitted DEA, COLS, MLE or A&C instead of DEA in (9),ĉ c j was estimated as the slope calculated from (10), (11), (12), (13) and (17) or (18) 
Results
We report our simulation results in Tables 1-6 which, for convenience of reference, are arranged in the same numerical order as the six cases discussed in Section 2.4 above. Each table has two panels. Panel A contains the mean and median absolute deviations of the efficient output from its true value and Panel B presents the mean and median absolute deviations of slope parameter. Each panel has 11 columns in which the first three columns present the results of DEA-based estimators, the six columns in the middle present the results of COLS-R, COLS-M and MLE estimators and the last two columns present the results of A&C estimators.
Impact of heteroscedasticity on DEA-based estimators
We begin by discussing the impact of heteroscedasticity on DEA-based estimators. The simulation results reported in Table 1 are for Case 1 when there is only a one-sided homoscedastic error term. From the first column and the first row of Panel A of Table 1 , we observe that the average absolute deviation of the BCC estimator of the efficient output from its true value is 2.06. This average is taken over all 100 samples of size N ¼ 25. The median value of 1.54 reported in row 2 was similarly calculated as the median of median absolute deviations over all 100 samples. The mean and median values for the other two sample sizes were calculated in a similar way to those for N ¼ 25. In addition, in the final two rows, we also report the overall mean and median values across the 3 different sample sizes for each column. Since the one-sided error specification in this case is consistent with the postulates underlying the DEA estimator (Banker, 1993) , we use this as a benchmark to evaluate the impact of heteroscedasticity on DEA-based estimators in the other cases considered in this study.
Turning to Table 2 , we see that average absolute deviations of the BCC estimator of the efficient output and the slope parameter for each of the 3 different sample sizes in the presence of heteroscedasticity are close to their corresponding values reported in Table 1 when there is no heteroscedasticity. The overall mean and median values reported in Table 2 for the BCC estimator are also similar to those reported in Table 1 , confirming our expectation that heteroscedasticity does not impact the performance of the BCC efficiency estimator. Furthermore, the DEA estimator exhibits the desired statistical property of consistency proved in Banker (1993) with the average absolute deviations decreasing with sample size whether heteroscedasticity is present or not. Table 3 reports the results for the case when both inefficiency and measurement error terms are present, and neither is heteroscedastic. The BCC modelÕs performance in terms of the absolute deviations of its efficient output and slope estimators from their true values is substantially worse than the performance reported in Table 1 . This is expected because the composed error specification in Case 3 violates the maintained assumptions of the DEA estimator. However, the performance of the BCC estimators reported in Tables 4-6 is not very different from their performance reported in Table 3 , indicating that heteroscedasticity does not affect the performance of the DEA estimators even in the presence of measurement error. Observe also that in the latter four tables for the case when measurement error is present, the performance of the DEA estimators actually worsens with increased sample size as the distortive impact of measurement errors is enhanced. Therefore, comparing the group of results reported in Tables 1 and 2 with those reported in Tables 3-6 , we observe that it is the presence of measurement error that affects the performance of the BCC estimators, but the presence of heteroscedasticity has no marked impact.
The results for the two-stage DEA with fitted parametric regression models are reported in the second and the third columns of Tables 1-6. Similar to the performance of the BCC model reported in the first column of those tables, the performance of the regression-fitted DEA models also deteriorated when the measurement error term was introduced, but heteroscedasticity did not have any material impact on the performance of these DEA-based estimators.
Impact of heteroscedasticity on COLS, ML and A&C estimators
Next, we consider the impact of heteroscedasticity on the parametric frontier estimators. From columns 2 and 3 of Table 1 , we observe that the average absolute deviation of the efficient output estimator using the LL and LQ forms of COLS-R from their true value is 1.97 and 3.03, respectively, when the sample size is 25 and a one-sided homoscedastic error term is specified. The corresponding values reported in Table 2 are 2.21 and 3.34 when the one-sided inefficiency term is specified to be heteroscedastic, suggesting that heteroscedasticity has only a small impact on the COLS-R estimators. The results for other sample sizes are also similar to those for N ¼ 25. However, the performance of the COLS-R estimators reported earlier in both Tables 1 and 2 when only the inefficiency term is specified was much better than that in Table 3 when a measurement error is introduced. For instance, average absolute deviations of the efficient output estimator from the true value in both Tables 1 and 2 were only about one-third of those reported in Table 3 . This result is consistent with that in Banker et al. (1993) . In addition, since the performance of the COLS-R estimators reported in Tables 4-6 is not much different from that in Table 3 , we surmise that the impact of heteroscedasticity on the COLS-R estimators is not as strong as that of measurement error.
Turning to the performance of the COLS-M estimators, we see from Tables 1 and 2 that the performance of both LL and LQ forms of the COLS-M estimators does not change much when we introduce heteroscedasticity in the one-sided error term, but the performance of the COLS-M slope estimators de- teriorates. Comparing the results reported in Tables 3-6 when a composed error term is specified, we observe a similar pattern to that in Tables 1 and 2 . Heteroscedasticity does not seem to impact the COLS-M output estimators. Interestingly, the COLS-M slope estimator is adversely affected by heteroscedasticity in the inefficiency component but not affected by heteroscedasticity in the measurement component. The performance of both ML and A&C estimators is reported in the final two columns of Tables 1-6 . Once again, we observe very similar patterns. Performance of the output estimators does not seem to be affected by heteroscedasticity. Performance of the slope estimators is adversely affected by heteroscedasticity in the inefficiency term, but not affected by heteroscedasticity in the measurement error. In general, we observe that there is not much difference between the output estimators of the LL and LQ forms of any method. However among the slope estimators in the presence of measurement error, the LL form performs better than the LQ form for all methods because the more flexible LQ form is likely susceptible to being misled by those errors. It appears that there is a cost to flexibility when there is measurement error.
Comparative performance
Finally, we turn to the evaluation of the comparative performance of the five types of estimators. Looking at the last two rows of Panel A of Table 1 , we see that overall mean and median absolute deviations of the efficient output estimator using the BCC model are 1.40 and 0.97, respectively, indicating that the BCC estimator is the best performer in estimating efficient output. While both the regression-fitted DEA and COLS-R estimators perform equally well in terms of overall mean and median absolute deviations of the efficient output, both estimators outperform all COLS-M, MLE and A&C estimators. In fact, the A&C estimators of efficient output perform the worst among the five types of frontier estimators we considered. The results reported in Table 2 are very similar to those reported in Table 2 , indicating that DEA-based estimators are the best estimators of efficient output even under heteroscedasticity when only one-sided error is present.
To get a better picture of the comparative performance among different estimators, we simplify the presentations of these results by ranking them in Tables 7 and 8 . In each of these tables, the numerical values correspond to rankings for the overall mean and overall median absolute deviation values reported in the preceding six tables. These rankings represent the relative superiority of the approaches being examined according to whether one approach outperforms the other in terms of overall mean and overall median values reported in the final two rows of the Tables 1-6.   4 Turning to Table 8 we find once again that the three DEA-based slope estimators perform the best when there is no measurement error present. The last four rows of Table 8 , however, indicate that the LL form of COLS-R slope estimator performs the best under measurement error, with the LL forms of MLE and regression-fitted DEA close behind.
As indicated by the ranks in Table 7 , the three DEA-based output estimators outperform all of the other approaches. The BCC model of DEA, as might be expected, has the lowest mean and the lowest median in the first two cases when there is no measurement error. Furthermore, inspection of the last 4 rows of Table   Table 4 Simulation results with composed error term and heteroscedasticity in inefficiency 7 shows that LL ( ¼ log linear fit) under DEA has top rank in all four cases when measurement error was present. Heteroscedasticity, does not alter these relative rankings.
Sensitivity analysis
To evaluate the sensitivity of the simulation results to our earlier piecewise Cobb-Douglas specification of the production technology, we also estimated a single smooth Cobb-Douglas type production function. Specifically, to introduce both increasing and decreasing returns to scale 5 in a parsimonious manner, we used the following ''shifted'' Cobb-Douglas production function: (Varian, 1992, p. 17) . Thus, for (23) with a ¼ 10, b ¼ 0:6, we have eðxÞ ¼ 6x 10ðx À 5Þ
; 10 6 x 6 20:
For x ¼ 10 this gives eðxÞ ¼ ð60=50Þ > 1 for increasing returns to scale. For x ¼ 20 we get eðxÞ ¼ ð120=150Þ < 1, for decreasing returns.
Finally for x ¼ 12:5 we get eðxÞ ¼ 1 for constant returns. Hence, all of these three different returns to scale are covered, as claimed.
where a ¼ 10, b ¼ 0:6 and the input x was generated randomly from a uniform probability distribution over the interval [10, 20] . We repeated the estimation procedures for the 6 cases discussed above. The simulation results (not reported here) are similar to those discussed earlier when a piecewise Cobb-Douglas production function was specified, indicating that heteroscedasticity does not adversely impact DEA-based estimators. While the relative performance patterns are similar to those discussed earlier, the performance of the A&C-LL estimator in estimating the slope parameter improves substantially over that reported in the earlier experiment.
Collectively, our results indicate that heteroscedasticity does not materially impact the relative performance of the different efficiency estimation methods. The BCC model for DEA performs the best regardless of the presence of heteroscedasticity when there is no measurement error. In the presence of measurement error, the two-stage DEA followed by a fitted log-linear form for the output estimator generally performs the best regardless of the presence of heteroscedasticity.
Conclusion
This paper reports a Monte Carlo simulation study to evaluate the impact of heteroscedasticity on DEA and other frontier estimators, and compare the relative performance of DEA, COLS-R, COLS-M, MLE and A&C estimators in the presence of heteroscedasticity. The results indicate that heteroscedasticity does not adversely affect the performance of DEA-based estimators. In fact, the impact of the nature of the error term (one-sided error versus composed error) is much greater than that of heteroscedasticity. DEA proved to be the best estimator of efficient output even when errors were heteroscedastic. This is consistent with other studies although we have here extended these previous studies to comprehend the case of heteroscedasticity and the uses of DEA and DEA-regression combinations to estimate slope parameters. Particularly striking was the performance of the DEA-log-linear regression combination which in all four cases when measurement error was present, bested the performance of the BCC model of DEA both as an efficient output estimator as well as slope estimator. This is about as far as our use of Tables 7 and 8 will carry us in our evaluation of relative performances. We have here used very simple (both non-linear and linear) models. Hence the results we report should be regarded as a beginning rather than an end to studies of the effects of heteroscedasticity. Further extensions could include more general models as well as other methods of estimation. Like others who have conducted such simulation studies, we have focused on ''closeness of fit'' as the criterion of performance. However, other statistical properties, such as ''robustness'' can also be important. Finally, over and beyond the present study, we might note that extensions to examine the effects of misspecification as well as other possible types of problems could also be profitably undertaken along lines like those initiated in Banker et al. (1996) .
