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Abstract
Problem 540 in Open Problems in Topology (1990) asks whether iterating the operation of
taking the dual topology eventually leads to a mutually dual pair of topologies. We give an
a0rmative answer to Problem 540 for several classes of spaces. Some of the special cases
covered are: any T1 space (already solved in 1966 by Strecker), the lower Vietoris topology
on any hyperspace, the Scott topology for reverse inclusion on any hyperspace, and the upper
Vietoris topology on the hyperspace of a regular space. We 4nd in all these cases that Tdd =
Tdddd, and therefore at most four distinct topologies, T; Td; Tdd; Tddd, can be created by
iterating the dual operator starting with any one of these special cases. c© 2002 Published by
Elsevier Science B.V.
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De
nition 1. For a space (X;T), the dual of T is the topology Td on X where Td
is generated by the complements of T-saturated T-compact subsets of X . (A set is
saturated if it is the intersection of its neighborhoods.)
Lawson and Mislove [9] pose the following, which is labeled as Problem 540: “Char-
acterize those topologies that arise as dual topologies. If one continues the process of
taking duals, does the process terminate after 4nitely many steps with topologies that
are duals of each other?”
In this paper we look at several special cases where the question in Problem 540 is
answered a0rmatively. We remark that if the answer to the question above is yes in
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general, then there exists a 4nite number n such that for any topology T; Td
n
=Td
n+2
.
(Otherwise, if there were a counterexample for each n, then a direct sum of the coun-
terexamples would not satisfy Td
n
=Td
n+2
for any n.) We will see in all the cases
considered here that Tdd=Tdddd.
For the 4rst special case, we note that for T1 spaces the word “saturated” may be
dropped from the construction of the dual. Therefore, in this case, the dual described
above is the same as the dual operator investigated by de Groot and others in [4–6, 11].
This means that, for T1 spaces, the problem has been solved in [6, Proposition 3] which
is credited (on p. 351 of [5]) to Strecker.
De
nition 2. de Groot [4] calls a set D squarecompact for T if whenever F is a fam-
ily of compact sets and F∪{D} has the 4nite intersection property then ∩ (F∪{D})
= ∅. In the case where (X;T) is T1 this is equivalent to saying that D is squarecompact
iL it is compact for Td.
Lemma 1. If (X;T) is T1; then in (X;Td) all compact sets are either closed or dense.
Proof. de Groot remarks in [4] that the intersection of a compact set and a squarecom-
pact set is compact. So if a set A is T-squarecompact, then either it has no compact
superset, or else the smallest compact set containing A is A itself.
Proposition 1 (de Groot et al. [6]). If (X;T) is T1; then Td⊆Tddd.
Proof. Given a Td-closed set A with A =X , we will show A is Td-squarecompact.
Given a family F of compact sets such that F∪{A} has the 4nite intersection prop-
erty, we note that each A∩F for F ∈F is compact, and therefore, by Lemma 1,
closed. Therefore, A∩ (∩F) = ∅.
Proposition 2 (de Groot et al. [6]). If (X;T) is T1; then Tdd=Tdddd.
Proof. As in [6], we note that if Td⊆Tddd then Tdd⊇Tdddd, and applying
Proposition 1 to (X;Td) we also have Tdd⊆Tdddd.
The last result cannot be improved (as a response to Problem 540 for T1 spaces),
as is shown by the following example (which is clearly related to Example 8 of [5],
but is slightly simpler):
Example 1. Let X =!1, the 4rst uncountable ordinal, and let T= {[0; 
)−F | 06
6
!1; F is 4nite}. (X;T) is T1. Then we remark that Td is the cocountable topol-
ogy on X; Tdd is the co4nite topology, and Tddd is the discrete topology. Therefore,
Proposition 2 cannot be improved, since Td =Tddd. We note that in view of
Proposition 2, T cannot be the dual of any topology on X .
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We turn now to more general spaces. A space has a specialization ordering, de4ned
by x6y iL x∈ c{y}, where cA denotes the closure of A. The dual operator switches
this ordering, i.e., x6y in (X;T) iL y6x in (X;Td). Thus when looking at iterations
of the dual it can be useful to imagine a 4xed ordering on the space, together with
a series of topologies whose closed sets alternate between being closed upward or
closed downward in the ordering. Note that a set is saturated iL it is closed upward
in the specialization ordering. Indeed, the saturation of a set A, the intersection of its
neighborhoods, is ↑A= {x |A∩ c{x} = ∅}.
De
nition 3. For an arbitrary space (X;T), de4ne a set to be up-compact if it is
T-saturated and T-compact, and de4ne a set to be down-squarecompact if it is Td-
saturated and Td-compact. We will make use below of the fact that a set D, closed
downward in the specialization order on (X;T), is down-squarecompact iL whenever
F is a family of up-compact sets and F∪{D} has the 4nite intersection property
then ∩ (F∪{D}) = ∅.
Lemma 2. In any space (X;T); the intersection of a compact set and a down-
squarecompact set is compact.
Proof. Suppose A is compact, B is down-squarecompact, and C is a 4lterbase of closed
sets such that A∩B meets every member of C. Let D be the collection of saturations
of sets A∩C for C ∈C. Then the members of D are up-compact sets, and {B}∪D has
the 4nite intersection property, so ∩ ({B}∪D) = ∅. Take x∈∩ ({B}∪D). Then c{x}
meets every set A∩C for C ∈C. So {A; c{x}}∪C has the 4nite intersection property.
Therefore there is some y∈A∩ c{x}∩ (∩C). Since y6x∈B then y∈B.
Lemma 3. Suppose that the specialization order on (X;T) admits a binary supremum
operator ∨ which is continuous; i.e.; ∨ : (X;T)× (X;T)→ (X;T). Then the class of
up-compact sets is closed under 5nite intersections.
Proof. We simply note that if A and B are closed upward in the order then A∩B= {a∨
b | a∈A; b∈B}.
Lemma 4. Suppose that the specialization order on (X;T) admits a binary in5mum
operator ∧ such that x∧y exists whenever x and y have a common lower bound.
Then if the class of up-compact sets is closed under 5nite intersections; it follows
that the class of down-squarecompact sets is closed under 5nite intersections.
Proof. Suppose A and B are down-squarecompact sets. We wish to show that if C = ∅
is a collection of up-compact sets such that {A∩B}∪C has the 4nite intersection
property then ∩ ({A∩B}∪C) = ∅. However, by the hypothesis, we may assume that
C is closed under 4nite intersections, i.e., C is a 4lterbase. Let D be the collection of
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saturations of sets A∩C for C ∈C. Then the members of D are up-compact sets by
Lemma 2, and {B}∪D has the 4nite intersection property, so ∩ ({B}∪D) = ∅. Take
b∈∩ ({B}∪D). Then c{b} meets every set A∩C for C ∈C.
Let E be the collection of saturations of sets A∩C ∩ c{b} for C ∈C. Then the
members of E are up-compact. By a repetition of the argument above, there is a point
a∈A such that c{a} meets every C ∩ c{b} for C ∈C. Then a∧ b exists since C = ∅,
and c{a∧ b} meets every C ∈C, and so a∧ b∈A∩B∩ (∩C).
De
nition 4. A partial order is bounded complete if every non-empty set which has
an upper bound has a least upper bound (alternatively, every non-empty set which has
a lower bound has a greatest lower bound). 1
Proposition 3. Suppose that the specialization order on (X;T) is bounded complete;
and that the class of down-squarecompact sets is closed under 5nite intersections.
Then Td⊆Tddd.
Proof. We note the following facts about Td. By Lemma 2, the Td-closed sets admit
a basis B (the T-saturated T-compact sets), such that if B∈B and C is Td-up-
compact then ↓ (B∩C)∈B, where ↓A=∪{c{a} | a∈A} (with closure determined by
Td). Secondly, (under the order determined by Td) if D is a directed upward sub-
set of A∈B, then D has an upper-bound in A. Thirdly, by hypothesis, the class of
Td-up-compact sets is closed under 4nite intersections, and, also by hypothesis, the
specialization order on (X;Td) is bounded complete. In the rest of the proof all implicit
references to a topology will be to Td.
Given B∈B we wish to show that B is Td-down-squarecompact. Suppose C = ∅ is
a 4lterbase of Td-up-compact sets and that B meets every member of C. Suppose that
B∩ (∩C)= ∅, and further suppose that C has minimal cardinality among sets with all
of these properties. Let {C
 | 
∈ } be a well ordering of C by the initial ordinal .
We construct by recursion a sequence {x
}
∈ . Firstly, the collection of sets of the
form ↓ (B∩C), for C ∈C, is a 4lterbase of Td-closed sets, and C0 meets every such
set. So take x0 ∈C0 such that ↑ {x0} meets each B∩C for C ∈C.
Suppose x
 has been de4ned for 
6, and that ↑ {x} meets each B∩C for C ∈C.
Note that ↑ {x} is up-compact, and so each C ∩↑ {x} is up-compact. As above, it is
possible to 4nd an x∈C+1 such that ↑ {x} meets each B∩C ∩↑ {x} for C ∈C. Let
x+1 = x∨ x, and then ↑ {x+1} still meets each B∩C for C ∈C.
Suppose x
 has been de4ned for 
¡, and  is a limit ordinal. For each C ∈C
the collection {B; C}∪ {↑ {x
} | 
¡} has non-empty intersection, by the minimality
of the cardinality of C. Let x∗=sup
¡ x
. Then ↑ x∗ meets each B∩C for C ∈C. As
1 The usual de4nition of bounded completeness in theoretical computer science includes the existence of
a bottom element in the partial order. One would in that context make the stronger statement that every set
with an upper bound has a least upper bound, or, equivalently, every non-empty set has a greatest lower
bound.
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above, it is possible to 4nd an x∈C such that ↑ {x} meets each B∩C ∩↑ {x∗} for
C ∈C. Let x = x∨ x∗, and then ↑ {x} still meets each B∩C for C ∈C.
We have an in4nite sequence {x
}
∈ such that each x
 ∈B∩C
, and whenever 
6
then x
6x. Since {x
}
∈ is directed upwards then sup
∈ x
 exists and is a member
of B∩ (∩C), a contradiction. So we have shown that B is down-squarecompact and
this shows that Td⊆Tddd.
Note that if two topologies T1 and T2 give the same specialization order on X ,
then T1⊆T2 implies Td2 ⊆Td1 . So the idea that brought us to Proposition 2 from
Proposition 1 may be used here as well.
Corollary 1. Suppose that the specialization order on (X;T) is bounded complete.
Suppose further that the binary supremum x∨y exists for all pairs x; y and is con-
tinuous. Then Tdd=Tdddd.
De
nition 5. For a partial order (P;6) let L be the “weakd” topology (see
[9, pp. 365–366]) which is the coarsest topology which has 6d (the reverse of 6) as
its specialization order. Let S be the Scott topology, i.e., C ⊆P is closed according
to S iL (a) y6x and x∈C implies y∈C, and (b) if D⊆C is upward directed and
D has a least upper bound x∈P then x∈C. Note that the specialization order for S
is 6.
Lemma 5. For any partial order (P;6) we have Ld⊆S and L⊆Sd.
Note that for a continuous DCPO we have L=Sd (see [9, Proposition 7.3]) and
in the case of a directed complete semilattice we have Ld=S, but the weaker claims
in Lemma 5 are true in this more general setting.
Proposition 4. For any partial order (P;6) which is bounded complete; and in which
any two points have a common lower bound; we have Ld=Sdd=Lddd=Sdddd.
Proof. The binary in4mum operator ∧ exists by hypothesis. It is in fact, always con-
tinuous with respect to L. Since the specialization order for L is 6d then Lemma 3
with order reversed applies to L. By Lemmas 3 and 4 and Proposition 3 we have
Ld⊆Lddd. But by Lemma 5 we have Lddd⊆Sdd⊆Ld. So Lddd=Sdd=Ld.
But the latter equation implies Sdddd=Lddd and so we have Ld=Sdd=Lddd=
Sdddd.
Corollary 2. For any partial order (P;6) which is bounded complete; and in which
any two points have a lower bound; the two topologies of the bitopological space
(P;Ldd;Sdd) are dual to each other.
De
nition 6. For a space (X;T) let 2X be the collection of non-empty closed subsets
of X considered as a partially ordered set under reverse inclusion ⊇. Then L for this
partial order is the lower Vietoris topology on 2X ([12], and see De4nition 8 below),
and S is the Scott topology for reverse inclusion, i.e., C is closed for S iL (a) A⊂B
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and A∈C implies B∈C, and (b) if F⊆C is a 4lterbase and ∩F = ∅ then ∩F∈C.
Note that the specialization orders determined by L and S are inclusion and reverse
inclusion, respectively.
Corollary 3. For any space (X;T); on 2X with reverse inclusion we have S=Ld=
Sdd=Lddd.
Proof. If the 4rst equation is proved then the rest is a special case of Proposition 4.
We noted that Ld⊆S in Lemma 5, so it su0ces to show S⊆Ld.
Given a Scott closed set A⊆ 2X , with A =2X , we will show A is a saturated
compact set for L. Saturated is clear since the specialization orders for S and L
are opposite to each other. On the other hand, L-compactness of A is equivalent to
saying that for any 4lterbase F⊆A we have ∩F∈A, and, since A is Scott closed,
this is equivalent to saying that any 4lterbase F⊆A has non-empty intersection.
So suppose not, i.e., F⊆A is a 4lterbase and ∩F= ∅. Take C ∈ 2X with C =∈A.
Then the 4lterbase F′= {B∪C |B∈F}⊆A has ∩F′=C, contradicting the assump-
tion that A is S-closed.
The topology L satis4es the hypotheses of Corollary 1 yet satis4es a stronger con-
clusion, Ld=Lddd instead of Ldd=Ldddd. Yet Corollary 1 may still be useful in
cases where our set of points is some subset of 2X , for example, the lower Vietoris
topology on K(X ), the set of non-empty closed compact subsets of X , satis4es the
hypotheses of Corollary 1. More generally, for a bitopological space (X;T;T∗) let
K(X ) be the set of non-empty T-closed sets whose every T-closed subset is T∗-
compact. Then L(T), the lower Vietoris topology generated by T, when restricted to
this K(X ), satis4es the hypotheses of Corollary 1. (Note that Proposition 4 does not
apply since the lower Vietoris topology restricted to K(X ) is not in general L for
K(X ).)
Proposition 5. Suppose (P;6) is a partial order and T and U are topologies on P
whose specialization order is 6. Suppose T⊆U. Suppose that for any x∈P and
any O∈T with x∈O there exists an O′ ∈T and a y∈P such that x∈O′⊆↑y⊆O.
Then Ud=L.
Proof. We have L⊆Ud⊆Td so it su0ces to show Td⊆L.
Given a T-saturated T-compact set K ⊆P suppose x =∈K . Let O∈T be such that
K ⊆O but x =∈O. By our supposition onT there is a collection of points {y
 |
∈L}⊆O
such that K is covered by the T-interiors of the sets ↑y
, and by compactness this
collection may be chosen to be 4nite. Then P−↑{y
 | 
∈L}∈L contains x but
misses K .
Corollary 4. For any partial order the topology L is a dual topology. Therefore
every lower Vietoris topology is a dual.
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Proof. We note that if U is the 4nest topology having 6 as its specialization order
(i.e., all up-sets are open) then T=U satis4es the hypotheses of Proposition 5.
De
nition 7. A bitopological space (X;T;T∗) is a regular space if for any x∈X and
any O∈T if x∈O then there is an O′ ∈T such that x∈O′ and c∗O′⊆O, 2 and it
is a normal space if for any T∗-closed A⊆X and any O∈T if A⊆O then there is
an O′ ∈T such that A⊆O′ and c∗O′⊆O (see [7] for these de4nitions with slightly
diLerent names). A bitopological space (X;T;T∗) is an R0 space ([1], also called S1
in [3]) if for any x∈X and any O∈T if x∈O then c∗x⊆O. A bitopological space
(X;T;T∗) is compact if whenever C is a cover of X consisting of one member of
T∗ and arbitrarily many members of T then C has a 4nite subcover. (See [2] for
more about this compactness property.)
De
nition 8. For a bitopological space (X;T;T∗) de4ne the hyperspace to be (2X ;
L(T); U (T∗)), where 2X is the collection of non-empty T-closed subsets of X; L(T)
is the lower Vietoris topology generated by T, and U (T∗) is the upper Vietoris topol-
ogy generated by T∗ (see [1]). We will need below the following notation, for which
we follow [10]: If {A1; A2; : : : ; An} is a family of subsets of X , let 〈A1; A2; : : : ; An〉= {B∈
2X |B⊆⋃ni=1 Ai and for each i=1; : : : ; n; Ai ∩B = ∅}. Then L(T) is generated by the
subbasis consisting of sets of the form 〈O; X 〉 where O∈T and U (T∗) is generated
by the basis consisting of sets of the form 〈O〉 where O∈T∗.
Lemma 6. For an R0 space (X;T;T∗) the specialization order on 2X associated
with U (T∗) is reverse inclusion.
Proof. Note that in an R0 space (X;T;T∗) the T-closed sets are T∗-saturated.
We have noted in [2] that if (X;T;T∗) is compact and regular then L(T) and
U (T∗) are dual to each other. We can prove here some more general results about
the duals and iterated duals of U (T∗).
Corollary 5. Suppose (X;T;T∗) is normal and R0 and T# is any topology on X
such that T∗ ⊆T#. Then U (T#)d=L(T).
Proof. (X;T;T#) is R0 so, by Lemma 6, U (T∗) and U (T#) have the same spe-
cialization order. Suppose A∈ 〈O〉 for some O∈T∗. Then there exists an O′ ∈T∗
with A⊆O′⊆ cO′⊆O. We have A∈ 〈O′〉⊆ ↑ cO′⊆〈O〉 where the ↑ is with respect to
reverse inclusion. So U (T∗) and U (T#) can play the roles of T and U, respectively,
in Proposition 5.
2 As in [8], the T-closure operator in X is designated by c and the T∗-closure operator is c∗.
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De
nition 9. A space (X;T) is core compact if for any O∈T and any x∈O there
is an O′ ∈T with x∈O′ and any open cover of O has a 4nite subset that covers O′. 3
Core compactness of a space (X;T) is equivalent to the lattice 2X ∪{∅} with reverse
inclusion being a continuous lattice [9, Theorem 1.1]).
Corollary 6. Suppose (X;T;T∗) is regular and T is a core compact topology. Then
U (T∗)d=L(T).
Proof. Since regular implies R0 we have by Lemma 6 that S and U (T∗) have
the same specialization order. We use regularity to show that the Scott topology
S⊆U (T∗). Given A∈O∈S let F be the 4lterbase of T-closed sets whose T∗-
interiors contain A. Then ∩F=A. So there is some O∈T∗ and some T-closed set
B with A⊆O⊆B∈O. So A∈ 〈O〉⊆O.
We may have S and U (T∗) play the roles of T and U, respectively, in
Proposition 5. S satis4es the required property since, by core compactness of T,
the sets ⇑y= {z |y z} form a basis for S [9, p. 355]. 4
Corollary 7. Suppose (X;T;T∗) is regular. Then U (T∗)dd=U (T∗)dddd.
Proof. By the proof to Corollary 6 we have S⊆U (T∗). Then L⊆U (T∗)d⊆Sd.
Taking duals again we have Sdd⊆U (T∗)dd⊆Ld, but by Corollary 3 that means
that U (T∗)dd=S and so U (T∗)dd=U (T∗)dddd.
Corollary 8. Suppose (X;T) is regular; and U (T) is the upper Vietoris topology on
2X (in the traditional sense). Then U (T)dd=U (T)dddd.
Note added in proof. After this paper was accepted, Martin KovQaRr of the Technical
University of Brno communicated to the author a proof that Tdd=Tdddd for all
topologies.
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