ABSTRACT
INTRODUCTION
Bioinformatics is an emerging and rapidly growing science, which combines elements of biology and computer science. As a consequence of large amounts of data produced in the field of molecular biology, most of the current bioinformatics projects deal with structural and functional aspects of genes and proteins. One of the most important techniques in bioinformatics is the utilization of DNA microarrays and the related analysis methods, called array-based techniques (Campbell, 2003) . The advent of DNA microarray technology shifted the scale of genomics research and nowadays several thousand genes can be studied in a single experiment. DNA microarrays measure the relative amount of mRNA in isolated cells or biopsied tissues from patients. Since transcriptional changes accurately reflect the status of a disease, gene expression profiles can be used to classify different types of cancers (DeRisi et al., 1996; Platt, 1999; Zhang et al., 1997) .
The theory of support vector machines (SVMs), based on the idea of structural risk minimization (SRM) (Vapnik, 1995) , is a new classification technique, and much attention has been drawn to this topic in recent years (Cortes and Vapnik, 1995; Schölkopf et al., 1999) . SVMs have been successfully applied to a number of real world problems, such as handwritten character and digit recognition, face recognition, text categorization and object detection in machine vision (Campbell et al., 1999; Cortes and Vapnik, 1995) . They demonstrated that SVMs provide a higher performance than the traditional learning machines (Lin and Wang, 2002) , and they have been introduced as powerful tools for solving classification problems. Therefore, we applied SVMs in bioinformatics research.
In clinical practice, it is known that classification of cancer types primarily based on histological features has limitations due to their morphological similarity to other cancer types. Recently, diagnosis procedures typically involve a pathologist s interpretation with a combination of analyses, without a standardized systematic test. Accurate diagnosis would be essential for the efficacy of therapies. Under the premise of gene expression patterns as fingerprints at the molecular level, systematic methods to classify tumor types using gene expression data have been studied recently. 
METHOD
Microarray gene expression technology has opened the possibility of investigating the activity of thousands of genes simultaneously. Gene expression profiles are the measurements of relative abundance of mRNA corresponding to the genes. Thus, gene expression profiles have potential as a medical diagnosis tool, since they represent the state of a cell at the molecular level. In the classification of cancer type research, available training data sets (a set of pairs of a gene expression profile and the tumor type that it falls into) have a fairly small sample size in general, typically less than one hundred, compared to the number of genes involved. Due to the training data limitation, it poses an unprecedented challenge to some classification methodologies. The support vector machine (SVM) and artificial neural network (ANN) are two of the methods successfully applied to the cancer diagnosis problems in previous studies (Furey et al., 2000; Golub et al., 1999; Khan et al., 2001; Mukherjee et al. 1999 ). In principle, both methods can handle input variables much larger than the sample size, with SVMs obtaining a better performance than ANNs (Furey et al., 2000; Golub et al., 1999; Mukherjee et al. 1999 ). However, there still remain some problems to be solved. One of these is the fact that SVMs are very sensitive to noises because of the inherent over-fitting problem (Huang and Liu, 2002) . This may cause an increase of the classification error or unsuitable calibration. In order to overcome these possible limitations, the concept of fuzzy logic was combined with SVMs in the so-called Fuzzy Support Vector Machines (FSVMs), which were recently proposed by Lin and Wang (2002) . In this paper, we extend the application of FSVMs to deal with the classification of multiple cancer types using small round blue cell tumors (SRBCTs) of childhood data sets in Khan et al. (2001) . In order to demonstrate the effectiveness of FSVMs for the diagnosis of multiple cancer types, we will discuss other issues related to the data analysis in this research, including the effect of data preprocessing, gene selection and outlier detection.
Fuzzy Support Vector Machines
In this paper, we applied the FSVM approach to improve the recognition rate for Morse code typing and accuracy of tumor type identification. Suppose we are given a set S of labeled training points with associated fuzzy membership Each training point is given a label and a fuzzy membership with i=1,...,l, and sufficiently small > 0. In most cases, the searching of a suitable hyperplane in an input space is too restrictive to be of practical use, especially when S is not linearly separable. A solution to this situation is mapping the input space into a higher dimension feature space and searching the optimal hyperplane in this feature space. Let z i= (xi) denote the corresponding feature space vector with a mapping from to a feature space Z . For instance, the training data x i is mapped into a (possibly infinite) vector in a higher dimensional space:
According to the SVM theory, Equation (1) is a problem in an infinite dimensional space and it needs a closed form of K(x i,xj) (xi) T (xj)=zi . z j which is usually called the kernel function. Some popular kernels are, for example, RBF kernels and polynomial kernels as described above. Since the fuzzy membership m i is the attitude of the corresponding point x i toward one class and the non-negative variable i is a measure of error in the SVM, the term mi i is a measure of error with different weighting. The optimal hyperplane problem, called primal problem, is then regarded as the solution to minimize subject to where C is a constant. It should be noted that a smaller m i reduces the effect of the parameter i in Eq. (2) in such a way that the corresponding point x i is treated as less important. is upper-bounded to control the effect of misclassified points.
After the dual form is solved, the decision function is written as:
An important difference between the SVM and the FSVM is that points with the same value of may indicate a different type of support vector in the FSVM due to the factor m i (Lin and Wang, 2002) . For example, if we would like to have a learning machine that gives more weighting to points near the center of its class than points far away from the center we can select the fuzzy membership as a function of the distances that the points are generated. This kind of problem can be easily solved by FSVMs. In the next paragraph, we will describe the benefits of FSVMs.
Data with different distance weighting
A number of research results have shown that the SVM is very sensitive to noises and outliers (Ben-Hur, 2000; Vapnik, 1995) . According to the literature, FSVMs can also be applied to reduce the effects of noises and outliers by using fuzzy membership. Thus, we propose a model by setting the fuzzy membership as a function of the distance between the point and its class center. This setting of the membership might not be the best way to solve the problem of noises and outliers. It probably is just the simplest one to implement a different model of fuzzy membership function in different training sets.
Suppose we are given a sequence of training points Denote the mean of class +1 as x + and the mean of class -1 as x -.
Let the radius of class +1 be and the radius of class -1
Let fuzzy membership mi be a function of the mean and radius of each class To solve this optimization problem, we constructed the Lagrangian and found the saddle point of . The parameters must satisfy the following conditions:
Applying these conditions into the Lagrangian Eq. Eq. (2) can be transformed into the dual problem, and becomes maximize subject to and find the solution for Karuch-KuhnTucker (KKT) conditions (Cristianini and ShaweTaylor, 2000) defined as where are optimal solutions and .
As mentioned above, the Equation (15) 
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where is used to avoid the case .
Multiclass scheme for FSVM
The SVM techniques were originally designed for binary classification. How to effectively extend them to the multi-class classification is still an on-going research issue (Hsu and Lin 2002) . Several methods have been proposed where typically a multi-class classifier is constructed by combining several binary classifiers. Also, some authors proposed methods that consider all classes at the same time. The major method of the SVM multiclass classification in this paper is called the one-against-one scheme. It was first introduced in Knerr (1990) , and the first implementation of this strategy on SVMs was in Friedman (1996) . This method constructs k(k-1)/2 classifiers where each one trains data from two classes. For training data from the ith and jth classes, we solve the following binary classification problem:
After all k(k-1)/2 classifiers are constructed, there are different methods to examine the future tests. In this paper, we use the following voting strategy: if says x is in the ith class, then the vote for the ith class is added by one. Otherwise, the jth is increased by one. Then we predict x is in the class with the largest vote. The voting approach described above is also called the Winner-take-all strategy.
Data sets and feature selection
In this paper, we use small round blue cell tumors (SRBCTs) of childhood data sets (Khan, 2001 ), which Khan et al. classified into four classes: neuroblastoma (NB), rhabdomyosarcoma (RMS), non-Hodgkin lymphoma (NHL) and the Ewing family of tumors (EWS) using cDNA gene expression profiles. The data set is available from http://www.nhgri.nih.gov/DIR/ Microarray/Supplement/. In the data set 2308 gene profiles out of 6567 genes are given after filtering for a minimal level of expression. The training set consists of 63 samples falling into four categories each, while the test set contains 20 SRBCT samples and 5 nonSRBCTs (2 normal muscle tissues and 3 cell lines including an undifferentiated sarcoma, osteosarcoma, and a prostate carcinoma). Table  shows the distribution of the four distinct tumor categories in the training set and the test set. Note that Burkitt lymphoma (BL) is a subset of NHL.
The total number of variables (genes) in the paper is 6567 for each of the 88 samples. Since some of them are irrelevant for diagnosis and would degrade the performance of classifiers, we have to select relevant genes first for the prediction to be accurate. For comparison, we followed Khan's step of gene (feature) selection process. First, the initial cuts were omitted if any of the samples red intensity (ri) was less than 20. After this reduction we were left with 2308 genes and used the natural logarithm for the relative red intensity (rri) as a measure of the expression levels. Then, due to the relatively small amount of samples, we chose the model-dependent analysis to determinate the relevant genes using ANN models. After computation of the sensitivity (S k ) of gene selection, we ranked all genes according to S k . More detailed procedures for relevant gene extraction are described in Khan's paper. We applied the FSVM to the problem using the top 96 ranked genes. We took gene expression levels (profiles) as arrays and standardize arrays between the ranges of-1 and 1 before applying the classification method.
Cross validation
Cross-validation is a method for estimating the generalization error based on re-sampling (Efron, 1983; Plutowski et al., 1994) . The resulting estimates of the generalization error are often used for choosing among various models, such as neural networks and support vector machine architectures. In k-fold cross-validation, the data is divided into k subsets of (approximately) equal size. The model is trained k times, each time leaving out one of the subsets from training, but using only the omitted subset to compute whatever error criterion is of interest. If k equals the sample size, this is called leave-one-out crossvalidation (LOOCV). LOOCV is a most elaborate and more expensive version of cross-validation that involves leaving out all possible subsets of cases. But LOOCV works well on the estimation of generalization error for most cases, especially for data sets of small sample sizes (Lee and Lee, 2003) .
For tuning the FSVM parameters, we refer LOOCV to the misclassification counts over 63 training samples, each of which is left out to validate a classifier tuned and trained from the remaining 62 examples. The goal of this process is to obtain the optimal FSVM classifiers from the training data, that is, decision functions.
Outlier detection
Before the testing process, we need to identify five non-SRBCT samples from the testing data set and then mark them with an asterisk * . For this purpose, outlier detection approach is adopted in this paper. In 1980 Hawkin defined that an outlier is an observation that deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism . That means a test (unlabeled) sample is only diagnosed if it is sufficiently similar to the samples used in the training set.
Most of the existing methods that we have seen for finding outliers can only deal efficiently with lower dimensions (attributes) of a data set. In this paper, we applied a distant-based (DB) outlier detection method and the notion of DB-outliers defined as follows (Knorr et al., 2000) :
An object O in a dataset T is a DB (p, D)-outlier if at least fraction p of the objects in T lies greater than distance D from O.
With this notion of outliers, we adopt a nestedloop (NL) algorithm that was proposed by Knorr et al. (2000) . The main advance of this method is that it works efficiently for large data sets, and for kdimensional data sets with large values of k(e.g. k ≥ 5).
To find all DB (p, D)-outliers, the algorithm's nested-loop (NL) shown below uses a block-oriented, nested-loop design. Assuming a total buffer size of B% of the data set size, the algorithm divides the entire buffer space into two halves, called the first and second arrays. It reads the data set into the arrays, and directly computes the distance between each pair of objects or tuples. For each object t in the first array, a count of its D-neighbors is maintained. Counting stops for a particular tuple whenever the number of D-neighbors exceeds M. The pseudo code of the NL algorithm is shown below. Consider algorithm NL with 50% buffering, and denote the four logical blocks of the data set by A, B, C, D, with each block containing of the data set. Let us follow the algorithm described above, filling the arrays in the following order, and compare:
Pseudo-code for NL algorithm
1. A with A, then with B, C, D respectively for a total of 4 blocks read; 2. D with D (no read required), then with A (no read), B, C respectively for a total of 2 blocks reads; 3. C with C, then with D, A, B respectively for a total of 2 blocks reads, and 4. B with B, then with C, A, D respectively for a total of 2 blocks reads. A grand total of 10 blocks are read, amounting to passes over the entire data set. The NL Algorithm avoids the explicit construction of any indexing structure. It is easy to see that its complexity is .
Blind test
Finally, these classifiers (decision functions) are tested on 25 blind (unlabeled) test samples. These samples belong to the four cancer types under investigation except five outlier samples originating from other tissues. The tests are done in two steps. First, we train the classifiers using LOOCV from the 63 samples with the top 96 ranked genes (divided into training and validation sets) as described above. Based on this step, we can obtain six classifiers for the binary case. Second, the classifiers were used to make predictions on the test set. We put 25 unlabeled samples (some notified as outliers) into these classifiers respectively, and vote for a winner (labeled as a class). If a labeled test sample had been marked with an asterisk as an outlier, users (biologists) should determine individually whether it is an unmeaning calibration or a discountable category.
RESULT AND DISCUSSION
In this paper, we applied the FSVM to diagnose multiple cancer types based on gene expression profiles combined with a method of outlier detection. The main motivation was to demonstrate that the FSVM framework, specially developed for multiclass problems, can accurately classify cancer types, and to compare the performance with previous studies. The FSVM framework could achieve perfect classification or near perfect classification for the SRBCT data set with noise samples. The classification accuracy is comparable to other methods in the previous literature. (Lee and Lee, 2003) , and the FSVM framework (proposed in this paper) respectively. In Table , the cross validation (CV) tuning error determined by the four methods was zero. The number of Support Vectors (SVs) in the third column indicates how many samples out of 63 have non-zero coefficients in the expression of Equation (16) . Removing non-SVs does not change the solution, and the number of SVs is related to the fraction of the training data near the classification boundary induced by the FSVM. From the results we observe that the FSVM had a smaller number of SVs than the MSVM. This seems to be due to the fact that the FSVM has great capability to represent the features of the data in a high dimensional space. In addition, Khan et al. (2001) successfully or near successfully diagnosed the tumor types into four categories using ANNs, and then Yeo and Poggio (2001) applied linear-SVM in one-againstall, as well as Lee and Lee (2003) proposed MSVM to fashion into four-class problem. Comparison of these methods performances indicated that mostly the SVM classifiers can achieve the smallest test error and CV error. The results shown in those papers indicated that the methodologies could all correctly classify 20 blind test (unlabeled) samples, as well as cross-validate 63 training samples, but couldn't successfully separate outliers from all non-SRBCT noise samples. The FSVM in this paper can achieve a similar or even better performance than the above methods, and has a more flexible architecture to discriminate against SRBCT and non-SRBCT samples.
In table , the non-SRBCT noise samples are denoted in italics in the last column of the table. The second column shows the results by DB(p, D)-outlier detection and the identified categories of tumor types using the classifiers of the FSVM display in the third one. There are only two samples of the testing data that cannot be classified correctly and fall into the rejection section. In order to visualize the data approximately in a much lower dimension, we also conducted the principal component analysis (PCA). Figure 1 displays the three principal components of the top 96 genes. The samples of the training data set are plotted as circles and the squares represent the corresponding principal coordinates of the test samples, including five non-SRBCT samples. The tumor types are distinguished by colors (EWS: blue, BL: purple, NB: red, RMS: green, and non-SRBCT: cyan). The visualization plot shows a nice separation of the four tumor types through three principal components and non-SRBCT samples lie amid four-class samples. It should be noted that the principal components of the five non-SRBCT samples lie on an isolated section ; they are relative farther away from other samples of the four known classes. In other words, the five non-SRBCTs could be treated as outliers in the testing data set, because they are probably out of the known domain of the generalization capability. Hence, we could mark them using the outlier detection method we introduced before.
In Lee's (2003) research, the colors indicate the known class identities of the test samples using the MSVM. We can see from the plot in figure 2 that all 20 test samples from four classes are classified correctly and the estimated decision vectors are quite close to their ideal class representation. The MSVM decision vectors for the five non-SRBCT samples are plotted in cyan.
However, the last panel depicts the five losses corresponding to the predictions of the non-SRBCT data set; all exceed the threshold (the dotted line) below, which means a strong prediction. But, there are still three test samples (with gray bars in 2) that exceed the threshold. This means that they cannot be distinguished and classified confidently by the MSVM.
Summarily, using the top ranked 96 genes, the FSVM is able to correctly classify 20 test examples. A zero error occurs in LOOCV and no misclassified example in the blind test could be identified. Therefore the results are comparable with those of Khan et al. (2001) , Yeo and Poggio (2001) , and Lee and Lee (2003) . Furthermore, the Gaussian kernel function was the choice for the kernel function in the analysis with C=3.0 and =0.25 in this paper. Although previous studies showed that linear classifiers are good enough to achieve almost perfect classification (Yeo and Poggio, 2001 ), we observed that the Gaussian kernel is more effective for multiclass problems because it lies on non-linear separable feature space in most of cases.
CONCLUSION
The classification results showed that the FSVM achieved perfect classification or near perfect classification in diagnosing 25 blind test samples. The classification capability is better than the other methods. In addition to demonstrating the efficiency of the FSVM for the diagnosis of multiple cancer types, we combined other techniques related to the data preprocessing in this research: fuzzy membership function and outlier detection.
Although a high accuracy of classification was obtained in this research, there still remain some points to improve and further work to be done. First, only a SRBCT data set with fewer than a hundred samples was used for diagnosis. There are some data sets in the public domain we might challenge, for example, GCM (glial cells missing) (Ramaswamy et al., 2001 ; http://www.broad.mit.edu/cancer), Leukemia data sets , etc. Second, for cancer diagnosis problems using gene expression profiles, LOOCV is still feasible since most of the available data sets are limited to a small sample size. However, tuning parameters for larger samples might be high in computationally cost. There would have to be a tradeoff between accuracy and speed. Third, selection of a proper fuzzy membership function could be a case-by-case problem. Although we proposed several models of membership functions in this paper, how to automatically or adaptively determine a suitable membership function that sufficiently represent the importance of the related data should take more attention in further research.
