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We present an analytical approach to calculating the distribution of shortest paths lengths (also called in-
tervertex distances, or geodesic paths) between nodes in unweighted undirected networks. We obtain very
accurate results for synthetic random networks with specified degree distribution (the so-called configuration
model networks). Our method allows us to accurately predict the distribution of shortest path lengths on real-
world networks using their degree distribution, or joint degree-degree distribution. Compared to some other
methods, our approach is simpler and yields more accurate results. In order to obtain the analytical results, we
use the analogy between an infection reaching a node in n discrete time steps (i.e., as in the susceptible-infected
epidemic model) and that node being at a distance n from the source of the infection.
PACS numbers: 89.75.Hc, 89.75.Fb, 64.60.aq, 87.23.Ge
I. INTRODUCTION
The shortest path length between two nodes is the num-
ber of edges in the shortest path between them. The distri-
bution of shortest path lengths and the average shortest path
length of the network are important measures of the network
topology [1, 2] as they characterize the efficiency of vari-
ous spreading processes on networks; the analysis of short-
est path lengths is at the centre of the six degrees of separa-
tion and the small-world phenomena [3]. The calculation of
shortest path lengths have been also used for estimating the
accuracy of analytical approximations for dynamics on net-
works [4], examining the onset of synchronization [5] and as-
sessing the resilience of communication networks to attacks
and failures [6].
Significant effort has been devoted to the development of
efficient numerical algorithms for both the exact and approx-
imate calculation of the intervertex distances on a given net-
work (see, for example, [7] and related literature). Exact nu-
merical calculation of the probability distribution of distances
between a pair of randomly chosen nodes (which requires to
solve all-pairs shortest path problem) using the well-known
Dijkstra algorithm has running time O(mN + N2 log N), where
N is the number of nodes and m is the number of edges of
the graph. Although there has been continuous improvement,
the numerical calculation of shortest path lengths in large net-
works will remain a computationally expensive task.
Relatively little attention has been paid to the analytical
calculation of distances on random networks [8–14]. In this
paper, we consider undirected unweighted random networks
with prescribed degree distribution pk or joint degree-degree
distribution P(k, k′) and propose a simple analytical method
for calculating the probability distribution of shortest path
lengths. Our method is more accurate than some other ana-
lytical methods for such classes of networks and allows us to
predict (very often more accurately than any other know an-
alytical method) shortest path lengths in real-world networks
from their degree distribution pk or joint degree-degree distri-
bution P(k, k′).
This paper is organized as follows. In Sec. II, we for-
mulate the calculation of shortest path lengths in terms of a
susceptible-infected epidemic model. In Sec. III, we explain
our analytical approach using z-regular random networks, and
generalize it to random networks with arbitrary degree distri-
bution or with degree-degree correlations in Secs. IV and V
respectively. We apply our approach to calculate intervertex
distances in real-world networks in Sec. VI, and conclude in
Sec. VII.
II. ANALOGY BETWEEN INTERVERTEX DISTANCE
AND TIME TO INFECTION
Let Dn be the probability that the length of the shortest path
(the distance) between two randomly-chosen nodes is equal to
n. To calculate it numerically for a given network one could
go through all pairs of nodes, find the shortest path between
each pair and build a histogram as shown in Fig. 1.
To proceed with our analytical approach, let us first formu-
late the calculation of distribution of distances in terms of the
following susceptible-infected epidemic model. Let us start
with a single infected node i as the source of an epidemic. At
each discrete time step n, let every infected node infect all of
its susceptible neighbors. Infected nodes remain infected in-
FIG. 1: (Color online) For a given network, the probability Dn that
two randomly chosen nodes are at a distance n can be obtained nu-
merically by calculating the shortest path length between each pair
of nodes. For example, the shortest path between nodes i and j has
length 4 (blue links), so it contributes to D4.
ar
X
iv
:1
60
4.
05
52
1v
1 
 [p
hy
sic
s.s
oc
-p
h]
  1
9 A
pr
 20
16
2FIG. 2: (Color online) (Left) A single node (the seed) is infected
at Time 0, and at each subsequent time step, every infected node
infects all its susceptible neighbors. In this process, the time when
other nodes become infected gives the distance between those nodes
and the seed. (Top right) Let ρn be the expected fraction of infected
nodes at time n as we run this epidemic process for different seeds.
Here, ρ1 = ( 34 +
3
4 +
4
4 +
2
4 )/4 = 3/4. (Bottom right) Importantly,
ρn determines the distribution of distances between two randomly-
chosen nodes: Dn = ρn − ρn−1.
definitely.1 At step n = 1, node i infects all its immediate
neighbors, at step n = 2 the second neighbors of i become
infected, and so on. The process stops when all nodes in the
network become infected, see Fig. 2. Notice that the distri-
bution of distances from node i to other nodes is given by the
distribution of times when other nodes became infected. For
example, the nodes who became infected at time 2 are exactly
2 steps away from node i. Let ρin be the fraction of network
nodes infected at step n when node i is initially infected.
Repeat this epidemic process for every node i in the net-
work (i.e., each time starting from a different initially infected
node i) as shown in Fig. 2, and let ρn ≡
〈
ρin
〉
be the expected
fraction of infected nodes at time n. Then the distribution of
intervertex distances is given by the difference between ρn and
ρn−1
Dn = ρn − ρn−1, (1)
and the average shortest path length is D¯ =
∑
n nDn.
Therefore, if we analytically calculate the expected fraction
of infected nodes at time n for the above epidemic process, we
can obtain the distribution of shortest path lengths. Below we
explain the main idea of our approach using, for simplicity,
regular random graphs (i.e., networks where every node has
z neighbors and connections between nodes are random), and
in the subsequent sections we generalize the results to ran-
dom networks with arbitrary degree distribution (the so-called
configuration model networks) and to networks with degree-
degree correlations.
1 One can think of this process as susceptible-infected epidemic with in-
fection probability 1, or as the Watts threshold model [15] with threshold
φ = 0. In both cases the states of all nodes are updated at each discrete
time step.
III. EXPLAINING OUR APPROACH USING z-REGULAR
RANDOM GRAPHS
We consider a randomly chosen node A and calculate its
probability of being infected at time n (i.e., after n syn-
chronous updates of states of all nodes). This probability is ρn
since we chose A uniformly at random. Initially a single node
i in the network is infected, which implies that A is initially in-
fected with probability ρ0 = 1/N, where N is the total number
of nodes, or initially susceptible with probability 1 − ρ0.
We denote by qn the probability that at time n (i.e., imme-
diately before update n + 1 of node A) a random neighbor B of
node A is infected, conditioned on node A itself being suscep-
tible. This conditioning accounts for the fact that neighbors of
A become infected before A, and that A did not infect them.
Note that A is susceptible only if it was initially susceptible
and none of its neighbors have yet infected it. Thus, the prob-
ability that A is infected at time n + 1 is
ρn+1 = 1 − (1 − ρ0)(1 − qn)z, (2)
where (1 − ρ0) is the probability that A is initially susceptible,
and (1− qn)z is the probability that none of z neighbors of A is
infected at time n.2
FIG. 3: (Color online) Tree-like structure of a 3-regular random net-
work near node A. Since A is a randomly chosen node, the probabil-
ity that A is infected at time n + 1 is ρn+1. Here, qn is the probability
that node B, a child of A, is infected by any of its children, given
A is susceptible. Similarly, qn−1 is the probability that C (a child of
susceptible B) is infected by any of C’s own children.
In order to calculate qn, we consider node B, a neighbor
of A, and establish a recurrence relation for qn [17]. Using
similar reasoning as for Eq. (2), we express the probability qn
(that B is infected, given A is susceptible) in terms of proba-
bility qn−1 that a child of B, node C, — defined as a neighbor
of B that is one step further away from A — is infected given
B is susceptible, see Fig. 3:
qn = 1 − (1 − ρ0)(1 − qn−1)z−1. (3)
2 In Eq. (2), we have assumed that the states of any two neighbors of node A
are independent, which is the case for a graph that is locally tree-like, such
as random networks constructed using the configuration model [1]. Al-
though the tree-like assumption breaks down on real-world networks with
high clustering coefficients and/or significant community structure, we
have previously demonstrated that results obtained using locally tree-like
approximations often remain reasonably accurate on such networks [4, 16].
3The power z − 1 in this equation appears instead of z as in
Eq. (2) because, by the definition of qn, node A is susceptible
and cannot infect B and thus is excluded from consideration
(likewise B cannot infect its children, and so on).
Therefore, starting with q0 = ρ0 = 1/N, we can iterate
Eqs. (2)-(3) to obtain values of ρn, and use them in Eq. (1) to
calculate the distribution of distances. In Fig. 4, we show the
values of ρn calculated for a 4-regular random network with
N = 500 nodes, and the corresponding values of Dn. Observe
the excellent match between numerical and theoretical results.
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FIG. 4: (Color online) (a) Time evolution of the fraction of infected
nodes ρn for the discrete-time susceptible-infected epidemic model
described in the text, calculated by iterating Eqs. (2)-(3) starting with
q0 = ρ0 = 1/N, for 4-regular random network with N = 500 nodes.
(b) Values of ρn − ρn−1 together with numerically calculated distribu-
tion of distances. Numerical results are averaged over 10 realizations
of networks.
We can analytically solve Eqs. (2)-(3) (see Appendix A)
and obtain an explicit formula for Dn for z-regular networks:
DRRGn = exp
[
− z(z − 1)
n−1 − 2
(z − 2)N
]
− exp
[
− z(z − 1)
n − 2
(z − 2)N
]
. (4)
We show in Fig. 5 that this expression predicts the numeri-
cal results extremely accurately even for N as low as 50, and
outperforms some previous analytical results [8, 9, 18] which
we present in Appendices A and B. The accuracy observed in
Fig. 5 for regular random networks suggests potential high ac-
curacy of our approach for more complicated network topolo-
gies that we consider next.
IV. pk-THEORY: GENERALIZATION TO RANDOM
NETWORKS WITH ARBITRARY DEGREE DISTRIBUTION
To generalize Eqs. (2)-(3) from z-regular random networks
to networks with an arbitrary degree distribution pk con-
structed using the configuration model [1], we consider an
epidemic started by a degree-k′ seed node, and let ρk,k
′
n be the
corresponding expected fraction of degree-k nodes infected at
time step n. We can calculate ρk,k
′
n using the following set of
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FIG. 5: (Color online) (a) Average shortest path length D¯ =
∑
n nDn
and (b) the probabilities Dn that the distance between a random pair
of nodes is n (for n ∈ {2, 3, 4}) as functions of the number of net-
work nodes N for a regular random graph with mean degree z = 5.
We compare the results of our Eq. (4) and the analytical results
of [8, 9, 18] (presented in Appendices A and B) with direct numeri-
cal simulations shown by symbols. In all cases Eq. (4) provides the
best prediction of numerical results, which remains accurate even for
small N. The results of Dorogovtsev et al. [9] match very closely
to Eq. (4), but are more difficult to calculate. Numerical results are
averaged over 10 realizations of networks.
recurrence equations
ρk,k
′
n+1 = 1 − (1 − ρk,k
′
0 )(1 − q¯k,k
′
n )
k, (5)
qk,k
′
n+1 = 1 − (1 − ρk,k
′
0 )(1 − q¯k,k
′
n )
k−1, (6)
q¯k,k
′
n =
∑
k
kpk
z
qk,k
′
n , (7)
with initial values
qk,k
′
0 = ρ
k,k′
0 =
δk,k′
N pk′
. (8)
Here qk,k
′
n is the probability that a degree-k node is infected,
given that its parent is susceptible, and q¯k,k
′
n is the probability
that a child of a susceptible degree-k node is infected at time
step n of an epidemic started from a single infected node of
degree k′,3 and z =
∑
k kpk is the mean degree. Note that
Eqs. (5)-(7) reduce to Eqs. (2)-(3) for the z-regular case of
pk = δk,z.
Since finite paths only exist in a connected component,
we focus our further analysis on the giant connected compo-
nent (GCC) of the network, and exclude small components
and nodes with degree 0. Note that for configuration model
networks, GCC is the entire network (in the thermodynamic
limit) if and only if the degree distribution pk does not contain
degree-0 and degree-1 nodes. If there are degree-1 nodes in
the degree distribution, the generated network will have the
3 Note that q¯k,k
′
n given by (7) is independent of k; we write it in this general
form so that Eqs. (5)-(6) are compatible with Eq. (13) of Sec. V.
4fractional GCC size < 1.4 For example, for Erdo˝s-Re´nyi net-
works with low mean degree z, GCC size is significantly be-
low 1, and asymptotically approaches 1 as z increases.
The values of ρk,k
′
n calculated by iterating Eqs. (5)-(7) tell
us the fractions of infected nodes in the entire network, as op-
posed to that in the GCC. Since all nodes in GCC eventually
become infected, the steady state values ρk∞ ≡ ρk,k
′
∞ ≤ 1 (that
do not depend on the seed node degree k′) give us the frac-
tion of degree-k nodes who are part of GCC [19, 20]. Hence,
the fraction of infected degree-k nodes in GCC at time n is
ρk,k
′
n /ρ
k,k′
∞ . The probability that two nodes (chosen from the
entire network) are not connected is D∞ = 1 − (∑k pkρk∞)2,
where
∑
k pkρk∞ is the fractional size of GCC. Next, assuming
that a pair of nodes is chosen from GCC, the probability that
two random nodes with degrees k and k′ are at a distance n
from each other is
Dk,k
′
n =
ρk,k
′
n − ρk,k′n−1
ρk,k
′
∞
; (9)
the probability that a randomly chosen node (of any degree) is
at a distance n from a randomly chosen degree-k node is
Dkn =
∑
k′
pk′Dk,k
′
n , (10)
and
Dn =
∑
k
pkDkn (11)
is the probability that the distance between a pair of random
nodes in GCC is n.
4 If p1 > 0, pairs of connected degree-1 nodes, as well as other nodes or
small components surrounded by degree-1 nodes will exist and will not
belong to GCC.
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FIG. 6: (Color online) Average shortest path length D¯ =
∑
n nDn
versus the number of nodes N (top panel) and the distribution of
distances Dn (bottom panels) for GCC of Erdo˝s-Re´nyi networks with
mean degree z = 3 and z = 5. We compare our theoretical results
(Eqs. (5)-(11)) and the analytical results of [8, 14, 18] (presented in
Appendices B and C) with direct numerical simulations. In all cases
our theory provides the best prediction of numerical results, which
remains accurate even for small N. Numerical results are averaged
over 50 realizations of networks.
In Fig. 6, we illustrate our approach using Erdo˝s-Re´nyi net-
works and compare the results with numerical simulations,
and with some previously obtained analytical results [8, 14,
18] presented in Appendices B and C. We use the Poisson
degree distribution pk = e−zzk/k! of Erdo˝s-Re´nyi networks
in Eqs. (5)-(11) and plot the results in Fig. 6. Our theory
agrees better with numerical simulations than the previous an-
alytical approaches. The prediction of the distribution of dis-
tances is excellent, but not as perfect as in the z-regular case
in Fig. 4(b); we explain the reasons for this in Appendix D.
V. P(k, k′)-THEORY: GENERALIZATION TO RANDOM
NETWORKS WITH DEGREE-DEGREE CORRELATIONS
Our approach can be easily generalized to random networks
specified by the joint degree-degree distribution P(k, k′),
which is defined as the probability that a randomly cho-
sen network edge connects a degree-k node to a degree-k′
node [4, 19, 20]. The joint distribution P(k, k′) determines
the degree distribution of the network
pk =
∑
k′ P(k, k′)/k∑
k′,k′′ P(k′, k′′)/k′
, (12)
but it also contains additional information about the correla-
tion of node degrees at either end of an edge. Thus, P(k, k′)
describes the network topology more accurately than pk, and
using P(k, k′) should improve the accuracy of our approach
when we apply it to real-world networks.
Equations (5)-(11) of Sec. IV can be directly applied to
networks specified by the joint degree-degree distribution
5P(k, k′), except that Eq. (7) should be replaced with
q¯k,k
′
n =
∑
k′′ P(k, k′′)q
k′′,k′
n∑
k′′ P(k, k′′)
. (13)
In the case of degree-uncorrelated networks, the joint degree-
degree distribution factorizes as P(k, k′) = kpkk′pk′/z2 (since
the degrees of nodes at either end of an edge are independent)
and Eq. (13) reduces to Eq. (7).
VI. APPLICATION TO REAL-WORLD NETWORKS
To apply our approach to real-world networks, we calcu-
late the degree distribution pk and/or the joint degree-degree
distribution P(k, k′) from the network adjacency matrix. We
then use one or both of these distributions in the equations
presented in Secs. IV and V to obtain theoretical results. We
will refer to the results of our approach where we use pk of the
network and Eq. (7) as pk-theory, and where we use P(k, k′)
of the network and Eq. (13) as P(k.k′)-theory.
In Fig. 7, we compare the numerically calculated distri-
bution of distances for several real-world networks (see Ta-
ble I) with the results of pk and P(k, k′)-theories. In gen-
eral, P(k, k′)-theory predicts the numerical distribution of dis-
tances better than pk-theory as it uses additional information
about the degree correlations in the network.
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FIG. 7: (Color online) Distribution of distances Dn for several real-
world networks. Generally, P(k, k′)-theory predicts the actual Dn bet-
ter than pk-theory.
In Fig. 8, we plot the expected length of the shortest path
between two nodes one of which has degree k. We plot
D¯ka =
∑
k′,n npk′D
k′,k
n and D¯kb =
∑
k′,n npk′D
k,k′
n . Here, D¯ka is
calculated based on an epidemic started from a degree-k seed
and averaged over the degrees of other nodes, while in D¯kb we
consider a degree-k node and average over multiple epidemics
started with seeds of various degrees. Of course these are the
same when one runs numerical simulations of the epidemic
process on a given finite network. However, our theoretical
approach gives only approximate equality between Dk,k
′
n and
Dk
′,k
n (due to the infinite network assumption as we discuss in
Appendix E), leading to small differences between D¯ka and D¯
k
b.
We show the results for several real-world and synthetic net-
works. For real-world networks, P(k, k′)-theory usually bet-
ter predicts the exact numerical results than pk-theory. The
Relative errors in D¯ for
Network N z D¯ pk P(k, k′) FR. NMN.
R
ea
lw
or
ld
Word adj. Eng. [21] 7377 12 2.78 -0.09 -0.02 -0.04 0.24
Word adj. French [21] 8308 5.7 3.22 -0.02 0.00 0.06 0.27
500 Airports [22] 500 11.9 2.99 0.07 0.06 0.08 0.35
Interact. Prot. [23, 24] 4713 6.0 4.22 0.08 0.06 0.10 0.28
C. Eleg. Met. [25] 453 8.9 2.66 -0.02 0.02 0.01 0.23
C. Eleg. Neur. [3] 297 14.5 2.46 0.00 0.03 0.00 0.22
FB Caltech [26] 762 43.7 2.34 0.03 0.03 0.03 0.29
FB Georgetown [26] 9388 90.7 2.76 0.10 0.08 0.09 0.31
FB Oklahoma [26] 17420 102.5 2.77 0.07 0.04 0.07 0.29
Sy
nt
he
tic
z-regular 500 4 5.02 0.00 0.00 0.07 0.00
z-regular 500 10 2.96 0.00 0.00 0.02 0.08
Erdo˝s-Re´nyi 500 10 2.96 0.00 0.00 0.01 0.10
z-regular 10000 4 7.73 0.00 0.00 0.05 0.00
z-regular 10000 10 4.34 0.00 0.00 0.01 0.06
Erdo˝s-Re´nyi 10000 10 4.26 0.00 0.00 0.01 0.07
TABLE I: Comparison of the actual value of the mean distance D¯
for several real-world and synthetic networks with the values calcu-
lated using different analytical methods. Here, N is the number of
network nodes and z is the mean degree. We show the relative errors
(D¯ − D¯theor.)/D¯ for the four theories: our pk and P(k, k′)-theories of
Secs. IV and V respectively, (FR.) Eq. (B1) of Fronczak et al. [18],
and (NMN.) Eq. (B2) of Newman et al. [8].
errors for D¯ka and D¯
k
b are similar, and the choice of quantity
that best matches the numerical results depends on a particu-
lar network. The errors may be attributed in part to cluster-
ing [4, 27], modular structure [19], or other topological fea-
tures [28] present in these networks. For synthetic networks
the results of P(k, k′) and pk-theories coincide because of the
absence of degree-degree correlations, and are in excellent
agreement with numerical results.
As our last example, we show in Fig. 9 the expected dis-
tance between a random pair nodes as a function of the prod-
uct of their degrees. We use the same set of networks as in
Fig. 8, and plot
〈
Dkik j
〉
=
∑
k′i≤k′j δk′i k′j,kik j
1
2
(
D¯k
′
i ,k
′
j + D¯k
′
j,k
′
i
)
∑
k′i≤k′j δk′i k′j,kik j
, (14)
where D¯k,k
′
=
∑
n nD
k,k′
n , and δi, j is the Kronecker delta func-
tion. As in Fig. 8, P(k, k′)-theory usually works better than
pk-theory for real-world networks. For synthetic networks the
theoretical results are again in excellent agreement with the
exact numerical calculations.
Finally, we note that theoretical predictions for networks
that contain degree-1 nodes can be further improved using the
procedure described in Appendix F.
VII. CONCLUSIONS
We have presented a simple yet very powerful analytical
method for calculating shortest path lengths in networks. Our
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FIG. 8: (Color online) The average distance from a degree-k node
to all other nodes as a function of k. For real-world networks, the
result of P(k, k′)-theory (left column) is more accurate than the result
of pk-theory (right column). The bottom panel shows the result for
synthetic networks with N = 5000 nodes: an Erdo˝s-Re´nyi graph with
mean degree z = 5, a random network with a (truncated) power-law
degree distribution pk ∝ k−2.5 (2 ≤ k ≤ 30), and a random network
with a “flat” degree distribution pk = const (2 ≤ k ≤ 50).
approach is directly applicable to real-world networks with
known degree distribution pk and/or joint degree-degree dis-
tribution P(k, k′). It is simpler and yields more accurate pre-
dictions for synthetic and real-world networks than some pre-
vious analytical methods. Our approach can be extended to
modular networks [19, 20], to networks with non-zero clus-
tering [29–33], and also to directed networks [34]. We hope
that these results will be useful for investigating the interde-
pendence of network characteristics and will help advance the
understanding of network structure and dynamics.
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Appendix A: Analytical results for z-regular random graphs
In this Appendix, we obtain analytical formula (4) for
the distribution of distances in z-regular graphs by solving
Eqs. (2)–(3). For comparison, we obtain similar analytical
formulas based on the results of other authors [9, 18].
Our formula: Substituting qn = 1 − yn into Eq. (3), we
have
yn = (1 − ρ0)(yn−1)z−1 (A1)
with y0 = 1 − ρ0. This can be solved exactly (let un = ln yn
and un solves the linear difference equation un = ln(1 − ρ0) +
7(z − 1)un−1, with solution of form un = Aλn + B) to yield
yn = exp
[
(z − 1)n+1 − 1
z − 2 ln(1 − ρ0)
]
. (A2)
Using (1) and (2), we can write Dn in terms of yn as follows:
Dn = ρn − ρn−1
= (1 − ρ0)
[
yzn−2 − yzn−1
]
, (A3)
and inserting the solution (A2) for yn gives
Dn = exp
[
z(z − 1)n−1 − 2
z − 2 ln(1 − ρ0)
]
−
exp
[
z(z − 1)n − 2
z − 2 ln(1 − ρ0)
]
. (A4)
Next, using the fact that ln(1−ρ0) = ln
(
1 − 1N
)
≈ − 1N for large
N (with error of order 1/N2), we obtain Eq. (4):
DRRGn = exp
[
− z(z − 1)
n−1 − 2
(z − 2)N
]
− exp
[
− z(z − 1)
n − 2
(z − 2)N
]
.
Formula based on Fronczak et al. [18]: Using the fact
that all nodes have degree z in Eq. (10) of [18] and substituting
the result in Eqs. (9) and (4) of [18], we obtain
DFR.n = exp
[−z(z − 1)n−2
N
]
− exp
[−z(z − 1)n−1
N
]
. (A5)
Formula based on Dorogovtsev et al. [9]: Here we fol-
low the procedure described in Sec. 6 of [9] to derive an ex-
plicit analytical formula for the distribution of distances for
z-regular random graphs. Unfortunately it is not possible to
follow this procedure for an arbitrary degree distribution, so
we only use z-regular networks to compare the results of [9]
with our own.
For z-regular networks with degree distribution pk = δk,z,
we have z0 = z and z1 = z − 1.
Step 1: φ(x) = xz, φ1(x) =
φ′(x)
φ′(1) = x
z−1.
Step 2: f (y) solves f (z, y) = φ1[ f (y)], hence f (z, y) =
[ f (y)]z−1 with f (0) = 1, f ′(0) = −1. Solution: f (y) = e−y.
Step 3: g(y) := φ( f (y)) = e−zy.
Step 4: p(x) is inverse Laplace transform of g(y) hence
p(x) = δ(x − z).
Next, substituting g and p into Eqn. (39) of [9] yieldsQ(l) =∫ ∞
0 dx p(x)[1 − g(zl1x)] = 1 − g(zzl1) = 1 − e−z
2zl1 . Then Qn =
Q(n − n0) = 1 − e−z2z
n−n0
1 is the probability that two randomly
chosen nodes are separated by a distance ≤ n. From Eqn. (34)
of [9], n0 = lnz−1(z(z − 2)N) hence (z − 1)−n0 = 1z(z−2)N . Thus
DDOR.n = Qn − Qn−1 = e−z
2(z−1)n−1−n0 − e−z2(z−1)n−n0
= exp
[
− z(z − 1)
n−1
(z − 2)N
]
− exp
[
− z(z − 1)
n
(z − 2)N
]
. (A6)
Appendix B: Analytical results for the average shortest path
length
In this Appendix, we list some previously obtained analyti-
cal results for the average shortest path length in random net-
works with arbitrary degree distribution pk and N nodes. In
the equations below, 〈•〉 denotes averaging with respect to pk.
Average shortest path length by Fronczak et al. [18]:
Equation (29) of [18] gives
D¯FR. =
−2 〈ln k〉 + ln
(〈
k2
〉
− 〈k〉
)
+ ln N − γ
ln
(〈
k2
〉
/ 〈k〉 − 1) + 12 , (B1)
where γ ≈ 0.5772 is the Euler-Mascheroni constant. The re-
sult of (B1) for z-regular random graphs is indistinguishable
from that obtained using (A5) in
∑
n nDn.
Average shortest path length by Newman et al. [8]:
Equation (53) of [8] gives
D¯NMN. =
ln((N − 1)(z2 − z) + z2) − ln z2
ln z2/z
, (B2)
where z is the mean degree, z2 is the mean number of second
neighbors. For random networks with degree distribution pk,
we have z2 =
〈
k2
〉
− 〈k〉, hence for z-regular random graphs
z2 = z2 − z, and for Erdo˝s-Re´nyi networks z2 = z2.
Appendix C: Results of Katzav et al. for Erdo˝s-Re´nyi graphs
In [14], Katzav et al. calculate the distribution of dis-
tances for an Erdo˝s-Re´nyi network with N nodes where each
pair of nodes is connected with probability p, i.e., an Erdo˝s-
Re´nyi network with mean degree z = N p. The probability Fn
that the distance between a random pair of nodes in the same
connected component is larger than n can be calculated from
Eqs. (2) and (3) of [14]:
Fn = F1
n∏
m=2
P(N,m), (C1)
where F1 = 1 − p, and P(N,m) can be found from the recur-
rence equation
P(N,m) = (1 − p + pP(N − 1,m − 1))N−2 , (C2)
starting with P(N − m + 1, 1) = 1 − p. Then, the distribution
of distances is given by
DKAT.n = Fn−1 − Fn. (C3)
Appendix D: Intrinsic mismatch between single and multiple
seed cascades
Here we explain the main reasons for less than perfect
(though still excellent) performance of pk-theory for random
networks with degree distribution pk.
8Our method is based on the fact that an epidemic process
started with a single seed as described in Sec. II can be used
to calculate the exact distribution of distances between net-
work nodes. Our analytical approach (Sec. III-V) to solving
this epidemic process assumes, like many other theories, that
the network is infinite. Therefore, the initial infection of a sin-
gle randomly-chosen degree-k′ seed node in a finite network
of N nodes with degree distribution pk is represented in our
approach as the infection of a small (finite) fraction of nodes
ρk,k
′
0 (given by Eq. (8)) in an infinite network. This means
that our pk-theory of Sec. IV actually describes an epidemic
with a very large number m of degree-k′ seeds in a very large
network with mN nodes. Therefore, after the first update of
nodes’ states, since the nodes are connected at random, pk-
theory predicts non-zero fractions of infected nodes of all de-
grees in the network. In reality, however, a single degree-k′
seed node cannot infect more than k′ of its neighbors, so there
will be at most k′ degree classes with infected nodes. This
difference between pk-theory prediction and a single-seed epi-
demic is easily seen when k′ is small, and to some extent it
affects the results for all time steps.
To illustrate this point, in Fig. 10 we consider a (3, 50)-
regular random network [17, 19], which consists of nodes of
degrees 3 and 50 in proportion 200:1. We compare the exact
results with the prediction of pk-theory and with the simula-
tions of epidemic processes with single or multiple seeds. We
specifically chose such a network to observe a clear difference
between the exact results and pk-theory, because in most other
situations the difference is much less prominent.
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FIG. 10: (Color online) Evolution of the expected infected fraction
of degree-3 nodes for an epidemic started by degree-3 node(s) on a
(3, 50)-regular random network with nodes in proportion p3/p50 =
200/1. We specifically chose this network to emphasize the dif-
ference between pk-theory results (red dashed line) and the exact
evolution (black solid line). The exact evolution is the cumulative
sum
∑n
n′=0 D
3,3
n of the actual distribution of distances on the network.
The expected value of the epidemic started with a single seed (blue
crosses) matches the exact results (black solid line). As we increase
the number of seed nodes in the epidemic (together with the network
size, so that the seed fraction is unchanged), the epidemic results
converge to pk-theory results. Numerical results for epidemics are
averaged over 1000 random sets of seeds.
We take N = 2000 nodes in Fig. 10 and plot the time evo-
lution of the expected fraction of degree-3 nodes infected by a
degree-3 seed. The exact time evolution (black solid line) can
be obtained by taking the cumulative sum ρ3,3n =
∑n
n′=0 D
3,3
n′
of the distribution of distances D3,3n between degree-3 nodes.5
The expected value of the epidemic started with a single seed
(blue crosses) matches the exact result, but not the result of pk-
theory (red dashed line). As we increase the number of seed
nodes and N by a factor of 2 and 20 (blue triangles and cir-
cles), the epidemic results converge to pk-theory results. We
increase N by the same factor as the number of seed nodes to
keep unchanged the fraction of seed nodes ρk,k
′
0 . The result of
pk theory remains the same as it depends only on the fraction
of seed nodes ρk,k
′
0 and the network degree distribution pk.
One way to improve the prediction of pk-theory is to fur-
ther partition nodes into “types” based on the degrees of their
first, second, third, etc. neighbors. For example, in the (3, 50)-
regular random network, degree-3 nodes can be split into two
node types: those who are neighbors of degree-50 nodes, and
those who are not. In two time steps, the first type infects
many more nodes than the second one, but such differences
are not taken into account by pk-theory because it describes
nodes based only on their degrees. Considering node types
within each degree class will improve the theoretical predic-
tion, but will necessarily lead to more complicated equations.
We note that pk-theory is extremely accurate for z-regular ran-
dom graphs because there is only one node type and it is fully
described by node degree.
Appendix E: The difference between theoretical ρk,k
′
n and ρk
′ ,k
n
Here we explain the “asymmetry” in our theoretical results
for Dk,k
′
n , i.e., the fact that D
k,k′
n and D
k′,k
n are equal only ap-
proximately because ρk,k
′
n , ρ
k′,k
n .
Consider a (z1, z2)-regular random network [17, 19], which
consists of N nodes of degrees z1 and z2; the fractions of nodes
of each degree are pz1 and pz2 respectively. There are two
ways to calculate the distribution of distances between z1 and
z2 nodes. First, we can consider ρ
z2,z1
n , which is the time evo-
lution of the expected fraction of infected degree-z2 nodes in
an epidemic started by a degree-z1 seed; alternatively, we can
start with a degree-z2 seed and look at ρ
z1,z2
n . Numerical simu-
lations of these single-seed epidemics on a given network will
give us the same value ρz2,z1n = ρ
z1,z2
n for both cases, which
yields the exact distribution of distances between z1 and z2
nodes. However, Eqs. (5)–(8) provide slightly different val-
ues for ρz1,z2n and ρ
z2,z1
n because they operate with fractions of
nodes in infinite networks, and therefore have no concept of a
single seed node.
For example, ρz1,z21 given by Eqs. (5)–(8) is the fraction of
degree-z1 nodes who are neighbors of the fraction ρ
z2,z2
0 of
degree-z2 nodes. Here, ρ
z2,z2
0 ≡ 1/(N pz2 ) is the fraction of
nodes (in an infinite network) that a single degree-z2 node oc-
cupies in the network of interest.
To understand why dealing with fractions of nodes leads
to inexact results, let us think of a direct numerical simula-
5 D3,3n can be calculated, for example, using the Dijkstra algorithm.
9tion that calculates ρz1,z21 (or ρ
z2,z1
1 ) for an epidemic described
by Eqs. (5)–(8). Such simulation should run on a very large
network starting with an infected fraction ρz2,z20 ≡ 1/(N pz2 ) of
degree-z2 nodes (which would involve many degree-z2 nodes)
to calculate ρz1,z21 , the expected fraction of degree-z1 who are
neighbors of the infected degree-z2 nodes. Similarly, ρ
z2,z1
1 can
be obtained by initially infecting a fraction ρz1,z10 ≡ 1/(N pz1 ) of
degree-z1 nodes (which would again be many nodes), and then
calculating the expected fraction of degree-z2 nodes who are
neighbors of the infected nodes. The important point is that
for epidemics starting with more than one initially infected
node, we cannot guarantee that ρz2,z11 = ρ
z1,z2
1 . Consider, for
example, the network in Fig. 11. Let us initially infect a pair
of degree-3 (or a pair of degree-1) nodes and calculate the ex-
pected fraction nodes of the other degree who are neighbors
of the infected pair. For a pair of degree-3 seeds we get 2/3,
while for a pair of degree-1 seeds we get 3/5. Notice that both
values are 1/3 if the seed is a single degree-3 or degree-1 node.
FIG. 11: (Color online) A network consisting of nodes of degree
1 and 3. Tables show the seed sets and the corresponding sets of
neighbors of the other degree. For epidemics started by a pair of
degree-3 seed nodes, the expected fraction of degree-1 nodes who
are neighbors of the seeds is (3/5 + 4/5 + 3/5)/3 = 2/3. For epi-
demics started by a pair of degree-1 seeds, the expected fraction of
degree-3 nodes who are neighbors of the seeds is 3/5. However,
for epidemics started by either a single degree-3 or a single degree-
1 node, the fraction of neighbors of the other degree is 1/3 in both
cases. This demonstrates that for epidemics started by more than one
initially infected node, we cannot guarantee that ρz2 ,z11 = ρ
z1 ,z2
1 and
explains why Eqs. (5)–(8) generally produce slightly different values
for ρk,k
′
n and ρ
k′ ,k
n .
Appendix F: Improving predictions for real-world networks
The following procedure further improves the prediction
of pk-theory for real-world networks (RWNs) that contain
degree-1 nodes, though we found the improvement is small
on the RWNs that we considered. If the degree distribution
pRWNk of a RWN has degree-1 nodes, a random network (con-
structed using the configuration model) with pRWNk will have
GCC size < 1. In this case, the degree distribution of the GCC
will be slightly different from pRWNk because nodes with low
degree are less likely to be in the GCC comparing to high-
degree nodes. Since our pk-theory predicts the distribution of
distances in GCC (which we then translate back to the real-
world network), we want GCC to have the degree distribution
pRWNk . To achieve this, one should use a rectified degree dis-
tribution preck in Eqs. (5)–(8) instead of the network’s original
degree distribution pRWNk . A rectified degree distribution p
rec
k
is the degree distribution that yields a random network whose
GCC has the degree distribution pRWNk . If there are no degree-
1 nodes in the real-world network, then preck = p
RWN
k . One can
find preck from p
RWN
k from the following equality
pRWNk = F
(
preck
)
≡ p
rec
k ρ
k∞∑
k preck ρ
k∞
, (F1)
where ρk∞ are obtained by iterating to steady state Eqs. (5)–(7)
with preck and starting with infinitesimal ρ
k
0 and q
k
0 (note the
dependence on k′ is absent here).
In Fig. 12, we demonstrate the advantage of using preck in-
stead of pRWNk . We generate an Erdo˝s-Re´nyi network consist-
ing of N = 1000 nodes with mean degree z = 2, and treat its
GCC as if it were a RWN.
1 2 3 4 5 6 7
0
0.2
0.4
k
p
k
 
 
preck
pRWNk
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0
0.1
0.2
n
D
n
 
 
Numerics
Theory for preck
Theory for pRWNk
FIG. 12: (Color online) (Top) Comparison of the original pRWNk and
rectified preck degree distributions. (Bottom) Distribution of shortest
path lengths given by pk-theory using preck matches better to the direct
numerical calculation than that obtained using pRWNk .
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