Abstract. A three point quadrature rule approximating the Riemann integral for a function of bounded variation f by a linear combination with real coef…cients of the values f (a) ; f (x) and f (b) with x 2 [a; b] whose sum equalizes b a is given. Applications for special means inequalities and in establishing a priory error bounds for the approximation of selfadjoint operators in Hilbert spaces by spectral families are provided as well.
Introduction
In 1999, see [7, Proposition 2] or [11, p. 11] , S.S. Dragomir has obtained the following bound for the three point approximation of the Riemann integral For = a and = b; we get from (1.1) the following Ostrowski's type inequality …rstly obtained in 1999 in [7] (1.2) Here the constant 1 2 is also best. For some recent Ostrowski's type inequalities, see [12] , [13] , [14] , [15] , [16] , [17] , [18] and the references therein. If = x = , then we get from (1.1) the following generalized trapezoidal inequality also obtained in 1999 [7, Proposition 1] 
Here the constant 1 2 is also best. For recent results on trapezoidal inequality, see [1] , [3] , [4] , [10] and the references therein. Now, if we take x = a+b 2 in (1.1), then we get the inequality
The best inequality one can obtain from (1.6), as pointed out by Cerone and Dragomir in [11, p. 202] , is obtained for = and has the form (1.7)
The constant 1 4 is best possible in (1.7). For other three point quadrature rules with positive coe¢ cients see [2] , [5] , [6] , [9] and the references therein.
We observe that the three point quadrature formula
The sum of these coe¢ cients is (b a) : It is therefore natural to put the more general question of approximating Out of these results, some are applied for special means inequalities and in establishing a priory error bounds for the approximation of selfadjoint operators in Hilbert spaces by spectral families.
The Results
The …rst result is: 
As a particular case of interest we have:
With the assumptions of Theorem 1 we have the inequalities
where
[max f2 j j ; j + jg + max fj + j ; 2 j jg] :
Remark 1. We observe that, if = = 0 in the inequality in (2.1), then we get the Ostrowski type inequality
and
then we get from (2.7) the known result (1.2) and
is a median point in the sense of bounded variation for the function
Remark 2. We notice that if = 2 and = in (2.4), then
where ; 2 R with + 6 = 0:
In particular, for = = 1 we get from (2.10) the known inequality (1.7). If we take in (2.10) = 2 and = 1; then we get
The inequality (2.11) is sharp. For the choice = 2; = 4 we get from (2.10) that
The inequality (2.12) is sharp.
Proofs
We use the Montgomery type identity established in [8] to write for the functions of bounded variation f :
for any x 2 [a; b], where the second integral is taken in the Riemann-Stieltjes sense and the kernel K is de…ned as K :
t a for a t x; t b for x < t b:
Writing the representation for a and b we have
Now, if we multiply (3.2) with ; (3.1) with , (3.3) with ; add the obtained equalities and divide the sum with + + 6 = 0 we deduce the more general three point representation 
Utilizing (3.4) and (3.7), we have successively
for any x 2 [a; b] ; which is an inequality of interest in itself. Further, we observe that for any c a real number we have the equality Therefore (3.6), (3.8) and (3.9) produce the inequality in (2.1). The inequalities (2.2) and (2.3) follow by the elementary fact that my + nz (m + n) max fy; zg where m; n; y; z are nonnegative real numbers. Now, in order to prove the sharpness of the inequality (2.11), assume that there exists a C > 0 such that
holds for any function of bounded variation and on any interval [a; b].
If we choose f : [a; b] ! R,
which is of bounded variation on [a; b] then we get from (3.10) that 1 2C, which proves the sharpness of the inequality. Similarly, in order to prove the sharpness the inequality (2.12), if we assume that there exists a constant D > 0 such that
If we consider the function f : [a; b] ! R given by f (t) = 
A Compounding Rule
We consider the following partition of the interval [a; b] ; n : a = x 0 < x 1 < ::: < x n 1 < x n = b:
De…ne h k := x k+1 x k , 0 k n 1 and ( n ) = max fh k : 0 k n 1g the norm of the partition n :
In order to exemplify how we can use the above results in order to produce compounding quadrature rules to approximate the integral R b a f (t) dt; we consider for ; 2 R with + 6 = 0; the two parameters family of three point quadrature rules
We notice that the family of quadrature rules (4.1) contain the trapezoid rule ( = 0), the midpoint rule ( = 0), the Simpson rule ( = 1; = 2) and the arithmetic mean of the trapezoid and midpoint rules ( = 1; = 1).
The following proposition provides a priory error bounds in approximating the integral R b a f (t) dt of the bounded variation f by the compounding quadrature rule T n (f; n ; ; ) : f (t) dt = T n (f; n ; ; ) + R n (f; n ; ; ) and the remainder R n (f; n ; ; ) satis…es the bounds jR n (f; n ; ; )j 1 2 max fj j ; j jg j + j
Proof. Utilizing the generalized triangle inequality and (2.10) we have successively that jR n (f; n ; ; )j
and the proof is complete.
Applications for Special Means
It is well-known that, if f : [a; b] ! R is a convex function, then the celebrated Hermite-Hadamard inequality state that
Utilizing this fact and the inequalities (2.11) and (2.12) we can state the following result:
The case for concave functions g is similar by applying these inequalities for f = g:
Let us recall the following means: a) The arithmetic mean 
It is well known that, if L 1 := L and L 0 := I, then the function R 3p ! L p is monotonically strictly increasing. In particular, we have
Now, if we consider the power function f : [a; b] (0; 1) ! R given by f (t) = t p then we observe that for p 2 ( 1; 0) [ [1; 1) the function is convex while for p 2 (0; 1) the function is concave. Now, if we apply the inequality (5.2) for the convex function f (t) = t p we can state that
In the case of concave functions, the same inequality (5.2) produces the inequality
Now, if we consider the convex function f : [a; b] (0; 1) ! R given by f (t) = 1 t , then by (5.2) we also have
Moreover the inequality (5.2) applied for the concave function f : [a; b] (0; 1) ! R given by f (t) = ln t produces the result
which is equivalent with
Similar results can be obtained if one uses the inequality (5.3), however the details are left to the interested reader.
Applications for Selfadjoint Operators in Hilbert Spaces
Let U be a selfadjoint operator on the complex Hilbert space (H; h:; :i) with the spectrum Sp (U ) included in the interval [m; M ] for some real numbers m < M and let fE g be its spectral family. It is well known that we have the following spectral representation in terms of the Riemann-Stieltjes integral :
which in terms of vectors can be written as n : m = 0 < 1 < ::: < n 1 < n = M:
k , 0 k n 1 and ( n ) = max fh k : 0 k n 1g the norm of the partition n : Then for each ; 2 R with + 6 = 0 and x; y 2 H we have (6.3) hAx; yi = M hx; yi + T n ( ; ; n ; x; y) + R n ( ; ; n ; x; y) where T n ( ; ; n ; x; y) := + n 1
and the reminder R n ( ; ; n ; x; y) satis…es the bound jR n ( ; ; n ; x; y)j 1 2 max fj j ; j jg
Proof. On making use of the representation (6.2) and the integration by parts for the Riemann-Stieltjes integral, we have
where the last integral is a Riemann integral, and, similarly
for any x; y 2 H; where I denotes the identity operator on H: For ' 2 [0; 1] ; if we multiply (6.7) with ', (6.6) with 1 ' and add the equalities, we get
for any x; y 2 H; which is an inequality of interest in itself as well. Consider the function f : [m; M ] ! C given by f ( ) = h('I E ) x; yi : If we apply Proposition 1 for this function, we get the representation
for any x; y 2 H: Since
hx; yi + T n ( ; ; n ; x; y) + R n ( ; ; n ; x; y)
where T n ( ; ; n ; x; y) is de…ned by (6.4). Now, on utilizing the equality (6.8) we deduce the representation (6.3). From Proposition 1 we have the following bound for the remainder R n ( ; ; n ; x; y) (6.10) jR n ( ; ; n ; x; y)j 1 2 max fj j ; j jg j + j If P is a nonnegative operator on H; i.e., hP x; xi 0 for any x 2 H; then the following inequality is a generalization of the Schwarz inequality in the Hilbert space H jhP x; yij 2 hP x; xi hP y; yi ; for any x; y 2 H:
To prove the last part of (6.5), observe that if d : m = t 0 < t 1 < ::: < t n 1 < t n = M is an arbitrary partition of the interval [m; M ] ; then we have by the Schwarz inequality for nonnegative operators that By the Cauchy-Bunyakovsky-Schwarz inequality for sequences of real numbers we also have that
E ti+1 E ti y; y
= kxk kyk for any x; y 2 H:
Remark 3. We also remark that if = = 1 then we get (6.11) hAx; yi = M hx; yi + T n ( n ; x; y) + R n ( n ; x; y)
