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Abstract: This paper is concerned with numerical integration of /’ 1 f (x) k( x) dx by product integration rules based 
on Hermite interpolation. Special attention is given to the kernel k(x) = eiTx, with a view to providing high precision 
rules for oscillatory integrals. Convergence results and error estimates are obtained in the case where the points of 
integration are zeros of p,(W; x>’ or of (1- x*)P,,_~(W, x), where p,,( W; x), n = 0, 1, 2. .., are the orthonormal 
polynomials associated with a generalized Jacobi weight W. Further, examples are given that test the performance of 
the algorithm for oscillatory weight functions. 
1. Introduction 
Numerical calculation of the product integral 
s $x)k(x) dx, (1.1) 
where k(x) is typically singular or badly behaved, and f(x) is relatively smooth, has received 
much attention in recent years. There is a well developed convergence theory, especially when the 
integral (1.1) is to be evaluated by product quadrature rules based on Lagrange interpolation or 
piecewise polynomial interpolation-see Sloan and Smith [21], Rabinowitz and Sloan [20], Kiitz 
[13] and Lubinsky and Sidi [ 15 ] for results and references. 
One choice of k(x) that leads to special difficulties is the oscillatory kernel 
k(x) = eiTX, x E [ -1, 11, 7 real. (1.2) 
In this case, construction of interpolatory product quadrature rules for (1.1) requires efficient 
and stable calculation of the exact values of integrals such as 
s 
’ T,(x) eiTX dx 0.3) 
-1 
and 
J 
’ q(x) ei’X dx. 0 -4) 
-1 
Here q.(x) and q(x) represent Chebyshev polynomials of the first and second kind respectively. 
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Attempts to overcome the difficulties that arise in evaluating (1.3) and (1.4) have been recorded 
by several authors, for example, Patterson [18] and Piessens and Poleunis [19]. Interpolatory 
quadrature rules using interpolation at the zeros of q(x) have been quoted by Patterson [18] for 
the weighted integrals 
J 1,(1- x”)“‘f(x) ;?&x dx. 
Although numerical methods for handling specific nodes have been given in the context of the 
oscillatory kernel (1.2), practical algorithms involving arbitrary choices of nodes have not 
appeared in the literature. It is thus of interest to develop a high precision scheme which does 
allow this freedom of choice of nodes. 
In a previous paper, Alaylioglu [l] presented an algorithm for calculation of Fourier integrals 
by Lagrange interpolation rules. It is known, however, that Hermite interpolation often provides 
better approximations than Lagrange interpolation, and this suggests using quadrature rules 
involving first derivatives. Rules of this type for oscillatory integrals were considered by Flinn 
[9]. In the spirit of Filon [8], the nodes used by Flinn were equally spaced. 
In the present paper, an algorithm is described which allows the use of arbitrary nodes, and 
which is based on Hermite and Hermite-Fejer interpolation. In order to describe the rules, we 
need some notation. Throughout, 
-1<x,,(x,_r*<x,_2/= 0.’ <Xi&l, n=l,2,3 )..‘) 
and the fundamental polynomials of Lagrange interpolation are 
(jnCx>= ~~l((x-x;~)/(xj,-xi.))' j=l,2 ,ma*n, n=l,2,3 ,.... (1.5) 
i#J 
The fundamental polynomials of Hermite interpolation are 
%I,(4 = t;zn(x){l - 2(x -x&(x,)}, (l-6) 
and 
‘,Z,Cx) = G’,(x)(x - xjrz)Y (1.7) 
j = 1, 2, 3,. . . n, n = 1, 2, 3,. . . . For any function f(x), differentiable in [ - 1, 11, its n th Hermite 
interpolation polynomial is 
H,*[fl(x) = ii Iit hjmn(x)f(m-l)(xjn>e 0 4 
j=l m=l 
For any function f(x), defined in [ - 1, 11, its nth Hermite-Fejer interpolation polynomial is 
n 
Htl[fl(x) = C hfln(x)f(xj,)’ (1.9) 
Thus H,[ f  ]( x) interpolates the values of f(x) and the derivative of H,[ f ]( x) interpolates 0. The 
Her-mite interpolation process suggests the following product quadrature rules: Let k(x) be 
measurable on [ - 1, 11, and assume that 
/ 
’ ]/C(X)] dx<cc. 
-1 
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The n th Hermite product quadrature rule is denoted by 1: [. ; k] and defined by 
C+%Q k] = /;rH,*[f](x)k(x) dx 
= 5 5 H,,,[k] f(m-l)(Xjn), 
j=lm=l 
where 
(1.10) 
(1 Sl) 
m= 1,2, j=l,2 ,... n, n=l,2,3 .,.. (1 s2) 
For functions whose derivatives are difficult to calculate, or which are not differentiable, it is 
also of some importance to consider rules based on Hermite-Fejer interpolation, in which the 
contribution of derivatives is ignored. The n th Hermite-Fejer product quadrature rule is 
denoted by I, [. ; k] and defined by 
(1.13) 
= il Hjln ikl fCx,n). (1.14) 
j=l 
The paper is organized as follows: Sections 2 and 3 contain convergence theory and error 
estimation. Section 4 describes the numerical procedure, while Section 5 contains our numerical 
results. 
2. Convergence theory and error estimation. Part 1 
Although there are some convergence results for quadrature rules based on Hermite interpola- 
tion [5, pp. 170-1971 they are not directly applicable to the quadrature rules considered in this 
paper. Our analysis will be based on the convergence properties of Hermite interpolation 
polynomials and Her-mite-Fejer interpolation polynomials for analytic and differentiable or 
continuous functions. For analytic functions, there is a well developed theory due, among others, 
to Walsh [27], while several authors have investigated pointwise or mean convergence of 
Hermite-Fejer interpolation for continuous and differentiable functions-notably Fejer [7], 
Szabados [24] and Nevai and Vertesi [17]. The latter paper [17] is particular well suited for our 
purposes, and we shall extend some of the results of Nevai and Vertesi to the case where the 
interpolation points are the zeros of an orthogonal polynomial together with f 1. Kiitz [13] 
completed an analogous extension for Lagrange interpolation. 
A function W(x) will be called a weight, if it is nonnegative on [ - 1, 11, positive on a set of 
positive measure and /‘_ ,W( x) dx -C cc. The orthonormal polynomials associated with W(x) will 
be denoted by p,( W, x), n = 0, 1, 2,. . . so that p,( W, x) has degree n, and 
j-l P&K x)p,,,(W x>W(x) dx = (;’ 
-1 3 
; 7 ;’ 
Our first result, Theorem 2.1, establishes geometric convergence of I,“[f; k] for analytic f. Our 
main results are Theorems 2.8 and 3.6. The convergence of I;[ f; k] and I,[ f; k] for f(x) 
Riemann integrable or continuous is considered in Theorem 2.8, for the case where the abscissas 
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are the zeros of p,(W, x). Theorem 3.6 presents analogous results when the abscissas are the 
zeros of (1 - x~)P,_~( W, x). Corollary 2.9 lists rates of convergence for smooth f, and finally 
Theorem 3.8 gives error estimates based on the error formula for Hermite interpolation. 
Theorem 2.1. Let 
Q,(x) = IfiIb-x,.). n=l,2,3... . 
Assume that uniformly in compact subsets of C \[ - 1, 13, we have 
(2.1) 
where the branch of the square root is chosen so that /x2 - 1 > 0, x > 1. Let p > 1, and let tP be the 
ellipse with foci at ‘+ 1, and sum of half-axes p. Let f be analytic inside 5, and continuous in its 
closure. Let k(x) be measurable in [ - 1, 11, with 
[’ Ik(x)l dx< co. (2.2) 
Then 
J-l 
lim sup I,*[f; k] 
n+cc 
In particular, (2.1) (and hence 
p,W, 4 or (1 -x~)P,_~(JV 
Proof. We have by (1.10) 
- I;l(x)k(x) dxl”‘< p-2. 
/ 
(2.3) 
(2.3)) holds iffor n = 1, 2, 3,. . . , xl,,, x2,,, . . . , x,, are the zeros of 
x), where W(x) is a weight positive almost everywhere in [ - 1, 11. 
I;[f; k] - j-T1f(x)k(x) dx= /.l{II,*[fl(x) -f(x))k(x) dx. 
To prove (2.3) it then suffices to show that 
lim sup]]H,*[f] -f I)1’n<p-2, 
n+cc 
(24 
(2.5) 
where ]I f )( denotes the supremum norm on [ - 1, 11. To prove (2.5), we use the contour integral 
error formula for Her-mite interpolation [4, p. 68; 27, p. 501: 
f(x)-H,*[f](x)= ‘/ f(t)m dt, 
2Ti c,(t-xx) Q,‘(t) 
P-6) 
x E [ - 1, 11. Hence if d is the distance from [ - 1, l] to t,, 
Ilf-IWflII~ 
length&,) mm{ If(t) I: tE&} IIQ,ll’ 
2Td min{ lQ,(t)l: tE$,}2 ’ 
(2.7) 
Now by definition of [,, 
(z+\122-1 (=p, zE&, 
so that from (2.1), 
nl$t fin{ 1 Q,(t) I: t E <p)l’n = ip. (2.8) 
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Further, since [I + c contains [ - 1, 11 for each e > 0, the maximum modulus principle shows that 
for each e > 0, 
lim sup II Q, II ‘In G lim sup(max{ 1 Q,(t) (: t E ,$1+,})1’11 
n-cc n-+oo 
< i(l + E). (2.9) 
Then (2.5) follows from (2.7), (2.8) and (2.9), and the fact that E > 0 is arbitrary. 
Finally, if xln, xZn,. . . , x,, are the zeros of p,( W, x), then Q,(X) = y; ‘p,( W, x), where y, is 
the leading coefficient of p,( W, x). Since W is positive almost everywhere in [ - 1, 11, Theorem 
111-7-4 in [ll, p. 1231 and Theorem 111-9-I in [ll, p. 1281 yield (2.1). If xln, xZn, x~~, . . . , x,, are 
the zeros of (1 - x~)~,_~(W, x), it is clear that (2.1) persists, since 
(l-~~]l/~+l asn-+cc, 
uniformly in compact subsets of Q= \[ - 1, 11. q 
Some commonly used sets of nodes to which the above result applies are the Filippi, Polya, 
Clenshaw and Basu nodes. The Filippi and Polya nodes are respectively the zeros of the 
Chebyshev polynomials U,(x) and T,(x) of the second and first kind associated with the weights 
(1 - x2)1/2 and (1 -x2)- . ‘I2 The Clenshaw and Basu nodes are respectively the zeros of 
(1 - x’)U,_,(x) and (1 - x~)T,_~(x). One set of nodes to which the above result cannot be 
applied, are the so-called Filon points, which are equally spaced in [ - 1, 11. These points are 
‘uniformly distributed’ and so cannot satisfy (2.1), which implies that the points have ‘arcsin 
distribution’-see Theorem 111-9-2 in [ll, p. 1301. Of course, we may still use (2.6) to obtain rates 
of convergence for the Filon points, under suitable assumptions on f. 
In considering convergence of I, and * 1, for continuous functions, we shall use ideas and 
results of Nevai and Vertesi [17]. We first need some additional notation. Throughout C, Cl, C,, 
c,,... denote positive constants independent of n and x, and the same symbol C or C, does not 
necessarily denote the same constant in different lines. We shall use the - notation as in Nevai 
[16]. Thus, for example, given sequences of real numbers {s, } and (t, }, we write s, - t,, if there 
exist Cl and C, such that Cl < s,/t, < C, for n large enough. 
Given a weight W, the leading coefficient of p,( W, x) is denoted by y,. n = 0, 1, 2,. . . . 
Associated with W are the Christoffel functions 
n-l 
A”(K 4 = 1/ c P,‘(W, x), 
see [ll 161. In particular 
Christdffel numbers are ’ 
if=: 
In’ qn,. . * 9 x,, are the zeros of p,( W, x) then the corresponding 
These are also the weights in the Gauss quadrature of order n associated with W. 
Definition 2.2. (i) We say W is a Jacobi weight and write W= W(“,h), if 
W(x)=(l-x)“(l+b)b, XE(-l,l), 
where a, b > -1. 
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(ii) We write WE GJC if W= gW(“sb), where a, b > - 1, g is positive and continuously 
differentiable on [ - 1, 11, and g’ satisfies a Lipschitz condition in [ - 1, 11: 
Ig’(~)-g’(y)J~clx-Yl, x, Y4-WI. 
When we wish to emphasise the dependence on a, b of some WE GJC, we shall write 
WE GJC( a, b). The class of weights GJC was considered in [17] and is a subclass of the class 
GJ considered in [16]. 
Lemma 2.3. Let WE GJC and for n = 1, 2, 3,. . . , let xl,,, x2,,, . . . , x,, denote the zeros of 
p,(W, x). Then 
(i) Y,-1/Y, - 1. (2.10) 
(ii) Given 0 < 6 < 1, 
X,(W, x) - n -‘w(x)(1 - x2)1’2, (2.11) 
uniformly for 1 x 1 < 1 - 6K2. 
(iii) Xi,(W) - n-‘W(x,,)(l - x:~)~‘*, (2.12) 
uniformly for 1 <j < n. 
(iv) Given 0<6<1, 
I 
w(x)-1’2(1 - x2)-1’4, ]x I < 1 - 8K2, 
I P,(W, x) I < C rP2W(1 - np2)-1’2, l- 6ne2 < x < 1, (2.13) 
- 1 <x< -1 +Snp2. 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
uniformly for 1 <j < n. 
(vi) p,( W, 1) - n’12W(1 - n-2)-1’2, 
and 
(-l)“p,(W, -1) - n’12W(-1 +n-2)-1’2. 
(vii) IpA(W, x)/p,(W, x)1 -n2, x= +l. 
(viii) IXn( W, xj,) I< Cn-‘W(x,,)jl - x$-1’2, 
uniformly for 1 <j < n. 
(ix) Let a = ~)r 1. Then ifr is real, 
n-2r 
7 r-c -$, 
n log n, r= -1 29 
n, r> -+. 
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Proof. (i) This follows from Table I in Freud [ll, p. 2451 or Theorem 12.7.1 in Szegij [26, p. 3091. 
(ii) For 6 = 1, this follows from (18) in [17, p. 361. Since nP’W(x)(l - x*)l/* - n-*I+‘(1 - n-*) 
for 1 - n-* < x < 1 - 6nP2, and since n-‘W(x)(l - x2)l/* - n-*W( - 1 + n.‘) for - 1 + 6nP2 
& x < -1 + nP2, (2.11) for general 6 E (0, l] follows from (18) in [17, p. 361. 
(iii) This is (19) in [17, p. 361. 
(iv) This is (20) in [17, p. 361 when 6 = 1. The case of general S E (0, l] follows as before. 
(v) This is (22) in [17, p. 361. 
(vi) This is the special case x = k 1 of (21) in [17, p. 361. 
(vii) It follow s f rom the Christoffel-Darboux formula (cf. [17, p. 371) that 
n-1 
c P,'(JK ~)=bL,/Y,){P,:w 4P,-1w 4-P,(K x)P,:-lw~ 4). 
j=O 
Taking account of the definition of A,( IV, x), and dividing by p,_ i( IV, x) and p,( IV, x), we 
obtain 
(Y,-l/YJ1qK +4xK -4P,-_'lW, 4 
=P$K X>/P,vK 4-P,:-1W X>/&,PK 4, 
provided p,(W, x)p,_,(W, x) f 0. Setting x = 1 and using (2.10), (2.15) above and (18) in [17, 
p. 361, we obtain 
P:(JK l)/P,(IK 1) -PL(K 1)/L1(X 1) - n, 
noting that p,( W, 1) > 0 and p, _ 1( W, 1) > 0. Summing this relation from n = 1 to n = m, where 
1 is a fixed large enough positive integer, we obtain 
P;(K ~)/P,(W, 1) -p;-AW, l)/p,AW, 1) - m2, 
m large enough. Then (2.17) follows for x = 1. The case x = - 1 is similar. 
(viii) This is (24) in [17, p. 361. 
(ix) Write xjn = cos $,,, j = 1, 2,. . . , n and let f& = 0 and 8,+1,, = T Then (see (17) in [17, p. 
361) 
$+ 1,n - $,n - l/n, uniformly for 0 +j < n . (2.20) 
It then follows that uniformly for 1 <j < n, 1 - cos $,, = 2 sin*( 8,,/2) - t$, - (j/n)*. 
Here we have also used sin 0 - 8, 0 E [0, 31~1. Then 
2 (1 - x,n)r- n-2r i j2r, 
j=l j=l 
and (2.19) f I1 o ows if a = - 1. The case a = 1 is similar. 0 
The next lemma estimates some important sums: 
Lemma 2.4. Let WE GJC and let 0 -C 6 < 1. Let xl,,, x2,,, . . . , x,, denote the zeros of p,,( W, x), 
n = 2, 3, 4, . . . . 
(i) Uniformly for ) x ) < 1 - 6nP2and n > 2, 
,$I<t(x) < C{l+ (log n)n-‘W(x)-‘(1 -x~)-I’~). (2.21) 
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(ii) Lete>O. Thenuniformlyjor )~J<l--&-~andn>2, 
2 t”,‘,(x)lx-xXjnI ~C{n-‘+n’-‘W(x)-1(1-X2)-1’2). 
j=l 
(2.22) 
Proof. (i) This is (35) in [17, p. 401. 
(ii) This is slightly stronger form of (36) in [17, p. 401, and we use the method of proof in [17]. 
Firstly, 
z:, = c lx-~j,Ie;l,(x) 
Ix-x,,1 &n-f 
6 n-C 2 <i(x) & Yz-q1+ (log n)n-'W(x)-'(1 - x2)-1’2), 
j=l 
by (2.21). Further, 
‘Z2= c I’x-+Sj%> 
(X-X,,(>C 
(2.23) 
< n’ i (x - x,,)“e,~(x). 
j=l 
Next, we note the formula [16, p. 6; 17, p. 291: 
4~(x)=xi~(w)(Y~-,/Y,)P,-l(w, xjn)Pn(w3 x>/(x-x~n)a 
Applying (2.10) (2.12), and (2.14), we obtain for ) x ) =G 1, 
1 e,,(x)(x - XJ I 6 Cln-1W(xi,~1’2(l - x;n)3’4 I P&K 4 I 
G qn-‘I P,W> 4 I, 
since a, b > - 1. Then (2.13) shows that uniformly for I x I < 1 - an-*, 
(2.24) 
(2.25) 
(2.26) 
i $(x)(x - Xj,)‘$ c+mqx)-l(l - xz)-1’2. 
j=l 
Together with (2.24), this shows that 
,z2 < c,nC-W(x) _‘(l - x’) -1’2, (2.27) 
uniformly for 1 x 1 6 1 - 6ne2. Adding (2.27) and (2.23), we obtain (2.22). 0 
Lemma 2.5. Let WE GJC(a, b), with a, b < 1. Let xl,,, x2,,, x3,,, . . . , x,, denote the zeros of 
p,(W, x), n=1,2,3 ,.... Let k(x) be measurable in [ - 1, l] with II k II < 00. Let 
-q=max{a, b}. (2.28) 
Then there exists a positive constant C, independent of n and k such that’jor n = I, 2, 3,. . . , 
(2.29) 
j=l 
where 
A=min{l-q, i}. (2.30) 
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Proof. We note first the inequality [16, Theorem 6.3.14, p. 1131, 
j-1, I w> I dt G 2J_‘;;;;;21 w> I dt, (2.31) 
which holds for all polynomials P of degree at most n, with C > 0 independent of n and P. Then 
by (1.7), (1.12) and (2.31), 
5 JH,,,[k]) 425 ,/-c(2n)-2 $;(x)]x-xjn] ]k(x)] dx 
j=l j=l -l+C(*n)-2 
J 
1-C(2n)Y2 
_1+c(2 )_~WIO - x2)P2 dx), (2.32) 
n 
by Lemma 2.4(ii), for any E > 0, with C, depending on E and W, but independent of n and k. 
Since WE GJC(a, b), there exists C, such that for x E (- 1, l), W(x)-‘(1 - x2)-1/2 < C,{(l - 
X)-a-1/2 + (1 + x)-6-v2 }. Then, for any 8 > 0, and n large enough, 
J 
l-SC2 
-l+&-* 
W(x)-‘(1 -x2)-l/2 dx < C, 
/ 8;_2(U-Q- 
r/2 + &-r/2) du 
< C, max{ n2a-1, n26-1, log n} = C, max{ n2?-l, log 12). (2.33) 
Substituting this estimate in (2.32) and letting 
c=min{l--7, 3) =A 
we obtain 
5 IHj2n[k]) ~C5(IkIl{n-‘+max{n’+2”-2, n’-‘log n}} 
j=l 
< C, 1) k 1) max( n4-l, n”-‘, nP112} log n, 
and (2.29) follows. 0 
Lemma 2.6. Let WE GJC(a, b) with a, b < 1. Let xln, x2,,, . . . , x,, denote the zeros ofp,( W, x), 
n = 1, 2, 3 , . . . . For n = 1, 2, 3,. . . , let 
Lb> = Ii t;XxL (2.34) 
j=l 
and 
(2.35) 
(i) There exists a positive constant Cl independent of n such that for n = 1, 2, 3,. . . , 
J 
1 
_l%b) dx G Cl. (2.36) 
(ii) lim J ’ S,,(x) dx = 0. (2.37) n+oo -1 
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Proof. (i) By Lemma 2.4(i), and (2.31), 
J 
1 
_rS,,(x) dx < C,j=(2n)~Z _l_c(2nj_i(l + (log n)n-‘W(x)-‘(1 -x2)-1/2] dx 
< C, + C,(log n)n-l max{ n29-1, log n}, 
by (2.33), with T-J given by (2.28). As n < 1, (2.36) follows. 
(ii) We shall first estimate 
$ ol%b) dx, 
and use the method of Lemma 4 [17, pp. 40-411 to do this. Let us suppose first a 2 - 5. By 
inequalities (38) and (39) in [17, p. 411, for 0 G x < 1 - SnP2, any S > 0, 
S&) < c,n-’ 
i 
P,“W, x) + I z&w, x> I 
i 
t (1 - xj”)n-1’2 
j=l 
jl/2sL”(x)L’i. (2.38) 
Here, by Lemma 2.3(ix), as a - f > -1, 
( ,gl (1 - x,J0-ri2~1’2 < 
i 
a < 0, 
a = 0, (2.39) 
n1/2 > a > 0. 
Further, by the Cauchy-Schwarz inequality, 
/ 
1-n8-21p,,(W, 
0 
x) [S,,(X)“~ dx< (~-*“-*JI~(W, x) dx)1’2{/l-s”-*S,,,(x) dx)1’2 
0 
G C, 1-Sn-*p;(W, x) dx)1’2, (2.40) 
by (2.36). Next, by Lemma 2.3(iv), 
J 1-6n-2p;(~, 0 x) dx < C,j’-““-*TV(x)-‘(1 -x2)-l/2 dx 0 
< c,~-s”-2(l - x)--~ dx 
<c* logn, 
i 
20-l 
12 > a> +, 
1 a=?, 
1, a-c+. 
(2.41) 
Combining (2.38), (2.39), (2.40) and (2.41), we obtain 
/ 
1-6nm2S2n(~) 
a 
dx $ C,(max{ n2a-2, n-l log n} 
+n-’ max na-1/2, (log ~2)~‘~) max{ Ka+1/2, (n log n)l”]) 1 
(2.42) 
By considefing the cases + < a -C 1, a = t, and - i < a < 4 separately, we see that the right hand 
side of (2.42) approaches zero as n approaches infinity. 
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Next suppose a< - 4. For 1x1 < 1, 
Thus 
(1 - x;J1 < (1 - x2)-’ +2)x-xj,~(1-x;,,)-1(l-x2)-‘. 
Then, applying this inequality to S2n(x), we obtain 
~2,,(x)i(l-x2)-1 ~$;(X)IX-Xjn) 
j=l 
+2(l-x’)-l,~~~~(x),x-xj~I?(l-x:~~~. 
By Lemma 2.4(ii), for any given 0 < E < 1, 
J 0 1-Sn-2(1 - x2)-’ t t;;(x) (x - xJn ( dx j=l 
4 Cl0 n-’ 
r J 
1-6n-i(l 
0 
_ x)-’ dx + n’-‘J1S”+(l _ X)-a-3/2 dx) 
0 
< c,,(n-'log n +n'-l log n}, 
since -a - $ >, - 1. Next, by (2.26), 
t $‘,(x) Ix-xjn12/(1-xJ,)< C12np2p,2(W, X) 2 W(Xin)(l-Xjn)1'2 
j=l j=l 
(2.44) 
(2.45) 
< C,3n-W(x)-1(1 - X2)-1’2n log n, (2.46) 
by Lemma 2.3(iv) and (ix) as a + $ >, - 4 and b + $2 - :. Combining (2.44), (2.45) with 6 = 5 
and (2.46), we obtain 
/ 
1-8”-2,S2n(x) 
0 
dx < C12n-1’2 log n + C,,n+ log n/=‘(l -x)-~-~‘~ dx 
0 
< c&- 1'2 log n + n-y1og Lq2), 
since -a - $ > - 1. Thus, for each 6 > 0 
lim 
/ 
l-h-2 
S,,(x) dx=O, 
?l’M 0 
regardless of whether a < - 4 or a > - 3. Similarly we may show that for each 6 > 0: 
0 
lim 
n+* J _l+s,1_2S2n(X) dx = 0. 
Then (2.31) yields (2.37). q 
Lemma 2.7. Let Wand xl,,, xZn,, .., x,, be as in Lemma 2.6. Let k(x) be measurable in [ - 1, l] 
with (I k 11 -C 00. There exists a sequence { en } of positive numbers such that 
lim e,=O, 
n+lx 
(2.47) 
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and for n = 1, 2, 3,. . . , 
(2.48) 
Further, there exists a positive constant C independent of n and k, such that 
2 ]H,,,[k] I <CIJk(l, n=1,2, 3,.... 
j=l 
(2.49) 
Proof. We shall use a representation for hjl,(x) due to Freud [lo, p. 113]-see also [17, p. 291: 
hjln(x) =e,',(x)(1+('n(w7 xjn)/Xjn)(x-xjn))m (2.50) 
Then by Lemma 2.3(iii) and (viii), for ) x I G 1, 
j=l j=l 
Then with the notation of Lemma 2.6, 
q5Cx) Ix - Xjn l/(l- xJzn)* (2.51) 
/l Zk (hjln(x) - $I(X) 1 dx< c,J1 f%,(x) dx = c,,> 
-lj=l -1 
say. By Lemma 2.6(ii), {c,,} satisfies (2.47). Next, by (1.12) 
2 Iy,n[kI I G/l 5 Ihjln(x) I (k(x) Idx 
j=l -1j=1 
G llkll(/’ i (h,,,(x)-c:(x)l dx+JI1 $‘I$t(x)dx} 
-1 j=l J 
by Lemma 2.6(i), with {c,,} and C, independent of k. 0 
Following is one of our two main convergence results: 
Theorem 2.8. Let WE GJC(a, b) with - 1 < a, b -C 1 and let k(x) be measurable in [ - 1, l] with 
I( k I( <A -K 00. For n = 1, 2, 3,. . . , let xl,,, x2,,, . . . , x,, denote the zeros of p,( W, x). 
(i) Letf(x) b e a unc ion f t with bounded derivative in [ - 1, 11. Then 
lim I,*[f; k] = /:lf(x)k(x) dx (2.52) 
n*m 
uniformly in k such that )I k 11 <A. 
(ii) Letf(x) b e a unc ton f t’ b ounded and Riemann integrable in [ - 1, 11. Then 
lim I,[f; k] = /:If(x)k(x) dx, 
n+cc 
uniformly in k such that II k II < A. 
(2.53) 
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Proof. (i) By (1.11) and (1.14) 
G llkllJ1 If(x)-ffnkfl(x)I ~~+~,II~Il(~~~~)~-“lIf’lI~ 
-1 
by (1.13) and Lemma 2.5. The constant C, is independent of 12 and k. By Theorem 5 in [17, p. 
551, with u = u = 1 and w = IV, 
lim 
J l If(x)-ffJfl(~)I dx=O, 
(2.54) 
n-*m -1 
since a, b < 1. Then (2.52) follows. 
(ii) By Theorem 5 in [17, p. 551, (2.54) holds for each f(x) continuous in [ - 1, 11. We shall 
extend (2.54) to the case where f is bounded and Riemann integrable in [ - 1, 11. Let E > 0. For 
such f, a theorem of Riesz [ll, Theorem 11.3.3, p. 731 asserts that there exist polynomials Pi(x) 
and P2 (x) such that 
Pi(X) <f(x) G p,(x), x E L-1, 11 (2.55) 
and 
I1 (P,(x) -P,(x)) dx < 6. (2.56) 
-1 
Then 
J l If(x) -fcul(~) I dx -1 
G /~l(f-p,)b) dx+ j”~llP,(x) -ffn[P,](x) I dx+ j-;llKIP, -f](x) I dx. 
(2.57) 
By (2.56), the first term in the right hand side of (2.57) may be bounded above by E. Further, 
as n -+ cc, the second term in the right hand side of (2.57) approaches 0, by (2.54) applied to the 
polynomial PI(x). It remains to deal with the third term. By (1.9) and (2.55), 
f Ifdf’l -f](x) I d=/.l;I I$&> I(&- P,)(xJ dx 
-1 
G/l i ~~(x)(P,-P,)(x,,,)dx+~,)IP,-P,I/ 
-lj=1 
(by (2.48)) 
(2.58) 
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by (2.48) again. As n + cc, the right hand side of (2.58) approaches 
J ’ (P,-P,)(x) dx<e, -1 
by (2.54) applied to the polynomial ( P2 - Pl)( x). Thus, (2.57) and the above considerations show 
that 
lim sup 
n+m s 
~llf(x)-H[_f](x)l dx<2c, 
for any E > 0. Thus (2.54) is valid for any bounded and Riemann integrable f. The quadrature 
convergence (2.53) then follows as in (i). 0 
The above result may be applied to the Filippi abscissas (W= W(1/2,1/2)) and the Polya 
abscissas ( W = W(-1/2,-1/2)). Th e restriction a, b < 1 seems to be essential, since it is necessary 
for (2.54) to be valid for every continuous f(x) [17, p. 551. 
One feature of the above results is the uniform convergence with respect to k such that 
Ik( ~1. When 
k(x) = eiTX, x E [ -1, 11, 
this indicates that the rules converge uniformly with respect to 7. Thus there is at least some 
theoretical stability in using the above product integration rules on oscillatory integrals for large 
7. 
Corollary 2.9. Let W and k be as in Theorem 2.8 and q and A be as in (2.28) and (2.30) 
respectively. Let f be s >, 1 times continuously differentiable in [ - 1, l] and let f (‘) have ordinary 
modulus of continuity w( f (‘); .) in [ - 1, 11. Then 
Iz[f; k] - /_I If(x)k(x) dx G CIJkljn~“-A+l(log n)w(f($); l/n), 
s 
n = 1, 2, 3,. . . , where C is independent of k, f and n. 
Proof. By Jackson’s Theorem [14, p. 66, p. 691, we can find polynomials P,, of degree at most n, 
such that 
and 
]I f - P, 1) G C1nmSw (f @); l/n) 
n = 1 2 31jf’- P,:II G Cln-S+lw(f(S); l/n), 
3 3 ,“‘, with Cl independent of f and n. Then 
(I*lf; kl - J1 f(x)k(x) dx/ 
-1 
= 11’: tf - P,; k] - j-ll(/ - P,)(x)k(x) dxl 
G j$ Wj&l I Ilf-Pnll+ 5 I~,&] Illf’-P,‘lI +2llkll If-Pnll. 
j=l 
Together with (2.29) and (2.49), this last inequality yields the result. 0 
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3. Convergence theory and error estimation. Part 2 
We next turn to analyse convergence of I,* and I, when the points of integration are zeros of 
(1 - x2)p,_z(W, x) for some WE GJC(a, b). Throughout, we let 
q=max{a, b} (3.1) 
and 
K=min{a,b}. (3.2) 
We shall base our analysis on the well-known relationship between the fundamental polynomials 
of Lagrange interpolation associated with the zeros of (1 - x2)p,_ 2( IV, x) and the fundamental 
polynomials of Lagrange interpolation associated with the zeros of p,_ 2( IV, x). ,In order to 
avoid confusion, we shall need some additional notation. 
In this section, unless stated to the contrary, xin, xZn,. . . , x,, denote the zeros of (1 - 
~~)p,_~(lV, x), ordered so that 
-l=x,,<x,_i.<x,_*/ **a <Xin=l, 
while Sin, Z2n,...,2n_2n , denote the zeros of P~_~( IV, x), ordered so that 
xjn = ij-l,n 3 j=2,3 ,..., n-l. (3.3) 
Further, h+,(x)(&(x)) and fi,,,,,(x)(&(x)) d enote respectively the fundamental polynomials 
of Hermite (Lagrange) interpolation associated with xin,. . . , x,, and Zln,. . . , 2n_2.n. 
Lemma 3.1. Let n 2 3. 
N c,(x) = &l,n(x)(l - x2)/(1 - xjn), j = 2, 3, 
Ux> = Ml + X))P,A(lK X)/Pn_2(W, l), 
and 
oh) = Ml - 4Pn-2W, 4/p,_,(~, -1). 
(4 ~i(xjn)= -+iA’,-2(w> xj,)/hj_l,,_2-2x,,/(1 
t;‘,m =k2W, wp,-,(K 1) + +, 
and 
CA-l) =IJ:,_*w, -Wp,_,(w, -1) - 4. 
P-6) 
j=2,3 ,...,n-1, P-7) 
P-8) 
(3.9) 
Proof. (i) The polynomials q,(x), j = 1, 2,. . . , n are uniquely determined as polynomials of 
degree at most n - 1 by the conditions 
(3.10) 
It is easy to see that the polynomials in the right hand sides of (3.4), (3.5) and (3.6) satisfy (3.10) 
and so uniqueness yields the desired result. 
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(ii) Both (3.8) and (3.9) follow by differentiating the right hand sides of (3.5) and (3.6). To 
prove (3.7), we note from (3.4) that 
e,l,(Xj,) = C&(Xj,,) - 2Xj,/(l - xjn). 
Further, comparing (1.6) and (2.50), we see that 
{-l,n(x,,)= t";'l,n(aj-l,n)= -A',-*(wY Rj-l,n)/(2Aj-l,n-2)e 
Then (3.7) follows. 0 
We need two more technical lemmas: 
Lemma 3.2. Let WE GJC( a, b). Then there exists a positive constant C such that for n = 2, 3, 
4 ,.*., 
1, q< +, 
J 
‘pz(W,x)dx<C logn, q=+, 
i 
(3.11) 
-1 
n21-1 
9 q>,$, 
and 
J 
’ (l-x’)pi(W, x)dx<C logn, q=+, 
-1 
i 
1, 
3 
77<2> 
n2~-3 
9 q> 4. 
(3.12) 
Proof. Let 6 > 0 and J,, = (-1 + an-‘, 1 - 6nP2), n = 1, 2, 3,. . . . By Lemma 2.3(iv), 
J 
p,‘( W, x) dx < C, W(x)-‘(1 -x2)+’ dx 
Ill s n 
Gi;;(L > l-x 
-n-1/2 + (1 +X)-b-1/2) dx 
JR 
< c3 
J 
,I_,( u-u- 
l/2 + U-b-U2} du 
i 
1, 71+ 
<c, logn, 77=3, 
n2P-1 
, q> *. 
Then with a small enough choice of 6, (3.11) follows from (2.31). The proof of (3.12) is similar. 
0 
Lemma3.3. Let WEGJC(a, b) with $<a, b<l. Forn=3,4, 5 ,..,, let 
n-2 
&,,<x> = c $b>, 
j=l 
(3.13) 
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j=l 
and 
n-2 
&b) = ,Fl &)lx - q2/(1 - q$. 
Then there exists a positive constant C, such that for n = 3, 4, 5,. . . , 
(;) pi,(x) dx =G cl, 
(ii) lim 
/ 
’ s;,(x) dx = 0. 
n-cc -1 
(ni) J_‘l$,(x) d x < C, max{ K1 log n, ,2”-2}. 
(iv) /II3’,,(x)(l - x2) dx < Cln1-2c. 
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(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
Proof. (i), (ii) These are Lemma 2.6(i) and (ii), taking account of our change in notation. 
(iii) By (2.26), and taking account of our change of notation, 
n-2 
g,(x) < c2n-2p,2_2(W, x) c W(Zj,)(l - $J-1’2 
j=l 
G c,~-lp,'_,(w, x), 
as a, b > $. By Lemma 3.2, as 77 > f, 
J 
1 * 
-t&,,(x) dx < C,n-’ max{log n, n2q1-l}. 
Then (3.19) follows. 
(iv) By (2.26), 
n-2 
$Jx) < c,n-‘p,“_,(w, x) c W(Zj,)(l - t;n)-3’2 
j=l 
n-2 
< c,n-2p,‘_2(w, x) c ((1 - zjn)n3’2 + (1 + Rjn)b-3’2) 
j=l 
< C,n-‘p,‘_,( W, x) max{ n3-2a, n3-2b}, 
by Lemma 2.3(ix). Then (3.20) follows on applying (3.12) and using the definition (3.2) of IC. q 
We proceed to estimation of the fundamental polynomials of Her-mite interpolation: 
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Lemma 3.4. Let WE GJC( a, b) with 4 G a, b < 1. 
(ii) There exists a positive constant C such that 
(iii) 
Proof. (i) By (1.6), for j = 2, 3,. .., n - 1, and by Lemma 3.1(i), (ii), 
i 1 1-x2 *&’ <4 ~ 1 - x/‘n /-I,+) lb-~,nI(IA:,-*( WY 4 Ip-+* +  (1 -$-l) 
by Lemma 2.3(iii) and (viii). Next, by (2.43), 
l-X* lX-xjnl l I ~ 1-x2 +2(1-x2) I x - Xjn I * = 1 -xyn /n (1 - x$), 
~ Ix-xjnI +2 lx-xjnl2 
(1 -$n) (1 - x;n)* 
+2(1_x2) Ixvxjni2 
(1 - xTnj3 ’ 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
by (2.43) again. Combining (3.24), (3.25) and summing, we obtain 
n-l 
C Ihjln(x>-(Z(X)J 6 c*{g*n(X) +s3,(x> + (1-x2)g~n(X)}~ 
j=2 
where g2,(x), S:,(x) and ge,(x) are given by (3.14), (3.15) and (3.16). Then Lemma 3.3(ii), (iii) 
and (iv) yield (3.21). 
(ii) By (2.43) and the inequality 
(u + b)* < 2(a2 + I!?), 
we obtain 
(1 - x2)*/(1 - x$)* < 2(1 + 4 Ix - xjn I*/(1 - x:.)‘). (3.26) 
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Then by Lemma 3.1(i), 
n-1 n-l 
c q:(x) = c ~l,,b)(O -x2)/(1 -$J)’ 
j=2 j=2 
by (3.26), (3.13) and (3.15). Then Lemma 3.3(i) and (iii) yield (3.22). 
(iii) By (1.7) and Lemma 3.1(i). 
(by (2.43)) 
i 
Ix - xjn I + Ix - xjn I 2 
41-x2) 1_x? I &n(x)* Jn (1 - xjg’ 
Then, by (3.14) and (3.15) 
n-l 
c I hj2&4 I a1 - X2H~2nb) +%(xW 
j=2 
Then Lemma 3.3(ii) and (iii) yield (3.23). q 
We next turn to estimation of h,,,(x) and /z,~,(x): 
Lemma 3.5. Let WE GJC( a, b) with 3 < a, b < 1. Then for n = 3, 4, 5,. . . , 
j-l { IL(x) I + I Lz(4 I} dx G CP+-~~ 
-1 
and 
l1 { (h,,,(x) I + Ihn2,h) I} dx G Cln-1-2K. 
-1 
Proof. By (1.6), and since xln = 1, 
I~l,,b) I = cnb>l~ - 2(x - wlm I 
G cl+ XI’{ A-2w> aL,w> N2 
x (1 + 20 -X)[IP,:-2P5 WP,-2w 1) I +  11) 
(by Lemma 3.1(i), (ii)) 
< C2np1W(1 - n-“){ p,‘S2( W, x) + n2(1 - x2)&2( W, x)}, 
(by Lemma 2.3(vi), (vii) 
< C3{ n-1-2api_2( W, x) + n1-2a(l - x~)P~_~( W, x)} 
(3.27) 
(3.28) 
(3.29) 
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By Lemma 3.2, 
/ 
’ ) h,,,(x) ) dx < C4(,-lM2’ max{log n, n”“-‘} + &2a) 
-1 
< cp-2a, 
since q < 1 and a > $. Similarly, 
J 
’ (h,,,(x) 1 dx < C6rzp2’. 
-1 
Then (3.28) follows. 
Next, by (1.7), and Lemma 3.1(i), 
I bl(4 I = 424 lx - 1 I = (a0 + 4”){ P,“-,(Jc aL,(K I>} Ix - 1 I 
< c,n-‘W(1 - n-2)(1 - x2)p;_2(W, x) 
(by Lemma 2.3(vi)) 
< c,n -I-2q1 - x2)p;_2(W, x). 
Then by Lemma 3.2, 
J 
’ I h,,,(x) I dx < Cgn-1-2a. 
-1 
Similarly 
J ’ ( hnZn(x) 1dx < C9n-1-2b. -1 
Then (3.29) follows. 0 
Our second main result is: 
Theorem 3.6. Let WE GJC( a, b) with i < a, b < 1 and let k(x) be measurable in [ - 1, 11 with 
1) k 11 <A < CO. For n = 3, 4, 5.. . , let xln, x2,,, . . . , x,, denote the zeros of (1 - x2)p,_,( W, x). 
(i) Letf(x) b e a unc ton with bounded derivative in [ - 1, 11. Then f t’ 
lim I,* [ f; k] = /l f(x)k(x) dx, (3.30) 
n*cQ -1 
uniformly in k such that 11 k I] <A. 
(ii) Let f(x) b e a unc ion continuous in [ - 1, 11. Then f t 
hm I,[f; k] = /lif(x)k(x) dx, (3.31) 
n-cc 
uniformly in k such that ]I k 1) <A. If a, b > i, then (3.31) holds for every f(x) bounded and 
Riemann integrable in [ - 1, 11, uniformly in k such that I( k 1) <A. 
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Proof. (i) Let P(x) be a polynomial. Since H,* [ P] = P for n large enough, 
lC[f; k] - I1 fb)kb) dx/ 
-1 
= j/’ {~,*[flb) -f(x))+) drj G IIWl~l IfC+?f-PI(x) - (f-P)(x)/ dx 
-1 -1 
Ilf-PII/l 2 Ih,,,(x)l dx 
-‘j-1 
Here, by Lemmas 3.4 and 3.5, 
and there exists a positive constant C such that 
(3.32) 
(3.33) 
Jit su~iI:[f; k] - /Lrf(x)k(x) dx/ 4 II WI Wlf-PII +Wf-PlI~~ 
with C independent of n, f, k and P. Since II f - P II may be made arbitrarily small, (3.30) 
follows. 
(ii) We first show that for every g(x) continuous in [ - 1, 11, 
lim Jr ]H,[g](x)-g(x)] dx=O. 
n-*m -1 
(3.34) 
Now if P is any polynomial, we have for n large enough, 
dx 
G IIg-PII/l e I’jlrr(X)l dx+ IIPll/l Zk l’jzn(X) I dx+2llP-gIl* (3.35) 
-1 j=l -lj=1 
The second term in the right hand side of (3.35) converges to 0 as n + a, by (3.32). Further, by 
(3.33), the first and third terms are bounded by (C + 2) II g - P 11, with C independent of n, P 
and g. Since 1) g - P II may be made arbitrarily small, (3.34) follows. 
The quadrature convergence (3.31), for f continuous in [ - 1, l] is then an immediate 
consequence of (3.34) and (1.13). If a, b > 5, so that K > 3, Lemma 3.4(i) and Lemma 3.5 show 
that 
‘jlrz(X) - c”,(X) 1 + I h,,,(x) I + I h,,,(x) I dx = 0. 
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Then, exactly as in the proof of Theorem 2.8, we may prove (3.34) for any g(x) bounded and 
Riemann integrable in [ - 1, 11. The quadrature convergence (3.31), for f bounded and Riemann 
integrable in [ - 1, 11, then follows. 0 
Theorem 3.6 may be applied to the Clenshaw nodes which are the zeros of (1 - x2) U,_ *( x), 
but not to the Basu nodes which are the zeros of (1 - x2)T’_*(x). In fact a result such as 
Theorem 3.6 is not valid for the Basu nodes, since the next lemma shows that a, b >, i is 
essential for H,,,[k] and H,,,[k] to be bounded. Note too that if a = 4 or b = i, then the 
following lemma shows that Hun[ k] or H,r,[ k } need not tend to 0 as it -+ cc. One can then 
construct a bounded Riemann integrable f (for example f(x) = 0 in ( - 1,l) and f( f 1) = 1) for 
which (3.31) is not valid. 
Lemma 3.7. Let W E GJC( a, b) with a, b < 1. Then with K given by (3.2), 
h,,,(x) dx/ +jj_l::2hn,,(x) dxi - nl-*‘. 
Proof. By (1.6) and Lemma 3.1(i) 
h,,,(x) = (+(l + x1)“{ P,-,(K x>/P,-20K 1)}*(1- 2(x - l>K(l>}. 
Here, by Lemma 3.l(ii) and Lemma 2.3(vii) and since p;( W, l), p,( W, 1) are positive, 
8;,(l) =p;-*(W, l)/p,_,(W, 1) + $ - n*. 
Then for 1 x 1 < $ and n large enough, Lemma 2.3(vi) shows that 
h,,,(x) - nW(l- n-*)p;_,(W, x) - n’-*“p;_,(W, x). 
Since (see [16, Theorem 4.2.6, p. 42]), 
lim l/2 
p,‘(W, x) dx = 71-l I’* (1 - x2)-““W(x)-’ dx, 
n+oo / -l/2 J -l/2 
we have 
J 
r/2 
_1,2hlln(x) dx - n’-*‘. 
Similarly 
h,,,(x) dx - ~l-*~.. •I 
Our final result uses the error formula for Hermite interpolation to obtain error constants for 
smooth functions: 
Theorem 3.8. Let n be a positive integer, let 
-1 < x,, ( x,_1 n < . *. < Xln < 1, 
and let 
Q,(x) = ,fj b - xin). 
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Let f(x) be 2n times continuously differentiable in [ - 1, l] and let k(x) be measurable in 
[-1, 11 with Jlkll < 00. Then 
lI:[f; k] - /;;f(x)k(x) dxl G Ilkll lIfc2’) ll((2~~!)-1/~IQ:b) dx. (3.36) 
Equality is attained in (3.36) when f (2n)( x) and k(x) are constant in [ - 1, 11. In particular, 
when WE GJC(a, b) and Q,(x) =p,(W, x), and with 7) given by (3.1), 
i 
1, 77< +, 
J 
IiQt(x) dx - log n, 17 = i, (3.37) 
n2v-i > 11’ +, 
while if Q,(x) = (1 - x~)P,_~(W, x), 
1, I?< 3, 
J 
1 
_lQ,‘(x) dx - log n, 
i 
77 = 3, 
n2~-3 
> Tj> 1. 
(3.38) 
Proof. By the error formula for Hermite interpolation [4,5], for each x E (- 1, l), there exists 
6, E ( - 1, 1) such that 
f(x)- W[flb)= &,f'2"'o,)Q~b)- 
Hence 
(r,:[f; kl - /;lfok(x) dxl G /;liH,*[fb4 -fb)ilkb) I dx 
G II k II II f (2n) II (@n)!)-’ /tIQib) dx. 
If f c2”)(x) and k(x) are constant in [ - 1, 11, then we see that 
I,*[f; k] - /ll/(x)k(x) dx= -k(l)f(2”)(l)((2n)!)-1/~IQ~(x) dx. 
Now suppose WE GJC( a, b) and Q,(x) =p,( W, x). We shall establish lower bounds to match 
the upper bounds in (3.11). To this end, we use Theorem 9.13 in [16, p. 1711: 
Let 6 > 0, J,, = (- 1 + Sne2, 1 - 6nP2) and for x E J,, let x,,, denote the closest abscissa to x: 
Then 
p,‘( W, x) - n (x - ~[~)~(l - x~))~X;‘( W, x) 
- n2(x - ~,~)“(l - x2)-“‘W(x))‘, 
by Lemma 2.3($. If also x > 0, it follows that 
p,‘( W, x) - n2(x - x,n)2(1 - X)-3’2-a. (3.39) 
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Let us write x = cos 8, 0 E (0, $r), 
X = cos Bjn, ej,qo, IT), 
e,‘:=o, en+l,n=7r. 
j=1,2 )... n, 
It is known that [16, p. 167; 17, p. 351, that 
e/+1,, - ‘j,n - l/n, uniformly for 1 <j < n. 
Hence for some e > 0, 
'j+l,n - ej,n 2 qn, uniformly for 0 < j < n . 
Let us suppose that also 
e/(4+ Ie-e,,I ~(24. 
Then if 12 1, 
8 2 e,, - c/4n 2 e,, - Se,, , 
by (3.41) with j = 0. Thus 
e - e,, . 
Next, as sin u - u for u E [0, SIT], 
(3.40) 
(3.41) 
(3.42) 
(3.43) 
Ix - xln I = 2(sin($(8 - e,,)) sin(+(O+ e,,)) ( - 1 e - e,, 1 I e + e,n I 
- n-18,, - n-l(l/n), (3.44) 
by (3.40) and (3.43). Further, 
1 - x = 2 sin2( $0) - 82 - e:, - ( l/n)2. (3.45) 
Thus if Jl, denotes the set of all x E (0, 1 - Snp2) satisfying (3.42) for some fixed 12 1, we have 
by (3.39), (3.44) and (3.45) 
with C, independent of 1 and n. Summing over all such J,,, we obtain for some C, 
/ 
'p,2(W, x) dx > Cln2”-l E l-2”_ ;I;:: 
0 I=1 
i 
1 
0'7, 
a=L 2, 
1, a< 4. 
Similarly 
i 
n2b-1 
, b>i, 
/ 
‘p,“(W, x)dx>C, logn, b=i, 
-1 
1, b-c 3. 
Then, combined with the upper bounds in (3.11), we obtain (3.37). The proof of (3.38) is similar. 
0 
A. Alaylioglu, D.S. Lubinsky / Product quadrature algorithm 261 
It is clear from the above result that we may well obtain asymptotically smaller error constants 
when dealing with (2n)th continuously differentiable functions if we use the zeros of (1 - 
x*)p,_*( W, x), rather than the zeros of p,( W, x), as points of integration. This provides a 
contrast to Theorems 2.8 and 3.6, where including the endpoints f 1, as points of integration, 
yielded convergence only for a smaller range of a and b. 
Finally, we remark that it is possible to obtain convergence of 1,[f; k] using the results of [17] 
under weaker assumptions than 11 k 11 -C co. Let U(x) be a Jacobi weight, WE GJC( a, b), and 
%I’ X*n’. . * 3 x,, denote the zeros of p,( W, x). By Holder’s inequality, if p, q > 1 and 
P -I+ q-1 = 1, 
< (1’ lH,[f](x) -f(x) l”U(x) dx)l’P(/l (k(x) (W-q(x) dx)l’q. (3.46) 
-1 -1 
By Theorem 5 in [17], the first integral in the right hand side of (3.46) converges to 0 for all f(x) 
continuous in [ - 1, l] if and only if 
1 
’ W-p(x)U(x) dx < cc. (3.47) 
-1 
Thus convergence of 1,[f; k] is assured if we can find a Jacobi weight U(x), and p, q > 1, such 
that (3.47) holds and 
J 
’ ) k(x) I qU’-q(x) dx < cc. 
-1 
The case q = 1 and p = CO may also be considered using results of Szegii [25]. 
4. Derivation of the numerical quadrature rules 
The numerical construction of the quadrature weights is based on the efficient computation of 
the Lagrange functions 1,,(x) which appear in (1.6) and (1.7). The numerator of I,,(x) of (1.5) is 
expressed in coefficient form as 
fi (x -x,,) = i c&)x’-‘. (4.1) 
i=l 
i#j 
I=1 
Squaring one obtains the numerator of l,‘,(x) in a similar way, namely 
i 1 fI (x - Xin) i=l i#j s=l t=1 
2n-1 
= c y,(j)x’_‘. 
r=l 
The denominator of If,(x) is given by the constant 
(4.2) 
V-3) 
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and the expression l&(x,,) which appears in (1.6) yields a scalar that can be evaluated from 
#Bj, = li’,(Xj,) = t l 
l=1 Xjn - xtn . 
i+j 
(4.5) 
The subscription p and p will be omitted for ease of notation. 
Hence, Hermite functions take the form 
hi,,(X) = ; 1 - 2P2Ely,(j)x’+ 2pxj2&~(j)x’-’ ) 1 r=l r=l (4.6) 
h/h(X) = $ I ~~11Yr(~)x.xj2~1y~(i)x~-~] r=l 
and the quadrature weights are given by 
> (4.7) 
Hj*,= b [ *E’Yr(j)g( 
2n-1 
r9 ‘) -xj C Yr(j>g(‘- ‘> ‘> 3 
r=l r=l 1 
(4.8) 
(4.9) 
wherein 
g(r, 4 = J 
1 
x” eiTX dx 
-1 
represent the moments. 
Introducing 
2n-1 
(4.10) 
+(.L 4 = El Y,(MC r), (4.11) 
2n-1 
KL 4 = c ur(.d&- 1, 4 
r=l 
and 
Q = G(j> T> - Xj$(j, 71, 
numerical evaluations of HjI are effected by the simple expressions 
Hji, = (1 - 2PQ )/P > 
(4.12) 
(4.13) 
(4.14) 
Hj2n = Q/P* (4.15) 
Thus, the problem of integrating oscillatory functions reduces to the evaluation of 2n moments 
which depend on r i.e. g( I - 1, r), I= 1(1)2n + 1 as required by (4.8) and (4.9). After separating 
the real and imaginary parts of (4.10), these computations can be done by making use of the 
finite series given in Gradshteyn and Ryzhik [12]. 
J 
1 
xrcos 7x dx= i I! 
r xr-’ 
1 
0 1 
li_1 sin(7x + */IT) =gJr, T), 
-1 l=O 7 
-1 
/lx’sinTxdx= i I!(;)< COS(~X+~/~)~ =g& 7), 
-1 l=O r+ -1 
(4.16) 
(4.17) 
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where the subscripts c and s denote the cosine and sine trigonometric weight factors. It is 
obvious that the above moment evaluations are independent of the choice of quadrature points 
xI, j=l, 2 ,..., n. The choice is reflected only in the coefficients y,(j), which in turn are 
evaluated independently of 7. It is therefore possible to use y,(j) determined by the present 
approach to derive new quadrature formulas for other weighted integrals 
l_lp(x)k(x) dx (4.18) 
if the required values of 
J 
1 
x’k(x) dx 
-1 
(4.19) 
are available in a suitable form for automatic computations as in (4.16) and (4.17). In the case of 
a logarithmic singular integrand for which 
the integrals can be evaluated from the following expression for r 2 2 
glog(r, A)= i (-l)‘+l(;)A’/:Ix’-i loglx-Al dx 
i=l 
+ (x-A)‘+‘logIx-AJ _ (x-x)‘+’ 
[ 
l 
r+l (r+ 1)’ 1 -r’ 
The two lowest order integrals are 
g,,,(o, X) = (1 + A) log(1 + A) + (1 - A) log(1 - X) - 2, 
g,,,(l, A) = 4(1 - A)’ log( &+I -A. 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
A useful advantage of the present algorithm is that the method is based on the efficient 
construction of Hermite functions without the inversion of a matrix. This algorithm does not 
restrict the abscissas at the zeros of orthogonal polynomials, but allows freedom of choice which 
does not exist in the usual construction of quadrature rules. 
The finite series in (4.16) and (4.17) ‘converge’ rapidly when r is large, however the 
coefficients I!( 1) may become quite large for small r and serious instabilities may arise due to 
the generation of large numbers with attendant cancellations when the terms of the series are 
summed. This effect can be circumvented by using series expansions for the trigonometric 
functions in (4.16) and (4.17). The expressions 
J 1 x’ cos rx dx = 2 2 
(-l)‘? 
-1 I=o (21+ r + 1)(21)! ’ 
when r is even and 
(4.24) 
J 1 1 21+1 xr sin TX dx 7 = 2 g (-1) 
-1 ,=o (21+ r + 2)(21+ l)! 
(4.25) 
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when Y is odd, are readily obtained and are apparently most useful in the case of small r and 
large r. In practice it is easily demonstrated that the truncation may be effected after 2[7] + 10 
terms. The infinite series in (4.24) and (4.25) exhibit instability for large 7, which is complemen- 
tary to that observed in the finite series when 7 is small. This effect can be discussed by 
considering the general term of the series having the form 
( - l)Jr1/(21)!. (4.26) 
The factor (21+ r + 1)-l, which assists convergence in any case has been omitted. The magni- 
tude of terms 0 G I G I, demonstrates that for a given r the maximum value is attained when 
21= [T] and this maximum is 
L = @l/(21)!, I = 0, 1, 2,. . . (4.27) 
Consequently, when the alternating series for cos 7 is summed this initial increase in the size of 
the terms results in cancellation if L is large. In practice, it is observed that for values of r G 4 
there is hardly any diminution in accuracy. Thus, for small 7 the series (4.24) and (4.25) are 
utilised and when r > 4 a switch is made to (4.16) and (4.17). 
5. Numerical results 
Numerical tests were performed for Hermite rules based on Filippi (U), Polya (T), Filon (F), 
and Basu (B) points. These points are defined by: 
Filippi: xjn = -cos$, j = l(l)n 
Polya : 
i 
2j-1 T 
xjn= -cos ~.- 
n i 2 ’ 
j = l(l)n, 
2(j - 1) Filon: xi,= n_l -1, j=l(l)n, 
Basu : ~.- j = 2(l)n - 1, 
(5-l) 
(5 3 
(5 -3) 
(5 -4 
and xi,, = -1, x,, = 1. 
The closed formulas, F and B, yield identical results when the number of integration points is 2 
or 3, since their nodes coincide. The numerical results attained in performing convergence tests 
with increasing n indicate that instability arises for n 2 7. This is due to the varying magnitudes 
of Y, from yZr = 1 to yr = 0( h-‘) which cause a loss of roughly c significant figures. For the 8 
and 9 point rules the number of figures lost are 3 and 4. It is therefore necessary to use double 
precision arithmetic as n gets larger. The Basu points are observed to converge faster in 
numerical experiments especially when 7 gets large. It is observed that the Hermite product 
algorithm produces favourable results when compared to the earlier lagrange rule, however at a 
greater computational expense. A group of six oscillatory integrals, each evaluated by a set of 
n=l , . . . , 10 Lagrange product rules, required a total of 1.9 sec. of CPU time. The corresponding 
Hermite product CPU time is found to be almost an order of magnitude higher. Notwithstanding 
this, the Hermite algorithm can be considered as a useful alternative to the Lagrange rule for 
very low orders, whenever f(x) is a smooth function over the interval. 
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Table 1 
Number of significant figures obtained in the evaluation of (5.5) 
7 n Lagrange Hermite-Fijer 
B F T U B F T U 
lo2 2 3 3 
3 3 3 
4 5 2 
5 4 3 
6 6 3 
7 6 4 
lo3 2 3 3 
3 3 3 
4 4 5 
5 5 4 
6 5 4 
7 5 4 
lo4 2 4 4 
3 4 4 
4 4 5 
5 5 4 
6 4 4 
7 5 5 
lo5 2 5 5 
3 5 5 
4 7 5 
5 7 5 
6 7 5 
7 8 6 
1 
1 
1 
2 
2 
3 
1 
1 
1 
2 
2 
3 
1 
1 
1 
1 
2 
2 
1 
1 
1 
2 
2 
3 
1 
2 
1 
2 
2 
2 
1 
2 
2 
2 
2 
2 
1 
1 
1 
2 
2 
3 
1 
1 
1 
2 
2 
2 
5 5 
5 5 
5 5 
6 6 
6 6 
6 6 
5 5 
5 5 
6 6 
7 6 
7 6 
7 6 
1 
1 
2 
2 
3 
3 
1 
1 
2 
2 
2 
3 
1 
1 
1 
2 
2 
3 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
1 
1 
1 
2 
2 
2 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
The behaviour of the present algorithm was compared in testing the Hermite-Fejer procedure 
for functions which are not differentiable on [ - 1, l] against the Lagrange procedure involving 
the same nodes. As an example consideration is given to: 
I ’ f(x) cos TX dx, -1 
The computations were performed in single precision on a CYBER 750 computer, which has a 
4%bit mantissa in binary floating point arithmetic. The accuracy of integration is illustrated in 
Table 1 by recording the typical number of significant digits in the answer that the rule 
calculates. 
Furthermore the convergence behaviour for the example 
is also demonstrated. The results are as indicated in Table 2. Moreover, the performance of the 
Hermite algorithm is tested for logarithmic singular integrands. For illustrative purposes, the 
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Tabe12 
Number of significant figures in the evaluation of (5.6) 
7 n Lagrange Hermite-Fijer 
B F T U B F T U 
10’ 2 3 3 
3 3 3 
4 4 3 
5 4 3 
6 4 4 
7 4 4 
103 2 2 2 
3 2 2 
4 2 3 
5 3 3 
6 3 3 
7 3 3 
lo4 2 4 4 
3 4 4 
4 5 5 
5 5 5 
6 6 5 
7 6 6 
10S 2 5 5 
3 5 5 
4 6 5 
5 6 5 
6 7 5 
7 7 6 
1 
1 
2 
2 
2 
2 
2 
1 
1 
2 
2 
3 
1 
1 
1 
2 
3 
3 
1 
1 
1 
1 
2 
2 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
3 
3 
2 
2 
2 
2 
3 
3 
1 
1 
1 
1 
2 
2 
4 4 
4 4 
6 4 
6 4 
6 4 
6 5 
5 5 
5 5 
6 5 
6 6 
6 6 
6 6 
2 
3 
3 
3 
3 
3 
2 
2 
2 
3 
3 
3 
1 
1 
1 
2 
2 
3 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
1 
1 
1 
1 
1 
2 
1 
1 
1 
1 
2 
2 
1 
1 
1 
1 
2 
2 
semi-infinite integral 
J 
cc 
e-'Y logly-21 dy (5.7) 
0 
is considered which is first mapped onto [ - 1, l] by the transformation y = (1 + x)/l - x) 
yielding 
J 
1 e(2x+W(x-‘) 
J 
1 
e(2X+2)/(x-1) ]og)x - +( 2 dx (5 .g> 
-1 _r (1 - x)’ * 
The logarithmic terms have singularities at x = 3 and x = 1, but the integrand is singular only at 
x = f. Therefore the first integral is evaluated by IMSL library subroutine DCADRE. The 
second integral is evaluated by the present Hermite product quadrature algorithm, employing 
Basu points. 
In a recent paper, Alaylioglu, Lubinsky and Eyre [3] have evaluated this integral by a cubic 
B-spline algorithm. Numerical comparisons for the same number of function evaluations in 
Table 3 indicates that Hermite interpolatory rules are superior to the B-splines. In general very 
accurate and efficient results are observed when f(x) is infinitely differentiable in the interval 
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Table 3 
Number of significant figures in the evaluation of (5.7) 
n Hermite rule Cubic B-spline 
2 1 1 
3 2 1 
4 3 2 
5 4 2 
6 5 2 
7 7 2 
8 9 2 
9 11 3 
[ - 1, l] as in this example. In applications, where f(x) may not be fitted for a small n ( < 7), 
accuracy can be increased by using subdivisions between the complete cycles of the oscillatory 
weight factor, or it may prove useful to employ alternative techniques as in [3]. 
Comparative studies of [2] and [3] show that the present Hermite rule does not exhibit further 
computational difficulty over the Lagrangian rule. The complexity of both algorithms stems from 
constructing the interpolation polynomial with respect to powers of x in (4.1). However, efficient 
ways of evaluating the coefficients are made available in the Appendix. Furthermore, the 
coefficients (Y,, I = 1,. . . , n are evaluated independently of 7 and hence can be used for 
oscillatory or nonoscillatory integrals. The 7 dependent terms g, and g, of oscillatory integrals 
are evaluated independently of nodes and allocated in the computer storage of 7. 
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Appendix 
There are various 
n 
ways of evaluating ai( j) of X1 in the following equation 
n-1 
n (x -x,,) = n (x - qJ = i a,(j)x’-i. 
i=l 
i#j 
.$=l I=i 
An efficient way is given in [l], based on the recurrence relation 
‘I,,= ‘j-i,,-, - 77i-1’i-l,/> i = 3(l)n, l=2(l)i-1 
and 
zi,i = -rlr-iZj-i,i9 zl,i = zi-_l,i-i> i = 3(l)n, 
(A4 
(A-2) 
(A-3) 
(A-4) 
using the initial values 
z*,z = 1, z,,, = - -vl 
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and yielding the result 
fa> = z,,,. (A-5) 
A more economical approach in terms of arithmetic operations can be given with some expense 
of storage. The coefficients Z,,, can be evaluated from the following backward recurrence 
relation: 
‘n,i-1 = d,,i - Xjzn,i( -l)‘t j = 2(l)& i=n(-1)2 
with the initial value 
(A.6) 
(A.71 
where d,,i are the coefficients of x1 in the manic polynomial 
III,(x) = zfil (x - xin) = nfdn,ixi-l = (x - xj,) t Z,,,x'-'. (A.@ 
i=l I=1 
The following definitions of II,(x) arise according to the choice of quadrature nodes: 
Filippi : r&(x) = 2-W,(x), (A.% 
Poly& : n,(x) =2-9,(x), (A.10) 
Clenshaw: II,(x) = 2-(“-2)(1 - x~)U,_~(X), (A.ll) 
Basu : n,(x) = 2- (*-3)(1 - x2)T,_,(x) (A.12) 
where 7’,‘,(x) and U,(X) denote Chebyshev polynomials of the first and second kind. Coefficients 
d,,i enable the efficient numerical evaluation of Z,,i by means of synthetic division described by 
the recurrence (A.6), and hence yield al(j) as defined by (A.5). Since the coefficients of 
Chebyshev polynomials are readily available in the literature, a table of d, i for y1 < 7 can be 
allocated in the computer storage for ease of computation. 
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