In this paper, the Cauchy problem for the Helmholtz equation is investigated. By Green's formulation, the problem can be transformed into a moment problem. Then we propose a modified Tikhonov regularization algorithm for obtaining an approximate solution to the Neumann data on the unspecified boundary. Error estimation and convergence analysis have been given. Finally, we present numerical results for several examples and show the effectiveness of the proposed method.
Introduction
The Helmholtz equation arises in many areas, especially in practical physical applications, such as acoustic, wave propagation and scattering, vibration of structures, electromagnetic field and so on, see [3, 4, 8, 9] . The direct problems, i.e. Dirichlet, Neumann or mixed boundary value problems for the Helmholtz equation have been studied extensively in the past century. However, in some practical problems, the boundary data on the whole boundary cannot be obtained. We only know the noisy data on a part of the boundary or at some interior points of concerned domain. This is called an inverse problem. The Cauchy problem for the Helmholtz equation is an inverse problem and is severely ill-posed. That means the solution does not depend continuously on the given Cauchy data and any small change in the given data may cause a large change in the solution [10, 21] . The determination of sources was discussed in [17] . The reconstruction of the radiation field was discussed in [18] . Several numerical methods have been proposed to solve this problem. These include, alternating iterative algorithm based on the Landweber method in conjunction with the boundary element method (BEM) [14] , the conjugate gradient method with the BEM [15] , the singular value decomposition method (SVD) [2] and the method of fundamental solution (MFS) [12, 16, 23] . In paper [11] , the boundary knot method was applied to solve the Cauchy problem of the inhomogeneous Helmholtz equation. Recently, Teresa et al. in paper [19] used a wavelet method to solve the Cauchy problem of the Helmholtz equation. In this paper, we propose a regularization method for dealing with this problem in a special domain. The main idea is to transform the Cauchy problem into a moment problem and then use a Tikhonov type regularization method to solve the corresponding moment problem. Convergence analysis and numerical verification will be presented.
The paper is organized as follows. In Section 2, we formulate the problem and transform the Cauchy problem into a moment problem according to the idea in [5] . In Section 3, a regularization algorithm is proposed to solve the moment problem. In Section 4, the error estimate and convergence result are given. In Section 5, we give four numerical examples to demonstrate the effectiveness of our proposed method. Finally we give the conclusion in Section 6.
Formulation of the problem and transformation to a moment problem
Let Ω be a simply connected and bounded domain in R 2 with sufficiently regular boundary ∂Ω and Γ be an open part of boundary ∂Ω. Without loss of generality, we assume that Γ is connected.
Consider the following Cauchy problem: (2.4) where ds is the curve element.
(Ω) be a weak solution of the following problem
then by Theorem A.5 in Appendix, v q exists and satisfies 
10) In the following, we choose 
where µ n is determined by f , g, v n . It is noted that there is at most one solution to the moment problem (2.10).
A modified Tikhonov regularization method for solving the moment problem
In this section, we choose a basis of L 2 (∂Ω \ Γ ) in space H for a special domain and then the moment problem (2.10) will become a Hausdorff moment problem. Further, we use Tikhonov type regularization method to solve it. The error estimate and convergence analysis will be given in Theorems 4.2 and 4.3.
Let Ω ⊂ R 2 be a simply connected and bounded domain hereafter and ∂Ω \ Γ = {(x, y)|y = 0, 0 ≤ x ≤ 1} and Γ be a smooth curve in half plane {(x, y)|y ≥ 0} which connects two points (0, 0) and (1, 0), see [5, 19] .
It is easy to verify that v n satisfy
Then the Cauchy problem of the Helmholtz equation can be transformed to be the following moment problem:
where
, then the moment problem (3.4) becomes
furthermore, we have
, it is easy to know
In the following, we consider a finite moment problem for (3.6), i.e. take index n from 1 to N + 1. Then we obtain a linear system of equations,
and µ is a vector
a is a vector to be determined by solving (3.10)
, then we get a finite Hausdorff moment problem as follows:
The numerical computation for the Hausdorff moment problem (HMP) has been proposed in [1, 20, 22] . In this paper, we use a Tikhonov type regularization method to solve (3.12) and the basic idea comes from paper [24] .
Denote the finite Hausdorff moment problem (3.12) as an operator equation:
It is easy to see that A is a linear and bounded operator from L
and A ≤ √ π, refer to paper [20] .
Due to the ill-posedness of the Cauchy problem for the Helmholtz equation, we need to assume that Cauchy data f and g contain some noises. Let f δ and g δ be the measured noisy data satisfying
(3.14)
Moments corresponding to f δ and g δ in (3.5) are 
, (3.17) where · 2 is Euclidian norm in R N+1 and α is a regularization parameter.
The function ρ δ α,N is called a regularized solution of the moment problem (3.12).
It is known that for any function
One approximation to ρ δ α,N can be obtained by solving the following optimization problem in the finite-dimensional subspace X m . T is a solution of the linear system
, 
Convergence results
), in this section, we will give an error estimate for β−β δ α,N and obtain a convergence result while choosing a suitable regularization parameter α and a value of N. From (3.5), (3.14) and (3.15) , by the Hölder inequality, we can obtain
By the definition of function v n in (3.1), we have
where τ > 0 is a constant which depends on Ω and k.
According to (3.10), we know
Therefore, we have the following proposition:
The difference between a δ and a in 2-norm is bounded by
Proof. The difference between a δ and a in 2-norm is bounded by In the following, we estimate B 
(4.5)
The inverse matrix of B is then
It is not hard to obtain the inverse matrixes of P and Q, and the 2-norm of matrixes P −1 and Q −1 as follows
2 .
(4.10)
In the following, we estimate D −1
. Consider the linear system of equations
(4.12)
According to (4.11) , it is easy to see is satisfied, then we can prove
Therefore, by the induction, the estimate (4.14) is satisfied for all i = 1, 2, . . . , N + 1.
By (4.11), we have
According to (4.14) and (4.15), we can obtain
Further, consider (4.12), it can be obtained
Therefore, by (4.8)-(4.10) and (4.18), we have
(4.20)
Further, Hence by (4.4), we have In the following, the right-hand side terms in (4.21) are denoted by F N , i.e
(4.23)
By (4.3), we have
(4.24)
(4.25)
In the following, we give a convergence result. 
then there exists a constant C > 0 which depends on E, Ω and k such that Let ρ δ α,N (z) be defined by (3.17) , then from Theorem 3.4.1 in [24] and (4.25), we have
where C depends on Ω , E and k.
For 0 < k < ln 2,
In the case of k ≥ ln 2, we have
For this choice of N, we have
For the choice of N above,
The proof is completed.
Consider the following Neumann boundary value problem:
where we assume that g δ ∈ L
(Γ ).
Suppose that u is a solution of the Cauchy problem (2.1)-(2.3). By Theorem A.7 in the Appendix, the following error estimate is satisfied
where C > 0 is a constant depending on Ω , Γ and k.
Therefore we have the following main result.
Theorem 4.3. Under the assumptions given in Theorem 4.2, we have the following convergence estimate
where constant C > 0 depends on Ω , Γ , E and k. 
Numerical examples
We choose u(x, y) = It is observed that our proposed algorithm is effective and stable to noises.
Conclusions
In this paper, we propose a numerical method for solving the Cauchy problem of the Helmholtz equation. We firstly transform the Cauchy problem into a moment problem by using Green's formula, then we make use of a modified Tikhonov regularization method to solve the Hausdorff moment problem. The error estimate and convergence analysis have been presented. The numerical results demonstrate that our proposed method is accurate and efficient. 
Appendix
Let Ω be a simply connected and bounded open set in R 2 with a sufficiently regular boundary ∂Ω.
, the weak solution of the Neumann boundary value problem
is defined as a solution of the following variational problem:
where c is a real number. 
Proof. Define a(u, v)
By the Lax-Milgram Theorem from Chap. VII, Section 1 of book [6] , the variational problem (A.3) has a unique solution 
where C > 0 is a constant.
Proof. See Page 96 in Chapter VIII of book [7] and Pages 70-78 in Chapter IV of book [13] .
Furthermore, we have the following proposition.
Proposition A.4. The boundary value problem 
is a bounded linear operator. Note that
The boundary value problem (A.5)-(A.6) is equivalent to According to the Fredholm alternative theorem from Chap. VIII, Section 2 of book [7] , the boundary value problem (A.9) has a solution in L , i.e.,
is the eigenvalue of the Laplacian operator with the homogeneous Neumann boundary value problem. Thus, the proof is completed.
Theorem A.5. The boundary value problem
admits a unique weak solution in H 
Proof. If the statement is not true, there exist sequences
⊂ M are the weak solutions of problems
The problem (A.21)-(A.22) has the following variational formulation:
(A.23) Choose v = w, we have
(A.31)
Consequently, 
where C 3 > 0 is a constant which depends on Ω , ∂Ω and k.
combining (A.32), we have u L 2 (Ω) ≤ C g L 2 (∂Ω) , where the constant C > 0 depends on Ω , ∂Ω and k.
