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We consider a degenerate Bose gas confined in a double-well potential in interaction with a
trapped ion in one dimension and investigate the impact of two relevant sources of imperfections in
experiments on the system dynamics: ion motion and thermal excitations of the bosonic ensemble.
Particularly, their influence on the entanglement generation between the spin state of the moving
ion and the atomic ensemble is analyzed. We find that the detrimental effects of the ion motion on
the entanglement protocol can be mitigated by properly choosing the double-well parameters as well
as timings of the protocol. Furthermore, thermal excitations of the bosons affect significantly the
system’s tunneling and self-trapping dynamics at moderate temperatures; i.e., thermal occupation
of a few double-well quanta reduces the protocol performance by about 10%. Hence, we conclude
that finite temperature is the main source of decoherence in such junctions and we demonstrate the
possibility to entangle the condensate motion with the ion vibrational state.
I. INTRODUCTION
The recently attained experimental controllability for
generating and manipulating atomic quantum mixtures
affords a new playground to study many-body quan-
tum physics. Some examples are: the formation and
spread of correlations, mediated interactions and po-
larons [1–13]. Of particular interest is the generation
of genuine quantum correlations that are of relevance
for applications such as metrology [14] and sensing [15]
as well as for fundamental research related, e.g., to the
classical-to-quantum transition [16]. Within the plethora
of compound atomic quantum systems recently realized
in the laboratory (Bose-Fermi mixtures, spinor conden-
sates, etc.), atom-ion systems constitute a rather unique
platform because of the long-ranged interspecies interac-
tion – on the order of a few hundred nanometers – com-
pared to ultracold neutral matter, where the interaction
range is on the order of a few nanometers. The compet-
ing effects owing to the different length and energy scales
involved in the system enable one to study, as a paradig-
matic example, the polaron strong-coupling regime more
naturally [17]. They also give rise to phenomena like
density bubbles [18, 19] and the formation of mesoscopic
molecular ions [20, 21], to mention only a few (we refer
to Refs. [22–25] for comprehensive overviews on the sub-
ject). In all these instances, the crucial role played by
correlations beyond mean-field theory is the primary fea-
ture of such multilength and multienergy scale physics.
Among the cornucopia of systems exhibiting macro-
scopic quantum behavior, atomic Josephson junctions
∗ E-mail: mrebgha@iasbs.ac.ir
(JJ) have acquired special attention in the last few years
and offer unique prospects to study out-of-equilibrium
dynamics in a very controllable manner. For exam-
ple, measurements of high-order correlation functions [26]
and quantum transport [27–29] can be carried out. In the
former case, the system turns out to be a special-purpose
quantum simulator of the so-called sine-Gordon model,
which is a relevant integrable model for interacting quan-
tum field theories, that enables access to nonperturbative
information about different interesting quantities such as
correlation functions or excitation spectra [30]. Further-
more, it has been theoretically shown that the tunneling
dynamics in bosonic JJs (BJJs) can be controlled with
an impurity like a trapped ion enabling, e.g., the en-
gineering of tailored entangled states between the ionic
internal degrees of freedom and the motional states of a
Bose-Einstein condensate (BEC) [31, 32]. Particularly,
it has been shown that by accurately choosing the atom-
ion scattering length it is possible to induce macroscopic
self-trapping, namely, suppression of tunneling through
the barrier. Such a phenomenon was predicted to oc-
cur only by controlling the relative phase between the
condensates in the two wells and the interspecies interac-
tions [33]. Hence, such a capability would allow for the
generation of large many-particle impurity states useful,
e.g., for inferring scattering properties of the compound
system via interferometric measurements as well as for
information processing tasks [34, 35]. Moreover, such
ion-controlled BJJs can be viewed as building blocks of
quantum simulators of condensed-matter [36–38] and lat-
tice gauge models [39].
In previous studies of such controlled junctions, the fol-
lowing systems were investigated in detail: For the case of
a single atom and single ion in the presence of micromo-
tion and imperfect ion ground-state cooling [40], it was
ar
X
iv
:1
90
2.
09
59
4v
3 
 [q
ua
nt-
ph
]  
1 O
ct 
20
19
2found that a large ion-atom mass ratio and a minimal
atom-ion separation considerably reduce the detrimen-
tal effects of the ion micromotion, similar to what has
been pointed out in Refs. [41–43]. Many bosons interact-
ing with a static ion in the framework of the two-mode
Bose-Hubbard [31] and with numerical ab initio simu-
lations [32] have also been investigated. In particular,
Ref. [32] has confirmed that within the execution time
of the ion-BEC entanglement protocol, mean-field the-
ory describes very accurately the self-trapping dynam-
ics, whereas the two-mode approximation [44] with time-
dependent orbitals describes the tunneling regime very
precisely. Specifically in the tunneling regime, a natural
population analysis (i.e., computation of the eigenvalues
λj of the one-body density matrix) shows that a second
orbital becomes populated up to 5% (i.e., λ2 ≤ 0.05),
while at most 95% of the atoms are in the condensate
mode (i.e., λ1 ≥ 0.95). Hence, the occupancy of a second
orbital is indeed small, that is, mean-field and Bogoli-
ubov theory are quite good descriptions of the system
dynamics. Therefore, up until now, the system was in-
vestigated only (1) when the ion was tightly trapped so
that its motion could be neglected and (2) at zero tem-
perature. While case 1 could be justified to some extent
if the ion trap frequency is much larger than the atom
trap frequency, case 2 is much harder to attain, as in ex-
periments thermal fluctuations are unavoidable. Hence,
the present paper aims to include these effects in the de-
scription of the ion-controlled BJJ. Towards that end, we
derive equations of motion for the compound atom-ion
systems by starting from a many-particle wave-function
ansatz that is simpler than that of ab initio methods
at zero temperature [45–47], where all correlations are
taken into account. More precisely, in our ansatz we
shall assume that, regardless of the ion motional state,
the bosonic quantum state can be described by a product
state that relies upon the occupied eigenstate of the ion
in its secular trap. This uncorrelated bosonic state does
not prevent the occurrence of correlations between the
ion and the bosonic ensemble, which are the key ingredi-
ents for the observation of entanglement between the two
subsystems. In this way, as we shall see later, we can in-
clude thermal fluctuations in the degenerate Bose gas by
employing the truncated Wigner (TW) method [48–50].
This paper is organized as follows. In Sec. II we outline
the general theoretical model, while in Sec. III we inves-
tigate the problem of many weakly interacting bosons for
cases interacting with a static and a moving ion. Here
the goal is to investigate the impact of ion motion and
Bose gas finite temperature on the ion-controlled bosonic
Josephson-junction dynamics. In Sec. IV we investigate
entanglement generation between the ion and BJJ mo-
tional states, i.e., without an ion internal state. Finally,
in Sec. V we draw our conclusions and briefly discuss
future research directions.
II. THEORETICAL FRAMEWORK
In this section we introduce the microscopic many-
particle Hamiltonian, together with the interactions in-
volved in the problem, as well as the corresponding en-
ergy scales. Then, we outline the entanglement proto-
col we would like to implement that we shall investigate
against ionic motion and finite temperature of the Bose
gas. All this will form the basis for the subsequent anal-
yses.
A. Hamiltonian
We consider a trapped ion and an ensemble of bosonic
atoms confined in a double well, such that both sub-
systems can be treated in one dimension (1D), i.e.,
their transverse motions are frozen to the corresponding
ground state of their traps, as shown pictorially in Fig. 1.
Hence, the full Hamiltonian of the compound quantum
system at ultralow temperatures is given by
Hˆ =
N∑
j=1
 pˆ2j
2m
+ Vdw(zj) +
∑
ξ=↓,↑
V ξai(zj − Z)|ξ〉〈ξ|

+ g
∑
j<i
δ(zj − zi) + Pˆ
2
2M
+
Mω2
2
Z2. (1)
Here Pˆ (pˆj) and Z (zj) denote the momentum operator
and the spatial coordinate of the ion (j-th atom), and ω
is the ion secular trap frequency, if the ion is confined in a
Paul trap [51] or the frequency of an optical trap [52–54].
M (m) denotes the mass of the ion (atomic boson) and
g = 2~ω⊥as/(1−1.4603 as/a⊥) is the effective atom-atom
interaction in a waveguide [55]. Here ω⊥ is the frequency
of the atom transverse trap [typically a few tens of ω0 –
see also below Eq. (2)], a⊥ =
√
2~/(mω⊥) is the width
of the atomic waveguide, and as is the three-dimensional
(3D) s-wave atom-atom scattering length.
For the double-well potential we consider the following
simple analytical expression [44]
Vdw(z) =
b
q4
(z2 − q2)2, (2)
where b denotes the inter-well barrier height and 2q is
the distance between the two minima of the double-well
potential (see also Fig. 1). At the minima, i.e., at z = ±q,
by Taylor expanding to second order the above outlined
expression for the double-well potential, the potential can
be approximated by a harmonic potential with frequency
ω0 =
√
8b/mq2 (see dashed line in Fig. 1).
Finally, the atom-ion polarization potential is given by
Vai(z − Z) = −C4/(z − Z)4 (3)
with C4 = αe
2/2 [56]. Here α is the static polarizabil-
ity of the atom and e is the ion electric charge. Equa-
tion (3) represents the atom-ion interaction at long-range
3BEC,
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FIG. 1. An ultracold quantum Bose gas, the atomic density
N |ψL(z)|2 of which is depicted by the shadowed red area on
the left well, is confined in a double-well potential in interac-
tion with a single ion confined in a harmonic trap of frequency
ω located at the position of the barrier, i.e., z = 0 (the ion
energy levels are shifted by ~ω/2). The dashed black line in
the right well represents the harmonic approximation to the
double-well potential, the frequency of which is denoted by
ω0 (see main text). The ion internal spin (two-level system in
parentheses) or vibrational states (shadowed blue functions)
can be exploited to control the density current through the
barrier. The symbol ⊗ indicates the ion Hilbert-space struc-
ture consisting of the motional and spin degrees of freedom.
The entire setup constitutes an ion-controlled BJJ. The inset
in the top right corner displays the transport function q(t)
given in Eq. (9).
distances, thus not depending on the internal state of
the ion. However, at short-range, typically below a few
nanometers, the atom and ion electronic configurations
matter. Since such a reliance on the internal state is
generally not known, as accurate energy potentials are
extremely difficult to obtain, its impact on the atom-
ion wave function is accounted for by so-called scatter-
ing short-range phase shifts, which are used as boundary
conditions for solving the stationary Schro¨dinger equa-
tion [57]. In this sense, the state-dependence of the atom-
ion potential (3) on the electronic configurations has to
be understood. Furthermore, the interaction (3) is char-
acterized by typical energy and length scales that are
denoted as: R∗ =
√
αe2µ/~2 and E∗ = [~2/2µ(R∗)2]
with µ being the reduced mass. While one could employ
quantum defect theory [57] for solving both the time-
independent and time-dependent Schro¨dinger equation,
for the sake of numerical convenience we shall use the
following model potential replacing (3):
V ξai(z − Z) = vξ0e−γ
ξ(z−Z)2 − 1
(z − Z)4 + 1/$ξ , (4)
with ξ =↓, ↑ denoting the internal spin state of the ion.
As discussed in detail in Ref. [58], the parameter vξ0 is
fixed to a relatively large number (in units of E∗) in order
to ensure that the atom wave function at the ion loca-
tion is close to zero. On the other hand, the parameters
γξ and $ξ are chosen in such a way that the scatter-
ing phase shifts at large distances of the one-dimensional
(1D) atom-ion scattering problem at zero energy map
to the corresponding ones obtained with quantum de-
fect theory, from which the reliance of the short-range
phases, ϕe and ϕo, on the model potential parameters
is determined. Hence, a certain pair of model parame-
ters (γξ, $ξ) does correspond to a specific pair of short-
range phases (ϕe, ϕo), thus to a particular ion spin con-
figuration ξ =↑, ↓. Specifically, as model parameters
we have chosen [32] $↓ = 29(R∗)−4 and γ↓ = 10γmin
[$↑ = 80(R∗)−4 and γ↑ = γmin] with γmin = 4
√
10$,
which correspond to the quantum defect parameters
ϕ↓e = 0.23pi, ϕ
↓
o = −0.45pi (ϕ↑e = 0.23pi, ϕ↑o = 0.3pi).
In both cases, we have set vξ0 = 3$
ξ. We note that
the short-range phases are related to the correspond-
ing even and odd 1D atom-ion scattering lengths a↑,↓e,o =
−R∗ cot(ϕ↑,↓e,o). These can be tuned either by means of
magnetic Feshbach resonances or by the transverse ex-
ternal potential of the atom and the ion [57, 59, 60]. In
the case where the atom-ion entanglement is controlled
by the ion motion (see Sec. IV), we have used only the
pair corresponding to the spin state | ↓〉.
To conclude, we rescale the Hamiltonian in the follow-
ing units: R¯∗ =
√
αe2m/~2 and E¯∗ = [~2/2m(R¯∗)2],
where we have replaced the reduced mass with the mass
of the boson. For instance, for 87Rb we have R¯∗ ' 375.31
nm and E¯∗/h ' 0.41 kHz. We prefer to make this choice,
especially for the numerical simulations of the static ion
case, since in this way the factor µ/m that otherwise
would appear in the kinetic and trapping energies is re-
moved.
B. Entanglement protocol
Here we explain first which kind of entangled states we
are aiming at and secondly how we can generate them.
1. Target entangled states
Our objective is to generate entanglement between ei-
ther the internal or the motional state of the ion and the
motional state of the atomic ensemble. In particular, we
are interested in quantum states of the kind
|Ξtarget〉 = c0|ψL〉|η0〉+ c1|ψR〉|η1〉, (5)
where c0,1 ∈ C with |c0|2 + |c1|2 = 1, and |ηn〉 with
n ∈ N denotes either the eigenstate of the ion harmonic
trap, i.e., the usual harmonic oscillator state (n = 0 the
ground state, n = 1 the first excited state, etc.), or the
ion internal state η1 ≡↑, η0 ≡↓. Also, the atomic states
|ψL,R〉 with 〈ψL,R|ψL,R〉 = 1 denote the states of the left
and right well of the interacting bosonic ensemble, re-
spectively. These states are linear combinations of the
lowest energy symmetric and antisymmetric states of the
double-well potential. In the many bosons case, such
states are obtained by imaginary time propagation of the
Gross-Pitaevskii equation (GPE) [61–63]. In trapped ion
4experiments, superposition states c0|η0〉+ c1|η1〉 of inter-
nal states can be generated by controlling their detuning
with respect to the atomic transition and the light-ion
interaction strength, i.e., Rabi frequency. On the other
hand, ionic motional state superpositions can be attained
by laser pulses in Raman configuration [51]. To this end,
at the initial time, the ion and the atomic ensemble are
assumed to be noninteracting, which is attained by choos-
ing a sufficiently large inter-well separation q or, alterna-
tively, a large barrier height b. Here, however, we choose
to control dynamically q. In this situation, assuming that
the atomic bosons are initially prepared in the left well
(see also Fig. 1), the initial quantum state of the com-
pound system is simply the tensor product
|Ξinitial〉 = |ψL〉 ⊗ (c0|η0〉+ c1|η1〉). (6)
By properly choosing the model potential parameters as
well as a tailored time dependence of the inter-well sepa-
ration q(t), it is possible, as we shall see later, to produce
entangled states of the form (5). Because of the linearity
of the Schro¨dinger equation (no spin-nonconserving inter-
actions are assumed), however, we can focus simply on
two separated processes, namely either c0 = 0 or c1 = 0.
Indeed, starting from the Hamiltonian (1) and from the
most general representation of the many-boson–ion wave
function
|Ξ(t)〉 = c↑|Ψ↑(t)〉| ↑〉+ c↓|Ψ↓(t)〉| ↓〉, (7)
with η =↑, ↓ and |Ψη(t)〉 describing the motional state
of both the ion and the bosonic ensemble when the ionic
internal state is |η〉, one can easily verify that the full
many-boson–ion Schro¨dinger equation reduces to two in-
dependent Schro¨dinger equations for each of the ion in-
ternal states |η〉. This is a consequence of the fact that
we assume no dynamics for the ion internal state, e.g.,
due to spin-exchange collisions, as indeed the Hamilto-
nian (1) ensures. We then use a different ansatz for the
wave function |Ψη(t)〉 depending on whether we treat the
ion statically or not, as we shall discuss later in the paper.
Hence, if we can identify suitable short-range atom-ion
scattering parameters together with a proper choice of
the function q(t), such that the two processes
|ψL〉|η0〉 7→ |ψR〉|η0〉 |ψL〉|η1〉 7→ |ψL〉|η1〉 (8)
can be realized efficiently, we can indeed generate any
superposition state of the kind (5). This approach is
analogous to the typical strategy employed for verifying
the validity of an implementation of an entangled two-
qubit gate with two atoms [64, 65]; rather than showing
what happens to a particular superposition, one simply
demonstrates the feasibility of the entanglement scheme
on the computational basis and then for linearity it ap-
plies to any superposition. We note that the transforma-
tion (8) is indeed equivalent to a controlled-NOT two-
qubit gate, as we pointed out in Ref. [32], where the
internal or motional state of the ion plays the role of the
control qubit. We do not aim at investigating the per-
formance of a new scheme for a two-qubit quantum gate,
however, but rather at demonstrating the feasibility to
generate with such a compound quantum system meso-
scopic cat-like states, as the ones between a light field
and a single Rydberg-atom [66], against relevant experi-
mental imperfections. In conclusion, hereafter, when we
refer to atom-ion entanglement generation, we essentially
refer to the attainment of the transformations (8).
2. Protocol
As already pointed out, the two aforementioned dy-
namical processes are controlled by the inter-well sepa-
ration, for which we have chosen the particular form:
q(t) =

q0 t < 0
q0 − qmin
2
f(t) +
q0 + qmin
2
0 ≤ t < Tr
qmin Tr ≤ t < T ′,
q0 − qmin
2
f(t− T ) + q0 + qmin
2
T ′ ≤ t ≤ T
q0 t > T
(9)
where f(t) = cos(pit/Tr), T = 2Tr +Tw, and T
′ = Tr +Tw
(see also inset in Fig. 1). Here Tr is the time for de-
creasing and increasing the inter-well separation, whereas
Tw denotes the “waiting time”, i.e., the time needed to
transport the bosons from one well to the other one. Fur-
thermore, the maximum inter-well separation is denoted
by q0, whereas qmin is the minimum inter-well separa-
tion reached in the dynamics. We note that hereafter
we choose qmin in such a way that it is larger than the
critical atom-ion separation qc = 2[R
∗~/(Mω)]1/3 be-
low which the effects of micromotion become significantly
detrimental [40, 42]. We note, however, that micromo-
tion is not an issue for ion trapping techniques based
on optical fields [52–54] and that for linear Paul traps it
is advisable to engineer the double-well potential along
the longitudinal ion trap axis, where the radiofrequency
fields are absent. As a rule of thumb, in order to iden-
tify the most suitable parameters defining q(t), we fix
Tr = 12~/E¯∗ [67], q0 = 5R¯∗ and b = 5.5E¯∗, which ensure
that initially the Bose gas and the ion do not interact,
while Tw varies within the range 10 − 90~/E¯∗ and qmin
varies within the range 2− 3R¯∗ (experimentally realistic
parameters can be found in Ref [68]). In this way, the
fidelity, defined in Eq. (10), of the transformations (8) at
final time T is larger than 95%.
Finally, the performance of the processes (8) is assessed
by computing the Uhlmann fidelity defined as [69, 70]
F (t) = Tr[
√√
ρˆGσˆ(t)
√
ρˆG]. (10)
5Here ρˆG is the density matrix of the goal state we aim
at, i.e., ρˆG = |ψL,R〉〈ψL,R| for the bosonic system or
ρˆG = |n = 0, 1〉〈n = 0, 1| for the ion motion, whereas
σˆ(t) is the reduced density matrix of either the bosonic
or the ionic system at time t obtained by simulating the
many-body quantum dynamics with the protocol out-
lined above. Note that the above goal density matrices
ρˆG do correspond to pure states. Thus, attaining unity
fidelity for these states implies that the bosonic state is
one of the two pure states |ψL,R〉. In particular, we use
the one-body density matrix of the quantum state of the
Bose gas. We also note that for pure states the Uhlmann
fidelity reduces to the absolute value of the overlap inte-
gral between the evolved state |ψ(t)〉 and the goal state,
that is
FL,R(t) = |〈ψL,R|ψ(t)〉|. (11)
We underscore that the Uhlmann fidelity, which yields
a real number between zero and unity, is not directly a
measure of the entanglement between the atomic ensem-
ble and the ion, but rather a measure of the quality of
the transformations (8). The higher the quality of such
transformations is, i.e., the closer the Uhlmann fidelity to
unity is, the higher the quality of the target state |Ξtarget〉
is. For instance, assuming the ion to be static and the
bosonic ensemble to be at zero temperature, a measure
of the attainment of the desired target state is given by
the overlap fidelity
|〈Ξtarget|Ξ(T )〉| ≤ |c↑|2F↑(T ) + |c↓|2F↓(T ) ≤ 1, (12)
where F↑(T ) ≡ FL(T ), F↓(T ) ≡ FR(T ), and |Ξ(T )〉 given
by Eq. (7), but in mean field. Hence, in our subsequent
analyses we focus on attaining values of the Uhlmann
fidelities for the two mentioned processes as close as pos-
sible to unity, rather than concentrating our attention on
a specific choice of the coefficients c↑ and c↓, i.e., on a
particular entangled state. Indeed, in order to accurately
assess the overlap |〈Ξtarget|Ξ(T )〉| one would also need to
investigate the performance of the protocol in generat-
ing the initial superposition (6) of internal or motional
states of the ion, which is beyond the scope of the present
paper.
III. ENTANGLEMENT GENERATION WITH
THE ION INTERNAL STATE
In this section we investigate the impact of finite tem-
perature of the degenerate Bose gas and the ion mo-
tion on the entanglement protocol when the ion internal
degree of freedom controls the tunneling of the bosons
through the barrier, as suggested in Refs. [31, 32]. Hence,
here we assume that the ion is prepared, and possibly
kept, in the ground state of its (secular) trap.
A. Zero temperature
To begin with, we consider the case of a static ion. In
this scenario, the dynamics is well described by the GPE
i~
∂ψ
∂t
=
[
pˆ2
2m
+ Vdw(z) + V
ξ
ai(z) + g(N − 1)|ψ|2
]
ψ,
(13)
where ψ = ψ(z, t) is the condensate wave function nor-
malized to unity, N = 50, and g = 0.004 E¯∗R¯∗. At the
mean-field level, the tunneling and the self-trapping pro-
cesses can be characterized by the single parameter [33]
Λ =
UN
2J
, (14)
where U = g
∫ |ψL(z)|4dz is the onsite energy and J/~ =
1
~
∫
ψ∗L(z)
(
pˆ2
2m
+ Vdw(z) + V
ξ
ai(z)
)
ψR(z)dz is the tun-
neling rate. Upon the initial conditions, one can iden-
tify a critical value of Λ above which self-trapping oc-
curs. For instance, for the trap parameters b = 5.5E¯∗
and qmin = 2.55R¯
∗ we have Λc = 2. Particularly with
the ion, we have Λ = 0.54 for ($↓, γ↓), i.e., tunneling,
and Λ = 5.97 for ($↑, γ↑), i.e., the BEC is self-trapped.
This confirms that the BJJ can be indeed controlled by
a single trapped ion.
We have analyzed the performance of the protocol by
computing the Uhlmann fidelity by varying Tw and qmin,
but for fixed Tr = 12~/E¯∗ and q0 = 5R¯∗. The result of
this investigation is summarized in Fig. 2 (a) for the tun-
neling process only, since for the other pair of model po-
tential parameters, regardless of Tw and qmin, the bosonic
ensemble remains essentially in its original starting well,
namely, we have always macroscopic self-trapping. As it
can be seen, there are revivals dependent on the waiting
time and the minimal separation between the wells. This
indicates that there is a certain flexibility in the choice
of the trapping and timing parameters. In order to gain
insight about the origin of the revivals along the wait-
ing time Tw at fixed qmin, however, we have performed a
Fourier analysis which is summarized in Fig. 2 (b). We
compared the numerically extracted oscillation frequency
via Fourier transform, ΩFT, with the one obtained within
the mean-field two-mode approximation [33, 71], ΩTM,
the plasma frequency ΩP =
√
2UNJ + 4J2 [33], where
both U and J rely on qmin, and with the Rabi frequency
ΩR = 2J/~. As it can be seen, since the processes simu-
lated in Fig. 2 (a) are not precisely adiabatic, we cannot
attribute the oscillations of F to a single frequency mode.
Nonetheless, we note that for large values of qmin, ΩTM
– or ΩR as they are very similar – is the dominating one,
whereas for small values of qmin the plasma frequency
ΩP seems to prevail over the other two modes. To con-
clude this analysis, in Fig. 3 we show, as an example,
the (normalized) density evolution of the two processes,
i.e., tunneling and self-trapping, the fidelity of which is in
both cases larger than 99%, thus proving the feasibility
of the protocol.
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FIG. 2. (a) Uhlmann fidelity at the final time T for a BEC
interacting with a static ion as a function of the waiting time
Tw and minimal well separation from the barrier qmin for the
model parameter pair ($↓, γ↓), which corresponds to the tun-
neling regime. The barrier height is set to b = 5.5E¯∗. (b)
Oscillation frequency of the Uhlmann fidelity shown in panel
(a), i.e., along its vertical axis, for various minimal separations
qmin: ΩP is the plasma frequency, ΩFT is the frequency of the
oscillations of panel (a) obtained via Fourier transform, ΩR
is the frequency of the Rabi weakly interacting regime, and
ΩTM is the frequency obtained with the two-mode mean-field
model. The continuous lines are merely a guide to the eye.
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FIG. 3. Temporal evolution of the atomic density (nor-
malized to unity) for the pair ($↓, γ↓) (a) and for the pair
($↑, γ↑) (b) during the entanglement process for a BEC
and a static ion. Here, qmin = 2.55R¯
∗, b = 5.5E¯∗, and
Tw = 32~/E¯∗, which correspond to ω0 ' 2pi × 7.27 kHz for
7Li atoms and to ω0 ' 2pi × 0.77 kHz for 87Rb atoms. The
frequency ω0 is computed at q = q0, that is, when initially
atom and ion do not interact.
Now, the natural question is the following: How does
the ion motion influence the BJJ dynamics and specifi-
cally the transformations (8) of the ion internal degree
of freedom and the motional state of the BEC? In order
to answer this question, we first have to define a proper
ansatz for the correlated BEC-ion wave function and de-
rive equations of motion that take into account the ion
motion coupled to the quantum Bose gas. Towards that
end, we introduce the ansatz
|Ψ(t)〉 =
ni∑
n=0
cn(t)|Φn(t)〉|φn〉, (15)
where |Φn(t)〉 denotes the wave function of N bosons
when the ion state is in the n-th harmonic oscillator state
|φn〉, whereas
∑ni
n=0 |cn(t)|2 = 1 with ni being a cutoff,
i.e., we truncate the ion Hilbert space by considering its
most relevant portion (typically ni = 3 is sufficient for the
dynamics treated in this paper, as also discussed later).
The complex numbers cn reveal the degree of entangle-
ment between the degenerate Bose gas and the ion (i.e.,
the Schmidt number [70]), namely if c0 = 1 and cn 6=0 = 0,
then the compound quantum system is not entangled.
In general, solving the dynamics of the compound quan-
tum system for time-dependent cn and |Φn〉 can be very
involved. The previous study [32] on the static ion ap-
proximation shows that it is very reasonable to make the
ansatz |Φn(t)〉 =
∏N
j=1|ϕ(j)n (t)〉, namely assume no cor-
relations between the bosons, at least for times shorter
than a few tens of ~/E¯∗ like in Fig. 3. Thus, by employing
the so-called Dirac-Frenkel variational principle [72, 73],
we can derive the corresponding equations of motion for
cn(t) and |ϕ(j)n (t)〉, which are outlined in Eqs. (A20-A21)
in the appendix. By solving these equations, we can then
obtain the corresponding one-body density matrix for the
bosons as well as the density matrix of the ion from the
full density matrix ρˆ = |Ψ〉〈Ψ|. The N -body density ma-
trix is given by
ρˆBG = TrI(ρˆ) =
∑
n
|cn|2ρˆ(n)BG, (16)
where ρ
(n)
BG = |Φn〉〈Φn| is the density matrix of the
bosonic ensemble when the ion is in the n-th motional
state of the trap. Thus, ρˆBG is the weighted average over
the motional states of the ion. The one-body density
matrix of the degenerate Bose gas is then obtained by
tracing out N − 1 bosons, which yields
ρˆ1BG = TrN−1(ρˆBG) =
∑
n
|cn|2|ϕn〉〈ϕn|. (17)
On the other hand, the ion density matrix is given by
ρˆI = TrBG(ρˆ) =
ni∑
n,n′=0
cnc
∗
n′〈ϕn′ |ϕn〉N |φn〉〈φn′ |. (18)
Hence, the fidelity of each of the two processes is deter-
mined by replacing σˆ in Eq. (10) with ρˆ1BG of Eq. (17)
and by the ground state occupancy of the ion. In other
words, the total fidelity is defined as
F = F |c0|2. (19)
We note that while the states |ϕn〉 are normalized to
unity, they are in general not orthogonal to each other.
We have analyzed the effect of the ion motion on the
entanglement protocol for different ion trap frequencies.
The findings are illustrated in Fig. 4, where we have
chosen to rescale the ion trap frequency in units of the
double-well characteristic frequency ω0. We see that the
larger the ion trap frequency is the better the static ion
approximation is. In particular, for the self-trapping
regime (STR) (circles) this holds already for moderated
trap frequencies, i.e., larger than (approximately) 30ω0,
whereas for the tunneling regime (TR) (squares) the ion
trap has to be much tighter in order to attain the static
ion limit. This can be explained by the fact that for
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FIG. 4. Total infidelity, i.e., 1 - F , as a function of the
ratio ω/ω0 for the pair ($
↓, γ↓) (squares) and for ($↑, γ↑)
(circles). Here qmin = 2.55R¯
∗, b = 5.5E¯∗, and Tw = 32~/E¯∗.
The continuous line is merely a guide to the eye.
shallower ion traps the ion wave function plays a major
role in the tunneling dynamics of the bosons, because
of the long-ranged atom-ion interaction. This effect is
completely neglected in the static ion limit, where the
reliance of the tunneling rate on the ion is only due
to the atom-ion short-range phases, i.e., the short-range
part of the atom-ion potential. On the other hand, for
the STR it turns out that the Λ parameter (14) is only
marginally affected by the ion wave function, that is, it is
still above Λc, thus ensuring the self-trapping condition,
unless ω ≤ 10ω0 as we found from a numerical analysis.
We note that in that scenario a Markovian description of
the ion dynamics in the framework of quantum master
equations [43] would not hold, as the correlation func-
tions of the bosonic bath would decay on the time scale
of the ion’s dynamics.
Finally, in Fig. 5 we display the time evolution of the
occupancies |cn|2, that is, the population of the vibra-
tional states of the ion trap [see also Eq. (15)], for two
ion trap frequencies. First of all, we note the appear-
ance of peaks for ion vibrational states higher than the
ground state [see panel (b)-(c) and (e)-(f)]. We attribute
these peaks to the occurrence of several avoided crossings
in the single-atom and single-ion energy spectrum as a
function of the well separation q, as shown in the panel
(g) of Fig. 5 as well as in a detailed analysis in Ref. [40].
As it can be seen, the larger the ion trap frequency is,
the smaller the contribution of energetically higher trap
states is. As we already pointed out, for shallower ion
traps, the ion wave function is broader and, because of
the long-range atom-ion polarization potential, the in-
teraction occurs over a longer time. Thus, not only does
the ion modify the tunneling rate of the bosons, but also
the atoms significantly affect the ion motion by causing
population of additional vibrational states. Hence, the
condition for which the ion is kept in the ground state
is no longer satisfied, and, as a consequence, the total fi-
delity F decreases. Therefore, the static ion approxima-
tion is reasonably good for both processes if the ion trap
frequency is roughly larger than 100ω0 (see also Fig. 4),
when we choose particular values of the trap and tim-
ing parameters. By properly choosing those parameters,
however, as shown in Fig. 6 for a particular set of trap
and timing parameters, we find that the processes (8) are
still possible with quite good fidelities (above 90%) even
at shallow ion traps (cf. Fig. 4 for ω/ω0 = 18.8). At the
same time, the ion is almost in the ground state of its
trap, i.e., mint{|c0(t)|2} ≥ 0.96. We note, however, that
in this case, since the ion trap frequency is smaller than
30ω0 (see also the cusp in the red line of Fig. 4), we have
for both ion internal states the tunneling regime, but with
commensurable rates. More specifically, for the state | ↓〉
(red line in Fig. 6) the tunneling rate is twice that of the
state | ↑〉 (blue line in Fig. 6). Moreover, the goal density
matrices are ρˆ↓G = |ψL〉〈ψL| and ρˆ↑G = |ψR〉〈ψR|.
In summary, while the ion trap plays a non-negligible
role in the Josephson dynamics, the entanglement proto-
col is attained efficiently by an accurate search of param-
eters.
B. Finite temperature
We proceed further with our analysis by investigating
the impact of thermal fluctuations of the Bose gas on the
correlated BEC-ion quantum state. To this end, we em-
ploy the truncated Wigner method [48]. This method,
which belongs to the family of so-called classical fields
methods [74, 75], consists of generating a stochastic en-
semble of initial matter-wave fields that are then propa-
gated by means of the time-dependent GPE. Contrary to
the usual GPE, which describes the evolution of the con-
densate wave function only, in the TW method the wave
function describes the entire matter-wave field, i.e., both
the condensed and noncondensed part. By averaging over
a sufficiently large sample of stochastic fields, one can
compute quantities like one-body and two-body density
matrices that can be then used to obtain observables of
interest, e.g., correlation functions. Furthermore, in the
TW method the temperature of the gas is set initially
by choosing a thermal state at temperature T . In the
particle-number-conserving Bogoliubov approach [76, 77]
that we adopt here, the thermal state is a canonical en-
semble in which the many-body Hamiltonian is replaced
by the quadratic Bogoliubov Hamiltonian [49]. Within
this approach the number of noncondensed atoms has
to be small compared to N , thus implying that rela-
tively low temperatures can be treated. At the same
time kBT /(~ω0) > 1 has to be fulfilled, that is, the tem-
perature cannot be too low as well. For further details
on the method, see Refs. [50, 78].
We begin our analysis by investigating the static ion
limit. In this scenario, the standard TW method can be
straightforwardly employed [79], since the atom-ion po-
larization potential appears in the GPE (13) as an addi-
tional external potential for the bosons. In this setting,
as a goal state, i.e., the density matrix ρˆG, we use the
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FIG. 5. Time evolution of the occupancies |cn|2 for n = 0, 1, 2 for the pair ($↓, γ↓), i.e., internal ion state | ↓〉 (a-c), and for
($↑, γ↑), i.e., internal ion state | ↑〉 (d-f). The trap parameters are chosen as in Fig. 4. The blue line corresponds to ω = 6.3ω0,
whereas the red dashed line corresponds to ω = 12.6ω0. In the panel (g) we show an example of the energy spectrum for an
atom and an ion as a function of the separation q for the model parameters corresponding to the ion internal state | ↑〉. The
labels |ni, na〉 on the right-hand side of the panel indicate the number of excited quanta in the ion (ni) or in the atom (na)
trap, respectively. In this case the ion trap frequency is ω = 6.3ω0.
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FIG. 6. Uhlmann fidelity (10) with goal density matrices
ρˆG = |ψL,R〉〈ψL,R| for a moving ion in a harmonic trap of
frequency ω = 18.8ω0 and qmin = 2.05 R¯
∗, q0 = 5 R¯∗, Tw =
37 ~/E¯∗, Tr = 5 ~/E¯∗.
initial one-body density matrix of the Bose gas at tem-
perature T when the two subsystems are well separated,
i.e., the ion does not interact with the quantum gas, i.e.
ρG(z, z
′) = 〈z|ρˆG|z′〉 = 〈ϕ∗0(z)ϕ0(z′)〉W − nqδz,z′ . (20)
Here nq = 1/(2∆z) mimics the δ-function on a spa-
tial grid (∆z is the grid spacing chosen in the numer-
ics), δz,z′ is the Kronecker delta, and 〈ϕ∗0(z)ϕ0(z′)〉W
represents the statistical average over the Ns stochas-
tic fields distributed according to the Wigner representa-
tion of the N -body density matrix of the Bose gas [80].
Note, however, that in this context the one-body den-
sity matrix is normalized to N +M/2 with M being
the number of Bogoliubov modes used in the expan-
sion of the noncondensed matter field (see Refs. [49, 50]
for further technical details). Thus, in order to make a
meaningful comparison with the zero-temperature case,
we first normalize to unity the density matrices, e.g.,
ρG(z, z
′) 7→ ρG(z, z′)/(N +M/2). This state, however,
differs from ρˆG = |ψL,R〉〈ψL,R|. Nonetheless, we note
that for the purpose of the entanglement generation we
do not necessarily require being in the condensate mode,
but in some motional state of the gas, e.g., a thermal
state, localized in either the left or the right well. Fi-
nally, the time-evolved density matrix σ(z, z′, t = T ) is
determined similarly to ρG(z, z
′).
The result of this study is summarized in Fig. 7, where
in the left panel we show the Uhlmann fidelity for the
tunneling process at kBT = 3.2 ~ω0 as a function of the
separation and waiting time, while in the right panel the
Uhlmann fidelity as a function of the temperature T is
shown. First, we see that the fidelity shows also at finite
temperature the same dependence on qmin and Tw, as in
the left of Fig. 2. Notwithstanding, the maximum of the
fidelity is no longer unity, but about 0.93. Hence, this
indicates a strong impact of the gas temperature on the
tunneling dynamics. Second, the temperature affects al-
most equally the TR and the STR (i.e., there is almost
the same slope in the right panel), even though the fi-
delity of the TR is worse than that of the STR, as atoms
do cross the barrier, and therefore do interact with the
ion more strongly than in the STR. In contrast to im-
perfect ion ground state cooling (see Fig. 9 in Ref. [40]),
however, the entanglement scheme is more resilient to
thermal excitations in the Bose gas, thus enabling one to
obtain the desired state at finite temperature still rea-
sonably well.
We continue the analysis by including the motional
degree of freedom of the ion. When the ion is moving,
however, the quantum dynamics of the combined system
does not simply obey the GPE, as we have seen in the
previous subsection, and therefore the TW method has
to be revisited. Initially, however, when the Bose gas
and the ion do not interact, the stochastic ensemble of
classical fields can be generated as in the standard ap-
proach, that is, by using the same prescription we used
for the static ion limit, as outlined in Ref. [49]. The
initial ensemble of stochastic fields is then propagated
according to Eq. (A21) instead of Eq. (13), where the
ion and condensate motion are correlated. We justify
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FIG. 7. (a) Uhlmann fidelity at the final time T for a bosonic
ensemble at the finite temperature kBT = 3.2 ~ω0 interacting
with a static ion as a function of the waiting time Tw and min-
imal well separation from the barrier qmin for the tunneling
regime. The barrier height is set to b = 5.5E¯∗. (b) Uhlmann
fidelity at the final time T for the TR and STR processes
as a function of the quantum gas temperature T in units of
the well quantum ~ω0. The trap parameters qmin, Tw and
Tr have been chosen as in Fig. 3. The line connecting the
points is merely a guide to the eye. In both panels we have
N = 50 atoms with g = 0.004. The results are averaged over
Ns = 100 stochastic fields. As a rule of thumb, the number
of noncondensate atoms is about 13 for kBT = 3.2 ~ω0.
this approach by the fact that we have assumed for each
ionic motional state a condensate-like wave function, i.e.,
a product state, as for the GPE. Thus, in the same spirit
of the original formulation of the TW method for single
species, we apply it to the compound atom-ion quantum
system for (partially) uncorrelated [81], but interacting,
bosons. In this framework, the one-body density matrix
can be computed by using Eq. (17) as
ρBG(z, z
′) = 〈z|ρˆBG|z′〉
=
∑
n
〈|cn|2〉W (〈ϕ∗n(z)ϕn(z′)〉W − nqδz,z′)
(21)
where |ϕn〉〈ϕn| has been replaced by the term in paren-
theses in the last line of Eq. (21) in coordinate space rep-
resentation. This expression is a weighted average over
the vibrational states of the ion with weight 〈|cn|2〉W ,
which is the statistical average over the Ns values of
|cn|2 (for each n) as a consequence of the Ns stochas-
tic fields generated initially. Similarly to Eq. (20),
〈ϕ∗n(z)ϕn(z′)〉W represents the statistical average over
the same Ns stochastic fields. Note also that ρBG(z, z
′)
is a N ×N Hermitian matrix with N being the number
of grid points.
Now, since Eq. (A21) determines the time evolution
of the single-particle orbitals of the bosons by assuming
them to be of O(1) norm, contrary to the usual particle-
number-conserving Bogoliubov approach of TW [49, 50],
where the stochastic fields have O(N) norm, we proceed
as follows:
(i) We first generate Ns stochastic fields of O(N) norm
as in the original TW method.
(ii) We propagate the Ns stochastic fields according
to the modified Eqs. (A20,A21), where their O(N)
norms are taken into account (see appendix A 3).
(iii) We compute the resulting Uhlmann fidelity at the
final time T .
In this way we can consistently use the equations of mo-
tion Eq. (A21), which, together with Eq. (A20), preserve
unitarity, as well as utilize the prescription of Ref. [49]
for generating the initial sample of stochastic fields for
the whole bosonic matter-wave field.
We have applied the above outlined ‘recipe’ in or-
der to investigate the impact of finite temperature on
the Uhlmann fidelity for the case of a moving ion, as
discussed previously. In particular, we have considered
an ion trap frequency of ω = 81ω0 in interaction with
N = 50 bosons with coupling strength g = 0.004E∗R∗.
We have analyzed the TR [82] and found that, for exam-
ple, for kBT = 1.6 ~ω0 it is about 0.94, i.e., very similar
to the static ion case [cf. panel (b) of Fig. 7]. Further-
more, we find 〈|c0|2〉W ' 0.97 and 〈|c1|2〉W ' 0.03, mean-
ing that the ion is almost in its ground state. Hence, the
combination of both ion motion and finite temperature
of the Bose gas does not render the performance of the
entanglement protocol worse. Thus, this indicates that
finite temperature is indeed the major source of imper-
fections and quite cold atomic ensembles are required for
a successful implementation of the protocol.
IV. ENTANGLEMENT GENERATION WITH
THE ION MOTIONAL STATE
In this section we investigate the possibility to entangle
the Bose gas with the motional states of the ion. Par-
ticularly, we investigate the zero-temperature scenario.
Similarly to the mean-field analysis, we look for a suit-
able entanglement process by fixing Tr = 5~/E¯∗ and
q0 = 5R¯
∗, but by varying the Tw within the range
5 − 10.8 ~/E¯∗ and qmin within the range 2.2 − 2.8 R¯∗.
Moreover, we consider N = 10 atomic bosons with an
interaction strength g = 0.02 E¯∗R¯∗. In this way we have
the same gN/(E¯∗R¯∗) = 0.2 as in Sec. III A, but at the
same time we reduce the complexity of the numerical sim-
ulation of the equations of motion (A28). Furthermore,
the ion trap frequency has been chosen as ω = 12.8ω0,
the barrier height has been chosen as b = 5.5 E¯∗, and
the ion internal state has been chosen as | ↓〉, whereas
initially the atomic ensemble is prepared in the left well.
In this scenario, we proceed in such a way that when
the ion is initially prepared in the vibrational ground
state (n = 0) the one-body density matrix of the bosons
is ρˆG = |ψR〉〈ψR|, while when the ion is in the first
excited state (n = 1) of the trap the goal state is
ρˆG = |ψL〉〈ψL|. The results of this analysis are depicted
in Figs. 8 and 9. Interestingly, when the ion is in the
ground state, then the ion motional state is almost un-
perturbed (the ion Uhlmann fidelity is generally larger
than 0.98, not shown). On the other hand, when the ion
is in the first excited state (n = 1), then the ion motion is
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substantially affected by the coupling to the bosonic en-
semble. Similarly to the peaks we have observed in Fig. 5,
we attribute this difference to the rise of avoided crossings
for excited vibrational states of the ion that cause admix-
ture with excited motional states of both the ion and the
bosons. Specifically, for the chosen trap frequencies, the
set of parameters Tw = 10.8 ~/E¯∗ and qmin = 2.42 R¯∗
is ‘optimal’, that is, FR(T ) ' 0.97 and FL(T ) ' 0.92
for the bosonic ensemble, while Fn=0(T ) ' 0.997 and
Fn=1(T ) ' 0.93 for the ion. We have performed a similar
analysis for N = 50 and g = 0.004 E¯∗R¯∗ and found that
it is still possible to identify suitable parameters for per-
forming the transformations (8), but, particularly when
the ion is prepared initially in the first excited state, the
parameter range is narrower and precise control of the
double-well position and waiting time is required.
We conclude this section by underscoring that so far
we have only investigated the performance of the two
processes (8) by simulating the quantum many-body dy-
namics with the wave function ansatz (15), once for
the initial state |Ξ0initial〉 ≡ |ψL〉|n = 0〉 and once for|Ξ1initial〉 ≡ |ψL〉|n = 1〉. Of course, within the time
window 0 < t < T the resulting atom-ion quantum
dynamics is highly correlated involving occupations of
different motional ion states. Since, however, at the fi-
nal time T the resulting states are very close to either
|ψR〉|n = 0〉 (for |Ξ0initial〉) or |ψL〉|n = 1〉 (for |Ξ1initial〉),
because of the linearity of the Schro¨dinger equation we
can be sure that an entangled atom-ion state very close
to c0|ψR〉|n = 0〉 + c1|ψL〉|n = 1〉 can be attained for
specific values of qmin and Tw and for any initial super-
position c0|n = 0〉+ c1|n = 1〉 of the ion motional states.
To corroborate further this fact, we have performed a
numerical simulation with the initial state
|Ξinitial〉 = 1√
2
N∏
j=1
|ψ(j)L 〉(|n = 0〉+ |n = 1〉) (22)
where the state
∏N
j=1 |ψ(j)L 〉 means that all bosons are in
the same single-particle wave function ψL(zj), whereas
the ion is in an equal superposition of the two lowest-
energy states of the harmonic trap. On the other hand,
the time evolved state is given by Eq. (15) and the target
state is the equal atom-ion superposition
|Ξtarget〉 = 1√
2
 N∏
j=1
|ψ(j)R 〉|n = 0〉+
N∏
j=1
|ψ(j)L 〉|n = 1〉
 .
(23)
In order to quantify the quality of the state at the fi-
nal time T , which is obtained by means of the optimal
double-well separation q(t) we found previously for the
two single processes, we evaluate the Uhlmann fidelities
of the bosons and ion, respectively. This means that for
both the resulting state from the dynamics at time T
and the target state |Ξtarget〉 given above, we assess the
corresponding one-body density matrices and compare
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FIG. 8. Uhlmann fidelity with the one-body density matrix
of the bosons at the final time T for the processes (8) with
the ion motional states. In the panel (a), the fidelity FR(T )
for the ion initially prepared in the ground state is shown,
whereas in panel (b) we display the fidelity FL(T ) for the ion
initially prepared in the first excited state.
them. Specifically, we obtain FR(T ) ' 0.95 and FL(T ) '
0.93 for the bosonic ensemble and Fn=0(T ) ' 0.60 and
Fn=1(T ) ' 0.39 for the ion [ideally Fn=0,1(T ) should
be 0.5], which yield for the superposition state the fi-
delity estimate: Fn=0(T )FR(T ) +Fn=1(T )FL(T ) ' 0.93.
In addition to this, we performed a finite-temperature
simulation at kBT = 1.6 ~ω0 and obtained the following
Uhlmann fidelities for the bosonic ensemble (averaged
over 100 stochastic fields): FR(T ) ' 0.93, FL(T ) ' 0.91.
On the other hand, for the ion it is essentially the same
as at zero temperature. Thus, the superposition state
fidelity becomes approximatively 0.91. These numbers
confirm that the desired entangled state is attained suf-
ficiently well, i.e., at the level of the one-body density,
and that it is indeed sufficient to optimize the two pro-
cesses separately. Moreover, the thermal fluctuations of
the bosonic ensemble affect only its dynamics, namely
the ion motional state is unaffected, at least at low tem-
peratures. To obtain better performances, however, ad-
ditional shaping of the transport function q(t) can be
attained by means of optimal control techniques [83, 84].
Those methods allow not only for enhanced performance
of the entanglement protocol, but also for increased ro-
bustness against experimental imperfections of the ma-
nipulated time-dependent functions [85].
V. CONCLUSIONS AND OUTLOOK
We have investigated the quantum dynamics of an
atomic degenerate Bose gas in a double-well potential
coupled to a trapped ion. Contrary to previous stud-
ies concerning the same setup [31, 32], we have analyzed
in detail the impact of the ion motion on the dynamics
of the ultracold quantum gas as well as the impact of
finite temperature of the gas on the entanglement proto-
col. We have found that, upon the tightness of the ion
trap, different vibrational states of the ion motion can
be populated. This is particularly true for the tunnel-
ing regime, as the atoms interact more frequently with
the ion as they pass through the barrier, whereas for the
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FIG. 9. Uhlmann fidelity of the ion at the final time T ,
computed by using exactly the same formula (10), but with
the ion-reduced density matrix defined in Eq. (18), for the
entanglement protocol with the ion motional states. In par-
ticular, we display the fidelity for the ion initially prepared
in the first excited state. For the ion initially prepared in the
ground state, the fidelity is essentially unity within the same
range of parameters.
self-trapping regime, even shallower ion traps do not af-
fect significantly the bosonic dynamics in the well. We
have also found that thermal excitations on the top of
the condensate can have a detrimental effect on the pro-
tocol. Notwithstanding, a suitable entanglement scheme
can be attained, if we do not aim at populating a sin-
gle mode of the bosonic field (i.e., the condensate mode)
as well as if the ion is not strictly kept in the ground
state. Indeed, entanglement between two quantum sys-
tems can be also attained for mixed states [86]. In ad-
dition to this, we have demonstrated the possibility to
realize an entanglement protocol between the ion and
the bosonic ensemble motions, and therefore beyond the
two-body schemes proposed in previous studies [34, 40].
This alternative pathway to entangle many-particle sys-
tems with the quantized motion of an ion is particu-
larly appealing. Indeed, recent experiments [87–90] on
the ion spin dynamics have shown that ionic spin relax-
ation, which is caused by large second-order spin-orbit
interactions [91], occurs after a few Langevin collisions.
Hence, this is indeed a fundamental drawback for the
recently proposed entanglement schemes based on ionic
spin-dependent short-range interactions. On the other
hand, the experimentally observed strong spin-exchange
processes [88] could be exploited to develop alternative
entanglement schemes.
Another interesting aspect of our paper is the appli-
cation of the truncated Wigner method for simulating a
Bose gas at finite temperature in the presence of an im-
purity. We have applied the method ad hoc and made
quantitative predictions on the fidelity of the two pro-
cesses (8). In the future, it would be definitely interesting
to better understand the applicability and validity of our
strategy to describe the dynamics at nonzero tempera-
ture of systems involving an impurity in a thermal bath.
This would have relevant applications in current research
on impurity physics with atomic quantum gases, e.g., in
order to better understand the role of finite-temperature
effects on the polaron formation, especially in view of its
coherence properties, which are typically analyzed in the
framework of the (Markovian) quantum master equation
formalism [43, 92].
Finally, a natural extension of the present paper con-
cerns the replacement of the quantum Bose gas with an
ensemble of spin-polarized fermionic atoms, since exper-
iments combining trapped ytterbium ions with fermionic
lithium atoms are becoming available [88, 93]. Apart
from the generation of entangled atom-ion states, an in-
teresting question in this regard is how the ion can modify
the junction transport properties. For example, can an
ion stop the atomic flow through the barrier, particularly
when the system is a superfluid, or can µm-sized den-
sity bubbles in the Fermi gas be formed, similarly to an
ion embedded in a strongly correlated Tonks-Girardeau
atomic gas [19]? Besides this, another intriguing research
direction is the generation of correlated quantum dynam-
ics induced by time-dependent modulation of the atom-
ion interaction via laser fields that couples to Rydberg
states [35, 94], as conducted in recent pioneering exper-
iments [95, 96]. Here, interesting questions on thermal-
ization of closed systems and energy exchange between
subsystems could be especially addressed.
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Appendix A: Appendixes
In this appendix we derive the equations of motion for
a Bose gas in an external trap (e.g., a double well) in-
teracting with an ion confined in a harmonic trap, as we
discussed in Sec. III A. In doing so, we shall provide all
steps of the derivation in a pedagogical manner, given
the fact that the approach based on the Dirac-Frenkel
variational principle that we adopt here might not be so
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familiar and that the technicalities of the derivation of the
corresponding equations of motion are usually skipped.
In addition to this, we also discuss briefly the actual nu-
merical implementation.
1. Hamiltonian
Let us consider the one-dimensional Hamiltonian de-
scribing N interacting bosons of mass m in interaction
with an impurity of mass M such as an ion:
Hˆ =
N∑
j=1
[
pˆ2j
2m
+ Vext(zj) + Vai(zj − Z)
]
+ g
∑
j<i
δ(zj − zi) + Pˆ
2
2M
+
Mω2
2
Z2. (A1)
Here pˆj = −i~∂zj is the momentum operator of the j-th
boson, Vext(zj) is an external confining potential for the
bosons, Vai(zj−Z) describes the interaction between the
bosons and the impurity atom, Pˆ = −i~∂Z is the impu-
rity’s momentum operator, and ω is the impurity trap
frequency. Here ∂Z denotes the first partial derivative
with respect to Z.
The Hamiltonian rescaled with respect to the length
R¯∗ and energy E¯∗ reads
H¯ =
N∑
j=1
[
− ∂
2
∂z¯2j
+ V¯ext(z¯j) + V¯ai(z¯j − Z¯)
]
+
g
2
∑
k 6=j
δ(z¯j − z¯k) + H¯i,
(A2)
with z¯j = zj/R¯
∗, V¯ext(z¯j) = Vext(z¯j)/E¯∗, etc., and
H¯i = −m
M
∂2
∂Z¯2
+
m
M
(
R¯∗
`i
)4
Z¯2, (A3)
where `i = [~/(Mω)]1/2, and H¯i|φn〉 = E¯n|φn〉.
2. Many-body state ansatz
The general many-body quantum state for such a com-
pound system, which takes into account all correlations,
is given by
|Ψ〉 =
∞∑
n=0
cn|Φn〉|φn〉, (A4)
with
∑∞
n=0 |cn|2 = 1. In practice we truncate the im-
purity Hilbert space in such a way that only the first
ni+1 states are relevant. In order to proceed further, we
make the assumption that the bosons are accurately de-
scribed by the tensor product state |Φn〉 =
∏N
j=1 |ϕ(j)n 〉.
We would like to underscore that while within such kind
of mean-field approximation we neglect correlations be-
tween bosons when the impurity is in the n-th motional
state, bosonic correlations can occur when the ion is oc-
cupying simultaneously different motional states. Under
these conditions, the total system state is given by
|Ψ〉 =
ni∑
n=0
cn
N∏
j=1
|ϕ(j)n 〉|φn〉, (A5)
with 〈ϕn|ϕn〉 = 1 ∀n. We note, however, that the
single-particle states (i.e., orbitals) |ϕn〉 are in general
nonorthogonal, while we consider an orthonormal and
time-independent basis for the impurity states |φn〉. In
this formulation, the coefficients cn and the orbitals |ϕn〉
are the only time-dependent functions.
3. Derivation of the equations of motion
In order to obtain differential equations for cn and |ϕn〉
we employ the so-called Dirac-Frenkel variational princi-
ple [72, 73]
〈δΨ|i∂τ − H¯|Ψ〉 = 0, (A6)
with τ = (E¯∗/~) t. Here, δΨ denotes the variation of the
total wave function with respect to the free parameters cn
and ϕn, while we ignore any variation of the ion’s states
φn, as we have chosen them to be time independent.
Towards that end, we begin with the computation of
the vector state 〈δΨ|, which is simply given by
〈δΨ|=
ni∑
n=0
δc∗n N∏
j=1
〈ϕ(j)n |〈φn|+ c∗n
N∑
j=1
N∏
i=1
i 6=j
〈δϕ(j)n |〈ϕ(i)n |〈φn|

(A7)
whereas for the time derivative of the state we obtain
|Ψ˙〉 =
ni∑
n=0
c˙n
N∏
j=1
|ϕ(j)n 〉|φn〉+
ni∑
n=0
cn
N∑
j=1
N∏
i=1
i 6=j
|ϕ˙(j)n 〉|ϕ(i)n 〉|φn〉.
(A8)
Now, let us assess the two scalar products involved in
Eq. (A6). To this aim, we start with the scalar product
between the above outlined state variation and the time
derivative of the many-body state, which yields
〈δΨ|Ψ˙〉 =
ni∑
n=0
δc∗n
[
c˙n +Ncn〈ϕn|ϕ˙n〉
]
+N
ni∑
n=0
〈δϕn|
{
c∗nc˙n|ϕn〉+ |cn|2
×
[
|ϕ˙n〉+ (N − 1)〈ϕn|ϕ˙n〉|ϕn〉
]}
.
(A9)
We then compute the second scalar product in Eq. (A6),
which is a sort of expectation value of the many-body
Hamiltonian that gives the following result:
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〈δΨ|H¯|Ψ〉 =
ni∑
n=0
δc∗n
[
cnN〈ϕn|H0|ϕn〉+ g
2
N(N − 1)cn〈ϕn, ϕn|δ(z¯ − y¯)|ϕn, ϕn〉+ cnE¯n
+
ni∑
n′=0
cn′N〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−1
]
+N
ni∑
n=0
|cn|2〈δϕn|H0|ϕn〉+
ni∑
n=0
〈δϕn|
[
|cn|2N(N − 1)〈ϕn|H0|ϕn〉
]
|ϕn〉
+
g
2
N
ni∑
n=0
|cn|2
[
2(N − 1)〈ϕn|δ(z¯ − y¯)|ϕn〉+ (N2 − 3N + 2)〈ϕn, ϕn|δ(z¯ − y¯)|ϕn, ϕn〉
]
〈δϕn|ϕn〉+N
ni∑
n=0
|cn|2E¯n〈δϕn|ϕn〉
+N
ni∑
n,n′=0
c∗ncn′〈δϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−1 +N(N − 1)
ni∑
n,n′=0
c∗ncn′〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−2〈δϕn|ϕn′〉,
(A10)
with H0 = −∂2z¯ + V¯ext. Let us note the appearance of
the factor 〈ϕn|ϕn′〉N−k with k = 1, 2. This is a direct
consequence of the product ansatz (A5) we made for the
ensemble of bosons. Upon the “strength” of the orthog-
onality between the orbitals ϕn(z¯) and ϕn′(z¯) and the
number of bosons, terms in Eq. (A10) in which such
overlaps appear will be large or small, thus strongly in-
fluencing the correlated impurity-gas quantum dynamics.
Now that we have all ingredients, we can insert the
results of Eqs. (A9) and (A10) into Eq. (A6) in order to
obtain the following equations of motion for the expan-
sion coefficients
i
[
c˙n +Ncn〈ϕn|ϕ˙n〉
]
= cn(N〈ϕn|H0|ϕn〉+ E¯n)
+
g
2
N(N − 1)cn〈ϕn, ϕn|δ(z¯ − y¯)|ϕn, ϕn〉
+
ni∑
n′=0
cn′N〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−1, (A11)
whereas for the single-particle wavefunctions of the
bosons we obtain
i
{
c∗nc˙n|ϕn〉+ |cn|2
[
|ϕ˙n〉+ (N − 1)〈ϕn|ϕ˙n〉|ϕn〉
]}
=
|cn|2
{
H0 + (N − 1)〈ϕn|H0|ϕn〉+ g
2
[
2(N − 1)〈ϕn|δ(z¯ − y¯)|ϕn〉+ (N2 − 3N + 2)〈ϕn, ϕn|δ(z¯ − y¯)|ϕn, ϕn〉
]
+ E¯n
}
|ϕn〉
+
ni∑
n′=0
c∗ncn′
{
〈φn|V¯ai|φn′〉〈ϕn|ϕn′〉N−1 + (N − 1)〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−2
}
|ϕn′〉. (A12)
In order to arrive at the above outlined equations, we
note that we made use of the following identities
〈ϕn|δ(z¯ − y¯)|ϕn〉 = |ϕn(z¯)|2, (A13)
〈ϕn, ϕn|δ(z¯ − y¯)|ϕn, ϕn〉 =
∫
dz¯|ϕn(z¯)|4. (A14)
Now, by substituting in Eq. (A12) the time derivative c˙n
obtained in Eq. (A11), we finally arrive at
i|ϕ˙n〉 =i〈ϕn|ϕ˙n〉|ϕn〉+Hngp[ϕn]|ϕn〉 − 〈Hngp[ϕn]〉|ϕn〉
+
ni∑
n=0
c∗ncn′
|cn|2
{
〈ϕn, φn|V¯ai|φn′ , ϕn′〉(N − 1)|ϕn′〉
−N〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉|ϕn〉
+ 〈φn|V¯ai|φn′〉〈ϕn|ϕn′〉|ϕn′〉
}
〈ϕn′ |ϕn′〉N−2,
(A15)
where Hngp[ϕn] = −
∂2
∂z¯2
+ V¯ext + g(N − 1)|ϕn|2 and
〈Hngp[ϕn]〉 = 〈ϕn|Hngp[ϕn]|ϕn〉. With these definitions,
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we can rewrite Eq. (A11) as
ic˙n =Ncn(〈Hngp[ϕn/
√
2]〉 − i〈ϕn|ϕ˙n〉)
ni∑
n′=0
cn′N〈ϕn, φn|V¯ai|φn′ , ϕn′〉〈ϕn|ϕn′〉N−1
+ cnE¯n,
(A16)
where Hngp[ϕn/
√
(2)] = H0 +
g
2
(N − 1)|ϕn|2. To further
simplify the above outlined equations of motion, we first
perform a unitary transformation on the coefficients, that
is, c = UˆC with c ∼= (c0, c1, ..., cni)T (similarly for C),
where
Uˆ =

e−iη0(t) 0 . . .
0 e−iη1(t) . . .
. . . . .
. . . . .
. . . . e−iηni (t)
 . (A17)
By applying this unitary transformation we obtain
iC˙n =
ni∑
n′=0
Cn′e
−i(ηn′ (t)−ηn(t))N〈ϕn, φn|V¯ai|φn′ , ϕn′〉
× 〈ϕn|ϕn′〉N−1,
(A18)
ηn(t) =N
∫ t
0
dτ(〈Hngp[ϕn/
√
2]〉 − i〈ϕn|ϕ˙n〉+ E¯n/N)
= Nfn(t).
(A19)
By defining |ψn〉 := |ϕne−ifn(t)〉, we have
iC˙n =
ni∑
n′=0
Cn′N〈ψn, φn|V¯ai|φn′ , ψn′〉〈ψn|ψn′〉N−1.
(A20)
Since |ϕn〉 = eifn(t)|ψn〉, we can use Eq. (A15) in order
to get a differential equation for the quantum state |ψn〉,
which is given by the following expression
i|ψ˙n〉 =Hngp[ψn]|ψn〉+
ni∑
n′=0
C∗nCn′
|Cn|2
{
(N − 1)〈ψn, φn|V¯ai|φn′ , ψn′〉〈ψn|ψn′〉N−2 + 〈φn|V¯ai|φn′〉〈ψn|ψn′〉N−1
}
|ψn′〉
−
{
ni∑
n′=0
C∗nCn′
|Cn|2
[
N〈ψn, φn|V¯ai|φn′ , ψn′〉〈ψn|ψn′〉N−1
]
+
g
2
(N − 1)〈|ψn|2〉 − E¯n
N
}
|ψn〉. (A21)
In summary, we have derived coupled differential equa-
tions for the coefficients (A20) and for the orbitals (A21)
that have to be solved numerically for given initial con-
ditions. These equations, within the accuracy of the
product ansatz for the bosons we made at the begin-
ning, which is well justified for the purposes of our paper,
provide a sufficiently good description of the compound
quantum system dynamics.
Finally, we note that Eqs. (A20,A21) are valid for zero
temperature and for functions ψn(x) normalized to unity.
These equations, however, can be also utilized for the
finite-temperature TW method as described in Sec. III B,
but the following replacements are required:
〈ψn|ψn′〉N−1 7→ 〈ψn|ψn
′〉N−1
〈ψn|ψn〉N (A22)
in Eq. (A20), while in Eq. (A21)
〈ψn|ψn′〉N−k 7→ 〈ψn|ψn
′〉N−k
〈ψn|ψn〉N−k+1 (A23)
for the terms in which 〈ψn, φn|V¯ai|φn′ , ψn′〉 appears with
k = 1, 2,
〈ψn|ψn′〉N−1 7→ 〈ψn|ψn
′〉N−1
〈ψn|ψn〉N−1 (A24)
for the term in which 〈φn|V¯ai|φn′〉 appears, and
〈|ψn|2〉 7→ 〈|ψn|
2〉
〈ψn|ψn〉 (A25)
for the terms in which g appears (this also applies for
Hngp[ψn]). Note that for states normalized to unity the
equations (A20,A21) are unchanged. Instead the appear-
ance of the norm 〈ψn|ψn〉 is essential in the TW, where
the generated stochastic fields have a norm of the order
O(N).
4. Numerical procedure
We have implemented numerically the equations (A21)
in the following way: First, we have computed the wave
function of the condensate by using the imaginary time
propagation algorithm for the GPE (13) by using as
trial functions the single-particle ground and first excited
states of the double-well potential [62]. These states are
degenerate when the separation 2q between the wells is
sufficiently large. The distance q has been chosen in such
a way that the atom-ion interaction is essentially negli-
gible at 2q0, and therefore (A21) reduce to (13). In this
way, the left and right condensate wave functions are ob-
tained by linear combination of the symmetric and anti-
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symmetric solutions of the imaginary time propagation.
For the latter we used a time step ∆tim = 10
−4~/E¯∗.
Once the initial left condensate wave function has been
determined, we have expanded the state onto the eigen-
states |m〉 of the double-well potential (i.e., H0) at q =
3.5R¯∗ as
|ψn〉 =
na∑
m=0
Bnm(t)|m〉. (A26)
Here, we have truncated the Hilbert space in such a way
that we safely consider the first na + 1 eigenstates only.
Thus, by inserting (A26) into (A20) we obtain:
iC˙n =N
ni∑
n′=0
Cn′
 na∑
m,m′=0
(Bnm)
∗Bn
′
m′〈m,n|V¯ai|n′,m′〉
×
(
na∑
m=0
(Bnm)
∗Bn
′
m
)(N−1) .
(A27)
Finally, by substituting (A26) into (A21) and by mul-
tiplying 〈m| from the left-hand side, we obtain the fol-
lowing final equations of motion of the new expansion
coefficients:
iB˙nm =
[
Ea0 (m) +
g
2
(N − 1)Bnm +
E¯n
N
]
Bnm −
∑
m′
Bnm′〈m|V¯ q=consext − V¯ q(t)ext |m′〉
+(N − 1) C
∗
n
|Cn|2
 ni∑
n′=0
Cn′
 na∑
m,m′=0
(Bnm)
∗Bn
′
m′〈m,n|V¯ai|n′,m′〉
( na∑
m=0
(Bnm)
∗Bn
′
m
)(N−2)
Bn
′
m

+
C∗n
|Cn|2
 ni∑
n′=0
Cn′
(∑
m′
Bn
′
m′〈m,n|V¯ai|n′,m′〉
)(
na∑
m=0
(Bnm)
∗Bn
′
m
)(N−1)
−N C
∗
n
|Cn|2
 ni∑
n′=0
Cn′
 na∑
m,m′=0
(Bnm)
∗Bn
′
m′〈m,n|V¯ai|n′,m′〉
( Na∑
m=0
(Bnm)
∗Bn
′
m
)(N−1)Bnm. (A28)
Here H0|m〉 = Ea0 (m)|m〉, |n〉 ≡ |φn〉, and V q=consext is
the added and subtracted double-well potential at a con-
stant value q = 3.5R¯∗. To solve the above outlined dif-
ferential equations we have chosen a time step of at least
∆tre = 10
−2~/E¯∗ and used standard routines for inte-
grating coupled different equations in MATLAB.
[1] M. Koschorreck, D. Pertot, E. Vogt, B. Fro¨hlich,
M. Feld, and M. Ko¨hl, Nature 485, 619 (2012).
[2] T. Fukuhara, A. Kantian, M. Endres, M. Cheneau,
P. Schauß, S. Hild, D. Bellem, U. Schollwo¨ck, T. Gi-
amarchi, C. Gross, I. Bloch, and S. Kuhr, Nat. Phys.
9, 235 (2013).
[3] F. Grusdt and E. A. Demler, arXiv:1510.04934.
[4] P. Massignan, M. Zaccanti, and G. M. Bruun, Reports
on Progress in Physics 77, 034401 (2014).
[5] N. B. Jørgensen, L. Wacker, K. T. Skalmstang, M. M.
Parish, J. Levinsen, R. S. Christensen, G. M. Bruun,
and J. J. Arlt, Phys. Rev. Lett. 117, 055302 (2016).
[6] M.-G. Hu, M. J. Van de Graaff, D. Kedar, J. P. Corson,
E. A. Cornell, and D. S. Jin, Phys. Rev. Lett. 117,
055301 (2016).
[7] M. Cetina, M. Jag, R. S. Lous, I. Fritsche, J. T. M.
Walraven, R. Grimm, J. Levinsen, M. M. Parish,
R. Schmidt, M. Knap, and E. Demler, Science 354,
96 (2016).
[8] F. Meinert, M. Knap, E. Kirilov, K. Jag-Lauber, M. B.
Zvonarev, E. Demler, and H.-C. Na¨gerl, Science 356,
945 (2017).
[9] F. Scazza, G. Valtolina, P. Massignan, A. Recati,
A. Amico, A. Burchianti, C. Fort, M. Inguscio, M. Za-
ccanti, and G. Roati, Phys. Rev. Lett. 118, 083602
(2017).
[10] A. Rubio-Abadal, J. yoon Choi, J. Zeiher, S. Hollerith,
J. Rui, I. Bloch, and C. Gross, arXiv:1805.00056.
[11] F. Grusdt, M. Ka´nasz-Nagy, A. Bohrdt, C. S. Chiu,
G. Ji, M. Greiner, D. Greif, and E. Demler, Phys. Rev.
X 8, 011046 (2018).
[12] A. Camacho-Guardian and G. M. Bruun, Phys. Rev. X
8, 031042 (2018).
[13] R. Schmidt, M. Knap, D. A. Ivanov, J.-S. You,
M. Cetina, and E. Demler, Reports on Progress in
Physics 81, 024401 (2018).
[14] L. Pezze`, A. Smerzi, M. K. Oberthaler, R. Schmied, and
P. Treutlein, Rev. Mod. Phys. 90, 035005 (2018).
[15] C. L. Degen, F. Reinhard, and P. Cappellaro, Rev.
Mod. Phys. 89, 035002 (2017).
[16] W. H. Zurek, Rev. Mod. Phys. 75, 715 (2003).
[17] W. Casteels, J. Tempere, and J. Devreese, J. Low
16
Temp. Phys. 162, 266 (2011).
[18] P. Massignan, C. J. Pethick, and H. Smith, Phys. Rev.
A 71, 023606 (2005).
[19] J. Goold, H. Doerk, Z. Idziaszek, T. Calarco, and
T. Busch, Phys. Rev. A 81, 041601 (2010).
[20] R. Coˆte´, V. Kharchenko, and M. D. Lukin, Phys. Rev.
Lett. 89, 093001 (2002).
[21] J. M. Schurer, A. Negretti, and P. Schmelcher, Phys.
Rev. Lett. 119, 063001 (2017).
[22] A. Ha¨rter and J. Hecker Denschlag, Contemp. Phys. 55,
33 (2014).
[23] S. Willitsch, Proc. Int. Sch. Phys. Enrico Fermi 189,
255 (2015).
[24] R. Coˆte´, Adv. At. Mol. Opt. Phys. 65, 67 (2016).
[25] M. Tomza, K. Jachymski, R. Gerritsma, A. Negretti,
T. Calarco, Z. Idziaszek, and P. S. Julienne, Rev. Mod.
Phys. 91, 035001 (2019).
[26] T. Schweigler, V. Kasper, S. Erne, I. Mazets, B. Rauer,
F. Cataldini, T. Langen, T. Gasenzer, J. Berges, and
J. Schmiedmayer, Nature 545, 323 (2017).
[27] G. Valtolina, A. Burchianti, A. Amico, E. Neri,
K. Xhani, J. A. Seman, A. Trombettoni, A. Smerzi,
M. Zaccanti, M. Inguscio, and G. Roati, Science 350,
1505 (2015).
[28] A. Burchianti, F. Scazza, A. Amico, G. Valtolina,
J. A. Seman, C. Fort, M. Zaccanti, M. Inguscio, and
G. Roati, Phys. Rev. Lett. 120, 025302 (2018).
[29] M. Pigneur, T. Berrada, M. Bonneau, T. Schumm,
E. Demler, and J. Schmiedmayer, Phys. Rev. Lett. 120,
173601 (2018).
[30] G. Niccoli and J. Teschner, Journal of Statistical Me-
chanics: Theory and Experiment 2010, P09014 (2010).
[31] R. Gerritsma, A. Negretti, H. Doerk, Z. Idziaszek,
T. Calarco, and F. Schmidt-Kaler, Phys. Rev. Lett.
109, 080402 (2012).
[32] J. M. Schurer, R. Gerritsma, P. Schmelcher, and A. Ne-
gretti, Phys. Rev. A 93, 063602 (2016).
[33] A. Smerzi, S. Fantoni, S. Giovanazzi, and S. R. Shenoy,
Phys. Rev. Lett. 79, 4950 (1997).
[34] H. Doerk, Z. Idziaszek, and T. Calarco, Phys. Rev. A
81, 012708 (2010).
[35] T. Secker, R. Gerritsma, A. W. Glaetzle, and A. Ne-
gretti, Phys. Rev. A 94, 013420 (2016).
[36] U. Bissbort, D. Cocks, A. Negretti, Z. Idziaszek,
T. Calarco, F. Schmidt-Kaler, W. Hofstetter, and
R. Gerritsma, Phys. Rev. Lett. 111, 080501 (2013).
[37] A. Negretti, R. Gerritsma, Z. Idziaszek, F. Schmidt-
Kaler, and T. Calarco, Phys. Rev. B 90, 155426 (2014).
[38] D. Gonza´lez-Cuadra, P. R. Grzybowski, A. Dauphin,
and M. Lewenstein, Phys. Rev. Lett. 121, 090402
(2018).
[39] A. S. Dehkharghani, E. Rico, N. T. Zinner, and A. Ne-
gretti, Phys. Rev. A 96, 043611 (2017).
[40] J. Joger, A. Negretti, and R. Gerritsma, Phys. Rev. A
89, 063621 (2014).
[41] M. Cetina, A. T. Grier, and V. Vuletic, Phys. Rev.
Lett. 109, 253201 (2012).
[42] L. H. Nguyeˆn, A. Kalev, M. D. Barrett, and B.-G.
Englert, Phys. Rev. A 85, 052718 (2012).
[43] M. Krych and Z. Idziaszek, Phys. Rev. A 91, 023430
(2015).
[44] G. J. Milburn, J. Corney, E. M. Wright, and D. F.
Walls, Phys. Rev. A 55, 4318 (1997).
[45] O. E. Alon, A. I. Streltsov, and L. S. Cederbaum, Phys.
Rev. A 77, 033613 (2008).
[46] L. Cao, S. Kro¨nke, O. Vendrell, and P. Schmelcher, J.
Chem. Phys. 139, 134103 (2013).
[47] S. Kro¨nke, L. Cao, O. Vendrell, and P. Schmelcher,
New J. Phys. 15, 063018 (2013).
[48] M. J. Steel, M. K. Olsen, L. I. Plimak, P. D. Drummond,
S. M. Tan, M. J. Collett, D. F. Walls, and R. Graham,
Phys. Rev. A 58, 4824 (1998).
[49] A. Sinatra, C. Lobo, and Y. Castin, Phys. Rev. Lett.
87, 210404 (2001).
[50] S. P. Cockburn, A. Negretti, N. P. Proukakis, and
C. Henkel, Phys. Rev. A 83, 043619 (2011).
[51] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland,
Rev. Mod. Phys. 75, 281 (2003).
[52] A. Lambrecht, J. Schmidt, P. Weckesser, M. Debatin,
L. Karpa, and T. Schaetz, Nat. Photon. 11, 704 (2017).
[53] T. Schaetz, J. Phys. B: At. Mol. Opt. Phys. 50, 102001
(2017).
[54] J. Schmidt, A. Lambrecht, P. Weckesser, M. Debatin,
L. Karpa, and T. Schaetz, Phys. Rev. X 8, 021028
(2018).
[55] M. Olshanii, Phys. Rev. Lett. 81, 938 (1998).
[56] We note that such form of the interaction is valid for
atom-ion separations larger than R1D = max(`⊥, R⊥)
with `⊥ being the width of the atomic waveguide and
R⊥ the distance at which the 3D polarization potential
becomes equal to the trapping potential in the trans-
verse direction. For more details, we refer to [57].
[57] Z. Idziaszek, T. Calarco, and P. Zoller, Phys. Rev. A
76, 033409 (2007).
[58] J. M. Schurer, P. Schmelcher, and A. Negretti, Phys.
Rev. A 90, 033601 (2014).
[59] Z. Idziaszek, T. Calarco, P. S. Julienne, and A. Simoni,
Phys. Rev. A 79, 010702 (2009).
[60] V. S. Melezhik and A. Negretti, Phys. Rev. A 94, 022704
(2016).
[61] M. Edwards and K. Burnett, Phys. Rev. A 51, 1382
(1995).
[62] F. Dalfovo and S. Stringari, Phys. Rev. A 53, 2477
(1996).
[63] M. L. Chiofalo, S. Succi, and M. P. Tosi, Phys. Rev. E
62, 7438 (2000).
[64] M. A. Cirone, A. Negretti, T. Calarco, P. Kru¨ger, and
J. Schmiedmayer, The European Physical Journal D -
Atomic, Molecular, Optical and Plasma Physics 35, 165
(2005).
[65] P. Treutlein, T. W. Ha¨nsch, J. Reichel, A. Negretti,
M. A. Cirone, and T. Calarco, Phys. Rev. A 74, 022312
(2006).
[66] S. Haroche, Rev. Mod. Phys. 85, 1083 (2013).
[67] Hereafter Tr = 12~/E¯∗, unless differently stated.
[68] The parameters quoted above would correspond to
(q0 ' 383.25, qmin ' 153.30 − 229.95) nm, (Tr '
0.02, Tw ' 0.01 − 0.12) ms for the atom-ion pair 7Li
/ 174Yb+, and (q0 ' 1.88, qmin = 0.75 − 1.13) µm
(Tr ' 4.65, Tw ' 3.87 − 34.86) ms for 87Rb / 171Yb+,
which are experimentally realistic [27–29, 65, 97–100].
On the other hand, for the critical atom-ion separation,
assuming ω = ω0, we have for example: qc = 169.67
nm for ω = 2pi × 7.27 kHz and 7Li / 174Yb+, whereas
qc = 572.83 nm for ω = 2pi × 0.77 kHz and 87Rb /
171Yb+.
[69] A. Uhlmann, Rep. Math. Phys. 9, 273 (1976).
[70] M. A. Nielsen and I. L. Chuang, Quantum computation
17
and quantum information (Cambridge University Press,
Cambridge, 2000) pp. xxvi+676.
[71] S. Raghavan, A. Smerzi, S. Fantoni, and S. R. Shenoy,
Phys. Rev. A 59, 620 (1999).
[72] P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 26,
376 (1930).
[73] J. Frenkel, Wave Mechanics (Clarendon Press, Oxford,
1934).
[74] N. P. Proukakis and B. Jackson, Journal of Physics
B: Atomic, Molecular and Optical Physics 41, 203002
(2008).
[75] N. Proukakis, S. Gardiner, M. Davis, and M. Szy-
maska, Quantum Gases (IMPERIAL COLLEGE, (Lon-
don), 2013).
[76] C. W. Gardiner, Phys. Rev. A 56, 1414 (1997).
[77] Y. Castin and R. Dum, Phys. Rev. A 57, 3008 (1998).
[78] A. Sinatra, C. Lobo, and Y. Castin, Journal of Physics
B: Atomic, Molecular and Optical Physics 35, 3599
(2002).
[79] Here we use the number conserving Bogoliubov ap-
proach of Ref. [49].
[80] Here ϕ0 refers to the single-particle orbital when the ion
is in the ground state of the trap. Of course, in the static
ion limit this is the only state that can be populated.
[81] Here by “partially” we refer to the fact that, while the
bosonic state for each n motional state of the ion is un-
correlated, for n 6= n′ the bosonic single-particle states
are correlated via Eqs. (A20-A21). Thus, albeit mean-
field theory applies within each n mode, it is not true
for n 6= n′.
[82] For the STR we obtain essentially unity Uhlmann fi-
delity.
[83] A. Negretti, A. Benseny, J. Mompart, and T. Calarco,
Quantum Information Processing 12, 1439 (2013).
[84] I. Brouzos, A. I. Streltsov, A. Negretti, R. S. Said,
T. Caneva, S. Montangero, and T. Calarco, Phys. Rev.
A 92, 062110 (2015).
[85] A. Negretti, R. Fazio, and T. Calarco, Journal of
Physics B: Atomic, Molecular and Optical Physics 44,
154012 (2011).
[86] R. Horodecki, P. Horodecki, M. Horodecki, and
K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[87] L. Ratschbacher, C. Sias, L. Carcagni, J. M. Silver,
C. Zipkes, and M. Ko¨hl, Phys. Rev. Lett. 110, 160402
(2013).
[88] H. Fu¨rst, T. Feldker, N. V. Ewald, J. Joger, M. Tomza,
and R. Gerritsma, Phys. Rev. A 98, 012713 (2018).
[89] T. Sikorsky, Z. Meir, R. Ben-shlomi, N. Akerman, and
R. Ozeri, Nat. Comm. 9, 920 (2018).
[90] T. Sikorsky, M. Morita, Z. Meir, A. A. Buchachenko,
R. Ben-shlomi, N. Akerman, E. Narevicius, T. V.
Tscherbul, and R. Ozeri, Phys. Rev. Lett. 121, 173402
(2018).
[91] T. V. Tscherbul, P. Brumer, and A. A. Buchachenko,
Phys. Rev. Lett. 117, 143201 (2016).
[92] K. K. Nielsen, L. A. P. Ardila, G. M. Bruun, and
T. Pohl, New Journal of Physics 21, 043014 (2019).
[93] J. Joger, H. Fu¨rst, N. Ewald, T. Feldker, M. Tomza,
and R. Gerritsma, Phys. Rev. A 96, 030703 (2017).
[94] T. Secker, N. Ewald, J. Joger, H. Fu¨rst, T. Feldker, and
R. Gerritsma, Phys. Rev. Lett. 118, 263201 (2017).
[95] N. V. Ewald, T. Feldker, H. Hirzler, H. A. Fu¨rst, and
R. Gerritsma, Phys. Rev. Lett. 122, 253401 (2019).
[96] S. Haze, J. Wolf, M. Deiß, L. Wang, G. Raithel, and
J. H. Denschlag, arXiv:1901.11069.
[97] S. Hofferberth, I. Lesanovsky, B. Fischer, J. Verdu, and
J. Schmiedmayer, Nat. Phys. 2, 710 (2006).
[98] I. Lesanovsky, T. Schumm, S. Hofferberth, L. M. An-
dersson, P. Kru¨ger, and J. Schmiedmayer, Phys. Rev.
A 73, 033619 (2006).
[99] T. Betz, S. Manz, R. Bu¨cker, T. Berrada, C. Koller,
G. Kazakov, I. E. Mazets, H.-P. Stimming, A. Perrin,
T. Schumm, and J. Schmiedmayer, Phys. Rev. Lett.
106, 020407 (2011).
[100] K. Maussang, G. E. Marti, T. Schneider, P. Treutlein,
Y. Li, A. Sinatra, R. Long, J. Este`ve, and J. Reichel,
Phys. Rev. Lett. 105, 080403 (2010).
