This paper is concerned with estimation of a predictive density with parametric constraints under Kullback-Leibler loss. When an invariance structure is embedded in the problem, general and unified conditions for the minimaxity of the best equivariant predictive density estimator are derived. These conditions are applied to check minimaxity in various restricted parameter spaces in location and/or scale families. Further, it is shown that the generalized Bayes estimator against the uniform prior over the restricted space is minimax and dominates the best equivariant estimator in a location family when the parameter is restricted to an interval of the form [a 0 , ∞). Similar findings are obtained for scale parameter families. Finally, the presentation is accompanied by various observations and illustrations, such as normal, exponential location, and gamma model examples.
Introduction

Preamble
We consider here predictive density estimation for continuous models with
where the parameter θ is restricted. We seek efficient estimatorsq(·|X) of q θ based on X under Kullback-Leibler loss L KL (q θ ,q) = q θ (y) log q θ (y) q(y) dy, (1.2) and as measured by the Kullback-Leibler risk
Such a framework includes normal models with, for instance, X ∼ N p (µ, σ 2 X I p ), Y ∼ N p (µ, σ 2 Y I p ) with µ restricted to a convex subset of R p as studied recently by Fourdrinier et al. (2011) . Our findings will focus on two fundamental questions:
(A) whether the best equivariant procedureq BI is minimax for both the unrestricted version and the restricted version of the problem;
(B) whether the Bayes estimatorq U with respect to the truncated (onto the restricted parameter space) right Haar invariant measure improves upon uniformly onq BI .
Part (A) requires an invariance structure which we will expand on in Section 2. Point estimation unrestricted parameter space versions of (A), with affirmative answers in many situations, date back to Girshick and Savage (1951) , Kiefer (1957) , Buehler (1966, 1967) , among others. Point estimation restricted parameter versions of (A) and (B), with affirmative answers, date back to Katz (1961) who showed under squared error loss that the Bayes estimator with respect to the flat prior on [0, ∞), for normal models with mean µ and known variance, dominates the best equivariant estimator and is minimax for the restricted parameter space µ ∈ [0, ∞). There are several related results in the literature (e.g., Farrell, 1964; Kubokawa, 2004 ; Marchand and Strawderman, 2005A,B; Tsukuma and Kubokawa, 2008) for restricted (unbounded) parameter spaces, with a quite general minimax result given recently by Marchand and Strawderman (2012) . As further illustrated by the work of Casella and Strawderman (1981) , Marchand and Perron (2001) , Hartigan (2004) , Marchand and Strawderman (2004) , Kubokawa (2005A,B) , and van Eeden (2006) among others, frequentist properties like minimaxity of best equivariant estimators, restricted maximum likelihood estimators or Bayesian estimators depend on the model, the loss, but also intimately on the nature of the parametric restriction. Predictive density estimation addresses the challenging and ambitious problem of estimating the whole distribution of a future observation Y . This has become a field of active study with early findings due to Aitchison (1975) . In particular, for Gaussian models under Kullback-Leibler loss, fascinating connections with Stein estimation have been developed, as recently reviewed by George, Liang, and Xu (2012) , and as expanded upon below in subsection 1.3.
Outline of Paper
In this paper, we investigate minimaxity of the best equivariant predictive density estimator in location and/or scale families with parametric constraints under Kullback-Leibler loss. In Section 2, we treat a setup with a general invariance structure given by Hora and Buehler (1966, 67) , where the parameter space is restricted to a subset of multi-dimensional Euclidean space. Using similar arguments as in Girshick and Savage (1951) , we derive unified conditions under which the best equivariant estimator is minimax. These conditions are available for both restricted and non-restricted cases, and in a sense, the minimaxity result is an extension of findings by Liang and Barron (2004) , who showed minimaxity when the parameter space is unrestricted. Minimaxity under parametric constraints for a given type of problem can thus be tested by checking those unified conditions. Section 3 deals with a location or scale family. In Section 3.1, minimaxity of the best location equivariant estimator is verified under a one-sided restriction of the location parameter in a location family. In section 3.2, we make use of a novel variation of the IERD method introduced by Kubokawa (1994A,B) and Kubokawa and Saleh (1998) to prove that the generalized Bayes estimator against the uniform prior over the restricted space dominates the best location equivariant estimator if the target density to be predicted has a monotone likelihood ratio property. It is interesting to note that the density of the observation does not have to have a monotone likelihood ratio and need not be of the same family as the target density. 
Brief review of previous findings for normal models
We conclude this introduction with a brief review on developments under a multivariate normal distribution with unknown mean vector and known covariance matrices which are multiples of identity, since most decision-theoretic results have been studied in this model and since such a review is helpful for the overall presentation of our findings. Let X and Y be mutually independent random vectors such that X ∼ N p (µ, v x I) and Y ∼ N p (µ, v y I) for known constants v x and v y . The density functions of X and Y are denoted by f (x−µ|v x ) and f (y −µ|v y ). The problem is to predict the density f (y −µ|v y ) based on X in terms of the following risk relative of the Kullback-Leibler (KL) divergence
wheref (y|X, v x , v y ) is a predictive density estimator of f (y − µ|v y ). Since this model is invariant under location transformations, the best equivariant estimator of f (y − µ|v y ) is the generalized Bayes estimator against the uniform prior with respect to Lebesgue measure. As expressed in (2.3), the best equivariant estimator is given bŷ 
for the Euclidean norm · . Let µ π v be the Bayes point estimator of µ for a prior distribution π(µ) in terms of the loss μ − µ 2 . Also, letf π (y|x, v x , v y ) be the Bayes estimator of the predictive density. Then, Brown, Brown, George and Xu (2008) showed that
. This implies that dominance properties in point estimation can be automatically inherited by predictive density estimation. An essential point in the above identity is that in the normal distribution, the following representation due to George, Liang and Xu (2006) holds: Identity (1.4) can be applied when the parameter space θ is restricted to a convex cone C, or more generally to a convex set. In the framework of point estimation under a constraint and squared error loss, Hartigan (2004) proved that X is improved on by the generalized Bayes estimator against the uniform prior over C, and Tsukuma and Kubokawa (2008) showed that X is minimax under the constraint. As developed in Fourdrinier et al . (2011), combining these results and the identity (1.4) implies that these properties hold for the estimation of the predictive density.
The inferences are valid for normal distributions where key property (1.4) can be derived from the equality (1.5). The equality (1.5) holds under normality with known variances, but it does not hold in the case of unknown variances. Thus, it is not clear whether a decision-theoretic property in point estimation is inherited by estimation of the predictive density under normality with unknown variances or for another distribution.
General conditions for minimaxity
In this section, we treat general parametric distributions in which an invariance structure is embedded, and derive general conditions for minimaxity of the best equivariant estimator. The conditions will be used for checking minimaxity in location and/or scale families.
Let X be an observable random variable and Y be a future random variable. Let (X × Y, B X × B Y ) be a measurable space of (X, Y ) and P = {P θ : θ ∈ Θ} be a family of identifiable probability measures with parameter space Θ. We assume the following conditions. Each g ∈ G induces a one-to-one transformation g from Θ onto itself defined by P gθ (gA) = P θ (A) for any A ∈ B X × B Y and any θ ∈ Θ. The induced space G = {g : g ∈ G} is measurable.
(A2) There exists a one-to-one correspondence X ↔ (t x , u x ) between X and G × U X such that gX corresponds to (gt x , u x ) and U X is a measurable space. Also, there exists a one-to-one correspondence Y ↔ (t y , u y ) between Y and G × U Y such that gY corresponds to (gt y , u y ) and U Y is a measurable space. The statistics u x and u y are maximal invariant under the transformation G.
(A3) There exists a one-to-one correspondence θ ↔ g θ between Θ and G such that gθ corresponds to g g θ for all g ∈ G. The correspondence of g θ in G is denoted by g θ .
(A4) There exist conditional probability density functions p(g −1 θ t x |u x ) and q(g −1 θ t y |u y ) given u x and u y such that for all A ∈ B X , B ∈ B Y ,
where p x (·) is a marginal density function of u x with respect to a measure γ x (·) on U X , and p y (·) and γ y (·) are defined similarly.
We define a measure ν(·) by
This is a right invariant Haar measure. Since γ(·) is left invariant, it is noted that γ(hdg) = γ(dg) and γ((dg)h) = ∆(h)γ(dg) for h, g ∈ G, where ∆(·) is a modular function.
Now we can set up the problem of estimating the joint predictive density q(g −1 θ t y |u y ) q y (u y ) based on (t x , u x ). When we estimate q θ by a densityq(t y |u y , t x , u x )q y (u y ), we evaluate the performance using the Kullback-Leibler (KL) divergence in (1.2) and we may write
Then, the risk function is
where E ux,uy [·] is the expectation with respect to the marginal distribution of (u x , u y ), and R KL (θ,q|u x , u y ) is the conditional risk function given (u x , u y ) equal to
This demonstrates that estimation of the joint density function q(g −1 θ t y |u y )q y (u y ) can be reduced to that of estimating the conditional density function q(g −1 θ t y |u y ) as long as estimators of the formq(t y |u y , t x , u x )q y (u y ) are considered.
Since the problem has an invariance structure, we can derive the best equivariant estimator. Conditional predictive density equivariant estimators under the transformation G satisfyq (gt y |u y , gt x , u x ) =q(t y |u y , t x , u x ) for all g ∈ G,
which implies that a class of (nonrandomized) equivariant estimators is given by
The best equivariant estimator is given in the following proposition.
Proposition 2.1 Assume conditions (A1) to (A4). Then, the best equivariant estimator of q(g −1 θ t y |u y ) is given bŷ
Proof. Note that the conditional risk function ofq I (t −1 x t y |u y , u x ) is free from θ, and from (2.2), it is expressed as
x t y and γ(t x ds) = γ(ds) for the left invariant measure γ(·). With the alternative rewriting
it is seen that the best equivariant predictive density estimator iŝ
Making the transformation t = g −1 t x , we see that
Substituting s = t −1 x t y into (2.5) and using the above arguments shows thatq BI (s|u y , u x ) is expressed as (2.3).
As seen from the form in (2.3), the best equivariant estimator is the generalized Bayes predictive density estimator against the right invariant measure ν(dg). Liang and Barron (2004) showed that the best equivariant estimatorq BI (t −1
x t y |u y , u x ) is minimax if the group G is amenable, namely, if there is a sequence of probability measures γ j (·) on G that is asymptotically invariant in the sense that lim j→∞ {ψ(ag) − ψ(a)}γ j (da) = 0 for every g ∈ G and every bounded measurable function ψ on G. However, the best equivariant estimator is not necessarily minimax when the parameter space is restricted.
We now provide unified conditions for the minimaxity of the best equivariant predictive density estimator. Although the conditions can be applied to both cases that parameters are restricted and non-restricted, they lead to new findings in restricted cases only, since minimaxity in non-restricted cases follows from the result of Liang and Barron (2004) .
(A5) Θ is restricted, and this restriction is equivalently expressed as g θ ∈ P . Also, it is assumed that P ⊂ G ⊂ R r ; namely, G is a subset of r dimensional Euclidean space and P is a restricted space of G.
(A6) There exist sequences of subsets P k (⊂ P ) and one-to-one functions h k (·) between P k ↔ Ξ ⊂ R r with ξ = h k (g θ ) for g θ ∈ P k , where P k , h k (·) and Ξ satisfy the following conditions:
Proof. We can show this theorem along the same lines as in Kubokawa (2004) who modified the method of Girshick and Savage (1951) . Consider the sequence of prior distributions given by
This yields the Bayesian predictive densitieŝ
with conditional Bayes risks
. Now, make the transformation
.
In view of the assumptions, there exists a transformation ξ k = h k (g θ ) satisfying the condition (A6).
Then, the Bayes estimatorĝ π k (g θ s y |u y , g θ s x , u x ) is rewritten aŝ
, (2.8) and the conditional Bayes risk (2.7) is rewritten as
It is noted that from (A6-2), for any small ε > 0,
Then from (2.6), the conditional Bayes risk is evaluated as
For ξ ∈ I k,ε , from (A6-3), it can be seen thatq π
as k → ∞. Hence, Fatou's lemma is used to bound the Bayes risks as
From the arbitrariness of ε > 0, it follows that lim inf k→∞ r k (π k ,q π k |u x , u y ) ≥ R 0 (u x , u y ), completing the proof of Theorem 2.1.
In the above proof, the Bayes risk is given by
On the other hand, Fatou's lemma is used to evaluate the Bayes risk as lim
. Thus, we get the following corollary.
Corollary 2.1 Assume conditions (A1) to (A6-3). Then, the best equivariant estimator q BI (t −1
x t y |u y , u x )q y (u y ) is minimax for the estimation of the joint density q(g −1 θ t y |u y )q y (u y ) in terms of the Kullback-Leibler risk (2.1).
As we will show in various situations, Theorem 2.1 includes both non-restricted and restricted cases and thus provides a unified result for the minimaxity of the best equivariant estimator.
3 Location and scale families: minimaxity and improvements onq BI
Minimaxity for location families
We first deal with the estimation of a density with a restricted location parameter. Let X = (X 1 , . . . , X n 1 ) be a random variable having a density f (
. . , Y n 2 ) be a random variable having a density g(y − µ) for y−µ = (y 1 −µ, . . . , y n 2 −µ), where the location parameter is restricted to the one-sided parameter space
Let u x = (x 2 − x 1 , . . . , x n 1 − x 1 ) and u y = (y 2 − y 1 , . . . , y n 2 − y 1 ) be the maximal invariants.
The location models are expressed as p(
When the parameter µ is not restricted, it follows from (2.3) that the best equivariant estimator for predicting the density q(y 1 −µ|u y )q y (u y ) isq BI (y|x) =q BI (y 1 −x 1 |u y , u x )q y (u y ), whereq
which is minimax without the restriction A. When µ is restricted to A, we can show the minimaxity ofq BI (y|x). Proof. It is sufficient to check conditions (A6)-(A6-3) in Theorem 2.1. In this case,
is satisfied, and the minimaxity ofq BI is established.
Improvements on the best equivariant estimatorq BI
Although the best equivariant predictive density is minimax, it is not reasonable from a Bayesian or optimization perspective because the prior distribution is taken over whole the space of µ. This suggests that the unrestricted uniform prior Bayes predictive density is likely to be inadmissible and may be improved upon by other (necessarily minimax) predictive densities. A reasonable alternative is the generalized Bayes predictive density against the uniform prior over the restricted space A, given byq U (y|x) =q U (y 1 , |x 1 , u y , u x )q y (u y ), whereq
(3.2)
We will indeed establish the minimaxity of the uniform prior Bayes predictive densitŷ q U (y|x) under the following logconcavity or increasing monotone likelihood ratio property:
(C1) The density q(y 1 − µ|u y ) is a continuously differentiable function such that q(y 1 − µ|u y )/q(y 1 − a 0 |u y ) is nondecreasing in y 1 for µ > a 0 . Lemma 3.1 Assume that q(y 1 −µ|u y ) satisfies condition (C1). Define A(y 1 |x 1 , u x , u y , µ) by
Then, the following properties hold:
(i) q (y 1 |u y )/q(y 1 |u y ) is nonincreasing in y 1 , where q (y 1 |u y ) = ∇ y 1 q(y 1 |u y ) for ∇ y 1 = ∂/∂y 1 ;
(ii) For µ > 0, A(y 1 |x 1 , u x , u y , µ) is nondecreasing in y 1 .
Proof. Property (i) follows from the fact that ∇ y 1 {q(y 1 − µ|u y )/q(y 1 |u y )} ≥ 0. For establishing (ii), we shall show that ∇ y 1 A(y 1 |x 1 , u x , u y , µ) ≥ 0 under assumption (C1). Carrying out the differentiation, we see that this inequality is equivalent to
In fact, this derivative is proportional to
which is rewritten as
From property (i), note that ∇ y 1 q(y 1 |u y )/q(y 1 |u y ) is nonincreasing in y 1 . Hence, the integrand in (3.6) is not negative, and the inequality (3.5) holds. This proves Lemma 3.1.
Using this lemma, we prove the following theorem. Proof. Let a 0 = 0 without any loss generality. Sinceq BI (y|x) is a minimax estimator with a constant risk, we shall show thatq U (y|x) improves onq BI (y|x). From (2.1), it is sufficient to show the improvement in terms of the conditional risk (2.2). The IERD method developed by Kubokawa (1994A,B) is useful for the purpose. The conditional risk difference of the two predictive densitiesq BI (y|x) andq U (y|x) is written as
Observe that
which permits us to write
Making the transformation w = −a + t with dw = −da gives that
Then, making the transformations x = x 1 − t and y = y 1 − t yields
Replacing t with w, we can get the expression
Denote an expectation with the density q(y|u y ) by E q [·]. From Lemma 3.1, it follows that A(y|x, u x , u y , µ) is nondecreasing in y for µ > 0. Since q(y+w|u y )/q(y|u y ) is nondecreasing in y, it is seen that B(y|x, u x , u y ) is nondecreasing in y. Thus, for µ > 0
where the inequality in (3.7) follows from the well known covariance inequality since both functions A(y|x, u x , u y , µ) and B(y|x, u x , u y ) are nondecreasing in y (see Wijsman (1984) for example). Since q(y + w|u y )dy = q(y|u y )dy = 1, it follows that
showing that ∆(µ) ≥ 0 for all µ ≥ 0. Observe that A(y|x, u x , u y , 0) is constant(= 1) in y, so that ∆(0) = 0 as seen with the above expansion with an equality replacing the inequality in (3.7). Finally, the covariance inequality in (3.7) is strict when µ > 0 and the proof of Theorem 3.2 is therefore complete.
Other improvements onq BI Theorem 3.2 establishes a general comparison between the generalized Bayes estimator q U and the best equivariant estimatorq BI , with the former dominating the latter under the simple condition that q be logconcave. It is of interest to seek classes of other dominating procedures. Although we will not explore this issue in depth here, it is nevertheless pertinent to make the following observation which generates many other dominating procedures. The next result follows from the strict concavity of the log function on (0, ∞), or alternatively from the strict convexity with respect toq of the loss L KL (q θ ,q). The above result implies directly that convex linear combinations ofq BI andq U dominateq BI in the context of Theorem 3.2 by takingq 0 =q 1 =q BI andq 2 =q U . Finally, since Theorem 3.2 applies for the conditional risks, the weights can be made to depend on the maximal invariants u x and u y and it thus follows that estimators α(u x , u y )q U (y|x 1 , u y , u x )q y (u y ) + (1 − α(u x , u y ))q BI (y|x 1 , u y , u x )q y (u y ) with α(·, ·) ∈ (0, 1) are also minimax.
Examples
We proceed with instructive examples and illustrations.
Example 3.1 (normal models) The results above apply to the particular setup:
with the restriction µ ≥ a 0 . Namely, Theorem 3.1 tells us thatq BI (·|X) ∼ N (X, σ 2 X + σ 2 Y ) remains minimax under the restriction µ ≥ a 0 , while Theorem 3.2 implies that the generalized Bayes estimatorq U is also minimax, and dominatesq BI under the restriction µ ≥ a 0 . Figure 1 compares the risks of these two estimators for a 0 = 0, σ 2 X = 1, σ 2 Y = 1. The curve measures the relative difference in risks (i.e., R Kl (µ,q BI )−R Kl (µ,q U )
). Observe that the risks coincide indeed at the lower boundary of the parameter space and at µ = ∞ and that the gains are appreciable, particularly around one standard deviation from the boundary where they fluctuate around 40%. For the specific normal case illustrated here, the above dominance and minimax results are not new and were previously obtained through a different route by Fourdrinier et al. (2011) by methods which are also applicable for the multivariate case. Interestingly, yet another proof of the dominance result can be derived by a more direct and instructive approach. We now expand on this, considering the more general problem µ ∈ [a 0 , a 0 + m), with m = ∞ corresponding to the lower bounded case and setting hereafter a 0 = 0 without loss of generality. Making use of (1.5), the uniform Bayes estimatorq U with respect to the flat prior on [0, m) is given bŷ
. Consequently, the difference in risks may be expressed as
Here, set W = W/σ W ∼ N (µ/σ W , 1), X = X/σ X ∼ N (µ/σ X , 1) and observe that • Paired with the above, Lemma 3.2 implies that the predictive density estimator 1 2q
• Consequently, as in the first paragraph of this Remark,q BI cannot be minimax for µ ∈ [a 0 , a 0 + m] when q satisfies condition (C1).
The results of this section also apply to Exponential location models with X 1 , . . . , X n 1 , Y 1 , . . . , Y n 2 i.i.d. Exp(µ, σ), µ ≥ 0 and known σ, with density σ −1 exp{−(t − µ)/σ}1 (µ,∞) (t). Here the order statistics X (1) and Y (1) form a sufficient statistic, and we can take σ = 1 without loss of generality, so that it suffices to consider the setup
Evaluating (3.1) and (3.2), we obtain with a little bit of manipulation
Observe thatq BI is an asymmetric Laplace distribution (and symmetric Laplace for n 1 = n 2 ), whileq U is a skewed version ofq BI . Theorems 3.1 and 3.2 apply and tell us that bothq BI andq U are minimax under the restriction µ ≥ 0, withq U dominatingq BI .
Case of a scale family
We next consider estimation of the predictive density with a restricted scale parameter. Let X = (X 1 , . . . , X n 1 ) be a positive random variable having a density σ −n 1 f (σ −1 x) for σ −1 x = (σ −1 x 1 , . . . , σ −1 x n 1 ), and let Y = (Y 1 , . . . , Y n 2 ) be a random variable having a density σ −n 2 g(σ −1 y) for σ −1 y = (σ −1 y 1 , . . . , σ −1 y n 2 ), where the scale parameter is lower bounded belonging to the restricted parameter space
Let t x = |x 1 |, u x = (x 1 /|x 1 |, x 2 /|x 1 |, . . . , x n 1 /|x 1 |) and t y and u y are defined similarly. The joint densities σ −n 1 f (σ −1 x)dx and σ −n 2 g(σ −1 y)dy are expressed as, respectively, p(σ −1 t x |u x )p x (u x )γ(dt x )γ x (du x ) and q(σ −1 t y |u y )q y (u y )γ(dt y )γ y (du y ), where γ(dσ) = dσ/σ, and p x (u x ) and q y (u y ) are marginal densities of u x and u y .
Note that σ −1 t x = exp{log t x − log σ} and d log t x = dt x /t x . Since the restriction B is written as log σ > log b 0 , all the results given in the previous subsection hold for the restricted scale problem. The results corresponding to Theorems 3.1 and 3.2 are described below.
When the parameter σ is not restricted, it follows from (2.3) that the best equivariant estimator for predicting the density q(σ −1 t y |u y )q y (u y ) isq BI (y|x) =q BI (t −1 x t y |u y , u x )q y (u y ), whereq
which is minimax without the restriction B. Even if σ is restricted on B, the minimaxity ofq BI (y|x) still holds.
Theorem 3.3 The best equivariant estimatorq BI (y|x) is minimax for estimation of the predictive density under the restricted parameter space B relative to the L KL -loss, and the minimax risk is given by R 0 = R(σ,q BI ).
Although the best equivariant predictive density is minimax, it is not reasonable because the prior distribution is taken over whole the space of σ. This suggests thatq BI is likely to be inadmissible and to be improved upon by other (minimax) predictive densities. A reasonable choice is the generalized Bayes predictive density against the invariant prior over the restricted space B, given byq U (y|x) =q U (t y |t x , u y , u x )q y (u y ), wherê
To establish the minimaxity of the invariant prior Bayes predictive densityq U (y|x), we assume the following condition analogous to (C1):
(C2) The density q(σ −1 t y |u y ) is a continuously differentiable function such that the ratio of the densities q(σ −1 t y |u y )/q(b −1 0 t y |u y ) is nondecreasing in t y for σ > b 0 . Lemma 3.3 Assume that q(σ −1 t y |u y ) satisfies the condition (C2). Then, the following properties hold:
(i) t y {∇ ty q(t y |u y )}/q(t y |u y ) is nonincreasing in t y , where ∇ ty = ∂/∂t y .
(ii) Define B(t y |t x , u x , u y , σ) by
Then for σ > b 0 , B(t y |t x , u x , u y , µ) is nondecreasing in t y .
We can show Theorem 3.4 directly using Lemma 3.3, though we have here applied Theorem 3.2 to the scale case. We conclude this section with an application to Gamma models.
Example 3.3 An interesting application consists of Gamma distributions for X and Y with X|σ ∼ Gamma(α 1 , σ), Y |σ ∼ Gamma(α 2 , σ) , (3.13) with α 1 , α 2 known, and the lower bound restriction σ ≥ b 0 (> 0). We have assumed without loss of generality that the samples for X and Y are of size one by sufficiency of the sums in such Gamma models. Evaluating (3.10) and (3.11) , we obtain the elegant representationsq
, whereF γ (·) is the survival function of a Gamma(γ, 1) distribution. Observe thatq BI is the density of a Fisher distribution with scale parameter α 2 α 1 x, and shape parameters 2α 2 (d.f. numerator) and 2α 1 (d.f. denominator), whileq U is a skewed version ofq BI .
The findings of this section apply. First,q BI is minimax for the unrestricted parameter space and remains minimax in presence of the lower bound b 0 on the scale parameter. Second, since Gamma densities form a family with an increasing monotone likelihood ratio, condition (C2) is satisfied and the Bayes procedureq U dominatesq BI by virtue of Theorem 3.4. Finally, we point out that analogous results hold here for the case where the scale parameter σ is upper bounded, say σ ∈ (0, c 0 ). In such cases, we consider the transformed problem with X = X and Y = 1 Y and consider the setup of Theorem 3.4 with b 0 = 1 c 0 , p θ being the density of X and q θ being the density of Y . Since inverse Gamma distributions have logconcave densities as well, and the Kullback-Leibler loss is intrinsic, Theorem 3.4 indeed applies.
Estimation in location-scale families
In this section, we treat location-scale families with location and/or scale parameters constrained, and investigate minimaxity of the best equivariant estimators using Theorem 2.1.
Non-bounded case
We begin with the univariate case. Let X = (X 1 , . . . , X n 1 ) be a random variable having a density When the parameters are not restricted, it follows from (2.3) that the best equivariant predictive density estimator of q((σ, µ) −1 t x |u y )q y (u y ) is given byq
and where ν(d(b, a)) = (dadb)/b 2 . Using Theorem 2.1, we analyze the question of minimaxity of the best equivariant estimator under the restriction C.
[1] Case of a 0 > −∞ and b 0 > 0. This case implies that both µ and σ are restricted from one side.
Theorem 4.1 Assume that a 0 and b 0 satisfy that a 0 > −∞ and b 0 > 0. Then, the best equivariant estimatorq BI (t −1
x t y , u y |u x ) is minimax in the estimation of the predictive density under the restricted parameter space C relative to the L KL -loss, and the minimax risk is given by R 0 = R((σ, µ),q BI ).
Proof. For c 0 = 0, we define the sequence d k = k, while for c 0 = 0 we take d k = log k. Such a sequence admits the following behaviour when k → ∞, 
Note that 1 − ξ i > ε and 1 + ξ i > ε for i = 1, 2. The first inequality is satisfied by d
k , which can be expanded to (0, ∞) as k → ∞ if d k → ∞ as k → ∞. Also, the second inequality is satisfied by
Here, it is noted that
Since d k satisfies the condition (a) or (b), it can be seen that the lower end point of (µ − a)/b goes to −∞, and the upper point goes to ∞. This verifies condition (A6-3), and the minimaxity ofq BI is established.
[2] Case of a 0 = −∞ and b 0 > 0. Although we can show the minimaxity directly by the same arguments as in the proof of Theorem 4.1, we here give a simple proof based on Theorem 3.3. Since µ is not restricted and the problem is invariant under a location transformation, we can consider location equivariant estimators, which depend on x 1 and y 1 through y 1 − x 1 . Thus, the risk function of the location equivariant estimator does not depend on µ. Then, the problem can be reduced to the estimation in the scale family with the restriction σ > b 0 . Hence from Theorem 3.3, it follows that best equivariant estimator is minimax. This is summarized as follows.
Theorem 4.2 Assume that µ is not restricted, but σ is restricted to σ > b 0 . Then, the best equivariant estimatorq BI (t −1
x t y , u y |u x ) is minimax in the estimation of the predictive density under the restricted parameter space.
[3] Case of a 0 > −∞ and b 0 = 0. This case implies that µ is restricted as µ > a 0 and σ is not restricted. By considering x = x − a 0 , we can set a 0 = 0 without loss of generality and the problem becomes invariant (as in the previous case) under a scale transformation. We are thus led to the following. Theorem 4.3 Assume that σ is not restricted, but µ is such that µ ≥ a 0 . Then, the best equivariant estimatorq BI (t −1
Bounded case
Concerning the estimation of the predictive density, we have already seen that the best location equivariant estimatorq BI (Example 3.1 and Remark 3.1) is generally not minimax for estimating a location parameter bounded to a compact interval. However, the result of Kubokawa (2005) suggests minimaxity in the case of an unknown scale, and the following theorem shows that this suggestion is correct.
Let us consider the following restriction under the same location-scale families as treated in the previous subsection:
where a 1 and a 2 are bounded constants and b 0 is a positive constant.
Theorem 4.4 Assume that (µ, σ) is restricted to D. Then, the best equivariant estimatorq BI (t −1
x t y , u y |u x ) is minimax for the estimation of the predictive density under the restricted parameter space.
Proof. We shall check conditions (A6)-(A6-3) in Theorem 2.1. In this case, 
both of which are satisfied by k −ε/2 < σ/b < k ε/2 and
Hence, condition (A6-3) is satisfied and the minimaxity ofq BI is established.
Note that minimaxity still holds under the restriction D 0 = {(σ, µ)|a 1 < µ < a 2 , 0 < σ}. However, we could not show minimaxity for the restriction D 1 = {(σ, µ)|a 1 < µ < a 2 , b 0 < σ}, since we cannot take a sequence so that the lower and upper bounds of (µ − a)/b can be expanded to the whole real line in the proof of Theorem 4.4. We conjecture that the best equivariant estimator is not minimax under the restriction D 1 . From Kubokawa (2005) , we also guess that the best equivariant estimator is not minimax for the restriction {(σ, µ)|a 1 < µ/σ < a 2 , σ > 0}.
Multidimensional case
As an extension to a multidimensional model, we consider density functions of the forms p(σ −1 (t x − µ), σ −1 s x |u x )p x (u x ) and q(σ −1 (t y − µ), σ −1 s y |u y )q y (u y ) where u x and u y are location-scale invariant statistics, σ −1 (t x − µ) = t x,1 − µ 1 σ 1 , . . . , t x,p − µ p σ p and σ −1 s x = s x,1 σ 1 , . . . , s x,p σ p , and σ −1 (t y − µ) and σ −1 s y are defined similarly.
[1] Ordered restriction of locations. We first treat the constraint given by M 1 = {(σ, µ)|Bµ ≤ α, σ 1 = · · · = σ p = σ}, where B = (b 1 , . . . , b q ) is a q × p known matrix for q ≤ p, α = (α 1 , . . . , α q ) is a known vector, and the inequality Bµ ≤ α means that b i µ ≤ α i for i = 1, . . . , q. This restriction means that the location parameters are restricted to the polyhedral convex cone and includes the positive orthant restriction µ i ≥ 0, i = 1, . . . , p, the simple order restriction µ 1 ≤ µ 2 ≤ · · · ≤ µ p , and the tree order restriction µ 1 ≤ µ i , i = 2, . . . , k.
Combining the arguments as in the proof of theorem 2.1 in Tsukuma and Kubokawa (2008) and the proof of Theorem 4.3, we can show the minimaxity of the best equivariant estimator.
Theorem 4.5 Assume that (σ, µ) is restricted to the polyhedral convex cone M 1 with unrestricted unknown scale σ. Then, the best equivariant estimator is minimax in the estimation of the predictive density under the restricted parameter space.
[2] Ordered restriction of scales. We next consider the constraint given by
where η = (η 1 , . . . , η p ) for η i = log σ i , and B and α are the same as defined in M 1 . This restriction means that η is restricted on the polyhedral convex cone and includes the positive orthant restriction σ i ≥ 1, i = 1, . . . , p, the simple order restriction σ 1 ≤ σ 2 ≤ · · · ≤ σ p and the tree order restriction σ 1 ≤ σ i , i = 2, . . . , k.
Since µ is not restricted and the problem is invariant under location transformations, we can consider location equivariant estimators, which depend on t x and t y through t y − t x . Thus, the risk function of the location equivariant estimator does not depend on µ. Then, the problem can be reduced to estimation in the scale family with the restriction Bη ≤ α.
Hence from the arguments as in the proof of Tsukuma and Kubokawa (2008) , it follows that the best equivariant estimator is minimax.
Theorem 4.6 Assume that (σ, µ) is restricted into the polyhedral convex cone M 2 with unrestricted location parameters µ. Then, the best equivariant estimator is minimax in the estimation of the predictive density under the restricted parameter space.
Concluding remarks
We have demonstrated that, for many restricted parameter space problems, the best equivariant predictive densityq BI under Kullback-Leibler loss remains minimax, with constant risk matching the minimax risk. We point out that versions of Theorem 2.1, 3.1, 3.3, and 4.1 also follow from the results of Marchand and Strawderman (2012). For lower (or upper) bounded location or scale parameter problems, we have introduced a novel adaptation of Kubokawa's IERD technique to show that the generalized Bayes procedureq U with respect to the truncation of the right Haar invariant measure onto the restricted parameter space dominatesq BI and is thus minimax. These findings are analogous to various point estimation results previously established. It seems plausible, but more research is required, that similar minimax results andq BI -q U comparisons hold
