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High frequency wave propagation is well described even at caustics by
Gaussian beams and the complex eikonal equation. In contrast to the real
eikonal equation, the complex eikonal equation is elliptic and not well posed
as an initial value problem. We develop a new model that approximates the
2D complex eikonal equation but is well posed as an initial value problem.
This model consists of a coupled system of partial and ordinary differential
equations. We prove that there exists a local solution to this new system
by a Picard iteration method and show uniqueness under certain constraints.
Different numerical approximations are then developed based on direct finite
difference approximations or the method of characteristics. Numerical sim-
ulations with a variety of velocity profiles are presented and compared with





Chapter 1. Introduction 1
Chapter 2. Mathematics of Modeling 12
2.1 Derivation of the Equations . . . . . . . . . . . . . . . . . . . 12
2.2 Local Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Nonlinear First-Order PDE for f . . . . . . . . . . . . . 14
2.2.1.1 Characteristic ODEs . . . . . . . . . . . . . . . 14
2.2.1.2 Initial Conditions . . . . . . . . . . . . . . . . . 17
2.2.1.3 Local Invertibility . . . . . . . . . . . . . . . . . 18
2.2.2 Local Existence . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3 Numerical Solutions . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.1 Approximation of f(x, y) . . . . . . . . . . . . . . . . . 41
2.3.1.1 Numerical Scheme for Characteristic ODEs . . 42
2.3.1.2 Linear Interpolation over Regular Grids . . . . 44
2.3.2 Approximation of d(y) . . . . . . . . . . . . . . . . . . . 45
2.3.3 Numerical Examples . . . . . . . . . . . . . . . . . . . . 46
Chapter 3. The Wave Model and its Simulation 60
3.1 ODE for f(0, y) . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2 Approximation of f(x, y) in [−1, 1]× [0, 2] . . . . . . . . . . . 63
3.3 Approximation of A(x, y) . . . . . . . . . . . . . . . . . . . . . 66
3.4 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . 67
vii
Chapter 4. Comparisons between Our Model and Others 80
4.1 Helmholtz Equation with the Sommerfeld Radiation Condition 80
4.1.1 Numerical Scheme . . . . . . . . . . . . . . . . . . . . . 80
4.1.2 Comparisons with Our Model . . . . . . . . . . . . . . . 83
4.2 The Wave Model with a Non-Iterative Method for d(y) . . . . 85
4.2.1 A Non-Iterative Method for Approximation of d(y) . . . 86
4.2.2 Modeling and its Numerical Approxiation . . . . . . . . 88
4.2.3 Comparisons with Our Model . . . . . . . . . . . . . . . 89





Classical ray theory gives an asymptotic approximation of the high fre-
quency wave propagation with numerous applications in such fields as acous-
tics, electromagnetic, optics and geophysics. Its fundamental idea is to eval-
uate the wave field along the characteristic curves known as Rays in terms
of a traveltime and amplitude that propagates along the ray. Here we would
like to briefly review some key facts about classical ray theory. There are
some notations and equations in classical ray theory we will use later to es-
tablish our model. Throughout this thesis, all of our discussions are in the
two-dimensional plane R2.





U(x, y) = 0
where ∆ is the Laplace operator, ω is the circular frequency and c(x, y) is the







into the Helmholtz equation and setting the coefficients of the terms (iω)2 and
1
iω to zero, we obtain the eikonal equation






and the transport equation
2∇τ · ∇A+ A∆τ = 0. (1.2)
where we use the notation A to replace A0.
There are several ways to solve the eikonal equation (1.1), such as the
Hamiltonian approach and the method of characteristics. Here we endorse
the later means. Suppose there is a ray (x(s), y(s)) in R2 where s is the arc
length. Along this curve, we define functions z(s) = τ(x(s), y(s)), p1(s) =
τx(x(s), y(s)), p2(s) = τy(x(s), y(s)) and c = c(x(s), y(s)). The functions x, y,
z, p1 and p2 are determined by the following system of equations
xs = cp1, ys = cp2, p1s = (
1
c






from which, we can derive two important facts about the eikonal τ : (a) τ
represents the traveltime along the ray; (b) ∇τ is tangent to the ray.
To solve the transport equation (1.2), we have to first introduce another
coordinate system (θ, τ) where θ is a parameter labeling the ray. Then the
amplitude A(θ, τ) is solved as






















is the Jacobian between coordinate systems (θ, τ) and (x, y).
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Suppose a group of rays has an envelope line γ and this envelope line
is called caustic in classical ray theory. In other words, caustic is a curve
that each ray from this group is tangent to. We will show that J is zero at
caustic. For any point on γ, there exists a ray touching γ at this point. Thus
we can assume that γ is a function of θ such that γ(θ) = ~r (θ, τ(θ)) where
~r (θ, τ) = (x(θ, τ), y(θ, τ)). It’s easy to see that γθ is parallel to ~rτ on γ. Since
γθ = ~rθ + ~rτ τ
′(θ), then ~rθ is parallel to ~rτ on γ. Therefore J = |~rθ × ~rτ | = 0
on γ. It means that classical ray theory fails in the computation of amplitude
at caustic.
Indeed, the caustic problem is a major drawback of classical ray theory.
In 1982, M.M. Popov introduced Gaussian beams to overcome this difficulty
by adding a complex correction term to the eikonal [26]. Each Gaussian beam
is an asymptotic solution of the wave equation in the vicinity of its central ray.
We will first show the derivation of Gaussian beams in 2D and then talk about
how to use Gaussian beams to evaluate the wave field, the approach known as
the Gaussian beam method.
The derivation is based on the ray centered coordinates (s, n) in the
vicinity of a ray where s is the arc length along the central ray and n is the
measure along the normal direction off the central ray. Assuming n is small,
we express the eikonal φ(s, n) as a power series in n with a collection of the
first three terms






where φ0(s) = φ(s, 0), φ1(s) =
∂
∂n
φ(s, 0) and φ2(s) =
∂2
∂n2
φ(s, 0). Since ∇φ is
tangent to the central ray, φ1 = 0. Hence the eikonal φ(s, n) is reduced to


























as a power series in n, and collect the coefficients

































The amplitude function can also be expressed as a power series in n along the
central ray. Here we only consider seeking its zero order term A0 = A(s, 0), the
amplitude along the central ray. For neatness, we replace the notation A0(s)
4
with A(s). From the transport equation in the ray centered coordinates, we








+ φ2) = 0






















































Moreover, the selected complex-valued initial conditions for P and Q will guar-
antee that
(a) Q 6= 0 and (b) Im(P
Q
) > 0 hold everywhere.
The condition (a) will prevent the amplitude from becoming infinity at caus-
tics. The condition (b) will have Gaussian beams decay exponentially in the
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normal direction from the central ray and will make Gaussian beams have sig-
nificant amplitude only in a close tube around the central ray. The arguments
for (a) can be found in [14] and (b) in [6, Section 3.2.1]. Finally, we would
like to give an example of a Gaussian beam in the homogeneous medium with












whose amplitude has a Gaussian profile e−
x2
2 on the x-axis at the initial time.












Figure 1.1: An imagesc picture of the real part of uGB
The Gaussian beam method is a powerful tool for the computation of
high frequency wave fields. Its evaluation of the wave field at certain point,
say D, is the superposition of all the Gaussian beams whose amplitudes are
not vanishing at D. The advantages of this method include: (1) It can be
applied to complex velocity structures with no singularities at caustics. (2)
Its representation of the wave field at D depends on the nearby area of D.
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The Gaussian beam method was first proposed by Popov in [26] and its first
application was introduced by Červený, Popov and Pšenčik in [12]. More
details and applications can be found in the review [1] and in the books [9],
[27] and [6].
From what we have reviewed of Gaussian beams, the complex eikonal
holds clear advantages over the real eikonal from classical ray theory. This
motivates us to explore a new approach to calculate the complex eikonal in
a more global setting other than obtaining it by computing the second order
derivative with respect to n along each ray from a fan of rays which are dense








axbx + ayby = 0 (1.7)
where a, b are real functions representing the real and imaginary parts of the
eikonal respectively. In [21], Magnanini and Talenti introduced this type of
equation by substituting a complex solution with unknown real and imaginary
part functions into the eikonal equation (1.1). In their continuation work [22],
they establish a Bäcklund transformation between the real part and imaginary
part function, and use it to derive a degenerate elliptic second-order partial
differential equation for the real part function. They also show that there exists
a viscosity solution to the Dirichlet problem of this new equation by using the
vanishing viscosity method. In [20], Li, Fomel and Vladimirsky present a
7
numerical approach to the 2D complex eikonal equation. By introducing an











they turn the problem into finding the value of w to minimize (1.7) in the
linear least-square sense.







ds+ x2f(x, y), (1.8)
b(x, y) = x2d(y). (1.9)
By inserting (1.8) and (1.9) into (1.6) and (1.7), and taking certain steps of
transformation, we derive a new system of equations
x4(Q− 4x2c2d2)f 2x +Qx4f 2y + 2x2(Q− 4x2c2d2)(2xf +R)fx +
2Qx2fy
c

















Q(x, y, fy) = (1 + x
2c(x, y)fy(x, y))
2.
Noting that d(y) does not depend on the value of x in the second equation
for d(y), we freeze x to be a non-zero constant, say x1, and finally establish a
8
system of equations for f(x, y) and d(y)




















In this thesis, we study the initial value problem of (1.10) and (1.11)
with the initial conditions f(x, 0) = 0 and d(0) =
1
2
inside the domain [−1, 1]×
[0, 2]. The reason we choose these two initial conditions is that we would like
the wave in our model to have a Gaussian profile along the x-axis, which
indicates that a(x, 0) = 0 ⇒ f(x, 0) = 0 and d(0) > 0. Without loss of
generality, we let d(0) =
1
2
to endorse the standard Gaussian function. The
benefit of this wave having a Gaussian profile at the initial time is that we
can use a series of this type of waves with shifted centers to compose a plane
wave as shown in [18]. On the other hand, the wave field generated by more
complicated sources can often be expressed in terms of a continuous or a
discrete spectrum of plane waves, either approximately or exactly (quoted
from [7, p.49]). Therefore our model may have potential applications in fields
such as seismic imaging and migration.
We would like to give a brief overview of the contents of this thesis.
Chapter 2 consists of three sections. In the first section, we give full details
of the derivation of (1.10) and (1.11). In the second section, we discuss the
9
solvability of (1.10) with known d(y), and show that (1.10) is equivalent to a
system of ordinary differential equations by using the method of characteris-
tics. Based on this system of ordinary differential equations and the ordinary
differential equation for d(y), we design a Picard iterative method to show that
there exists a local solution to this initial value problem in a domain which
stays away from the origin because of (1.10) degenerating on the y-axis. We
also give uniqueness of this initial value problem under certain constraints.
In the last section, we study the numerical solution of this initial value prob-
lem, designing an iterative algorithm to construct two sequences of functions
that converge and implementing it in several media. In Chapter 3, we use
the theoretical and numerical results from Chapter 2 to design an algorithm
to approximate f(x, y) in the domain [−1, 1] × [0, 2] where we make special
efforts to deal with f(x, y) on the y-axis. Next, we derive a partial differen-
tial equation for the amplitude A(x, y) and use the Lax-Friedrichs method to
solve it with the initial condition A(x, 0) = 1. Finally, we implement them to
simulate the wave Aea+ib in various media. In the last chapter, Chapter 4, we
establish a numerical scheme for the Helmholtz equation with the Sommerfeld
radiation condition, and compare the simulation results with our model’s in
several media. Next, we perform the degeneracy analysis on (1.10) and (1.11)
to derive a system of linear ordinary differential equations for f(0, y) and d(y)
and apply the fourth order Runge-Kutta method to solve this system. We
use the simulation result of d(y) obtained by this non-iterative method (RK4)
to approximate the wave Aea+ib, and compare the simulation results with our
10





2.1 Derivation of the Equations
We start with the 2D complex eikonal equation
a2x + a
2




axbx + ayby = 0. (2.2)






ds+ x2f(x, y), (2.3)
b(x, y) = x2d(y). (2.4)
Substituting them into (2.1) and (2.2), we have
x4(f 2x + f
2






























ds) = 0. (2.6)







which is equivalent to
cx(0, y) = 0.
From (2.6), we derive a formula for d′(y)
d′(y) = −






x(x2c(x, y)fy + 1)
.
Substituting this into (2.5), the equation is transformed into
x4(Q− 4x2c2d2)f 2x +Qx4f 2y + 2x2(Q− 4x2c2d2)(2xf + R)fx +
2Qx2fy
c
+Q(2xf +R)2 − 4x2d2(Q+ c2(2xf +R)2) = 0
where






Q(x, y, fy) = (1 + x
2c(x, y)fy(x, y))
2.
Noting that d(y) does not depend on the value of x in (2.6), we may freeze
x to be a non-zero value say x1. So far, we have established a new system of
equations for f(x, y) and d(y)





















As what we explain on page 9 in Chapter 1, we like the wave in our model to
start at the x-axis with a standard Gaussian profile, indicating that
a(x, 0) = 0 and d(0) > 0.
Therefore we assume the initial conditions for f(x, y) and d(y) are





In this section, we will prove that there exists a local solution to the
initial value problem of (2.7) and (2.8) with the initial condition (2.9) in some
domain Λ inside [0, 1]×[0, 1]. Before heading to the local existence theorem, we
would like to first discuss (2.7) — the first-order non-linear partial differential
equation for f(x, y) — with known d(y).
2.2.1 Nonlinear First-Order PDE for f
Throughout this subsection, we assume d(y) is a known function.
2.2.1.1 Characteristic ODEs
When d(y) is known, (2.7) is a nonlinear first-order partial differential
equation for f(x, y). Therefore we can solve it by using the method of char-
acteristics. First, we introduce a curve (x(s),y(s)) in R2 where s ∈ R+ and it
starts from some point on the x-axis, say (x0, 0). The value of f , fx and fy
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along this curve are denoted by z(s), p1(s) and p2(s)
z(s) := f(x(s), y(s)), p1(s) := fx(x(s), y(s)), p2(s) := fy(x(s), y(s)).
We write the LHS of (2.7) as a function of x, y, z, p1 and p2
F (x, y, z, p1, p2) = x




+Q(2xz +R)2 − 4x2d2(Q+ c2(2xz +R)2)
where c = c(x, y), d = d(y), R = R(x, y) and Q = (1 + x2c(x, y)p2)
2.
By the characteristic theory, x,y, z,p1,p2 satisfy the following system of
ODEs:
ẋ(s) = X(x(s),y(s), z(s),p1(s),p2(s)) (2.10)
ẏ(s) = Y (x(s),y(s), z(s),p1(s),p2(s)) (2.11)
ż(s) = Z(x(s),y(s), z(s),p1(s),p2(s)) (2.12)
ṗ1(s) = U(x(s),y(s), z(s),p1(s),p2(s)) (2.13)
ṗ2(s) = V (x(s),y(s), z(s),p1(s),p2(s)) (2.14)
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where
X(x, y, z, p1, p2) = 2x
2(Q− 4x2c2d2)(2xz +R) + 2p1x4(Q− 4x2c2d2)







2c− 4d2x2c2 + p12x4c2 + 2p22x4c2
+4p1x
3zc2 + 4x2z2c2 + 2p1x
2c2R + 4xzc2R + c2R2
)







2c− 4d2x2c2 + p12x4c2 + 2p22x4c2
+4p1x
3zc2 + 4x2z2c2 + 2p1x




2 + 2xz +R)(Q− 4x2c2d2)







−4p1x(Q− 4x2c2d2)L− 4p1x(L+ p1x2)(Q− 4x2c2d2)

























V (x, y, z, p1, p2) = −4p2x(Q− 4x2d2c2)(p1x2 + L)− 2p23x6
√
Qcy(x, y)



























Qcy(x, y) + 2cL
2cy(x, y)− 2Lcx(x, y))
with
J = 2c(x, y) + xcx(x, y)
K = 2z +
∫ y
0
2c2x(x, t)− c(x, t)cxx(x, t)
c3(x, t)
dt


















Next, we will find the initial condition of z(s),p1(s) and p2(s). We
start with the initial condition of f(x, y)
f(x, 0) = 0 =⇒ fx(x, 0) = 0.
Thus,
z(0) = p1(0) = 0.
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We set y to be zero in (2.5),
x4f 2y (x, 0) +
2x2
c(x, 0)
fy(x, 0)− x4d′2(0)− 4x2d2(0) = 0.
From (2.6), it’s easy to see d′(0) = 0. Thus,
x4f 2y (x, 0) +
2x2
c(x, 0)
fy(x, 0)− x2 = 0.




1 + c(x, 0)2x2
c(x, 0)x2









1 + c(x0, 0)2x20
c(x0, 0)x20
> 0.





By the Local Invertibility Lemma [16, page 106], if the noncharacteristic
condition Fp2 6= 0 is valid on some boundary Γ with Γ ⊂ [0, 1]×{0}, there exists
a domain Λ ⊂ [0, 1]×[0, 1] with ∂Λ∩{y = 0} = Γ such that for each (x, y) ∈ Λ,
there exists a unique pair of x0 and s such that
x = x(x0, s) and y = y(x0, s).
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The mappings x, y 7→ x0, s are C2. Moreover, the function f(x, y) defined
below
f(x, y) := z(x0(x, y), s(x, y))
is a C2 solution of (2.7) in Λ with the initial condition f(x, 0) = 0 on Γ. Now








2c− 4d2x2c2 + p12x4c2 + 2p22x4c2 + 4p1x3zc2
+4x2z2c2 + 2p1x
2c2R + 4xzc2R + c2R2
)
.
Since x(0) = x0, y(0) = 0, z(0) = 0, p1(0) = 0 and p2(0) = fy(x0, 0)








2c− x02c2 + 2p2(0)2x04c2
)
.
It’s clear that Fp2(x0, 0, 0, 0, fy(x0, 0)) > 0 in [δ, 1] with 0 < δ < 1. Thus we
may assume Γ = [δ, 1]×{0} where δ is a positive number as small as we wish.
From the discussion above, we can make the conclusion that if we have
solutions x(x0, s),y(x0, s), z(x0, s),p1(x0, s),p2(x0, s) to (2.10)- (2.14), then
there exists a C2 solution f(x, y) — defined as z(x0(x, y), s(x, y)) — to (2.7)
with the initial condition f(x, 0) = 0 in a domain Λ. Moreover,
f(x, y) = z(x, y), fx(x, y) = p1(x, y) and fy(x, y) = p2(x, y).
2.2.2 Local Existence
Noting that ẏ(0) = Fp2(x0, 0, 0, 0, fy(x0, 0)) > 0 for any x0 ∈ [δ, 1], we
may assume that ẏ(s) > 0 in [0, θ]. Hence there exists a one-to-one relation
between y and s along this characteristic curve. In light of this, we may
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consider x, z, p1 and p2 as functions of y. Then, x(y), z(y), p1(y) and p2(y)
should satisfy
xy = X(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.15)
zy = Z(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.16)
p1y = U(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.17)
p2y = V (x, y, z,p1,p2)/Y (x, y, z,p1,p2). (2.18)
Moreover, we claim that if x(y), z(y), p1(y) and p2(y) are solutions to (2.15)-
(2.18), there exists a function y(s) such that x(y(s)), y(s), z(y(s)),p1(y(s))





1/Y (x(τ), τ, z(τ),p1(τ),p2(τ)) dτ
which leads to
s′(y) = 1/Y (x(y), y, z(y),p1(y),p2(y)) 6= 0,
otherwise xy, zy,p1y,p2y would blow out. Thus its inverse function y(s) exists
and
y′(s) = Y (x(y(s)), y(s), z(y(s)),p1(y(s)),p2(y(s))).
Therefore
[x(y(s))]s = xy(y(s))y
′(s) = X(x(y(s)), y(s), z(y(s)),p1(y(s)),p2(y(s)))
[z(y(s))]s = zy(y(s))y
′(s) = Z(x(y(s)), y(s), z(y(s)),p1(y(s)),p2(y(s)))
[p1(y(s))]s = p1y(y(s))y
′(s) = U(x(y(s)), y(s), z(y(s)),p1(y(s)),p2(y(s)))
[p2(y(s))]s = p2y(y(s))y
′(s) = V (x(y(s)), y(s), z(y(s)),p1(y(s)),p2(y(s)))
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which implies that x(s), z(s), p1(s), p2(s) — defined as x(y(s)), z(y(s)),
p1(y(s)), p2(y(s)) — and y(s) are solutions of (2.10)- (2.14). In light of the
equivalence between these two systems of ODEs (2.10)- (2.14) and (2.15)-
(2.18), we can have the local existence result by finding solutions to (2.15)-
(2.18).
Theorem 2.2.1 (Local Existence Theorem). There exists a domain Λ
Λ ⊂ [0, 1]× [0, 1] and ∂Λ ∩ {y = 0} = Γ
such that over the domain Λ, there exists a solution — f(x, y) and d(y) — to
the initial value problem of


















with the initial conditions




Proof. We will establish this theorem by designing Picard’s iterative method to
construct iterative sequences of xn(y), zn(y), p1n(y), p2n(y) and dn(y) such that
the curve (xn(y), y) has an initial point of (x0, 0), zn, p1n, p2n are the approxi-
mations of f , fx, fy along the curve (xn(y), y), and dn(y) is the approximation
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of d(y). Before beginning the proof, we first introduce some notations
α = (x, z, p1, p2), αn = (xn, zn, p1n, p2n),
F1 = X(α, d, y)/Y (α, d, y), F2 = Z(α, d, y)/Y (α, d, y),
F3 = U(α, d, y)/Y (α, d, y), F4 = V (α, d, y)/Y (α, d, y),
F n1 = F1(αn, dn, y), F
n
2 = F2(αn, dn, y),
F n3 = F3(αn, dn, y), F
n
4 = F4(αn, dn, y).
The iterative sequences of xn, yn, zn, p1n, p2n and dn are constructed as follows
1. Assume d0 =
1
2
, α0 = (x0, 0, 0, η(x0)) where η(x0) =
−1 +
√





2. αn+1 and dn+1 are given by
αn+1(j) = µ(j) +
∫ y
0









zn(x1, τ), p1n(x1, τ), p2n(x1, τ), τ
)
dτ
where µ = α0 and
P (z, p1, p2, y) =
2x1










If xn, zn, p1n, p2n and dn are uniformly convergent to some functions — namely









z(x1, τ),p1(x1, τ),p2(x1, τ), τ
)
dτ (2.19)
xy = X(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.20)
zy = Z(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.21)
p1y = U(x, y, z,p1,p2)/Y (x, y, z,p1,p2) (2.22)
p2y = V (x, y, z,p1,p2)/Y (x, y, z,p1,p2) . (2.23)
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(2.19) gives an explicit formula for d(y), hence we can consider d term in
every characteristic ODE of (2.20)-(2.23) as a function of y. Simultaneously
x, z,p1,p2 satisfy (2.20)-(2.23). Therefore there exists a C
2 function f(x, y)
in some domain Λ such that f(x, y) is a solution to (2.7) with known d(y) and
f(x, y) = z(x, y), fx(x, y) = p1(x, y), fy(x, y) = p2(x, y).
Simultaneously,
d′(y) = −P (f(x1, y), fx(x1, y), fy(x1, y), y)d(y)
which is equivalent to (2.8).
The discussion above indicates that as long as we can prove the hy-
pothesis that xn, yn, zn, p1n, p2n and dn are uniformly convergent, the proof of
local existence will be complete. In fact, this hypothesis can be proved with
the following steps.
Step 1. Set up a priori conditions.
We set up the following two a priori conditions
1. For all n ≥ 1,










where || · || is the maximum norm of the function.
Let

















||P || = max
(α,d)∈Ψ,y∈[0,1]
|P (z, p1, p2, y)|
||∇P || = max
(α,d)∈Ψ,y∈[0,1]
|∇P (z, p1, p2, y)|
where |∇(·)| is the sum of the absolute value of all its first derivatives.
Step 2. Find the estimations.
With all the bounds defined in Step 1, our ultimate goal in this step is to
have the estimation of the following functions
(a) |αnx0 |
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(b) |αn − α0|+ |dn − d0|





















|αx0(k)| ≤ ||∇Fj|| |αx0|.
Combining all the inequalities with j from 1 to 4,
|αx0|y ≤ ||∇F || |αx0|.
By Gronwall’s Inequality
|αx0| ≤ e||∇F ||y|αx0(0)| ≤ e||∇F ||y(1 + ||ηx0||).
Next, we will prove that for all n ≥ 0
|αnx0| ≤ e||∇F ||y(1 + ||ηx0||) . (2.26)
When n = 0,
|α0x0 | ≤ (1 + ||ηx0||)
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thus (2.26) holds.
Assume (2.26) holds for n and recall the formula for αn+1x0(j)






∂kFj(αn, dn, τ)αnx0(k) dτ.
Then,




≤ (1 + ||ηx0||) + (1 + ||ηx0||)(e||∇F ||y − 1)
≤ (1 + ||ηx0||)e||∇F ||y
thus (2.26) holds for n + 1. By mathematical induction, (2.26) holds for all
n ≥ 0.
Next, we will estimate (b). Start with |αn+1 − αn| and |dn+1 − dn|















|αn − αn−1|+ |dn − dn−1| dτ






P (βn,y) dτ − e−
∫ y
0


















0 (x1, y), y), p1n(x
n
0 (x1, y), y), p2n(x
n
0 (x1, y), y)
)
and





We first calculate |βn(1)− βn−1(1)|
|zn(xn0 (x1, y), y)− zn−1(xn−10 (x1, y), y)|
≤ |zn(xn0 (x1, y), y)− zn(xn−10 (x1, y), y)|
+|zn(xn−10 (x1, y), y)− zn−1(xn−10 (x1, y), y)|








0 (x1, y), y) = xn−1(x
n−1
0 (x1, y), y) = x1
⇓
|xn−1(xn−10 (x1, y), y)− xn−1(xn0 (x1, y), y)|
= |xn(xn0 (x1, y), y)− xn−1(xn0 (x1, y), y)|





|xn0 (x1, y)− xn−10 (x1, y)|
= |xn−10 (xn−1(xn0 (x1, y), y), y)− xn−10 (xn−1(xn−10 (x1, y), y), y)|














|zn(xn0 (x1, y), y)− zn−1(xn−10 (x1, y), y)|










|p1n(xn0 (x1, y), y)− p1n−1(xn−10 (x1, y), y)|








|p2n(xn0 (x1, y), y)− p2n−2(xn−20 (x1, y), y)|






































































+ |dn − dn−1| dτ
)




γ(1 + ||ηx0||)e||∇F || + 1
)
.
Now we start to estimate |α1 − α0| + |d1 − d0| and first recall the formula
for α1
α1(j) = α0(j) +
∫ y
0
Fj(α0, d0, τ) dτ, j = 1 to 4.
Then,
|α1 − α0| ≤ ||F ||y
|d1 − d0| = |d1(y)− d1(0)| ≤ ||d′1||y
thus
|α1 − α0|+ |d1 − d0| ≤ (||d′1||+ ||F ||)y.
Next we will show that for all n ≥ 1





Assuming (2.27) holds for n− 1


































≤ (||d′1||+ ||F ||)(3E)n
yn+1
(n+ 1)!














|αn − α0|+ |dn − d0| ≤ (||d′1||+ ||F ||)e3Ey .
Now we begin estimating (c). Recall




k=1 ∂kFj(αn, dn, τ)αnx0(k) dτ

















|∂kFj(αn, dn, τ)αnx0(k)− ∂kFj(αn−1, dn−1, τ)αnx0(k)|






















|αnx0 − αn−1x0| dτ
≤ ||αnx0 || ||∂2Fj ||
∫ y
0




|αnx0 − αn−1x0| dτ










Adding up all the inequalities with j from 1 to 4,
|αn+1x0 − αnx0|
≤ e||∇F ||(1 + ||ηx0||)||∂2F ||
∫ y
0











|αnx0 − αn−1x0| dτ




||∂2Fj|| and M = (||d′1||+ ||F ||)(1 + ||ηx0||)||∂2F ||e||∇F || .
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When n = 1,






∂kFj(α0, d0, τ)α0x0(k) dτ
therefore
|α1 − α0| ≤ ||∇F || · ||α0x0 ||y ≤ ||∇F ||(1 + ||ηx0||)y .
Next, we will prove that for all n ≥ 1








Clearly, (2.28) holds for n = 0. Assuming (2.28) holds for n











+ (n− 1)M(3E)n−1 y
n+1
(n+ 1)!






+ +||∇F ||(1 + ||ηx0||)(3E)n
yn+1
(n+ 1)!
thus (2.28) holds for n+ 1. By induction, (2.28) holds for all n ≥ 1.
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Therefore
|αnx0 − α0x0| ≤
∑n






+ ||∇F ||(1 + ||ηx0||)(3E)j−1
yj
j!
≤ (M/3E)e3Eyy + ||∇F ||(1 + ||ηx0||)e3Eyy
≤ [(M/3E)e3E + ||∇F ||(1 + ||ηx0||)e3E] y .
Simultaneously,
|xnx0 − x0x0 | ≤ [(M/3E)e3E + ||∇F ||(1 + ||ηx0||)e3E] y .
Step 3. Find the domain.
In this step, we are going to find a domain Θ
Θ := {(x0, y)| x0 ∈ [δ, 1], y ∈ [0, θ] with δ > 0, θ < 1}
such that a priori conditions (2.24) and (2.25) hold in Θ.
Let θ = ((||d′1||+ ||F ||)e3E + 1)−1
|αn − α0|+ |dn − d0| ≤ (||d′1||+ ||F ||)e3Ey ≤ (||d′1||+ ||F ||)e3Eθ < 1
which implies (2.24)
|dn|+ |αn| ≤ |dn − d0|+ |d0|+ |αn − α0|+ |α0| < |d0|+ |α0|+ 1.
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Since






∂kF1(α0, d0, τ)α0x0(k) dτ,
there exists λ > 0 such that x0x0 >
2
γ
in [δ, 1]× [0, λ]. Then
xnx0 = xnx0 − x0x0 + x0x0




− [(M/3E)e3E + ||∇F ||(1 + ||ηx0||)e3E ]θ.












Step 4. Prove the uniform convergence.
In this final step, we will complete our proof by proving the hypothesis that
xn, yn, zn, p1n, p2n and dn are uniformly convergent. First recall (2.27)





For any m > n,























is uniformly convergent in [0, θ], the
sequences of functions xn, yn, zn, p1n, p2n and dn are uniformly convergent.
2.2.3 Uniqueness
We have already established local existence and now we will prove
uniqueness under certain constraints.
Theorem 2.2.2 (Uniqueness Theorem). Suppose there are two solutions —
f̃ , d̃ and f̂ , d̂ — to the initial value problem of


















with the initial conditions
f(x, 0) = 0, d(0) =
1
2
in the domain Λ defined as
Λ ⊂ [0, 1]× [0, 1] and ∂Λ ∩ {y = 0} = Γ.
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If both of the solutions satisfy
Y (x, y, f(x, y), fx(x, y), fy(x, y), d(y)) 6= 0 in Λ,
then
f̃ = f̂ , d̃ = d̂ in Λ.
Proof. Due to
Y (x, y, f̃(x, y), f̃x(x, y), f̃y(x, y), d̃(y)) 6= 0
Y (x, y, f̂(x, y), f̂x(x, y), f̂y(x, y), d̂(y)) 6= 0,
there exist two sets of characteristic functions of y — α̃ = (x̃, z̃, p̃1, p̃2) and
α̂ = x̂, ẑ, p̂1, p̂2 — such that they are solutions to (2.15)-(2.18)
α̃(j) = µ(j) +
∫ y
0
Fj(α̃, d̃, y) dτ, j = 1 to 4
α̂(j) = µ(j) +
∫ y
0
Fj(α̂, d̂, y) dτ, j = 1 to 4
where µ(j) is the initial condition.
Since
x̃x0(0) = x̂x0(0) = 1,
there exists θ > 0 such that for any (x, y) ∈ Λ ∩ [0, 1] × [0, θ], there exist
x̃0(x, y) and x̂0(x, y) such that
z̃(x̃0(x, y), y) = f̃(x, y), p̃1(x̃0(x, y), y) = f̃x(x, y), p̃2(x̃0(x, y), y) = f̃y(x, y),
ẑ(x̂0(x, y), y) = f̂(x, y), p̂1(x̂0(x, y), y) = f̂x(x, y), p̂2(x̂0(x, y), y) = f̂y(x, y).
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Let
m = 1 + ||f̃ ||+ ||f̃x||+ ||f̃y||+ 1 + ||f̂ ||+ ||f̂x||+ ||f̂y||+ ||d̃||+ ||d̂||
Ψ = [−m,m]× [−m,m]× [−m,m]× [−m,m]× [−m,m] ⊂ R5
where || · || = max
(x,y)∈Λ∩[0,1]×[0,θ]
| · | .

















||P || = max
(α,d)∈Ψ,y∈[0,1]
|P (z, p1, p2, y)|
||∇P || = max
(α,d)∈Ψ,y∈[0,1]
|∇P |
where |∇(·)| is the sum of the absolute value of all its first derivatives.
















|α̃− α̂|+ |d̃− d̂| dτ












|f̃(x1, y)− f̂(x1, y)| is further estimated as follows
|f̃(x1, y)− f̂(x1, y)|
= |z̃(x̃0(x1, y), y)− ẑ(x̂0(x1, y), y)|
≤ |z̃(x̃0(x1, y), y)− z̃(x̂0(x1, y), y)|+ |z̃(x̂0(x1, y), y)− ẑ(x̂0(x1, y), y)|






x̃(x̃0(x1, y), y) = x̂(x̂0(x1, y), y) = x1
⇓
|x̂(x̂0(x1, y), y)− x̂(x̃0(x1, y), y)|







|x̃0(x1, y)− x̂0(x1, y)|
= |x̂0(x̂(x̃0(x1, y), y), y)− x̂0(x̂(x̂0(x1, y), y), y)|






|f̃(x1, y)− f̂(x1, y)|











|f̃x(x1, y)− f̂x(x1, y)|









|f̃y(x1, y)− f̂y(x1, y)|


































+|α̃− α̂|x̂0(x1, τ) dτ.
Therefore
























+ |d̃− d̂| dτ
)
where E = ||∇F ||+ 1
2
e||P ||||∇P ||(||x̂0x|| · ||α̃x0||+ 1) .
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Clearly,
|α̃− α̂|+ |d̃− d̂| ≤ m
hence for any n ≥ 0




Let n approach infinity and we derive
α̃ = α̂, d̃ = d̂
which implies that
f̃(x, y) ≡ f̂(x, y) in Λ ∩ [0, 1]× [0, θ] .
Let λ be the largest length such that
f̃(x, y) ≡ f̂(x, y) in Λ ∩ [0, 1]× [0, λ] .
If [0, 1]×(λ, 1]∩Λ is not empty, we would have a contradiction that there exists
ρ > 0 such that in Λ ∩ [0, 1] × [λ, λ + ρ], f̃(x, y) ≡ f̂(x, y) by repeating the
exact same arguments we have used for proving uniqueness in [0, θ]. Therefore
we have
f̃(x, y) = f̂(x, y) in Λ.
40
2.3 Numerical Solutions
In the previous section, we establish local existence and uniqueness of
the initial value problem of (2.7) and (2.8) with the initial condition (2.9). In
this section, we will study the numerical solution of this initial value problem.
We propose an algorithm (∗∗) as follows




Step 2. Substitute d0 into (2.7) and solve for a numerical solution, namely,
f0.
Step 3. Substitute f0 into (2.8) and solve for a numerical solution, namely,
d1.




Step 5. Substitute the latest dn into (2.7) and obtain a numerical solution
for f(x, y), namely, fn.
We consider fn, dn as the numerical solution of this initial value problem.
2.3.1 Approximation of f(x, y)
In Step 2, we consider using the fourth-order Runge-Kutta method
(RK4) to solve (2.10)-(2.14) — the system of characteristic ODEs associated
with (2.7) — to obtain the approximation of f(x, y). Since the numerical
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results for z,p1,p2 are based on a set of scatter points, we consider to do the
linear interpolation of these data to approximate f , fx, fy over the regular
grids.
2.3.1.1 Numerical Scheme for Characteristic ODEs
The fourth-order Runge-Kutta method for (2.10)- (2.14) is given as
xj+1 = xj +
ds
6
(XK1 + 2XK2 + 2XK3 +XK4)
yj+1 = yj +
ds
6
(Y K1 + 2Y K2 + 2Y K3 + Y K4)
zj+1 = zj +
ds
6
(ZK1 + 2ZK2 + 2ZK3 + ZK4)
p1j+1 = p1j +
ds
6
(P1K1 + 2P1K2 + 2P1K3 + P1K4)
p2j+2 = p2j +
ds
6
(P2K2 + 2P2K2 + 2P2K3 + P2K4)
with the step size ds and
XK1 = X(xj ,yj, zj,p1j ,p2j)
Y K1 = Y (xj,yj , zj,p1j ,p2j)
ZK1 = Z(xj ,yj, zj,p1j ,p2j)
P1K1 = P1(xj,yj , zj,p1j,p2j)
P2K1 = P2(xj,yj , zj,p1j,p2j)
42
and



































































































































































XK4 = X(xj + dsXK3,yj + dsY K3, zj + dsZK3,p1j + dsP1K3,p2j + dsP2K3)
Y K4 = Y (xj + dsXK3,yj + dsY K3, zj + dsZK3,p1j + dsP1K3,p2j + dsP2K3)
ZK4 = Z(xj + dsXK3,yj + dsY K3, zj + dsZK3,p1j + dsP1K3,p2j + dsP2K3)
P1K4 = P1(xj + dsXK3,yj + dsY K3, zj + dsZK3,p1j + dsP1K3,p2j + dsP2K3)
P2K4 = P2(xj + dsXK3,yj + dsY K3, zj + dsZK3,p1j + dsP1K3,p2j + dsP2K3).
2.3.1.2 Linear Interpolation over Regular Grids
We use RK4 to solve (2.10)-(2.14) with the initial point x0 from 0.02
to 1 with ∆x = 0.02. We denote the numerical results by {xk, yk, zk, p1k,
p2k} with a counting index k. We generate a set of regular grids (Xl, Yj) by
discretizing the xy-plane. To obtain the approximation of f(x, y), fx(x, y),
fy(x, y) on (Xl, Yj), we take the following steps
(1) For each grid (Xl, Yj), we find the three nearest points to it — namely
(xn1, yn1), (xn2, yn2) and (xn3, yn3) — from the set of (xk, yk) with all k
(2) Do linear interpolation on (xn1, yn1, zn1), (xn2, yn2, zn2) and (xn3, yn3, zn3)
to obtain the approximation of f(Xl, Yj)
(3) Do linear interpolation on (xn1, yn1, p1n1), (xn2, yn2, p1n2) and (xn3, yn3, p1n3)
to obtain the approximation of fx(Xl, Yj)
(4) Do linear interpolation on (xn1, yn1, p2n1), (xn2, yn2, p2n2) and (xn3, yn3, p2n3)
to obtain the approximation of fy(Xl, Yj).
44
2.3.2 Approximation of d(y)









P (x1, τ) =










Assume {(Xρ, Yj)} is a set of regular grids on the line {x = x1} where Yj =
(j − 1)∆y with positive integer j and spacing ∆y. We use the composite
Simpson’s rule to approximate d(y):


















P (x1, Yj) + 4P (x1, Yj+1) + P (x1, Yj+2)
)
.
(2) Evaluate d(Y2) using the rectangle method
∫ Y2
0
P (x0, τ) dτ ≈ ∆yP (x1,∆y) .






















P (x1, Yj) + 4P (x1, Yj+1) + P (x1, Yj+2)
)
.
(3) Do linear interpolation between (Yj, d(Yj)) and (Yj+1, d(Yj+1)) to approx-
imate d(y) on every subinterval [Yj, Yj+1].
2.3.3 Numerical Examples
We implement the algorithm (∗∗) over the domain [0.1, 1]× [0, 2] in the
following three media
1. C1 is a homogeneous medium with c(x, y) ≡ 1.














































+ 4(y − 1)2 ≤ 1
4









+ 4(y − 1)2 ≤ 1
4
and x ≤ −2 ;





≤ y ≤ 5
4
and− 2 < x < 2;
1 everywhere else.
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Figure 2.1: The medium C2












(a) Over the domain [−3, 3]× [0, 2]












(b) Over the domain [−1, 1]× [0, 2]


















































Figure 2.2: The medium C3












(a) Over the domain [−3, 3]× [0, 2]












(b) Over the domain [0, 1]× [0, 2]
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. The characteristic curves for f0 are shown below
Figure 2.3: The characteristic curves with initial points from 0.02 to 1 with
∆x = 0.02 and the y coordinate restricted within [0, 2.4]















(b) Close-up in [0, 0.5]× [0, 2.5]
The pattern exhibited by all the characteristic curves in Figure 2.3
indicates that we only need to compute the characteristic curve with the initial
point x0 less than x1 +∆x in later iteration until max |dn+1− dn| < 10−4. Let
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x1 = 0.25. After 5 iterations, max |d5 − d4| drops below 10−4. We compare
dn+1 with dn after each iteration and the results are listed below




















|d2 − d1| = 0.0785




















|d3 − d2| = 0.0125
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|d4 − d3| = 0.0013




















|d5 − d4| = 8.6× 10−5
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Figure 2.8: The approximation of f(x, y)
Finally, we check whether different values of x1 would have any effect
on the value of d(y). We compute d5 with the approximation of f4 along two
other lines {x = 0.11} {x = 0.39} and compare them to d5 with x1 = 0.25.






























The maximum distance between d5 with x1 = 0.11 and x1 = 0.25 is 0.0035.
The maximum distance between d5 with x1 = 0.25 and x1 = 0.39 is 0.0058.
The maximum distance between d5 with x1 = 0.11 and x1 = 0.39 is 0.0093.
2.3.3.2 Simulation in the medium C2
We use d5 — the approximation of d(y) in the medium C1 shown in
Figure 2.7 — as the initial guess for d0 to approximate f0. The characteristic
curves for f0 are shown below




















(b) Close-up in [0, 1]× [0, 2]
Figure 2.9: The characteristic curves with initial points from 0.02 to 1 with
∆x = 0.02 and the y coordinate restricted within [0, 2.4]
Let x1 = 0.5. We continue the iterations until max |d4−d3| drops below
10−4. We compare dn+1 with dn after each iteration and the results are listed
below
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|d1 − d0| = 0.0401




















|d2 − d1| = 0.0080
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|d3 − d2| = 0.0011




















|d4 − d3| = 7.9× 10−5
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Figure 2.14: The approximation of f(x, y)
In the end, we compute d4 with the approximation of f3 along two other
lines {x = 0.4} {x = 0.6} and compare them to d4 with x1 = 0.5.






























The maximum distance between d4 with x1 = 0.5 and x1 = 0.4 is 0.0061.
The maximum distance between d4 with x1 = 0.5 and x1 = 0.6 is 0.0073.
The maximum distance between d4 with x1 = 0.4 and x1 = 0.6 is 0.0134.
2.3.3.3 Simulation in the medium C3
We use d5 — the approximation of d(y) in the medium C1 shown in
Figure 2.7 — as the initial guess for d0 to approximate f0. The characteristic
curves for f0 are shown below
Figure 2.15: The characteristic curves with initial points from 0.005 to 1 with
∆x = 0.005 and the y coordinate restricted within [0, 2.4]






















(b) Close-up in [0.9, 1]× [0.8, 1.2]
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Let x1 = 0.5. We continue the iterations until max |d3 − d2| drops
below 10−4. We compare dn+1 with dn after each iteration with the results
listed below




















|d1 − d0| = 0.1257




















|d2 − d1| = 0.0018
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|d3 − d2| = 5.7× 10−5














Figure 2.19: The approximation of f(x, y) in [0.1, 1]× [0, 2]
58
We also compute d3 with the approximation of f2 along two other lines {x =
0.4} {x = 0.6} and compare them to d3 with x1 = 0.5.





























The maximum distance between d3 with x1 = 0.5 and x1 = 0.4 is 0.0098.
The maximum distance between d3 with x1 = 0.5 and x1 = 0.6 is 0.0155.
The maximum distance between d3 with x1 = 0.4 and x1 = 0.6 is 0.0250.
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Chapter 3
The Wave Model and its Simulation
We assume that the wave has the form A(x, y)eiω(a(x, y) + ib(x, y))
which is equivalent to A(x, y)e−ωb(x,y) e
iω a(x, y)
. We expect the amplitude
A(x, y)e−ωb(x,y) and the phase a(x, y) to satisfy the transport equation




+ A(x, y)e−ωb(x,y)∆a(x, y) = 0
which is equivalent to
2axAx + 2ayAy +
(
∆a− 2ω(axbx + ayby)
)
A = 0.
Due to axbx + ayby = 0, we derive an equation for the amplitude A(x, y)
2axAx + 2ayAy +∆aA = 0 (3.1)



























Its boundary condition is given as A(x, 0) = 1 because we would like the wave
to have a standard Gaussian profile e−
1
2
x2 on the x-axis.
Our ultimate goal in this section is to simulate this wave in the domain
[−1, 1]× [0, 2]. Apparently, we need to first have the approximation of f(x, y)
in this domain. We already have local existence and uniqueness of the initial
value problem of f(x, y) and d(y) inside the domain [δ, 1] × [0, 2] with any
small δ > 0. Similarly, we can establish the same results inside the domain
[−1,−δ] × [0, 2] due to the fact that Fp2(x0, 0, 0, 0, fy(x0, 0)) 6= 0 holds in
[−1, 0). Since δ is as small as we wish, we only need to find f(x, y) on the
y-axis.
3.1 ODE for f(0, y)
By performing the degeneracy analysis on (2.5), we can obtain an or-
dinary differential equation for f(0, y). Recall (2.5)
x4(f 2x + f
2






















Divide it by x2,
x2(f 2x + f
2


























Let x approach 0,
2
c
fy(0, y) + 4f

























exists, we can derive an ODE for f(0, y)
fy(0, y) = 2d
























































fy(0, y) = 2d










Moreover, if cxx(0, y) = 0, we have a simple version
fy(0, y) = 2c(0, y)( d
2(y)− f 2(0, y) ) .
(3.2) can be numerically solved by the fourth order Runge-Kutta method. For
simplicity, we use the simple version to show its numerical scheme given as
follows




k1 + 2k2 + 2k3 + k4
)
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where {(0, yj)} is a set of equally spaced grids on the y-axis with spacing ∆y
and
k1 = 2c(0, yj)(d
2(yj)− f 2(0, yj))




















k4 = 2c(0, yj+1)(d
2(yj+1)− (f(0, yj) + k3∆y)2).
3.2 Approximation of f(x, y) in [−1, 1]× [0, 2]
Due to cx(0, y) = 0, the central ray starting from the origin is traveling
strictly downwards along the y-axis. In light of this, we consider breaking the
wave into two parts — a left wing in the left-half domain [−1, 0)× [0, 2] and
a right wing in the right-half domain (0, 1]× [0, 2], and to simulate f(x, y) in
each domain respectively. Based on the theoretical and numerical results in
Chapter 2, we propose an algorithm for the approximation of f(x, y) in the
domain [−1, 1]× [0, 2] as follows
Step 1. Simulation in the left-half domain [−1, 0)× [0, 2].
Let x1 = xL where xL is a constant of our choice in [−1, 0). Continue
the iteration process until max |dn+1−dn| < 10−4 for some n. Denote
dn+1 by dL. Use dL as the approximation of d(y) to calculate all the
characteristics of f(x, y) with initial points from -0.02 to -1 with 0.02
spacing. This set of characteristics is denoted by {xl, yl, zl, p1l, p2l}
with negative counting index l = −1,−2,−3 etc.
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Step 2. Simulation in the right-half domain (0, 1]× [0, 2].
Let x1 = xR where xR is a constant of our choice in (0, 1]. Continue
the iteration process until max |dn+1−dn| < 10−4 for some n. Denote
dn+1 by dR. Use dR as the approximation of d(y) to calculate all the
characteristics of f(x, y) with initial points from 0.02 to 1 with 0.02
spacing. This set of characteristics is denoted by {xr, yr, zr, p1r, p2r}
with positive counting index r = 1, 2, 3 etc.
Step 3. Approximation of f(x, y), fx(x, y), fy(x, y) along the y-axis.
We would like to use (3.2) to approximate f(0, y) and fy(0, y) but the
problem here is which function, dL or dR, we should pick for d(y). In
the derivation of (3.2), we take the limit as x approaches 0 from both
sides. But in reality, we have local existence and uniqueness of f(x, y)
and d(y) inside the left- and right-half domain — [−1, 0)× [0, 2] and
(0, 1]× [0, 2] — respectively. Thus if dL and dR are different, we will
have two different ODEs for f(0, y) by taking the left- and right-hand
limits as x approaches 0
fy(0, y) = 2d
2











fy(0, y) = 2d
2












If dL 6= dR, we skip this step and directly go to the next. If dL = dR,
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we first apply the RK4 on (3.2) to approximate f(0, yj) and fy(0, yj).
Secondly, we find the approximation of fx(0, yj) by doing the linear
interpolation on the two closest characteristic curves to the y-axis.
The characteristic curve with initial point x0 = −0.02 is the closest to
the y-axis from the left-hand side and we denote this curve by (xl, yl)
with l ∈ SL for some set SL ⊂ N−. Similarly, the one with initial
point x0 = 0.02 is the closest to the y-axis from the right-hand side
and we denote it by (xr, yr) with r ∈ SR for some subset SR ⊂ N+.
For each grid (0, yj), we find the three nearest points to it, namely
(xn1, yn1), (xn2, yn2) and (xn3, yn3), from the set of {(xk, yk), k ∈ SL∪
SR} and do the linear interpolation on (xn1, yn1, p1n1), (xn2, yn2, p1n2)
and (xn3, yn3, p1n3) to obtain the approximation of fx(0, yj).
Step 4. Approximation of f(x, y) on regular grids in [−1, 1]× [0, 2].
Consider the following regular grids in [−1, 1]× [0, 2]
{ (xj , yn), xj = j∆x, yn = n∆y }
where
j = − 1
∆x
, · · · ,−1, 0, 1, · · · , 1
∆x
; n = 0, 1, 2, · · · , 2
∆y
.
We break into two cases
(a) If dL = dR
At each (xj , yn) with xj 6= 0, we repeat the same steps in
Sub-subsection 2.3.1.2 to approximate f(xj , yn), fx(xj , yn) and
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fy(xj , yn) from the characteristic union of {xl, yl, zl, p1l, p2l},
{0, yj, f(0, yj), fx(0, yj), fy(0, yj)}, and {xr, yr, zr, p1r, p2r}.
(b) If dL 6= dR
At each (xj , yn), we repeat the same steps in Sub-subsection
2.3.1.2 to approximate f(xj, yn), fx(xj , yn) and fy(xj , yn) from
the characteristic set of {xl, yl, zl, p1l, p2l} and {xr, yr, zr, p1r, p2r}.
3.3 Approximation of A(x, y)









We use Anj to denote the approximation of A at (xj , yn). The numerical scheme
is given as










































| ≤ 1 or |ax
ay
∆y| ≤ ∆x








In this section, we implement the algorithm in Section 3.2 and the
numerical method in Section 3.3 to approximate f(x, y) and A(x, y) in the
domain [−1, 1]× [0, 2], and then use these results to simulate the wave by the
following formula












x2dL(y) if x < 0
0 if x = 0
x2dR(y) if x > 0 .
We will do the implementation in various media and all the simulations
will be done with ω = 15.
Simulation in the medium C1
C1 is a homogeneous medium hence we assume dL = dR = d5 where d5
is the approximation of d(y) in the medium C1, as shown in Figure 2.7. The
simulation results are shown below
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Figure 3.3: The real-part wave Ae−ωb cos(ωa) in [−1, 1]× [0, 2]













Simulation in the medium C2
The medium C2 does not depend on x over the domain [−2, 2]× [0, 2]
hence we assume dL = dR = d4 where d4 is the approximation of d(y) in the
medium C2, as shown in Figure 2.13. The simulation results are shown below
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Figure 3.6: The real-part wave Ae−ωb cos(ωa) in [−1, 1]× [0, 2]













In the end, we compare this imagesc picture with the one in the medium
C1 to have a better understanding about this wave












(b) The real-part wave in C2












(c) The real-part wave in C1
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Simulation in the medium C3
Noticing that C3 is homogeneous with c(x, y) = 1 in the left-half plane,
we assume dL = d5 where d5 is the approximation of d(y) in the medium C1,
as shown in Figure 2.7. Let dR = d3 where d3, shown in Figure 2.18, is the
approximation of d(y) used to simulate f(x, y) over the domain [0.1, 1]× [0, 2]
in the medium C3. The simulation results are shown below.
Figure 3.7: The approximation of f(x, y) in [−1, 1]× [0, 2]
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Figure 3.9: The real-part wave Ae−ωb cos(ωa) in [−1, 1]× [0, 2]














Simulation in the medium C4































+ 4(y − 1)2 ≤ 1
4
and x ≤ 1.02 ;





≤ y ≤ 5
4
and x > 1.02 ;
1 everywhere else.
Figure 3.10: The medium C4












(a) Over the domain [−1, 2]× [0, 2]












(b) Over the domain [0, 1]× [0, 2]
Noticing that C4 is homogeneous with c(x, y) = 1 in the left-half plane,
we assume dL = d5 where d5 is the approximation of d(y) in the medium C1,
shown in Figure 2.7. Now we start to find dR. We use d5 as the initial guess
for d0 to approximate f0. The characteristic curves for f0 are shown below
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Figure 3.11: The characteristic curves with initial points from 0.02 to 1 with
∆x = 0.02 and the y coordinate restricted within [0, 2.4]




















(b) Close-up in [0, 1]× [0, 2]




|d1(y)− d0(y)| = 0.0563 max
0≤y≤2.4
|d2(y)− d1(y)| = 0.0034
max
0≤y≤2.4
|d3(y)− d2(y)| = 3.07× 10−4, max
0≤y≤2.4
|d4(y)− d3(y)| = 1.6× 10−5.
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We have a comparison between d0 and d4


















Following the steps in Section 3.2, we use dL and dR to approximate
f(x, y) in the domain [−1, 1]× [0.2]
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We use the approximation of f(x, y) to simulate the amplitude A(x, y)

















Finally, we simulate the wave and the imagesc picture of its real part
Ae−ωbcos(ωa) is shown below













Simulation in the medium C5































+ (y − 1)2 ≤ 1
4
and x ≤ 1.02 ;





≤ y ≤ 3
2
and x > 1.02 ;
1 everywhere else.
Figure 3.12: The medium C5












(a) Over the domain [−1, 2]× [0, 2]












(b) Over the domain [0, 1]× [0, 2]
Our algorithm is not applicable in this case because the characteristic
curves for f0 have intersections in the right-half domain [0, 1] × [0, 2] when
using d5 — the approximation of d(y) in the medium C1, shown in Figure 2.7
— as the initial guess for d0 to approximate f0.
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Figure 3.13: The characteristic curves for f0 with initial points from 0.02 to 1
with ∆x = 0.02 and the y coordinate restricted within [0, 2.4]
















In Figure 3.13(a), the black characteristic curve with the initial point
x0 = 0.1 intersects the green one with the initial point x0 = 0.12. In Figure
3.13(b), the black characteristic curve with the initial point x0 = 0.4 intersects
the green one with the initial point x0 = 0.5.
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Chapter 4
Comparisons between Our Model and Others
In this chapter, we compare the simulation results from our model to
two other models’ in several media. The first model is the Helmholtz equation
with the Sommerfeld radiation condition. The second model proposes a non-
iterative method for d(y) and uses its approximation to simulate the wave.
4.1 Helmholtz Equation with the Sommerfeld Radia-
tion Condition
In this section, we study the numerical solution of the Helmholtz equa-
tion with the Sommerfeld radiation condition and compare its simulation re-
sults with our model’s in several media.
4.1.1 Numerical Scheme




U(x, y) = 0, (x, y) ∈ R2 and y ≤ 0 (4.1)
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with the boundary condition U(x, 0) = exp(−ωx
2
2
) on the x-axis. We assume










U(rẑ)) = 0, where z = (x, y), ẑ =
z
|z| and r = |z|.
We consider to simulate this Helmholtz equation in a rectangular do-






on the boundaries {x = −L}, {y = L} and {x = L}. Assume that we have
the following set of grids in this rectangular domain
{(xj , yn) | xj = −L+ (j − 1)∆x, yn = (n− 1)∆y}
where j = 1, 2, · · · , 2M + 1 with M = L/∆x, n = 1, 2, · · · , N + 1 with
N = L/∆y and ∆x = ∆y. We use Unj to denote U(xj , yn).
The numerical scheme for this problem is given as
Unj+1 − 2Unj + Unj−1
∆x2
+


























with the following boundary conditions
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(2) When 1 ≤ j ≤ M + 1 and n = N + 1
(
1√
1 + τ 2∆x
− ikN+1j )UN+1j +
( τ − 1√
1 + τ 2∆x
UNj −
τ√











(3) When M + 1 < j ≤ 2M + 1 and n = N + 1
(
1√
1 + τ 2∆x
− ikN+1j )UN+1j +
( τ − 1√
1 + τ 2∆x
UNj −
τ√











(4) When j = 1 and 2 ≤ n ≤ N
(
1√
1 + τ 2∆x
− ikn1 )Un1 +
( τ − 1√
1 + τ 2∆x
Un2 −
τ√











(5) When j = 2M + 1 and 2 ≤ n ≤ N
(
1√
1 + τ 2∆x
− ikn2M+1)Un2M+1+
( τ − 1√
1 + τ 2∆x
Un2M −
τ√












4.1.2 Comparisons with Our Model
We implement this scheme to simulate the wave and denote its real part
Ae−ωb cos(ωa) by uHS. The real part of the wave in our model is represented
by uOM . We compare uHS with uOM in the following media.
Figure 4.1: Comparison in the medium C1


























Figure 4.2: Comparison in the medium C2



























Figure 4.3: Comparison in the medium C3

























(b) uOM with dL and dR

























(d) uOM with dL

























(f) uOM with dR
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Remarks. In Figure 4.3, dL represents d5 — the approximation of d(y)
in the medium C1 — shown in Figure 2.7. dR represents d3 — the approxima-
tion of d(y) obtained in the simulation of f(x, y) over the domain [0.1, 1]×[0, 2]
in the medium C3 — shown in Figure 2.18. In Figure 4.3(b), uOM with dL
and dR represents the real part of the wave whose simulation uses dL and dR
in the left- and right-half domain respectively. In Figure 4.3(d), uOM with dL
represents the real part of the wave whose simulation uses dL in both of the
left- and right-half domains. In Figure 4.3(f), uOM with dR represents the real
part of the wave whose simulation uses dR in both of the left- and right-half
domains. From these three comparisons, its clear that using two different d(y)
in the left and right half-domain respectively delivers the closest result to the
Helmholtz equation in the medium C3.
4.2 The Wave Model with a Non-Iterative Method for
d(y)
In this model, we derive a system of linear ordinary differential equa-
tions for f(0, y) and d(y) by performing the degeneracy analysis on (1.10) and
(1.11). We apply the fourth order Runge-Kutta method on this system to ob-
tain the approximations of f(0, y) and d(y). We use these simulation results
to approximate the wave Aea+ib. We compare the simulation results with our
model’s in several media.
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4.2.1 A Non-Iterative Method for Approximation of d(y)
By applying the same techniques from the derivation of (3.2) for f(0, y)






















Let x approach 0
d′(y)
c(0, y)









If c(x, y) is C2










Combining with (3.2), we have a system of linear ODEs






















Moreover, if cxx = 0 on y-axis, we have a simple version
d′(y) = −4c(0, y)d(y)f(0, y), (4.2)
fy(0, y) = 2c(0, y)(d
2(y)− f 2(0, y)). (4.3)
86
We consider using the fourth order Runge-Kutta method to solve (4.2) and
(4.3). For simplicity, we only use the simple version to show its numerical
scheme which is given as follows
d(yj+1) = d(yj) +
∆y
6
(dk1 + 2dk2 + 2dk3 + dk4) (4.4)
f(0, yj+1) = f(0, yj) +
∆y
6
(fk1 + 2fk2 + 2fk3 + fk4) (4.5)
where {(0, yj)} is a set of equally spaced grids with spacing ∆y on the y-axis
and
dk1 = −4c(0, yj)f(0, yj)d(yj)
fk1 = 2c(0, yj)(d
2(yj)− f 2(0, yj))












































dk4 = −4c(0, yj +∆y)(f(0, yj) + ∆yfk3)(d(yj) + ∆ydk3)
fk4 = 2c(0, yj +∆y)((d(yj) + ∆ydk3)
2 − (f(0, yj) + ∆yfk3)2) .
Simultaneously, we obtain the approximation of fy(0, yj)
fy(0, yj) = 2c(0, yj)( d
2(yj)− f 2(0, yj) ) .
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4.2.2 Modeling and its Numerical Approxiation
To simulate the wave with d(y) obtained by this non-iterative method,
we need to revise certain steps in the approximation of f(x, y) but the approx-
imations of amplitude and wave remain the same. We take the following steps
to approximate f(x, y) in the domain [−1, 1]× [0, 2].
Step 1. Use d(y) to calculate all the characteristics of f(x, y) with initial
points from -1 to -0.02 and from 0.02 to 1 with 0.02 spacing. We
denote these characteristics by {xr, yr, zr, p1r, p2r} with positive
counting index r = 1, 2, 3 etc.
Step 2. Find subsets SL, SR ⊂ N+ such that (xl, yl) with l ∈ SL is the charac-
teristic curve with initial point x0 = −0.02; (xr, yr) with r ∈ SR is the
characteristic curve with initial point x0 = 0.02. For each grid (0, yj),
we find the three nearest points to it, namely (xn1, yn1), (xn2, yn2) and
(xn3, yn3), from the set of {(xk, yk), k ∈ SL ∪ SR} and do the linear
interpolation on (xn1, yn1, p1n1), (xn2, yn2, p1n2) and (xn3, yn3, p1n3) to
obtain the approximation of fx(0, yj).
Step 3. At each grid (xj , yn) with xj 6= 0, we repeat the same steps in Sub-
subsection 2.3.1.2 to approximate f(xj, yn), fx(xj , yn) and fy(xj , yn)
from the characteristic set — the union of {xr, yr, zr, p1r, p2r} and
{0, yj, f(0, yj), fx(0, yj), fy(0, yj)}.
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4.2.3 Comparisons with Our Model
We will compare the approximations of d(y) obtained by this non-
iterative method, f(x, y), the amplitude and the real part of the wave with
our model’s in several media.
Comparisons in the medium C1
We use d to denote the approximation of d(y) obtained by this non-
iterative method. We compare it with various d5 from Sub-subsection 2.3.3.1.
Figure 4.4: Comparisons between d and d5 with different x1






















|d− d5| = 0.0015
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|d− d5| = 0.0035






















|d− d5| = 0.0094
Figure 4.4 shows that there is not much difference between d and d5
with x1 = 0.11, 0.25 and 0.39. This implies that there should be not much
difference between f(x, y), the amplitude A(x, y) and the real part of the wave
Ae−ωbcos(ωa) with these two models. The following comparisons verify this
claim.
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(b) An overview picture of f(x, y) simulated
with d5












(c) A contour picture of f(x, y) simulated
with d












(d) A contour picture of f(x, y) simulated
with d5
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(b) An overview picture of A(x, y) simulated
with d5












(c) A contour picture of A(x, y) simulated
with d












(d) A contour picture of A(x, y) simulated
with d5
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Figure 4.7: Comparison of Ae−ωbcos(ωa)












(a) An imagesc picture of the real-part wave
simulated with d












(b) An imagesc picture of the real-part wave
simulated with d5
where all the simulations in our model are done with d5(x1 = 0.25).
Remarks. There is not much difference between d and d5(x1 = 0.25),
and in the simulation results of the real part of the wave between these two
models. If we use d(y) obtained by this non-iterative method to simulate the
wave in the whole domain [−1, 1] × [0, 2] in the medium C3, we expect uOM
to have similar results as shown in Figure 4.3(d). Due to the large difference
exhibited between Figure 4.3(c) and 4.3(d), we suggest using this wave model
in media where c(x, y) does not depend on x.
Comparisons in the medium C2
We use d to denote the approximation of d(y) obtained by the non-
iterative method. We compare it with various d4 from Sub-subsection 2.3.3.2.
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Figure 4.8: Comparisons between d and d4 with different x1






















|d− d4| = 0.0088






















|d− d4| = 0.0146
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|d− d4| = 0.0216
Figure 4.8 shows that there are visible differences between d and d4
with x1 = 0.4, 0.5 and 0.6, and the maximum difference becomes larger when
x1 is farther away from the y-axis. Next, we compare f(x, y), the amplitude
A(x, y) and the real part of the wave Ae−ωbcos(ωa) simulated with d to those
simulated with d4(x1 = 0.5) in our model.







































(b) An overview picture of f(x, y) simulated
with d4
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(c) A contour picture of f(x, y) simulated
with d












(d) A contour picture of f(x, y) simulated
with d4

































(b) An overview picture of A(x, y) simulated
with d4
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(c) A contour picture of A(x, y) simulated
with d












(d) A contour picture of A(x, y) simulated
with d4
Figure 4.11: Comparison of Ae−ωbcos(ωa)












(a) An imagesc picture of the real-part wave
simulated with d












(b) An imagesc picture of the real-part wave
simulated with d4
4.3 Future Research
The results presented in this thesis can be extended in different direc-
tions. It would, for example, be natural to consider the 3D complex eikonal
equation and see if a similar approximate model based on a coupled system of
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ordinary and partial differential equations could be developed.
Higher order approximations both in the continuous system and in the
numerical approximations could be explored. This could be done first in the
2D case, and if a satisfactory 3D theory can been developed, higher order ap-
proximations could also be extended to 3D. For the continuous approximation,
the current model for the imaginary part of the solution of the complex eikonal
equation is based on the function d(y). This could be extended to more than
one function where each such function would be defined by an ordinary dif-
ferential equation. In the numerical approximations, higher order schemes for
the ordinary and partial differential equations should be quite straightforward.
Our focus has been to establish a proof of concept, and therefore the
velocity profiles in the numerical examples have been chosen such that the
central ray is straight and coincides with the y-axes. In general this ray is
curved as in Gaussian beam ray tracing. The partial differential equations in
our model would then have to be solved in a transformed coordinate system.
This generalization is necessary if more realistic applications should be tackled.
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