ABSTRACT This paper considers a max-min rate optimization problem with practical non-linear energy harvesting (NLEH) in which a multi-antenna hybrid access point transfers power to the devices via energy beamforming (BF), followed by the devices sending their data simultaneously by consuming the harvested energy. Using a sigmoid NLEH model with sensitivity, we tackle the joint energy BF and time allocation problem in two steps by solving the NLEH-aware energy BF problem for given time allocation and then solving the convex time allocation problem formulated with the aforementioned energy BF solution. We propose several iterative methods to solve the non-convex energy BF problem with and without approximation of the NLEH function. In addition, we present an asymptotic energy BF problem for a large-antenna system that can be solved at low complexity. The results show that the algorithms developed with a simple NLEH approximation provide almost the same performance with the algorithms developed with the exact NLEH function. Furthermore, the sensitivity region of the NLEH should be considered more carefully than the saturation region in the max-min rate optimization problem.
I. INTRODUCTION
Remote wireless power transfer (WPT) has drawn considerable attention from researchers developing the internet of things (IoT) because it allows IoT devices to be sustainable without frequent battery replacements or even without batteries [1] , [2] . Two basic approaches can be used to introduce WPT into wireless IoT systems: simultaneous wireless information and power transfer (SWIPT) and wireless powered communication networking (WPCN). SWIPT systems deliver power and information in the same direction, generally in the downlink. In WPCN, on the other hand, power and information flow in different directions, such as WPT in the downlink and wireless information transfer (WIT) in the uplink, to enable data collection from battery-limited IoT devices.
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Initial studies on SWIPT and WPCN were conducted using linear energy harvesting (LEH) models for performance analysis and optimization [1] - [3] . Those results, however, do not conform to practical scenarios, which contain non-linear energy harvesting (NLEH) circuits. To reduce the gap between theory and practice, recent studies have formulated the mathematical functions of practical NLEH circuits and optimized SWIPT and WPCN systems to accommodate NLEH functions. Specifically, the NLEH property has been modeled by a sigmoid function [4] - [11] , a linear-then-constant (LC) function [12] - [14] , a quadratic function [15] , and a polynomial function obtained by a Taylor series expansion of the diode output in the rectifier [16] , [17] . These models all incorporate the saturation region of the EH circuits, which outputs the saturated EH power for a large input power, but they do not incorporate the sensitivity region [18] , which outputs zero EH power for a small input power. The sensitivity region has only recently been incorporated in modeling NLEH functions [19] , [20] .
The developed NLEH models were used in the design and analysis of various SWIPT systems [4] , [7] - [13] , [15] , [17] , [19] , WPT systems [16] , [20] , and WPCN systems [5] , [6] , [14] . Although several beamforming (BF) and resource allocation problems used NLEH in SWIPT systems, those problems have not been explored much for WPCN systems. Only a few papers have combined WPCN systems with NLEH. Boshkovska et al. used the sigmoid NLEH function to address a joint power and time allocation problem in which the sum (minimum) rate of a multiuser WPCN system was maximized when uplink WIT is supported by time-division multiple-access (TDMA) with multiple-input multiple-output transceivers [5] . A single-user WPCN system with a multi-antenna power transmitter that used the maximal ratio transmission and a multi-antenna information receiver that used the maximal ratio combining was investigated in [6] ; it used the same NLEH function as [5] to identify the loss incurred by the saturation region of the NLEH. A simplified version of [5] with single-antenna devices and an LC NLEH function was also studied to optimize the time and power allocation of a multiuser TDMA WPCN system at a lower complexity than in the previous work [14] .
In this paper, we reconsider a multiuser WPCN system with a multi-antenna hybrid access point (HAP) that supports WPT via energy BF and WIT via space-division multiple access (SDMA) designed in [21] - [25] . These studies optimized the BF and time allocation to maximize the minimum rate of the devices [21] , [22] , [25] and the sum rate of the devices [23] , [24] by assuming an LEH model. Energy BF optimization for such a WPCN system has not been studied with practical EH circuits because the problems, particularly the max-min rate problems, are difficult to handle, even with the LEH model.
In this context, herein we optimize the energy BF and time allocation of a multiuser WPCN system for NLEH devices to maximize the minimum rate of uplink WIT supported by SDMA. The main contributions of this paper are as follows.
• We formulate a problem in which the ground-truth EH model is the sigmoid function with the sensitivity [19] to incorporate both the saturation and sensitivity regions of practical EH circuits. The effect of the sensitivity region has not been studied for WPCN systems, although it was explored for a two-way relay SWIPT system [19] and a WPT system [20] .
• To solve this problem, we present equivalent subproblems for the max-min energy BF problem independent of time allocation and the subsequent convex time allocation problem formulated with the presequent energy BF solution. The non-convex energy BF problem is solved either by an iterative rank maximization (IRM) algorithm [26] or a successive convex approximation (SCA) algorithm [27] by transforming the non-convex constraints associated with the NLEH function into convex constraints and approximating the ground-truth NLEH function as a set of piece-wise linear functions with sensitivity (PLS). • For a large-antenna WPCN system, we simplify the energy BF problem into a power allocation problem with a large antenna analysis. The power allocation solution is obtained by solving a general convex optimization problem for the exact NLEH function and a linear program for the approximated NLEH function via PLS.
The rest of this paper is organized as follows. Section II describes a multiuser WPCN system with a multi-antenna HAP for which a max-min rate optimization problem is formulated. Section III provides several strategies for NLEH-aware energy BF optimization with and without an approximation of the NLEH function for both cases of small and large number of antennas at a HAP. The optimized performance of the WPCN system is investigated with different NLEH models in Section IV. We provide concluding remarks in Section V.
NOTATION: We use (·) * , (·) T , and (·) H for the conjugate, transpose, and Hermitian of a vector (matrix), respectively, and rank(·), tr(·), and [·] k,l for the rank, trace, and (k, l)-th element of a matrix, respectively. In addition, · l denotes the l-th norm of a vector, diag(a) denotes the diagonal matrix with vector a on the diagonal, 0 n denotes an all-zero vector of length-n, and I n denotes an n × n identity matrix. The set of length-n vectors is denoted as R n for real entries, R n + for nonnegative real entries, and C n for complex entries. The set of n×n positive semi-definite matrices is denoted as S n + . We also use CN(µ, ) to denote the complex Gaussian distribution with a mean vector µ and a covariance matrix .
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL Consider the WPCN system with a single HAP and K devices shown in Fig. 1(a) , where the HAP is equipped with M (≥ K ) antennas and each device is equipped with a single antenna. Under the assumptions of flat fading and channel reciprocity, the channel between the HAP and device k is modeled as h k ∼ CN(0 M , ω k I M ) with a path-loss of ω k . The WPCN protocol, as shown in Fig. 1(b) , consists of two phases; WPT VOLUME 7, 2019 of duration τ T and WIT of duration (1 − τ )T for 0 < τ < 1, where T = 1 is assumed without loss of generality.
The HAP transfers the power with a common energy BF vector w ∈ C M in the WPT phase subject to w 2 2 ≤ P T for the maximum transmit power P T of the HAP. The power received at device k, with the noise being ignored, is then given as
which leads to the harvested energy
. This paper adopts the sigmoid NLEH function with the sensitivity given in [19] f (x) = P out s
where P out s is the maximum saturation power at the output (f (x) ≤ P out s ), µ is the positive charging rate with respect to the input power, P c is the input power at which the curvature sign changes, P a is the input sensitivity threshold such that f (x) = 0 if x ≤ P a , and [x] + = max(x, 0). In the WIT phase, all devices transmit their information to the HAP simultaneously by consuming all the harvested energy. Thus, the transmit power of device k is given by
The signal received at the HAP in the WIT phase is expressed as
where
is the symbol vector with covariance matrix P = diag(p 1 , p 2 , . . . , p K ), and n H ∼ CN(0 M , σ 2 I M ) is the noise vector at the HAP. The HAP applies zero-forcing (ZF) BF,
In this case, the instantaneous signal-to-noise power ratio (SNR) in detecting x k is given by
is the time-independent SNR with
. The achievable rate from device k to the HAP is expressed with (6) as
B. PROBLEM FORMULATION
We aim at maximum fairness by optimizing energy BF w and time allocation τ to maximize the minimum rate of the devices. This problem is formulated as
We solve problem (9) in two steps, as in [28] . We first optimize BF w for each fixed τ as
to find the conditionally optimal solution w † (τ ). We then optimize τ as
is the optimal value of (10). Due to the non-decreasing property of log 2 (1 + x), we can transform problem (10) into
which does not depend on τ . Thus, the solution and optimal value of (13) can be expressed as w † = w † (τ ) andγ † = min 1≤k≤Kγ † k (w † ), respectively, with which (12) is rewritten as
It is noticeable that (11) is a convex optimization problem with the convex objective function (14) , so it can be solved with an existing convex optimization solver. However, the BF optimization problem (13) is challenging even when the EH function f (x) is given by a linear function as in [29] . In the following, we focus on how to solve the energy BF problem in (13) using the NLEH function in (3).
III. NLEH-AWARE ENERGY BF OPTIMIZATION
We first rewrite the optimization problem in (13) in reduced dimensions by noting that the optimal energy BF w † for the NLEH case should lie in the column space of the channel matrix H, as in the LEH case [29] , which makes the input power |h H k w| 2 as large as possible subject to w 2 2 ≤ P T . Thus, we can express the energy BF vector as w = U r g, where g is a complex-valued weight vector of length r and U r is the M × r matrix, which forms an orthonormal basis for the column space of H with r = rank(H) (≤ min(M , K )) subject to U H r U r = I r . By expressing (1) as 
which is not convex because the constraints in (17b) form intersections of the non-convex sets and the NLEH function f (x) is not convex.
A. OPTIMIZATION WITH EXACT NLEH
This subsection solves problem (17) without any approximation to the NLEH function f (x). To handle the non-convex EH function, we rewrite (17b) using t = e −t fort ∈ R and replacing f (x) with the right side of (3) for x > 0 as
which implicitly includes the sensitivity condition of 
from (18) . The optimization problem in (??) will be referred to as the optimization with the NLEH function (NLO). It should be noted that C k (t, ρ) is convex with respect to (t, ρ) since C k (t, ρ) is a sum of convex functions over (t, ρ). However, C k (t, |h H k g| 2 ) is not convex with respect to g because the Hessian
is not always non-
can be either positive or negative for the positive charging rate µ. To find the solution g † of the non-convex problem (19), we present two iterative algorithms to handle the non-convex constraints in (19b).
1) ITERATIVE RANK MINIMIZATION (IRM) ALGORITHM
We transform problem (19) into a rank-constrained optimization problem by introducing G = gg H as
The constraints (22b) are now made convex by rewriting the quadratic function g HQ k g of g as the linear function tr(GQ k ) of G because a composite function of convex and linear functions is also convex. Although (22) is not a convex problem because of the rank constraint in (22c), it can be solved using the IRM algorithm developed in [26] to solve a general rankconstrained optimization problem of optimizing a convex objection function subject to a set of convex constraints and a rank constraint.
The IRM algorithm solves convex optimization problems iteratively to find an improved solution (G l ,t l ) at the lth iteration by using the previously obtained solution. The problem at the l-th iteration is formulated as follows:
where ξ l = ϑ l ξ 0 is the weight factor at iteration l with ϑ < 1 and ξ 0 > 0, V l−1 is the r × (r − 1) matrix of orthonormal eigenvectors corresponding to the r − 1 eigenvalues of matrix G l−1 in the ascending order found at the (l − 1)-th iteration, and l corresponds to the (r − 1)-th smallest eigenvalue of G l . An initial point G 0 leading to V 0 and 0 can be found by solving (22) after relaxing the rank constraint.
2) SUCCESSIVE CONVEX APPROXIMATION (SCA) ALGORITHM
We can also find a solution for (19) through the SCA algorithm by approximating the non-convex constraints in (19b) as convex constraints. For this purpose, ρ k (g) = |h H k g| 2 is replaced with its linear approximation, which results from the first order Taylor series around any feasible vector g as in [27] ;
where ρ k (g) ≥ρ k (g, g ) due to the convexity of ρ k (g). We then replace (19b) with
which holds for any vector g satisfying (19b) because g ) ) for the non-increasing function C k (t, ρ) of ρ. The SCA algorithm for (19) using (25) iteratively solves the problem
where g l−1 is the solution obtained in the previous iteration and g 0 is selected randomly from the feasible set.
B. OPTIMIZATION WITH APPROXIMATED NLEH
This subsection tackles the optimization problem in (17) by applying a PLS for f (x). A PLS using N pieces is given bŷ
where the first piece denotes the sensitivity region with (η 1 , v 1 ) = (0, 0), the last piece denotes the saturation region
n=2 are chosen by the designer's criterion. By replacing f (x) with (27), we approximate (17) to
This optimization problem with PLS (PLSO) is still nonconvex because of the non-convex constraints in (28b) and (28c). Again, we apply the linear approximation in (24) for |h H k g| 2 to find a solution via the SCA algorithm, which solves the problem at the l-th iteration as
The problem in (29) now becomes a quadraticallyconstrained linear program. Remark 1: Assume that we apply interior-point methods to solve each subproblem of the iterative algorithms. The IRM with the exact NLEH function requires a computational complexity of at least O(r 6 ) to obtain the Newton steps of O(r 2 ) variables given by the linear equations for each iteration of the interior-point method, whereas the SCA with the exact NLEH function requires a complexity of O(r 3 ) to obtain the Newton steps of O(r) variables [28] . The SCA with PLS also requires a computational complexity of O(r 3 ), but it can reduce the complexity of computing the linear equations for the Newton steps that require the first and second derivatives of the constraint functions.
C. OPTIMIZATION FOR A LARGE ANTENNA SYSTEM
We next consider NLEH-aware energy BF optimization for a large-antenna system with M K and M → ∞. The asymptotically optimal max-min energy BF for the LEH given in [22] is expressed as
where ζ l is the non-negative power allocation factor to the matched filter beam toward the l-th device constituting the power allocation vector
In this case, we have [22] 
and
With this large antenna analysis (LAA), NLO problem (19) and PLSO problem (28) become
respectively, whereC k (t, ρ) is the asymptotic form of C k (t, ρ) obtained by replacing β k in (20) with
The energy BF optimization with (33) and (34), referred to as NLO/LAA and PLSO/LAA, respectively, can be obtained using an existing convex optimization solver because (33) is a convex optimization problem, and (34) is a linear program.
Remark 2:
The complexity of NLO and PLSO with LAA is much smaller than that of NLO and PLSO with SCA because the problems based on LAA are solved only once with statistically averaged values {φ k } and {β k } for {ϕ k } and {β k }, respectively, in the various channel realizations as long as the long-term fading parameters such as path-loss remain unchanged. 
IV. NUMERICAL RESULTS
We evaluated the performance of WPCN systems by using a maximum transmit power of P T = 3 W, noise power σ 2 = −80 dBm, and path loss ω k = 10
We adopted the values used in [19] for the parameters in the NLEH function f (x) as µ = 274, P NLO/NLEH denotes the performance of NLEH devices when the energy BF optimization is performed with the exact NLEH function via the IRM and SCA algorithms in (23) and (26), and LO/LEH denotes the performance of LEH devices when the energy BF optimization is performed via the IRM and SCA algorithms after f (x) is replaced by the LEH function f LI (x) in (17) . We also provide the LO/NLEH performance obtained by mistakenly using the LO solution for NLEH devices. It is natural that the optimal performance for NLEH devices (NLO/NLEH) is worse than that for LEH devices (LO/LEH) because f (x) ≤ f LI (x). The NLEH devices suffer from a performance loss when the energy BF is optimized by using the ideal LEH model (LO/NLEH) instead of the real NLEH model (NLO/NLEH). The loss becomes more severe as the number of antennas becomes smaller because the sensitivity region of the NLEH devices is not adequately taken into account in the LO. Therefore, the energy BF optimization should be performed by taking into account the exact NLEH behavior of the devices. The results also show that the SCA approach performs similarly to the IRM approach but with lower complexity, which makes the SCA more attractive. Therefore, we use the SCA approach in the following performance evaluation.
Figs. 4 and 5 compare the performance of the WPCN with different energy BF optimization methods when K = 4 and the distances to the devices are unequal ({d k } K k=1 = {3, 4, 5, 6} m). The max-min rate is shown from M = 4 to M = 64 in Fig. 4 and from M = 64 to M = 1024 in Fig. 5 . For the devices with NLEH function f (x), we optimize the energy BF using the exact function f (x) (NLO) and using its approximationsf PLS 3 (x) (PLSO) orf LC (x) (LCO) with both the SCA and LAA approaches. The ideal performance with LO/LEH is also provided as an upper bound on the performance of NLEH devices.
The performances of the NLO and PLSO are almost indistinguishable across a wide number of antennas and offer a significant gain over LCO, particularly for the small number of antennas shown in Fig. 4 , because NLO and PLSO take the sensitivity region into account in the energy BF optimization, whereas the LCO does not. On the other hand, NLO, PLSO, and LCO exhibit almost the same performance with the large number of antennas shown in Fig. 5 , even though the PLS and LC functions deviate from the exact NLEH function in the saturation region, as shown in Fig. (2)(a) . Thus, the sensitivity region should be considered more precisely than the saturation region when optimizing the max-min rate performance. The energy BF optimization based on LAA exhibits a huge gap in performance from that based on SCA with a small number of antennas. However, the performance of the former becomes close to that of the latter when the number of antennas is several hundreds.
We also evaluated the performance of the WPCN with K = 4 (Fig. 6) as the distance d k = d of the equi-distant devices varied. The max-min rate performance is shown for a small number of antennas (M = 32) and a large number of antennas (M = 512), and it clearly decreases as the distance increases. The energy BF optimization methods based on LAA provide almost identical performances with those based on SCA when M = 512, although the former methods deviate from the latter when M = 32, with smaller gaps of unequal distances, as shown in Fig. 4 . The PLSO exhibits a performance almost identical to that of the NLO, although the LCO exhibits performance degradation in the sensitivity region when M = 32 and d > 7. These results confirm that the PLS with three pieces works well in both the saturation and sensitivity regions.
V. CONCLUSIONS
We studied the energy BF and time allocation problems to maximize the rate fairness of a WPCN when the devices are equipped with practical NLEH circuits exhibiting both the sensitivity and saturation. For a true EH model formed using the sigmoid function, we solved the NLEH-aware energy BF problem in various ways, using the IRM and SCA algorithms for the exact NLEH function and its piece-wise linear approximation including sensitivity (PLS). We also tackled the energy BF problem for a large-antenna WPCN system as a power allocation problem that can be solved with an existing convex optimization solver. The results show that the algorithms adopting the three-piece PLS provide performances similar to those adopting the exact NLEH function. This implies that the SCA algorithm with a three-piece PLS is a viable option for NLEH-aware energy BF in terms of performance and complexity. The results also show that the sensitivity region of the EH circuit, rather than the saturation region, should be modeled carefully in max-min rate optimization. Furthermore, it is observed that low-complexity energy BF optimization with a large-antenna analysis is applicable to a system equipped with several hundreds of antennas.
