This paper explores how price linkages between carbon allowances and market fundamentals in the EU Emissions Trading Scheme (EU ETS) vary over time. I adopt a multivariate GARCH model that allows the conditional correlation between carbon, energy and financial prices to change smoothly across regimes governed by functions of two transition variables that explain why price linkages vary. I use (i) time as transition variable to allow for structural changes associated with institutional advances in the EU ETS and (ii) implied volatility to account for heterogeneity in the behavior of correlations in times of distress compared to calm periods. The results point to a new pricing regime with much closer carbon-energy price linkages in the second phase of the EU ETS.
Introduction
Putting a price on carbon dioxide (CO 2 ) emissions is a fundamental lesson from environmental economics and the theory of externalities. The introduction of the European Union Emissions Trading System (EU ETS) has established by now the world largest emissions allowance market (henceforth carbon market) in which the tradable EU Allowances (EUAs) reflect the EU-wide carbon price. Much recent effort has been made to explore the carbon pricing mechanism. Theory predicts that the allowance price should reflect market fundamentals related to the marginal costs of emissions abatement (Rubin, 1996) . Energy prices (e.g. coal prices) and economic indicators (e.g. stock prices) are widely accepted fundamentals correlated with the observed EUA market prices (Hintermann, 2010) . However, regulatory events and the financial crisis have substantially changed the EU ETS during its seven years (2005-2011) of operation. Although central to understanding price formation in the EU ETS, the consequences of these structural changes on price linkages remain widely unexplored.
In this paper I investigate how price linkages between EU allowances and market fundamentals vary over time both within and between trading phases of the EU ETS. I set up a data-coherent model of the correlation process between EUAs and a set of accepted fundamentals (oil, gas, coal, electricity, stocks and bonds), allowing for the correlations to vary across regimes directly as a function of transition variables, thereby explaining why price linkages vary. Two variables, a time trend and implied stock market volatility, combine to capture variations of correlations associated with (i) institutional changes in the maturing EU ETS and (ii) risk perception in financial markets. My approach is designed to accommodate, for the first time, the presence of structural breaks in price linkages triggered by policy events and the different behavior of price correlations in times of distress compared to calm periods.
Previous research has focused on ascertaining whether carbon prices are based on marginal abatement cost determinants. This approach is well represented by Hintermann (2010) who derives a structural model that explains EUA price changes as a function of, inter alia, energy prices, stock market indices and weather. However, the detection of fundamental price drivers is only one side of the story. My work is motivated by empirical studies in financial economics that suggest price formation across markets evolves over time (Bollerslev et al., 1988) and can be materially influenced by institutional changes (Capiello et al., 2006) or time-varying market uncertainty Solnik, 1995, 2001 ). None of the existing studies on the EU ETS is based on an econometric model that accounts for such dynamics in price linkages. The way they incorporate institutional and macro-financial changes of the EU ETS environment (sample-splitting and/or dummy variables) is mostly ad-hoc (see also Alberola et al., 2008) . Instead, my approach seeks to formulate a coherent model of the datagenerating process that includes the possibility of structural change in the dependence structure between EUAs and its fundamentals. Extending econometric approaches used in the EU ETS literature, I apply a multivariate GARCH framework and model dynamic conditional correlations to trace temporal patterns in price linkages and their economic sources.
I attempt to examine two distinct, but related, empirical questions. The first question centers on structural breaks and asks whether a new correlation regime with an increased dependency between EUAs and fundamentals emerges in the EU ETS over time. I argue that advances in the market design and maturity of the relatively young EU ETS spur structural breaks in the Phase I-to-Phase II period with upward trends in carbon-energy correlations. First, various institutional rules of the EU ETS which proved inefficient in Phase I considerably changed, e.g. the ban on intertemporal trading of EUAs (Daskalakis et al., 2009 ). Second, market microstructure analyses indicate that the EU ETS has become a highly liquid market with the common trading patterns of mature commodity markets (Mizrach and Otsubo, 2011 ) which may entail enhanced informational efficiency (Chung and Hrazdil, 2010) .
My second empirical question focuses on correlation asymmetries under different market uncertainty conditions and asks whether correlations are exacerbated during episodes of financial turmoil. I suggest that the risk perception in financial markets is important for understanding carbon-energy and carbonfinancial market correlations and ultimately the EUA price formation. In fact, the 2008-09 financial crisis has been characterized by sharp price falls across various markets, thereby witnessing a growing connection between carbon, energy and financial market prices. The different correlation behavior in times of distress to calm periods should be particularly relevant to uncover carbon-financial market linkages. Prior findings suggest that EUA prices are only remotely connected to stock and bond markets (Chevallier, 2009 ). I re-examine this apparent segmentation since, in theory, common macroeconomic shocks should connect the markets.
I adopt the Double Smooth Transition Conditional Correlation GARCH model by Teräsvirta (2005, 2009 ) that allows the conditional correlation to change smoothly across up to four regimes directly as a function of observable transition variables. I use smooth transition models because they can capture both gradual and sudden changes in correlation patterns, impounding slowly developing trends (i.e. due to institutional change) and rapid changes in investor expectations (i.e. due to shifts in risk perception). Another appealing feature of these models is that they provide a framework in which constancy of correlations and the existence of links to economic variables or general proxies for latent factors can be tested in a straightforward fashion. I use (i) calendar time as transition variable to capture shifts in the correlation level and (ii) the implied volatility from equity index options (VSTOXX index) to account for expected market uncertainty conditions. My main findings are as follows: First, correlations between carbon, on the one hand, and gas, coal and electricity, on the other hand, are four, three and two times as high in Phase II as in Phase I, respectively.
The structural breaks are characterized by widely varying dates and speeds of change illustrating the advantages of endogenously determining change points. The tendency towards greater market integration evolves to some extent gradually in the course of 2007 indicating an efficient anticipation of changes in the EU ETS. Second, carbon and financial markets are not segmented. Rather, correlations heavily depend on market conditions and the VSTOXX index is an informative state variable concerning the risk of common shocks often associated with extreme events. High expected market volatility shifts carbonstock (-bond) correlation significantly upwards (downwards) with peaks around the Lehman Brothers failure. Third, the striking commonality between carbon-oil and carbon-stock linkages over time indicates that the -ambiguous -positive price impact of oil is attributed to the correlation between oil prices and overall economic activity rather than to fuel switching or oil-gas correlation.
Overall, my findings suggest that a new pricing regime with an increased dependency between EUA prices and energy prices has emerged in Phase II of the EU ETS. The stabilized price linkages indicate that energy market fundamentals become more important in the EUA price formation. This would have a positive effect on the cost-efficiency of the EU ETS, that is to achieve emissions reduction goals at minimum costs. My findings bear practical implications for risk management of companies and specialized traders; optimal hedging strategies have changed as a result of correlation shifts and efficient hedging positions for asset holdings should be based on time-varying correlation estimates. The implied volatility index may partly help on hedging the risk of adverse price movements in periods of turmoil.
EU Emissions Trading Scheme
The EU ETS covers almost 50% of EU's total CO 2 emissions produced by around 12,000 covered in- 
Summary Statistics
Results of the ADF and KPSS tests in Table 1 (Panel B) suggest taking first differences to obtain stationary time series at conventional significance levels in all cases. As (logarithmic) price series are non-stationary, I also test for pairwise cointegration among EUA and energy/financial prices based on the Johansen procedure, but find no evidence thereof. 4 Consequently, prices are transformed into continuously compounded returns by taking natural logarithms, differencing, and multiplying by 100.
Panel A of Table 1 contains descriptive statistics for the return series which all exhibit the standard properties of high-frequency asset returns; they are skewed, fat-tailed and a Gaussian distribution is unambiguously rejected. Panel C summarizes information about the presence of autocorrelation and ARCH effects. Where relevant, I will include autoregressive terms in the mean equation to account for serial correlation. The strong signs of volatility clustering for all series point towards an ARCH parametrization for second moments and motivate the use of a multivariate GARCH-type framework to model co-movements between the correlated heteroskedastic time series.
[ Table 1 about here]
4 Econometric Methodology
Multivariate GARCH framework
Consider a stochastic N × 1 vector of logarithmic asset returns y t = {y i,t } at time t is described by the following model
where Ω t−1 is the information set about the series up until t − 1, and ε t is a N × 1 vector of residuals.
Each conditional mean in y t is modeled as univariate autoregressive process with orders P (AR(P )). The error process ε t is specified by its N × N full rank conditional covariance matrix H t which is assumed to follow a time-varying structure, and z t , a N × 1 random error vector that is assumed to be i.i.d. with E (z t ) = 0 and V ar (z t ) = I N .
The covariance matrix H t can be decomposed into a diagonal matrix of conditional standard deviations D t and a matrix of conditional correlations P t 4 The results are contained in an appendix that is available upon request.
To ensure the positive definiteness of H t , it is sufficient to constrain the correlation matrix P t to be positive definite at each point in time. The conditional variances h ii,t in (4) are assumed to follow a univariate GARCH(P ,Q) process defined as
To keep the analysis traceable, the natural starting point is a GARCH(1,1) specification, where the future variance will be an average of the current shock, ε 2 t−1 , and the current variance, h t−1 , plus a constant.
To ensure the conditional variances are uniformly positive, the coefficients of a GARCH model must be restricted; in a GARCH(1,1), ω > 0, α ≥ 0 and β ≥ 0.
In order to complete the definition of the model I have to specify the conditional correlation matrix in (5).
Constant Conditional Correlation
The simplest multivariate correlation model that is nested in other models, is the Constant Conditional Correlation (CCC) GARCH model of Bollerslev (1990) . 5 This model restricts the conditional correlations matrix between the separate univariate GARCH processes to be time-invariant. More specifically, H t = D t P D t with P = (ρ ij ). Although the CCC GARCH model simplifies the estimation of parameters, the assumption that conditional correlations are constant is unrealistic in many empirical applications. Therefore, the model provides a benchmark for setting the augmented models below and for testing the constancy of correlations.
Smooth Transition Conditional Correlation
In the Smooth Transition Conditional Correlation (STCC) GARCH model of Silvennoinen and Teräsvirta (2005) , the conditional correlation matrix P t is a convex combination of two positive definite matrices P (1) and P (2) each corresponding to an extreme state of constant correlation. The correlation structure varies smoothly between the two extreme states of constant correlations as a function of a transition variable. More specifically, the following dynamic structure is imposed on the conditional correlation
5 For recent surveys of multivariate GARCH models see Bauwens et al. (2006) .
where P (1) = P (2) , and G (·) : R → (0, 1) is a monotonic function of an observable transition variable
The transition function is the logistic function
where c is the threshold parameter that determines the location of the transition, and γ determines the slope of the function, that is, the speed of transition. When the transition variable s t has values less than c, the correlations are closer to the state defined by P (1) than the one defined by P (2) , and vice versa. As motivated above, the transition variables here are (i) calendar time or (ii) the VSTOXX index. When γ converges to infinity, the transition function becomes a step function and the transition between the two extreme correlation states becomes abrupt. Then, the STCC model approaches a structural break model in conditional correlations. Bollerslev's CCC model is obtained from the STCC model by setting
Having estimated a STCC GARCH model to the data at hand, the researcher may wonder whether the transition variable of the fitted model is the sole factor influencing conditional correlations over time.
That is, whether there exists an additional factor that might affect correlations and that should not be ignored. This brings me to another model extension.
Double Smooth Transition Conditional Correlation
In 
The DSTCC approach introduces extra flexibility by combining the VSTOXX index with calendar time.
If s 2t = t/T , at the beginning of the sample when t/T < c 2 , correlations move between P (11) and P (21) depending on the transition variable s 1t = V ST OXX t−1 : when s 1t < c 1 , the correlations are closer to the state in P (11) than in P (21) , and when s 1t > c 1 the situation is opposite. Accordingly, as time evolves and t/T > c 2 , P (12) and P (22) are the corresponding states at the sample end and s 1t = V ST OXX t−1 drives the correlation between these two matrices. 
Estimation procedure

Results
Conditional mean and volatility
The results for the conditional mean y it and conditional variance h it estimation are very close to those reported in prior studies (Benz and Trück, 2008; Chevallier, 2009 ) and, for the sake of brevity, I do not present them. The AR lag length (P ) is determined using the Bayesian Information Criteria (BIC) and produces serially uncorrelated residuals. A first-order GARCH model performs sufficiently well for all considered series. The resulting standardized residuals show no signs of remaining serial correlation or ARCH effects. I also check for asymmetries using the GJR GARCH model of Glosten et al. (1993) . Yet, most series show no significant asymmetric term and/or I notice that the BIC does not decrease when replacing the standard GARCH specification. 
Conditional correlation
Choosing the transition variable
The evidence on changing correlations from the LM-type test procedure can be summarized as follows.
First, calendar time is an indicator of change in correlations (first column of Table 2 ): the null hypothesis of constant correlations is rejected at the 1% significance level for every bivariate combination, except for the case of carbon-bond at 5% level. Second, the volatility index seems to be a weaker indicator of change than time (second column of Table 2 ). The LM test with the one-day lag of the VSTOXX index 8 as transition variable rejects only four out of the six cases. Yet, the rejection for the carbon-oil, 6 A description of the QML estimation and LM-test procedure and results for the CCC GARCH model are contained in an appendix that is available upon request. 7 The full set of mean and volatility estimation and specification test results is available upon request. 8 In order to facilitate the comparison of models below, I use the one-day lag of the VSTOXX index, so that the (D)STCC GARCH estimations are based on the same information set as the CCC and DCC GARCH models. best performance for these pairs. As expected, the market uncertainty indicator conveys highly valuable information for the carbon and financial market linkages; for carbon-stocks I observe the strongest overall rejection. The high p-values for carbon-gas and carbon-electricity indicate that the correlation dynamics between these markets are not directly related to the perceived level of volatility in financial markets, which is in sharp contrast to the dynamics between carbon and oil as well as carbon and coal.
[ Table 2 about here] Table 2 also reports the LM ST CC test which evaluates whether an second transition that depends directly on time would provide a better description of correlation dynamics than a smooth transition model with Table 2 ). Based on these criteria, the best models are chosen for each bivariate system. Note that I select a STCC specification for carbon-gas due to the relatively weak support for a double transition dynamic. Figures 1 and 2 plot the estimated time-varying conditional correlations implied by the selected smooth transition models whereas Table 3 reports all estimated parameters.
[ Table 3 about here]
Carbon-energy market correlation
Beginning with the energy market group, conditional correlations between carbon and oil switch between a low (0.19) and high (0.37) correlation state when expected stock volatility (i.e. the VSTOXX index) is high, with a sustained increase during the 2008-09 period and in early 2010. The estimated transition is rather abrupt, and one may thus speak of low and high volatility regimes. The latter regime occurs when the VSTOXX index exceeds c=25.45, which is the case in about 36% of the observations. This corroborates prior evidence that oil and carbon prices are closely linked (Mansanet-Bataller et al., 2007; Alberola et al., 2008), whereby I further document that this link is directly related to the perceived level of volatility in financial markets and stronger in turbulent times. Indeed, the carbon-oil linkage is a special case in the energy market group; there is a striking temporal commonality in the correlation pattern between carbon-oil and carbon-stock markets (see below) and market uncertainty conditions are the common driving factor. This finding sheds new light on the underlying reason for the positive influence of oil prices on carbon prices. Prior studies discuss whether the oil price effect can be attributed to a fuel switching effect, to the correlation between the oil and gas price, or rather to the correlation between the oil price to economic activity (e.g. Rickels et al., 2010) . The result that times with stronger carbon-oil correlation are also likely to be times with stronger carbon-stock correlations suggests that the link to the economic activity is the driving force behind the oil price impact.
[ Figure 1 about here] 
Carbon-financial market correlation
[ Figure 2 about here] Turning to the financial market group, carbon-stock as well as carbon-bond correlations transition on VSTOXX index, indicating integration with wider financial market conditions. But, the effect of uncertainty on the two market correlations is directly opposed and more pronounced for the carbon-stock link.
While correlations between carbon and stock markets are insignificant (at -0.04) during periods of low expected stock market volatility, they rise dramatically to a correlation state of around 0.36 when the VSTOXX index climbs to higher levels exceeding c=24.84. Here, the transition between the correlation regime is smooth due to a moderate γ-value and correlations spend most of the time between the extreme states. The low correlation state prevails only in about 38% of the observations, clustering mainly in Phase I. By comparison, carbon-bond correlations switch stepwise to significantly stronger negative correlations (around -0.26 from -0.01) rather than positive correlation in episodes of high VSTOXX levels.
This direction of change in the correlations is opposite to all other bivariate models.
Yet, notice the striking commonality in the timing of correlation variations, specially, with respect to extreme crisis events (see Figure 2) . Overall, my results depict that times with stronger carbon-stock comovements are also times with weaker carbon-bond co-movements. In particular, both correlation states that correspond to turbulent periods peak around the Lehman Brothers failure and then persist until Thus, EUA prices plummeted just as stock prices did and the joint downward price movements during the financial crisis boil down to the higher correlation regime. This finding indicates that the market mechanism of the EU ETS accurately reflects expectations for the amount of abatement required to meet emission caps under an altered macro-economic scenario. On the other hand, the negative carbonbond correlation observed during the financial crisis may be ascribed to a broader "flight-to-quality" phenomenon, where increased risk perception induces investors to flee risky assets in favor of bonds, inducing a price decoupling of carbon and stock price on the one hand, and bond prices on the other hand. Figure 2 further depicts that the high expected stock market uncertainty due to the European sovereign debt crisis in 2010, which affected, amongst others, Greece and Ireland, again has a crucial impact on market linkages with more negative carbon-bond and more positive carbon-stock correlations.
(H t in Eq. 3) between carbon and financial market against unexpected price shocks in the markets (ε t in Eq. 2) from the last period. This is done separately for times of distress and calm periods via the use of covariance news impact surfaces (NIS) developed by Kroner and Ng (1998) . In times of distress, when market players expect high volatility, common macroeconomic shocks connect the markets, while they are segmented in calm periods. The VSTOXX index is a useful state variable that is informative about the uncertainty or risk of common shocks often associated with extreme crisis events that shift correlations. In this respect, the results are also significant for investors seeking for portfolio diversification. EUAs would offer diversification benefits to investors in traditional asset classes when correlations are low and remain low during periods of market turbulence. As this is apparently not the case for the carbon-stock link, the diversification potential of EUAs to equity market investors is much weaker than believed (Mansanet-Bataller and Pardo, 2008). In contrast, an investor holding a portfolio with longer-term governmental bonds might benefit from introducing EUAs to her investment set.
In this paper I investigate how linkages between the EUA price and market fundamentals vary over time.
My multivariate GARCH approach is designed to accommodate, for the first time, the different behaviors of correlations in times of distress compared to calm periods and the presence of structural breaks in correlation patterns, often triggered by policy events or institutional changes. I present evidence favoring closer carbon and energy price linkages in the second phase of the EU ETS. I document clear upward shift in the level of overall correlations which translate into carbon-coal(gas) correlations that are four (three) times as high in Phase II as in Phase I. Also carbon-electricity correlations climb to levels almost twice as high. I attribute the emergence of the new correlation regimes to the improved institutional framework and information processing of the EUA market. The stronger price linkages are an indication that energy market fundamentals become more important in the EUA price formation, which would have an positive effect on the cost-efficiency of the EU ETS. In contrast to previous studies, another important finding of my analysis is that carbon and financial markets are not segmented. Rather, correlations heavily depend on market conditions. In particular, high expected stock market volatility shifts carbon-stock correlation significantly upwards.
The figure displays the estimated news impact surfaces for the covariance between (i) carbon and stock return shocks (top) and (ii) carbon and bond return shocks (bottom) under the bivariate STCC GARCH models when the transition variable is the one-day lagged VSTOXX index. On the left hand side the transition variable is fixed to a value that indicates extreme high stock market volatility; on the right hand the transition variable is fixed to a value that indicates extreme low volatility. This table reports estimated parameter values for preferred smooth transition conditional correlation models which depend on transition variable si. ci is the threshold parameter that determines the location of the transition, and γi determines the speed of transition. Date is the day that corresponds to ci when si = t/T . With one transition variable conditional correlations move between P (11) and P (21) depending on the transition variable s1: when s1 < c1, the correlations are closer to the state in P (11) than in P (21) , and when s1 > c1 the situation is opposite. With two transition variables, P (12) and P (22) are two additional correlation states at the sample end when t/T > c2. Again, s1 drives the correlation between the two added matrices. Values in parentheses are Bollerslev-Wooldridge QML standard errors. s1 s2 P (11) P ( 
