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Abstract
We investigate the random dynamics of rational maps on the Riemann sphere Cˆ and
the dynamics of semigroups of rational maps on Cˆ. We show that regarding random complex
dynamics of polynomials, in most cases, the chaos of the averaged system disappears, due to the
cooperation of the generators. We investigate the iteration and spectral properties of transition
operators. We show that under certain conditions, in the limit stage, “singular functions
on the complex plane” appear. In particular, we consider the functions T which represent
the probability of tending to infinity with respect to the random dynamics of polynomials.
Under certain conditions these functions T are complex analogues of the devil’s staircase and
Lebesgue’s singular functions. More precisely, we show that these functions T are continuous
on Cˆ and vary only on the Julia sets of associated semigroups. Furthermore, by using ergodic
theory and potential theory, we investigate the non-differentiability and regularity of these
functions. We find many phenomena which can hold in the random complex dynamics and
the dynamics of semigroups of rational maps, but cannot hold in the usual iteration dynamics
of a single holomorphic map. We carry out a systematic study of these phenomena and their
mechanisms.
1 Introduction
In this paper, we investigate the random dynamics of rational maps on the Riemann sphere Cˆ
and the dynamics of rational semigroups (i.e., semigroups of non-constant rational maps where the
semigroup operation is functional composition) on Cˆ. We see that the both fields are related to
each other very deeply. In fact, we develop both theories simultaneously.
One motivation for research in complex dynamical systems is to describe some mathematical
models on ethology. For example, the behavior of the population of a certain species can be
described by the dynamical system associated with iteration of a polynomial f(z) = az(1 − z)
such that f preserves the unit interval and the postcritical set in the plane is bounded (cf. [7]).
However, when there is a change in the natural environment, some species have several strategies
to survive in nature. From this point of view, it is very natural and important not only to consider
the dynamics of iteration, where the same survival strategy (i.e., function) is repeatedly applied,
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but also to consider random dynamics, where a new strategy might be applied at each time step.
The first study of random complex dynamics was given by J. E. Fornaess and N. Sibony ([9]). For
research on random complex dynamics of quadratic polynomials, see [2, 3, 4, 5, 6, 10]. For research
on random dynamics of polynomials (of general degrees) with bounded planar postcritical set, see
the author’s works [35, 34, 36, 37, 38, 39].
The first study of dynamics of rational semigroups was conducted by A. Hinkkanen and G.
J. Martin ([13]), who were interested in the role of the dynamics of polynomial semigroups (i.e.,
semigroups of non-constant polynomial maps) while studying various one-complex-dimensional
moduli spaces for discrete groups, and by F. Ren’s group ([11]), who studied such semigroups from
the perspective of random dynamical systems. Since the Julia set J(G) of a finitely generated
rational semigroup G = 〈h1, . . . , hm〉 has “backward self-similarity,” i.e., J(G) =
⋃m
j=1 h
−1
j (J(G))
(see Lemma 4.1 and [26, Lemma 1.1.4]), the study of the dynamics of rational semigroups can be
regarded as the study of “backward iterated function systems,” and also as a generalization of the
study of self-similar sets in fractal geometry.
For recent work on the dynamics of rational semigroups, see the author’s papers [26]–[39], [41],
and [25, 42, 43, 44, 45].
In order to consider the random dynamics of a family of polynomials on Cˆ, let T∞(z) be the
probability of tending to ∞ ∈ Cˆ starting with the initial value z ∈ Cˆ. In this paper, we see that
under certain conditions, the function T∞ : Cˆ → [0, 1] is continuous on Cˆ and has some singular
properties (for instance, varies only on a thin fractal set, the so-called Julia set of a polynomial
semigroup), and this function is a complex analogue of the devil’s staircase (Cantor function) or
Lebesgue’s singular functions (see Example 6.2, Figures 2, 3, and 4). Before going into detail, let
us recall the definition of the devil’s staircase (Cantor function) and Lebesgue’s singular functions.
Note that the following definitions look a little bit different from those in [46], but it turns out
that they are equivalent to those in [46].
Definition 1.1 ([46]). Let ϕ : R → [0, 1] be the unique bounded function which satisfies the
following functional equation:
1
2
ϕ(3x) +
1
2
ϕ(3x− 2) ≡ ϕ(x), ϕ|(−∞,0] ≡ 0, ϕ|[1,+∞) ≡ 1. (1)
The function ϕ|[0,1] : [0, 1]→ [0, 1] is called the devil’s staircase (or Cantor function).
Remark 1.2. The above ϕ : R → [0, 1] is continuous on R and varies precisely on the Cantor
middle third set. Moreover, it is monotone (see Figure 1).
Definition 1.3 ([46]). Let 0 < a < 1 be a constant. We denote by ψa : R → [0, 1] the unique
bounded function which satisfies the following functional equation:
aψa(2x) + (1− a)ψa(2x− 1) ≡ ψa(x), ψa|(−∞,0] ≡ 0, ψa|[1,+∞) ≡ 1. (2)
For each a ∈ (0, 1) with a 6= 1/2, the function La := ψa|[0,1] : [0, 1] → [0, 1] is called Lebesgue’s
singular function with respect to the parameter a.
Remark 1.4. The function ψa : R → [0, 1] is continuous on R, monotone on R, and strictly
monotone on [0, 1]. Moreover, if a 6= 1/2, then for almost every x ∈ [0, 1] with respect to the
one-dimensional Lebesgue measure, the derivative of ψa at x is equal to zero (see Figure 1). For
the details on the devil’s staircase and Lebesgue’s singular functions and their related topics, see
[46, 12].
These singular functions defined on [0, 1] can be redefined by using random dynamical systems
on R as follows. Let f1(x) := 3x, f2(x) := 3(x − 1) + 1 (x ∈ R) and we consider the random
dynamical system (random walk) on R such that at every step we choose f1 with probability 1/2
and f2 with probability 1/2. We set Rˆ := R ∪ {±∞}. We denote by T+∞(x) the probability of
2
Figure 1: (From left to right) The graphs of the devil’s staircase and Lebesgue’s singular function.
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tending to +∞ ∈ Rˆ starting with the initial value x ∈ R. Then, we can see that the function
T+∞|[0,1] : [0, 1]→ [0, 1] is equal to the devil’s staircase.
Similarly, let g1(x) := 2x, g2(x) := 2(x − 1) + 1 (x ∈ R) and let 0 < a < 1 be a constant.
We consider the random dynamical system on R such that at every step we choose the map
g1 with probability a and the map g2 with probability 1 − a. Let T+∞,a(x) be the probability
of tending to +∞ starting with the initial value x ∈ R. Then, we can see that the function
T+∞,a|[0,1] : [0, 1]→ [0, 1] is equal to Lebesgue’s singular function La with respect to the parameter
a.
We remark that in most of the literature, the theory of random dynamical systems has not been
used directly to investigate these singular functions on the interval, although some researchers have
used it implicitly.
One of the main purposes of this paper is to consider the complex analogue of the above story.
In order to do that, we have to investigate the independent and identically-distributed (abbreviated
by i.i.d.) random dynamics of rational maps and the dynamics of semigroups of rational maps on
Cˆ simultaneously. We develop both the theory of random dynamics of rational maps and that of
the dynamics of semigroups of rational maps. The author thinks this is the best strategy since
when we want to investigate one of them, we need to investigate the other.
To introduce the main idea of this paper, we let G be a rational semigroup and denote by F (G)
the Fatou set of G, which is defined to be the maximal open subset of Cˆ where G is equicontinuous
with respect to the spherical distance on Cˆ. We call J(G) := Cˆ \ F (G) the Julia set of G. The
Julia set is backward invariant under each element h ∈ G, but might not be forward invariant.
This is a difficulty of the theory of rational semigroups. Nevertheless, we “utilize” this as follows.
The key to investigating random complex dynamics is to consider the following kernel Julia set
of G, which is defined by Jker(G) =
⋂
g∈G g
−1(J(G)). This is the largest forward invariant subset
of J(G) under the action of G. Note that if G is a group or if G is a commutative semigroup, then
Jker(G) = J(G). However, for a general rational semigroup G generated by a family of rational
maps h with deg(h) ≥ 2, it may happen that ∅ = Jker(G) 6= J(G) (see subsection 3.5, section 6).
Let Rat be the space of all non-constant rational maps on the Riemann sphere Cˆ, endowed with
the distance κ which is defined by κ(f, g) := supz∈Cˆ d(f(z), g(z)), where d denotes the spherical
distance on Cˆ. Let Rat+ be the space of all rational maps g with deg(g) ≥ 2. Let P be the space
of all polynomial maps g with deg(g) ≥ 2. Let τ be a Borel probability measure on Rat with
compact support. We consider the i.i.d. random dynamics on Cˆ such that at every step we choose
a map h ∈ Rat according to τ. Thus this determines a time-discrete Markov process with time-
homogeneous transition probabilities on the phase space Cˆ such that for each x ∈ Cˆ and each Borel
measurable subset A of Cˆ, the transition probability p(x,A) of the Markov process is defined as
p(x,A) = τ({g ∈ Rat | g(x) ∈ A}). Let Gτ be the rational semigroup generated by the support
of τ. Let C(Cˆ) be the space of all complex-valued continuous functions on Cˆ endowed with the
supremum norm. Let Mτ be the operator on C(Cˆ) defined by Mτ (ϕ)(z) =
∫
ϕ(g(z))dτ(g). This
Mτ is called the transition operator of the Markov process induced by τ. For a topological space
X , let M1(X) be the space of all Borel probability measures on X endowed with the topology
induced by the weak convergence (thus µn → µ in M1(X) if and only if
∫
ϕdµn →
∫
ϕdµ for each
bounded continuous function ϕ : X → R). Note that if X is a compact metric space, then M1(X)
is compact and metrizable. For each τ ∈ M1(X), we denote by supp τ the topological support of
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τ. Let M1,c(X) be the space of all Borel probability measures τ on X such that supp τ is compact.
Let M∗τ : M1(Cˆ) → M1(Cˆ) be the dual of Mτ . This M∗τ can be regarded as the “averaged
map” on the extension M1(Cˆ) of Cˆ (see Remark 2.21). We define the “Julia set” Jmeas(τ) of the
dynamics of M∗τ as the set of all elements µ ∈ M1(Cˆ) satisfying that for each neighborhood B
of µ, {(M∗τ )
n|B : B → M1(Cˆ)}n∈N is not equicontinuous on B (see Definition 2.17). For each
sequence γ = (γ1, γ2, . . .) ∈ (Rat)N, we denote by Jγ the set of non-equicontinuity of the sequence
{γn ◦ · · · ◦ γ1}n∈N with respect to the spherical distance on Cˆ. This Jγ is called the Julia set of γ.
Let τ˜ := ⊗∞j=1τ ∈M1((Rat)
N).
We prove the following theorem.
Theorem 1.5 (Cooperation Principle I, see Theorem 3.14 and Proposition 4.7). Let τ ∈M1,c(Rat).
Suppose that Jker(Gτ ) = ∅. Then Jmeas(τ) = ∅. Moreover, for τ˜-a.e. γ ∈ (Rat)N, the 2-dimensional
Lebesgue measure of Jγ is equal to zero.
This theorem means that if all the maps in the support of τ cooperate, the set of sensitive
initial values of the averaged system disappears. Note that for any h ∈ Rat+, Jmeas(δh) 6= ∅. Thus
the above result deals with a phenomenon which can hold in the random complex dynamics but
cannot hold in the usual iteration dynamics of a single rational map h with deg(h) ≥ 2.
From the above result and some further detailed arguments, we prove the following theorem. To
state the theorem, for a τ ∈M1,c(Rat), we denote by Uτ the space of all finite linear combinations
of unitary eigenvectors of Mτ : C(Cˆ) → C(Cˆ), where an eigenvector is said to be unitary if the
absolute value of the corresponding eigenvalue is equal to one. Moreover, we set B0,τ := {ϕ ∈
C(Cˆ) |Mnτ (ϕ)→ 0}. Under the above notations, we have the following.
Theorem 1.6 (Cooperation Principle II: Disappearance of Chaos, see Theorem 3.15).
Let τ ∈ M1,c(Rat). Suppose that Jker(Gτ ) = ∅ and J(Gτ ) 6= ∅. Then we have all of the following
statements.
(1) There exists a direct decomposition C(Cˆ) = Uτ ⊕B0,τ . Moreover, dimC Uτ <∞ and B0,τ is a
closed subspace of C(Cˆ). Moreover, there exists a non-empty M∗τ -invariant compact subset A
of M1(Cˆ) with finite topological dimension such that for each µ ∈M1(Cˆ), d((M∗τ )
n(µ), A)→
0 in M1(Cˆ) as n → ∞. Furthermore, each element of Uτ is locally constant on F (Gτ ).
Therefore each element of Uτ is a continuous function on Cˆ which varies only on the Julia
set J(Gτ ).
(2) For each z ∈ Cˆ, there exists a Borel subset Az of (Rat)N with τ˜ (Az) = 1 with the following
property.
– For each γ = (γ1, γ2, . . .) ∈ Az, there exists a number δ = δ(z, γ) > 0 such that
diam(γn · · · γ1(B(z, δ))) → 0 as n → ∞, where diam denotes the diameter with respect
to the spherical distance on Cˆ, and B(z, δ) denotes the ball with center z and radius δ.
(3) There exists at least one and at most finitely many minimal sets for (Gτ , Cˆ), where we say
that a non-empty compact subset L of Cˆ is a minimal set for (Gτ , Cˆ) if L is minimal in
{C ⊂ Cˆ | ∅ 6= C is compact, ∀g ∈ Gτ , g(C) ⊂ C} with respect to inclusion.
(4) Let Sτ be the union of minimal sets for (Gτ , Cˆ). Then for each z ∈ Cˆ there exists a Borel sub-
set Cz of (Rat)N with τ˜ (Cz) = 1 such that for each γ = (γ1, γ2, . . .) ∈ Cz, d(γn · · · γ1(z), Sτ )→
0 as n→∞.
This theorem means that if all the maps in the support of τ cooperate, the chaos of the
averaged system disappears. Theorem 1.6 describes new phenomena which can hold in random
complex dynamics but cannot hold in the usual iteration dynamics of a single h ∈ Rat+. For
example, for any h ∈ Rat+, if we take a point z ∈ J(h), where J(h) denotes the Julia set of the
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semigroup generated by h, then for any ball B with B ∩ J(h) 6= ∅, hn(B) expands as n→∞, and
we have infinitely many minimal sets (periodic cycles) of h.
In Theorem 3.15, we completely investigate the structure of Uτ and the set of unitary eigenval-
ues ofMτ (Theorem 3.15). Using the above result, we show that if dimC Uτ > 1 and int(J(Gτ )) = ∅
where int(·) denotes the set of interior points, then F (Gτ ) has infinitely many connected compo-
nents (Theorem 3.15-20). Thus the random complex dynamics can be applied to the theory of
dynamics of rational semigroups. The key to proving Theorem 1.6 (Theorem 3.15) is to show that
for almost every γ = (γ1, γ2, . . .) ∈ (Rat)N with respect to τ˜ := ⊗∞j=1τ and for each compact set
Q contained in a connected component U of F (Gτ ), diamγn ◦ · · · ◦ γ1(Q)→ 0 as n → ∞. This is
shown by using careful arguments on the hyperbolic metric of each connected component of F (Gτ ).
Combining this with the decomposition theorem on “almost periodic operators” on Banach spaces
from [18], we prove Theorem 1.6 (Theorem 3.15).
Considering these results, we have the following natural question: “When is the kernel Julia
set empty?” Since the kernel Julia set of G is forward invariant under G, Montel’s theorem implies
that if τ is a Borel probability measure on P with compact support, and if the support of τ contains
an admissible subset of P (see Definition 3.54), then Jker(Gτ ) = ∅ (Lemma 3.56). In particular, if
the support of τ contains an interior point with respect to the topology of P , then Jker(Gτ ) = ∅
(Lemma 3.52). From this result, it follows that for any Borel probability measure τ on P with
compact support, there exists a Borel probability measure ρ with finite support, such that ρ is
arbitrarily close to τ , such that the support of ρ is arbitrarily close to the support of τ , and such
that Jker(Gρ) = ∅ (Proposition 3.57). The above results mean that in a certain sense, Jker(Gτ ) = ∅
for most Borel probability measures τ on P . Summarizing these results we can state the following.
Theorem 1.7 (Cooperation Principle III, see Lemmas 3.52, 3.56, Proposition 3.57). Let M1,c(P)
be endowed with the topology O such that τn → τ in (M1,c(P),O) if and only if (a)
∫
ϕdτn →∫
ϕdτ for each bounded continuous function ϕ on P, and (b) supp τn →supp τ with respect to the
Hausdorff metric. We set A := {τ ∈M1,c(P) | Jker(Gτ ) = ∅} and B := {τ ∈M1,c(P) | Jker(Gτ ) =
∅, ♯supp τ <∞}. Then we have all of the following.
(1) A and B are dense in (M1,c(P),O).
(2) If the interior of the support of τ is not empty with respect to the topology of P, then τ ∈ A.
(3) For each τ ∈ A, the chaos of the averaged system of the Markov process induced by τ disap-
pears (more precisely, all the statements in Theorems 1.5, 1.6 hold).
In the subsequent paper [40], we investigate more detail on the above result (some results of
[40] are announced in [41]).
We remark that in 1983, by numerical experiments, K. Matsumoto and I. Tsuda ([20]) observed
that if we add some uniform noise to the dynamical system associated with iteration of a chaotic
map on the unit interval [0, 1], then under certain conditions, the quantities which represent chaos
(e.g., entropy, Lyapunov exponent, etc.) decrease. More precisely, they observed that the entropy
decreases and the Lyapunov exponent turns negative. They called this phenomenon “noise-induced
order”, and many physicists have investigated it by numerical experiments, although there has been
only a few mathematical supports for it.
Moreover, in this paper, we introduce “mean stable” rational semigroups in subsection 3.6. If
G is mean stable, then Jker(G) = ∅ and a small perturbation H of G is still mean stable. We show
that if Γ is a compact subset of Rat+ and if the semigroup G generated by Γ is semi-hyperbolic
(see Definition 2.12) and Jker(G) = ∅, then there exists a neighborhood V of Γ in the space of
non-empty compact subset of Rat such that for each Γ′ ∈ V , the semigroup G′ generated by Γ′ is
mean stable, and Jker(G
′) = ∅.
By using the above results, we investigate the random dynamics of polynomials. Let τ be
a Borel probability measure on P with compact support. Suppose that Jker(Gτ ) = ∅ and the
smallest filled-in Julia set Kˆ(Gτ ) (see Definition 3.19) of Gτ is not empty. Then we show that the
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function T∞,τ of probability of tending to∞ ∈ Cˆ belongs to Uτ and is not constant (Theorem 3.22).
Thus T∞,τ is non-constant and continuous on Cˆ and varies only on J(Gτ ). Moreover, the function
T∞,τ is characterized as the unique Borel measurable bounded function ϕ : Cˆ→ R which satisfies
Mτ (ϕ) = ϕ, ϕ|F∞(Gτ ) ≡ 1, and ϕ|Kˆ(Gτ ) ≡ 0, where F∞(Gτ ) denotes the connected component of
the Fatou set F (Gτ ) of Gτ containing∞ (Proposition 3.26). From these results, we can show that
T∞,τ has a kind of “monotonicity,” and applying it, we get information regarding the structure
of the Julia set J(Gτ ) of Gτ (Theorem 3.31). We call the function T∞,τ a devil’s coliseum,
especially when int(J(Gτ )) = ∅ (see Example 6.2, Figures 2, 3, and 4). Note that for any h ∈ P ,
T∞,δh is not continuous at any point of J(h) 6= ∅. Thus the above results deal with a phenomenon
which can hold in the random complex dynamics, but cannot hold in the usual iteration dynamics
of a single polynomial.
It is a natural question to ask about the regularity of non-constant ϕ ∈ Uτ (e.g., ϕ = T∞,τ ) on
the Julia set J(Gτ ). For a rational semigroupG, we set P (G) :=
⋃
h∈G{all critical values of h : Cˆ→ Cˆ},
where the closure is taken in Cˆ, and we say that G is hyperbolic if P (G) ⊂ F (G). If G is generated
by {h1, . . . , hm} as a semigroup, we write G = 〈h1, . . . , hm〉. We prove the following theorem.
Theorem 1.8 (see Theorem 3.82 and Theorem 3.84). Let m ≥ 2 and let (h1, . . . , hm) ∈ Pm. Let
G = 〈h1, . . . , hm〉. Let 0 < p1, p2, . . . , pm < 1 with
∑m
i=1 pi = 1. Let τ =
∑m
i=1 piδhi . Suppose that
h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j and suppose also that G is hyperbolic. Then
we have all of the following statements.
(1) Jker(Gτ ) = ∅, int(J(Gτ )) = ∅, and dimH(J(G)) < 2, where dimH denotes the Hausdorff
dimension with respect to the spherical distance on Cˆ.
(2) Suppose further that at least one of the following conditions (a)(b)(c) holds.
(a)
∑m
j=1 pj log(pj deg(hj)) > 0.
(b) P (G) \ {∞} is bounded in C.
(c) m = 2.
Then there exists a non-atomic “invariant measure” λ on J(G) with suppλ = J(G) and an
uncountable dense subset A of J(G) with λ(A) = 1 and dimH(A) > 0, such that for every
z ∈ A and for each non-constant ϕ ∈ Uτ , the pointwise Ho¨lder exponent of ϕ at z, which is
defined to be
inf{α ∈ R | lim sup
y→z
|ϕ(y)− ϕ(z)|
|y − z|α
=∞},
is strictly less than 1 and ϕ is not differentiable at z (Theorem 3.82).
(3) In (2) above, the pointwise Ho¨lder exponent of ϕ at z can be represented in terms of pj , log(deg(hj))
and the integral of the sum of the values of the Green’s function of the basin of ∞ for the
sequence γ = (γ1, γ2, . . .) ∈ {h1, . . . , hm}
N at the finite critical points of γ1 (Theorem 3.82).
(4) Under the assumption of (2), for almost every point z ∈ J(G) with respect to the δ-dimensional
Hausdorff measure Hδ where δ = dimH(J(G)), the pointwise Ho¨lder exponent of a non-
constant ϕ ∈ Uτ at z can be represented in terms of the pj and the derivatives of hj (Theo-
rem 3.84).
Combining Theorems 1.5, 1.6, 1.8, it follows that under the assumptions of Theorem 1.8, the
chaos of the averaged system disappears in the C0 “sense”, but it remains in the C1 “sense”. From
Theorem 1.8, we also obtain that if p1 is small enough, then for almost every z ∈ J(G) with respect
to Hδ and for each ϕ ∈ Uτ , ϕ is differentiable at z and the derivative of ϕ at z is equal to zero,
even though a non-constant ϕ ∈ Uτ is not differentiable at any point of an uncountable dense
subset of J(G) (Remark 3.86). To prove these results, we use Birkhoff’s ergodic theorem, potential
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theory, the Koebe distortion theorem and thermodynamic formalisms in ergodic theory. We can
construct many examples of (h1, . . . , hm) ∈ Pm such that h
−1
i (J(G))∩h
−1
j (J(G)) = ∅ for each (i, j)
with i 6= j, where G = 〈h1, . . . , hm〉, G is hyperbolic, Kˆ(G) 6= ∅, and Uτ possesses non-constant
elements (e.g., T∞,τ ) for any τ =
∑m
i=1 piδhi (see Proposition 6.1, Example 6.2, Proposition 6.3,
Proposition 6.4, and Remark 6.6).
We also investigate the topology of the Julia sets Jγ of sequences γ ∈ (supp τ)N, where τ is
a Borel probability measure on P with compact support. We show that if P (Gτ ) \ {∞} is not
bounded in C, then for almost every sequence γ with respect to τ˜ := ⊗∞j=1τ , the Julia set Jγ of γ
has uncountably many connected components (Theorem 3.38). This generalizes [2, Theorem 1.5]
and [4, Theorem 2.3]. Moreover, we show that Kˆ(Gτ ) = ∅ if and only if T∞,τ ≡ 1, and that if
Kˆ(Gτ ) = ∅, then for almost every γ with respect to τ˜ , the 2-dimensional Lebesgue measure of
filled-in Julia set Kγ (see Definition 3.40) of γ is equal to zero and Kγ = Jγ has uncountably many
connected components (Theorem 3.41 and Example 3.59). These results generalize [4, Theorem
2.2] and one of the statements of [2, Theorem 2.4].
Another matter of considerable interest is what happens when Jker(Gτ ) 6= ∅. We show that
if τ is a Borel probability measure on Rat+ with compact support and Gτ is “semi-hyperbolic”
(see Definition 2.12), then Jker(Gτ ) 6= ∅ if and only if Jmeas(τ) 6= ∅ (Theorem 3.71). We define
several types of “smaller Julia sets” of M∗τ . We denote by J
0
pt(τ) the “pointwise Julia set” of M
∗
τ
restricted to Cˆ (see Definition 3.44). We show that if Gτ is semi-hyperbolic, then dimH(J0pt(τ)) <
2 (Theorem 3.71). Moreover, if Jker(Gτ ) 6= ∅, Gτ is semi-hyperbolic, and ♯supp τ < ∞, then
J0pt(τ) = J(Gτ ) (Theorem 3.71). Thus the dual of the transition operator of the Markov process
induced by τ can detect the Julia set of Gτ . To prove these results, we utilize some observations
concerning semi-hyperbolic rational semigroups that may be found in [29, 32]. In particular, the
continuity of γ 7→ Jγ is required. (This is non-trivial, and does not hold for an arbitrary rational
semigroup.)
Moreover, even when Jker(Gτ ) 6= ∅, it is shown that if Jker(Gτ ) is included in the unbounded
component of the complement of the intersection of the set of non-semi-hyperbolic points of Gτ and
J(Gτ ), then for almost every γ ∈ PN with respect to τ˜ , the 2-dimensional Lebesgue measure of the
Julia set Jγ of γ is equal to zero (Theorem 3.48). To prove this result, we again utilize observations
concerning the kernel Julia set of Gτ , and non-constant limit functions must be handled carefully
(Lemmas 4.6, 5.32 and 5.33).
As pointed out in the previous paragraphs, we find many new phenomena which can hold in
random complex dynamics and the dynamics of rational semigroups, but cannot hold in the usual
iteration dynamics of a single rational map. These new phenomena and their mechanisms are
systematically investigated.
In the proofs of all results, we employ the skew product map associated with the support of τ
(Definition 3.46), and some detailed observations concerning the skew product are required. It is
a new idea to use the kernel Julia set of the associated semigroup to investigate random complex
dynamics. Moreover, it is both natural and new to combine the theory of random complex dynamics
and the theory of rational semigroups. Without considering the Julia sets of rational semigroups,
we are unable to discern the singular properties of the non-constant finite linear combinations ϕ
(e.g., ϕ = T∞,τ , a devil’s coliseum) of the unitary eigenvectors of Mτ .
In section 2, we give some fundamental notations and definitions. In section 3, we present the
main results of this paper. In section 4, we introduce the basic tools used to prove the main results.
In section 5, we provide the proofs of the main results. In section 6, we give many examples to
which the main results are applicable.
In the subsequent paper [40], we investigate the stability and bifurcation of Mτ (some results
of [40] are announced in [41]).
Acknowledgment: The author thanks Rich Stankewitz for valuable comments. This work was
supported by JSPS Grant-in-Aid for Scientific Research(C) 21540216.
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2 Preliminaries
In this section, we give some basic definitions and notations on the dynamics of semigroups of
holomorphic maps and the i.i.d. random dynamics of holomorphic maps.
Notation: Let (X, d) be a metric space, A a subset of X , and r > 0. We set B(A, r) := {z ∈
X | d(z, A) < r}. Moreover, for a subset C of C, we set D(C, r) := {z ∈ C | infa∈C |z − a| < r}.
Moreover, for any topological space Y and for any subset A of Y , we denote by int(A) the set of
all interior points of A.
Definition 2.1. Let Y be a metric space. We set CM(Y ) := {f : Y → Y | f is continuous} en-
dowed with the compact-open topology. Moreover, we set OCM(Y ) := {f ∈ CM(Y ) | f is an open map}
endowed with the relative topology from CM(Y ). Furthermore, we set C(Y ) := {ϕ : Y → C |
ϕ is continuous }. When Y is compact, we endow C(Y ) with the supremum norm ‖ · ‖∞. More-
over, for a subset F of C(Y ), we set Fnc := {ϕ ∈ F | ϕ is not constant}.
Definition 2.2. Let Y be a complex manifold. We set HM(Y ) := {f : Y → Y | f is holomorphic}
endowed with the compact open topology. Moreover, we set NHM(Y ) := {f ∈ HM(Y ) | f is not constant}
endowed with the compact open topology.
Remark 2.3. CM(Y ), OCM(Y ), HM(Y ), and NHM(Y ) are semigroups with the semigroup op-
eration being functional composition.
Definition 2.4. A rational semigroup is a semigroup generated by a family of non-constant ra-
tional maps on the Riemann sphere Cˆ with the semigroup operation being functional composition([13,
11]). A polynomial semigroup is a semigroup generated by a family of non-constant polynomial
maps. We set Rat : = {h : Cˆ→ Cˆ | h is a non-constant rational map} endowed with the distance
κ which is defined by κ(f, g) := supz∈Cˆ d(f(z), g(z)), where d denotes the spherical distance on Cˆ.
Moreover, we set Rat+ := {h ∈ Rat | deg(h) ≥ 2} endowed with the relative topology from Rat.
Furthermore, we set P := {g : Cˆ → Cˆ | g is a polynomial, deg(g) ≥ 2} endowed with the relative
topology from Rat.
Definition 2.5. Let Y be a compact metric space and let G be a subsemigroup of CM(Y ). The
Fatou set of G is defined to be F (G) :=
{z ∈ Y | ∃ neighborhood U of z s.t. {g|U : U → Y }g∈G is equicontinuous on U}. (For the definition
of equicontinuity, see [1].) The Julia set of G is defined to be J(G) := Y \F (G). If G is generated
by {gi}i, then we write G = 〈g1, g2, . . .〉. If G is generated by a subset Γ of CM(Y ), then we write
G = 〈Γ〉. For finitely many elements g1, . . . , gm ∈ CM(Y ), we set F (g1, . . . , gm) := F (〈g1, . . . , gm〉)
and J(g1, . . . , gm) := J(〈g1, . . . , gm〉). For a subset A of Y , we set G(A) :=
⋃
g∈G g(A) and
G−1(A) :=
⋃
g∈G g
−1(A). We set G∗ := G ∪ {Id}, where Id denotes the identity map.
By using the method in [13, 11], it is easy to see that the following lemma holds.
Lemma 2.6. Let Y be a compact metric space and let G be a subsemigroup of OCM(Y ). Then
for each h ∈ G, h(F (G)) ⊂ F (G) and h−1(J(G)) ⊂ J(G). Note that the equality does not hold in
general.
The following is the key to investigating random complex dynamics.
Definition 2.7. Let Y be a compact metric space and let G be a subsemigroup of CM(Y ). We
set Jker(G) :=
⋂
g∈G g
−1(J(G)). This is called the kernel Julia set of G.
Remark 2.8. Let Y be a compact metric space and let G be a subsemigroup of CM(Y ). (1)
Jker(G) is a compact subset of J(G). (2) For each h ∈ G, h(Jker(G)) ⊂ Jker(G). (3) If G is a
rational semigroup and if F (G) 6= ∅, then int(Jker(G)) = ∅. (4) If G is generated by a single map or
if G is a group, then Jker(G) = J(G). However, for a general rational semigroup G, it may happen
that ∅ = Jker(G) 6= J(G) (see subsection 3.5 and section 6).
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The following postcritical set is important when we investigate the dynamics of rational
semigroups.
Definition 2.9. For a rational semigroup G, let P (G) :=
⋃
g∈G{all critical values of g : Cˆ→ Cˆ}
where the closure is taken in Cˆ. This is called the postcritical set of G.
Remark 2.10. If Γ ⊂ Rat and G = 〈Γ〉, then P (G) = G∗(
⋃
h∈Γ{all critical values of h}). From
this one may know the figure of P (G), in the finitely generated case, using a computer.
Definition 2.11. Let G be a rational semigroup. Let N be a positive integer. We denote by
SHN (G) the set of points z ∈ Cˆ satisfying that there exists a positive number δ such that for each
g ∈ G, deg(g : V → B(z, δ)) ≤ N , for each connected component V of g−1(B(z, δ)). Moreover, we
set UH(G) := Cˆ \
⋃
N∈N SHN (G).
Definition 2.12. Let G be a rational semigroup. We say that G is hyperbolic if P (G) ⊂ F (G).
We say that G is semi-hyperbolic if UH(G) ⊂ F (G).
Remark 2.13. We have UH(G) ⊂ P (G). If G is hyperbolic, then G is semi-hyperbolic.
It is sometimes important to investigate the dynamics of sequences of maps.
Definition 2.14. Let Y be a compact metric space. For each γ = (γ1, γ2, . . .) ∈ (CM(Y ))N and
each m,n ∈ N with m ≥ n, we set γm,n = γm ◦ · · · ◦ γn and we set
Fγ := {z ∈ Y | ∃ neighborhood U of z s.t. {γn,1}n∈N is equicontinuous on U}
and Jγ := Y \ Fγ . The set Fγ is called the Fatou set of the sequence γ and the set Jγ is called
the Julia set of the sequence γ.
Remark 2.15. Let Y = Cˆ and let γ ∈ (Rat+)N. Then by [1, Theorem 2.8.2], Jγ 6= ∅. Moreover,
if Γ is a non-empty compact subset of Rat+ and γ ∈ ΓN, then by [29], Jγ is a perfect set and Jγ
has uncountably many points.
We now give some notations on random dynamics.
Definition 2.16. For a topological space Y , we denote by M1(Y ) the space of all Borel prob-
ability measures on Y endowed with the topology such that µn → µ in M1(Y ) if and only if
for each bounded continuous function ϕ : Y → C,
∫
ϕ dµn →
∫
ϕ dµ. Note that if Y is a
compact metric space, then M1(Y ) is a compact metric space with the metric d0(µ1, µ2) :=∑∞
j=1
1
2j
| ∫ φjdµ1−
∫
φjdµ2|
1+| ∫ φjdµ1−
∫
φjdµ2| , where {φj}j∈N is a dense subset of C(Y ). Moreover, for each τ ∈
M1(Y ), we set supp τ := {z ∈ Y | ∀ neighborhood U of z, τ(U) > 0}. Note that supp τ is a closed
subset of Y. Furthermore, we set M1,c(Y ) := {τ ∈M1(Y ) | supp τ is compact}.
For a complex Banach space B, we denote by B∗ the space of all continuous complex linear
functionals ρ : B → C, endowed with the weak∗ topology.
For any τ ∈M1(CM(Y )), we will consider the i.i.d. random dynamics on Y such that at every
step we choose a map g ∈ CM(Y ) according to τ (thus this determines a time-discrete Markov
process with time-homogeneous transition probabilities on the phase space Y such that for each
x ∈ Y and each Borel measurable subset A of Y , the transition probability p(x,A) of the Markov
process is defined as p(x,A) = τ({g ∈ CM(Y ) | g(x) ∈ A})).
Definition 2.17. Let Y be a compact metric space. Let τ ∈M1(CM(Y )).
1. We set Γτ := supp τ (thus Γτ is a closed subset of CM(Y )). Moreover, we set Xτ := (Γτ )
N
(= {γ = (γ1, γ2, . . .) | γj ∈ Γτ (∀j)}) endowed with the product topology. Furthermore,
we set τ˜ := ⊗∞j=1τ. This is the unique Borel probability measure on Xτ such that for each
cylinder set A = A1× · · · ×An×Γτ ×Γτ × · · · in Xτ , τ˜ (A) =
∏n
j=1 τ(Aj). We denote by Gτ
the subsemigroup of CM(Y ) generated by the subset Γτ of CM(Y ).
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2. Let Mτ be the operator on C(Y ) defined by Mτ (ϕ)(z) :=
∫
Γτ
ϕ(g(z)) dτ(g). Mτ is called
the transition operator of the Markov process induced by τ. Moreover, let M∗τ : C(Y )∗ →
C(Y )∗ be the dual of Mτ , which is defined as M∗τ (µ)(ϕ) = µ(Mτ (ϕ)) for each µ ∈ C(Y )
∗
and each ϕ ∈ C(Y ). Remark: we have M∗τ (M1(Y )) ⊂ M1(Y ) and for each µ ∈ M1(Y ) and
each open subset V of Y , we have M∗τ (µ)(V ) =
∫
Γτ
µ(g−1(V )) dτ(g).
3. We denote by Fmeas(τ) the set of µ ∈M1(Y ) satisfying that there exists a neighborhood B
of µ in M1(Y ) such that the sequence {(M∗τ )
n|B : B →M1(Y )}n∈N is equicontinuous on B.
We set Jmeas(τ) := M1(Y ) \ Fmeas(τ).
4. We denote by F 0meas(τ) the set of µ ∈M1(Y ) satisfying that the sequence{(M
∗
τ )
n : M1(Y )→
M1(Y )}n∈N is equicontinuous at the one point µ. We set J0meas(τ) := M1(Y ) \ F
0
meas(τ).
Remark 2.18. We have Fmeas(τ) ⊂ F
0
meas(τ) and J
0
meas(τ) ⊂ Jmeas(τ).
Remark 2.19. Let Γ be a closed subset of Rat. Then there exists a τ ∈ M1(Rat) such that
Γτ = Γ. By using this fact, we sometimes apply the results on random complex dynamics to the
study of the dynamics of rational semigroups.
Definition 2.20. Let Y be a compact metric space. Let Φ : Y → M1(Y ) be the topological
embedding defined by: Φ(z) := δz, where δz denotes the Dirac measure at z. Using this topological
embedding Φ : Y →M1(Y ), we regard Y as a compact subset of M1(Y ).
Remark 2.21. If h ∈ CM(Y ) and τ = δh, then we have M∗τ ◦ Φ = Φ ◦ h on Y. Moreover, for
a general τ ∈ M1(CM(Y )), M∗τ (µ) =
∫
h∗(µ)dτ(h) for each µ ∈ M1(Y ). Therefore, for a general
τ ∈M1(CM(Y )), the map M
∗
τ : M1(Y )→M1(Y ) can be regarded as the “averaged map” on the
extension M1(Y ) of Y.
Remark 2.22. If τ = δh ∈ M1(Rat+) with h ∈ Rat+, then Jmeas(τ) 6= ∅. In fact, using the
embedding Φ : Cˆ→M1(Cˆ), we have ∅ 6= Φ(J(h)) ⊂ Jmeas(τ).
The following is an important and interesting object in random dynamics.
Definition 2.23. Let Y be a compact metric space and let A be a subset of Y. Let τ ∈M1(CM(Y )).
For each z ∈ Y , we set TA,τ(z) := τ˜ ({γ = (γ1, γ2, . . .) ∈ Xτ | d(γn,1(z), A) → 0 as n → ∞}). This
is the probability of tending to A starting with the initial value z ∈ Y. For any a ∈ Y , we set
Ta,τ := T{a},τ .
3 Results
In this section, we present the main results of this paper.
3.1 General results and properties of Mτ
In this subsection, we present some general results and some results on properties of the iteration
of Mτ : C(Cˆ)→ C(Cˆ) and M∗τ : C(Cˆ)
∗ → C(Cˆ)∗. The proofs are given in subsection 5.1. We need
some notations.
Definition 3.1. Let Y be a n-dimensional smooth manifold. We denote by Lebn the two-
dimensional Lebesgue measure on Y.
Definition 3.2. Let B be a complex vector space and let M : B → B be a linear operator. Let
ϕ ∈ B and a ∈ C be such that ϕ 6= 0, |a| = 1, and M(ϕ) = aϕ. Then we say that ϕ is a unitary
eigenvector of M with respect to a, and we say that a is a unitary eigenvalue.
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Definition 3.3. Let Y be a compact metric space and let τ ∈ M1(CM(Y )). Let K be a non-
empty subset of Y such that G(K) ⊂ K. We denote by Uf,τ (K) the set of all unitary eigenvectors
of Mτ : C(K) → C(K). Moreover, we denote by Uv,τ (K) the set of all unitary eigenvalues of
Mτ : C(K) → C(K). Similarly, we denote by Uf,τ,∗(K) the set of all unitary eigenvectors of
M∗τ : C(K)
∗ → C(K)∗, and we denote by Uv,τ,∗(K) the set of all unitary eigenvalues of M∗τ :
C(K)∗ → C(K)∗.
Definition 3.4. Let V be a complex vector space and let A be a subset of V. We set LS(A) :=
{
∑m
j=1 ajvj | a1, . . . , am ∈ C, v1, . . . , vm ∈ A,m ∈ N}.
Definition 3.5. Let Y be a topological space and let V be a subset of Y. We denote by CV (Y )
the space of all ϕ ∈ C(Y ) such that for each connected component U of V , there exists a constant
cU ∈ C with ϕ|U ≡ cU .
Remark 3.6. CV (Y ) is a linear subspace of C(Y ). Moreover, if Y is compact, metrizable, and
locally connected and V is an open subset of Y , then CV (Y ) is a closed subspace of C(Y ). Fur-
thermore, if Y is compact, metrizable, and locally connected, τ ∈ M1(CM(Y )), and Gτ is a
subsemigroup of OCM(Y ), then Mτ (CF (Gτ )(Y )) ⊂ CF (Gτ )(Y ).
Definition 3.7. For a topological space Y , we denote by Cpt(Y ) the space of all non-empty
compact subsets of Y . If Y is a metric space, we endow Cpt(Y ) with the Hausdorff metric.
Definition 3.8. Let Y be a metric space and let G be a subsemigroup of CM(Y ). Let K ∈
Cpt(Y ). We say that K is a minimal set for (G, Y ) if K is minimal among the space {L ∈
Cpt(Y ) | G(L) ⊂ L} with respect to inclusion. Moreover, we set Min(G, Y ) := {K ∈ Cpt(Y ) |
K is a minimal set for (G, Y )}.
Remark 3.9. Let Y be a metric space and let G be a subsemigroup of CM(Y ). By Zorn’s lemma,
it is easy to see that if K1 ∈ Cpt(Y ) and G(K1) ⊂ K1, then there exists a K ∈ Min(G, Y ) with
K ⊂ K1. Moreover, it is easy to see that for each K ∈ Min(G, Y ) and each z ∈ K, G(z) = K. In
particular, if K1,K2 ∈ Min(G, Y ) with K1 6= K2, then K1 ∩ K2 = ∅. Moreover, by the formula
G(z) = K, we obtain that for each K ∈ Min(G, Y ), either (1) ♯K < ∞ or (2) K is perfect and
♯K > ℵ0. Furthermore, it is easy to see that if Γ ∈ Cpt(CM(Y )), G = 〈Γ〉, and K ∈ Min(G, Y ),
then K =
⋃
h∈Γ h(K).
Definition 3.10. Let Y be a compact metric space. Let ρ ∈ C(Y )∗. We denote by a(ρ) the set
of points z ∈ Y which satisfies that there exists a neighborhood U of z in Y such that for each
ϕ ∈ C(Y ) with suppϕ ⊂ U , ρ(ϕ) = 0. We set supp ρ := Y \ a(ρ).
Definition 3.11. Let {ϕn : U → Cˆ}∞n=1 be a sequence of holomorphic maps on an open set U of
Cˆ. Let ϕ : U → Cˆ be a holomorphic map. We say that ϕ is a limit function of {ϕn}∞n=1 if there
exists a strictly increasing sequence {nj}∞j=1 in N such that ϕnj → ϕ as j → ∞ locally uniformly
on U.
Definition 3.12. For a topological space Z, we denote by Con(Z) the set of all connected com-
ponents of Z.
Definition 3.13. Let G be a rational semigroup. We set Jres(G) := {z ∈ J(G) | ∀U ∈
Con(F (G)), z 6∈ ∂U}. This is called the residual Julia set of G.
We now present the main results.
Theorem 3.14 (Cooperation Principle I). Let τ ∈ M1,c(NHM(CPn)), where CPn denotes the
n-dimensional complex projective space. Suppose that Jker(Gτ ) = ∅. Then, Fmeas(τ) = M1(CPn),
and for τ˜ -a.e. γ ∈ (NHM(CPn))N, Leb2n(Jγ) = 0.
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Theorem 3.15 (Cooperation Principle II: Disappearance of Chaos). Let τ ∈ M1,c(Rat) and let
Sτ :=
⋃
L∈Min(Gτ ,Cˆ) L. Suppose that Jker(Gτ ) = ∅ and J(Gτ ) 6= ∅. Then, all of the following
statements 1,. . . ,21 hold.
1. Let B0,τ := {ϕ ∈ C(Cˆ) | Mnτ (ϕ) → 0 as n → ∞}. Then, B0,τ is a closed subspace of
C(Cˆ) and there exists a direct sum decomposition C(Cˆ) = LS(Uf,τ (Cˆ)) ⊕ B0,τ . Moreover,
LS(Uf,τ (Cˆ)) ⊂ CF (Gτ )(Cˆ) and dimC(LS(Uf,τ (Cˆ))) <∞.
2. Let q := dimC(LS(Uf,τ (Cˆ))). Let {ϕj}
q
j=1 be a basis of LS(Uf,τ (Cˆ)) such that for each j =
1, . . . , q, there exists an αj ∈ Uv,τ (Cˆ) with Mτ (ϕj) = αjϕj . Then, there exists a unique
family {ρj : C(Cˆ) → C}
q
j=1 of complex linear functionals such that for each ϕ ∈ C(Cˆ),
‖Mnτ (ϕ−
∑q
j=1 ρj(ϕ)ϕj)‖∞ → 0 as n→∞. Moreover, {ρj}
q
j=1 satisfies all of the following.
(a) For each j = 1, . . . , q, ρj : C(Cˆ)→ C is continuous.
(b) For each j = 1, . . . , q, M∗τ (ρj) = αjρj .
(c) For each (i, j), ρi(ϕj) = δij . Moreover, {ρj}
q
j=1 is a basis of LS(Uf,τ,∗(Cˆ)).
(d) For each j = 1, . . . , q, supp ρj ⊂ Sτ .
3. We have ♯J(Gτ ) ≥ 3. In particular, for each U ∈ Con(F (Gτ )), we can take the hyperbolic
metric on U.
4. There exists a Borel measurable subset A of (Rat)N with τ˜(A) = 1 such that
(a) for each γ ∈ A and for each U ∈ Con(F (Gτ )), each limit function of {γn,1|U}∞n=1 is
constant, and
(b) for each γ ∈ A and for each Q ∈ Cpt(F (Gτ )), supa∈Q ‖γ
′
n,1(a)‖h → 0 as n→∞, where
‖γ′n,1(a)‖h denotes the norm of the derivative of γn,1 at a point a measured from the
hyperbolic metric on the element U0 ∈ Con(F (Gτ )) with a ∈ U0 to that on the element
Un ∈ Con(F (Gτ )) with γn,1(a) ∈ Un.
5. For each z ∈ Cˆ, there exists a Borel subset Az of (Rat)N with τ˜ (Az) = 1 with the following
property.
• For each γ = (γ1, γ2, . . .) ∈ Az, there exists a number δ = δ(z, γ) > 0 such that
diam(γn · · · γ1(B(z, δ))) → 0 as n → ∞, where diam denotes the diameter with respect
to the spherical distance on Cˆ, and B(z, δ) denotes the ball with center z and radius δ.
6. ♯Min(Gτ , Cˆ) <∞.
7. Let W :=
⋃
A∈Con(F (Gτ )),A∩Sτ 6=∅A. Then Sτ is compact. Moreover, for each z ∈ Cˆ there
exists a Borel measurable subset Cz of (Rat)N with τ˜(Cz) = 1 such that for each γ ∈ Cz, there
exists an n ∈ N with γn,1(z) ∈ W and d(γm,1(z), Sτ )→ 0 as m→∞.
8. Let L ∈ Min(Gτ , Cˆ) and rL := dimC(LS(Uf,τ (L))). Then, Uv,τ (L) is a finite subgroup of S1
with ♯Uv,τ (L) = rL. Moreover, there exists an aL ∈ S1 and a family {ψL,j}
rL
j=1 in Uf,τ (L)
such that
(a) arLL = 1, Uv,τ (L) = {a
j
L}
rL
j=1,
(b) Mτ (ψL,j) = a
j
LψL,j for each j = 1, . . . , rL,
(c) ψL,j = (ψL,1)
j for each j = 1, . . . , rL, and
(d) {ψL,j}
rL
j=1 is a basis of LS(Uf,τ (L)).
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9. Let ΨSτ : LS(Uf,τ (Cˆ))→ C(Sτ ) be the map defined by ϕ 7→ ϕ|Sτ . Then, ΨSτ (LS(Uf,τ (Cˆ))) =
LS(Uf,τ (Sτ )) and ΨSτ : LS(Uf,τ (Cˆ))→ LS(Uf,τ (Sτ )) is a linear isomorphism. Furthermore,
ΨSτ ◦Mτ =Mτ ◦ΨSτ on LS(Uf,τ (Cˆ)).
10. Uv,τ (Cˆ) = Uv,τ (Sτ ) =
⋃
L∈Min(Gτ ,Cˆ) Uv,τ (L) =
⋃
L∈Min(Gτ ,Cˆ){a
j
L}
rL
j=1 and dimC(LS(Uf,τ (Cˆ))) =∑
L∈Min(Gτ ,Cˆ) rL.
11. Uv,τ,∗(Cˆ) = Uv,τ (Cˆ), Uv,τ,∗(Sτ ) = Uv,τ (Sτ ), and Uv,τ,∗(L) = Uv,τ (L) for each L ∈Min(Gτ , Cˆ).
12. Let L ∈ Min(Gτ , Cˆ). Let ΛrL := {g1 ◦ · · · ◦ grL | ∀j, gj ∈ Γτ}. Moreover, let G
rL
τ := 〈ΛrL〉.
Then, rL = ♯Min(G
rL
τ , L).
13. There exists a basis {ϕL,i | L ∈ Min(Gτ , Cˆ), i = 1, . . . , rL} of LS(Uf,τ (Cˆ)) and a basis
{ρL,i | L ∈ Min(Gτ , Cˆ), i = 1, . . . , rL} of LS(Uf,τ,∗(Cˆ)) such that for each L ∈ Min(Gτ , Cˆ)
and for each i = 1, . . . , rL, we have all of the following.
(a) Mτ (ϕL,i) = a
i
LϕL,i.
(b) |ϕL,i||L ≡ 1.
(c) ϕL,i|L′ ≡ 0 for any L′ ∈Min(Gτ , Cˆ) with L′ 6= L.
(d) ϕL,i|L = (ϕL,1|L)i.
(e) supp ρL,i = L.
(f) ρL,i(ϕL,j) = δij for each j = 1, . . . , rL.
14. For each ν ∈ M1(Cˆ), d0((M∗τ )
n(ν),LS(Uf,τ,∗(Cˆ)) ∩ M1(Cˆ)) → 0 as n → ∞. Moreover,
dimT (LS(Uf,τ,∗(Cˆ))∩M1(Cˆ)) ≤ 2 dimC LS(Uf,τ (Cˆ)) <∞, where dimT denotes the topological
dimension.
15. For each L ∈ Min(Gτ , Cˆ), TL,τ : Cˆ → [0, 1] is continuous and Mτ (TL,τ ) = TL,τ . Moreover,∑
L∈Min(Gτ ,Cˆ) TL,τ(z) = 1 for each z ∈ Cˆ.
16. If ♯Min(Gτ , Cˆ) ≥ 2, then (a) for each L ∈ Min(Gτ , Cˆ), TL,τ(J(Gτ )) = [0, 1], and (b)
dimC(LS(Uf,τ (Cˆ))) > 1.
17. Sτ = {z ∈ F (G) ∩ Sτ | ∃g ∈ Gτ s.t. g(z) = z, |m(g, z)| < 1}, where the closure is taken in Cˆ,
and m(g, z) denotes the multiplier ([1]) of g at the fixed point z.
18. If Γτ∩Rat+ 6= ∅, then Sτ = {z ∈ F (G) ∩ Sτ | ∃g ∈ Gτ ∩ Rat+ s.t. g(z) = z, |m(g, z)| < 1} ⊂
UH(Gτ ) ⊂ P (Gτ ).
19. If dimC(LS(Uf,τ (Cˆ))) > 1, then for any ϕ ∈ LS(Uf,τ (Cˆ))nc there exists an uncountable subset
A of C such that for each t ∈ A, ∅ 6= ϕ−1({t}) ∩ J(Gτ ) ⊂ Jres(Gτ ).
20. If dimC(LS(Uf,τ (Cˆ))) > 1 and int(J(Gτ )) = ∅, then ♯Con(F (Gτ )) =∞.
21. Suppose that Gτ ∩ Aut(Cˆ) 6= ∅, where Aut(Cˆ) denotes the set of all holomorphic auto-
morphisms on Cˆ. If there exists a loxodromic or parabolic element of Gτ ∩ Aut(Cˆ), then
♯Min(Gτ , Cˆ) = 1 and dimC(LS(Uf,τ (Cˆ))) = 1.
Remark 3.16. Let G be a rational semigroup with G ∩ Rat+ 6= ∅. Then by [1, Theorem 4.2.4],
♯(J(G)) ≥ 3.
Remark 3.17. Let τ ∈ M1,c(Rat) be such that Jker(Gτ ) = ∅ and J(Gτ ) 6= ∅. The union Sτ of
minimal sets for (Gτ , Cˆ) may meet J(Gτ ). See Example 6.7.
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Remark 3.18. Let τ ∈M1,c(Rat) be such that Jker(Gτ ) = ∅ and J(Gτ ) 6= ∅. Then dimC(LS(Uf,τ (Cˆ))) >
1 if and only if (LS(Uf,τ (Cˆ)))nc 6= ∅.
Definition 3.19. Let G be a polynomial semigroup. We set
Kˆ(G) := {z ∈ C | {g(z) | g ∈ G} is bounded in C}. Kˆ(G) is called the smallest filled-in Julia
set of G. For any h ∈ P , we set K(h) := Kˆ(〈h〉). This is called the filled-in Julia set of h.
Remark 3.20. Let τ ∈M1,c(P) be such that Jker(Gτ ) = ∅ and Kˆ(Gτ ) 6= ∅. Then ♯Min(Gτ , Cˆ) ≥
2. Thus by Theorem 3.15-16, dimC(LS(Uf,τ (Cˆ))) > 1.
Remark 3.21. There exist many examples of τ ∈ M1,c(P) such that Jker(Gτ ) = ∅, Kˆ(Gτ ) 6= ∅
and int(J(Gτ )) = ∅ (see Proposition 6.1, Proposition 6.3, Proposition 6.4, Theorem 3.82, and [27,
Theorem 2.3]).
3.2 Properties on T
∞,τ
In this subsection, we present some results on properties of T∞,τ for a τ ∈M1,c(P). Moreover, we
present some results on the structure of J(Gτ ) for a τ ∈ M1,c(P) with Jker(Gτ ) = ∅. The proofs
are given in subsection 5.2.
By Theorem 3.14 or Theorem 3.15, we obtain the following result.
Theorem 3.22. Let τ ∈M1,c(P). Suppose that Jker(Gτ ) = ∅. Then, the function T∞,τ : Cˆ→ [0, 1]
is continuous on the whole Cˆ, and Mτ (T∞,τ ) = T∞,τ .
Remark 3.23. Let h ∈ P and let τ := δh. Then, T∞,τ (Cˆ) = {0, 1} and T∞,τ is not continuous at
every point in J(h) 6= ∅.
On the one hand, we have the following, due to Vitali’s theorem.
Lemma 3.24. Let τ ∈M1,c(P). Then, for each connected component U of F (Gτ ), there exists a
constant CU ∈ [0, 1] such that T∞,τ |U ≡ CU .
Definition 3.25. Let G be a polynomial semigroup. If ∞ ∈ F (G), then we denote by F∞(G) the
connected component of F (G) containing ∞. (Note that if G is generated by a compact subset of
P , then ∞ ∈ F (G).)
We give a characterization of T∞,τ .
Proposition 3.26. Let τ ∈ M1,c(P). Suppose that Jker(Gτ ) = ∅ and Kˆ(Gτ ) 6= ∅. Then, there
exists a unique bounded Borel measurable function ϕ : Cˆ→ R such that ϕ =Mτ (ϕ), ϕ|F∞(Gτ) ≡ 1
and ϕ|Kˆ(Gτ ) ≡ 0. Moreover, ϕ = T∞,τ .
Remark 3.27. Combining Theorem 3.22 and Lemma 3.24, it follows that under the assumptions
of Theorem 3.22, if T∞,τ 6≡ 1, then the function T∞,τ is continuous on Cˆ and varies only on the
Julia set J(Gτ ) of Gτ . In this case, the function T∞,τ is called the devil’s coliseum (see Figures 3,
4). This is a complex analogue of the devil’s staircase or Lebesgue’s singular functions. We will
see the monotonicity of this function T∞,τ in Theorem 3.31.
In order to present the result on the monotonicity of the function T∞,τ : Cˆ → [0, 1], the level
set of T∞,τ |J(Gτ ) and the structure of the Julia set J(Gτ ), we need the following notations.
Definition 3.28. Let K1,K2 ∈ Cpt(Cˆ).
1. “K1 <s K2” indicates that K1 is included in the union of all bounded components of C\K2.
2. “K1 ≤s K2” indicates that K1 <s K2 or K1 = K2.
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Remark 3.29. This “≤s” is a partial order in Cpt(Cˆ). This “≤s” is called the surrounding
order.
We present a necessary and sufficient condition for T∞,τ to be the constant function 1.
Lemma 3.30. Let τ ∈M1,c(P). Then, the following (1), (2), and (3) are equivalent. (1) T∞,τ ≡ 1.
(2) T∞,τ |J(Gτ ) ≡ 1. (3) Kˆ(Gτ ) = ∅.
By Theorem 3.22 and Lemma 3.24, we obtain the following result.
Theorem 3.31 (Monotonicity of T∞,τ and the structure of J(Gτ )). Let τ ∈ M1,c(P). Suppose
that Jker(Gτ ) = ∅ and Kˆ(Gτ ) 6= ∅. Then, we have all of the following.
1. int(Kˆ(Gτ )) 6= ∅.
2. T∞,τ (J(Gτ )) = [0, 1].
3. For each t1, t2 ∈ [0, 1] with 0 ≤ t1 < t2 ≤ 1, we have T−1∞,τ ({t1}) <s T−1∞,τ ({t2}) ∩ J(Gτ ).
4. For each t ∈ (0, 1), we have Kˆ(Gτ ) <s T−1∞,τ ({t}) ∩ J(Gτ ) <s F∞(Gτ ).
5. There exists an uncountable dense subset A of [0, 1] with ♯([0, 1] \A) ≤ ℵ0 such that for each
t ∈ A, we have ∅ 6= T−1∞,τ ({t}) ∩ J(Gτ ) ⊂ Jres(Gτ ).
Remark 3.32. If G is generated by a single map h ∈ P , then ∂Kˆ(G) = ∂F∞(G) = J(G) and
so Kˆ(G) and F∞(G) cannot be separated. However, under the assumptions of Theorem 3.31,
the theorem implies that Kˆ(Gτ ) and F∞(Gτ ) are separated by the uncountably many level sets
{T∞,τ |−1J(Gτ )({t})}t∈(0,1), and that these level sets are totally ordered with respect to the surround-
ing order, respecting the usual order in (0, 1). Note that there are many τ ∈ M1,c(P) such that
Jker(Gτ ) = ∅ and Kˆ(Gτ ) 6= ∅. See section 6.
Remark 3.33. For each Γ ∈ Cpt(Rat), there exists a τ ∈ M1(Rat) such that Γτ = Γ. Thus,
Theorem 3.31 tells us the information of the Julia set of a polynomial semigroup G generated by
a compact subset Γ of P such that Jker(G) = ∅ and Kˆ(G) 6= ∅.
Applying Theorem 3.22 and Lemma 3.24, we obtain the following result.
Theorem 3.34. Let Γ be a non-empty compact subset of P and let G = 〈Γ〉. Suppose that Kˆ(G) 6= ∅
and Jker(G) = ∅. Then, at least one of the following statements (a) and (b) holds.
(a) int(J(G)) 6= ∅. (b) ♯{U ∈ Con(F (G)) | U 6= F∞(G) and U 6⊂ int(Kˆ(G))} =∞.
Remark 3.35. There exist finitely generated polynomial semigroupsG in P such that int(J(G)) 6=
∅ and J(G) 6= Cˆ (see [14], Example 6.11).
3.3 Planar postcritical set and the condition that Kˆ(Gτ ) = ∅
In this subsection, we present some results which are deduced from the condition that the planar
postcritical set is unbounded. Moreover, we present some results which are deduced from the
condition that Kˆ(Gτ ) = ∅. The proofs are given in subsection 5.3.
Definition 3.36. For a polynomial semigroup G, we set P ∗(G) := P (G) \ {∞}. This is called the
planar postcritical set of the polynomial semigroup G.
Definition 3.37. Let Y be a complete metric space. We say that a subset A of Y is residual
if A contains a countable intersection of open dense subsets of Y. Note that by Baire’s category
theorem, a residual subset A of Y is dense in Y.
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The following theorem generalizes [2, Theorem 1.5] and [4, Theorem 2.3].
Theorem 3.38. Let Γ ∈ Cpt(P) and let G = 〈Γ〉. Suppose that P ∗(G) is not bounded in C. Then,
there exists a residual subset U of ΓN such that for each τ ∈M1(P) with Γτ = Γ, we have τ˜(U) = 1,
and such that for each γ ∈ U , the Julia set Jγ of γ has uncountably many connected components.
Question 3.39. What happens if Kˆ(Gτ ) = ∅ (i.e., if T∞,τ ≡ 1) ?
Definition 3.40. Let γ = (γ1, γ2, . . .) ∈ PN.We setKγ := {z ∈ C | {γn,1(z)}n∈N is bounded in C}.
Moreover, we set A∞,γ := {z ∈ Cˆ | γn,1(z)→∞}.
Theorem 3.41. Let τ ∈ M1,c(P). Suppose that Kˆ(Gτ ) = ∅. Then, we have all of the following
statements 1,. . .,4.
1. Jker(Gτ ) = ∅.
2. Fmeas(τ) = M1(Cˆ) and (M∗τ )
n(ν)→ δ∞ as n→∞ uniformly on ν ∈M1(Cˆ).
3. T∞,τ ≡ 1 on Cˆ.
4. For τ˜ -a.e. γ ∈ PN, (a) Leb2(Kγ) = 0, (b) Kγ = Jγ, and (c) Kγ = Jγ has uncountably many
connected components.
Remark 3.42. Let τ ∈ M1,c(P). Suppose that Jker(Gτ ) = ∅. From Theorem 3.22 and Theo-
rem 3.41, it follows that Kˆ(Gτ ) 6= ∅ if and only if (LS(Uf,τ (Cˆ)))nc 6= ∅.
Example 3.43. Let τ ∈M1,c(P) and suppose that there exist two elements h1, h2 ∈ Γτ such that
K(h1)∩K(h2) = ∅. Then Kˆ(Gτ ) = ∅. For more examples of τ with Kˆ(Gτ ) = ∅, see Example 3.59.
3.4 Conditions to be Leb2(Jγ) = 0 for τ˜ -a.e. γ (even if Jker(Gτ ) 6= ∅)
In this subsection, we present some sufficient conditions to be Leb2(Jγ) = 0 for τ˜ -a.e. γ. More
precisely, we show that even if Jker(Gτ ) 6= ∅, under certain conditions, for τ˜ -a.e. γ, for Leb2-a.e.
z ∈ Cˆ, there exists a number n0 ∈ N such that for each n with n ≥ n0, γn,1(z) ∈ F (Gτ ). The
proofs are given in subsection 5.4. We also define other kinds of Julia sets of M∗τ .
Definition 3.44. Let Y be a compact metric space. Let τ ∈ M1(CM(Y )). Regarding Y as a
compact subset of M1(Y ) as in Definition 2.20, we use the following notation.
1. We denote by Fpt(τ) the set of z ∈ Y satisfying that there exists a neighborhood B of z
in Y such that the sequence{(M∗τ )
n|B : B → M1(Y )}n∈N is equicontinuous on B. We set
Jpt(τ) := Y \ Fpt(τ).
2. Similarly, we denote by F 0pt(τ) the set of z ∈ Y such that the sequence {(M
∗
τ )
n|Y : Y →
M1(Y )}n∈N is equicontinuous at the one point z ∈ Y. We set J0pt(τ) := Y \ F
0
pt(τ).
Remark 3.45. We have Fpt(τ) ⊂ F 0pt(τ) and J
0
pt(τ) ⊂ Jpt(τ) ∩ J
0
meas(τ).
We also need the following notations on the skew products. In fact, we heavily use the idea
and the notations of the dynamics of skew products, to prove many results of this paper.
Definition 3.46. Let Y be a compact metric space and let Γ be a non-empty compact subset
of CM(Y ). We define a map f : ΓN × Y → ΓN × Y as follows: For a point (γ, y) ∈ ΓN × Y
where γ = (γ1, γ2, . . .), we set f(γ, y) := (σ(γ), γ1(y)), where σ : Γ
N → ΓN is the shift map, that is,
σ(γ1, γ2, . . .) = (γ2, γ3, . . .). The map f : Γ
N×Y → ΓN×Y is called the skew product associated
with the generator system Γ. Moreover, we use the following notation.
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1. Let π : ΓN×Cˆ→ ΓN and πY : ΓN×Y → Y be the canonical projections. For each γ ∈ ΓN and
n ∈ N, we set fnγ := f
n|π−1{γ} : π−1{γ} → π−1{σn(γ)}. Moreover, we set fγ,n := γn ◦· · ·◦γ1.
2. For each γ ∈ ΓN, we set Jγ := {γ}×Jγ (⊂ ΓN×Y ). Moreover, we set J˜(f) :=
⋃
γ∈ΓN Jγ , where
the closure is taken in the product space ΓN×Y. Furthermore, we set F˜ (f) := (ΓN×Y )\ J˜(f).
3. For each γ ∈ ΓN, we set Jˆγ,Γ := π−1{γ} ∩ J˜(f), Fˆ γ,Γ := π−1({γ}) \ Jˆγ,Γ, Jˆγ,Γ := πY (Jˆγ,Γ),
and Fˆγ,Γ := Y \ Jˆγ,Γ. Note that Jγ ⊂ Jˆγ,Γ.
4. When Γ ⊂ Rat, for each z = (γ, y) ∈ ΓN × Cˆ, we set f ′(z) := (γ1)′(y).
Remark 3.47. Under the above notation, let G = 〈Γ〉. Then πY (J˜(f)) ⊂ J(G) and π ◦ f = σ ◦ π
on ΓN×Y. Moreover, for each γ ∈ ΓN, γ1(Jγ) ⊂ Jσ(γ), γ1(Jˆγ,Γ) ⊂ Jˆσ(γ),Γ, and f(J˜(f)) ⊂ J˜(f) (see
Lemma 4.4). Furthermore, if Γ ∈ Cpt(Rat), then for each γ ∈ ΓN, γ1(Jγ) = Jσ(γ), γ
−1
1 (Jσ(γ)) = Jγ ,
γ1(Jˆγ,Γ) = Jˆσ(γ),Γ, γ
−1
1 (Jˆσ(γ),Γ) = Jˆγ,Γ, f(J˜(f)) = J˜(f) = f
−1(J˜(f)), and f(F˜ (f)) = F˜ (f) =
f−1(F˜ (f)) (see [29, Lemma 2.4]).
We now present the results. Even if Jker(Gτ ) 6= ∅, we have the following.
Theorem 3.48. Let τ ∈M1,c(P). Suppose that Jker(Gτ ) is included in the unbounded component
of C \ (UH(Gτ ) ∩ J(Gτ )). Then, we have the following.
1. For τ˜ -a.e. γ ∈ Xτ , Leb2(Jγ) = Leb2(Jˆγ,Γτ ) = 0.
2. For Leb2-a.e. y ∈ Cˆ, there exists a Borel subset Ay of Xτ with τ˜(Ay) = 1 such that for each
γ ∈ Ay, there exists an n = n(y, γ) ∈ N with γn,1(y) ∈ F (Gτ ).
3. Leb2(J
0
pt(τ)) = 0.
4. For Leb2-a.e. point y ∈ Cˆ, T∞,τ is continuous at y.
Remark 3.49. Let τ ∈ M1,c(P). If Jker(Gτ ) is included in the unbounded component of C \
(P (Gτ )∩J(Gτ )), then Jker(Gτ ) is included in the unbounded component of C\ (UH(Gτ )∩J(Gτ ))
(see Remark 2.13).
Remark 3.50. Let τ ∈ M1,c(P). Suppose that for each h ∈ Γτ , h is a real polynomial and each
critical value of h in C belongs to R. Suppose also that for each z ∈ P (Gτ )∩J(Gτ ), there exists an
element gz ∈ Gτ such that gz(z) ∈ F (Gτ ). Then Jker(Gτ ) is included in the unbounded component
of C \ (UH(Gτ ) ∩ J(Gτ )).
3.5 Conditions to be Jker(G) = ∅
In this subsection, we present some sufficient conditions to be Jker(G) = ∅. The proofs are given
in subsection 5.5.
The following is a natural question.
Question 3.51. When do we have that Jker(G) = ∅?
We give several answers to this question.
Lemma 3.52. Let Γ be a subset of Rat such that the interior of Γ with respect to the topology of
Rat is not empty. Let G = 〈Γ〉. Suppose that F (G) 6= ∅. Then, Jker(G) = ∅.
Definition 3.53. Let Λ be a finite dimensional complex manifold and let {gλ}λ∈Λ be a family
of rational maps on Cˆ. We say that {gλ}λ∈Λ is a holomorphic family of rational maps if the map
(z, λ) ∈ Cˆ×Λ 7→ gλ(z) ∈ Cˆ is holomorphic on Cˆ×Λ.We say that {gλ}λ∈Λ is a holomorphic family
of polynomials if {gλ}λ∈Λ is a holomorphic family of rational maps and each gλ is a polynomial.
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Definition 3.54. Let Y be a subset of P .
1. We say that Y is admissible if for each z0 ∈ C there exists a holomorphic family of polynomials
{gλ}λ∈Λ such that {gλ | λ ∈ Λ} ⊂ Y and the map λ 7→ gλ(z0) is nonconstant in Λ.
2. We say that Y is strongly admissible if for each (z0, h0) ∈ C× Y there exists a holomorphic
family {gλ}λ∈Λ of polynomials and a point λ0 ∈ Λ such that {gλ | λ ∈ Λ} ⊂ Y, gλ0 = h0,
and the map λ 7→ gλ(z0) ∈ C is nonconstant in any neighborhood of λ0 in Λ.
Example 3.55.
1. Let Y be a strongly admissible subset of P . Let Y be endowed with the relative topology
from P . If Γ is a non-empty open subset of Y, then Γ is strongly admissible. If Γ′ is a subset
of Y such that the interior of Γ′ in Y is not empty, then Γ′ is admissible.
2. P is strongly admissible. If Γ is a subset of P such that the interior of Γ in P is not empty,
then Γ is admissible.
3. For a fixed h0 ∈ P ,Y := {h0 + c | c ∈ C} is a strongly admissible closed subset of P . If Γ is
a subset of Y such that the interior of Γ in Y is not empty, then Γ is admissible.
Lemma 3.56. Let Γ be a relative compact admissible subset of P . Let G = 〈Γ〉. Then, Jker(G) = ∅.
Proposition 3.57. Let Y be a closed subset of an open subset of P . Suppose that Y is strongly
admissible. Let τ ∈M1,c(Y). Let V1 be any neighborhood of τ in M1(Y) and V2 be any neighborhood
of Γτ in Cpt(Cˆ). Then, there exists an element ρ ∈ M1(Y) such that ρ ∈ V1, Γρ ∈ V2, ♯Γρ < ∞,
and Jker(Gρ) = ∅.
Remark 3.58 (Cooperation Principle III). By Lemma 3.56, Proposition 3.57, Theorems 3.14,
3.15, we can state that for most τ ∈ M1,c(P), the chaos of the averaged system of the Markov
process induced by τ disappears. In the subsequent paper [40], we investigate the further detail
regarding this result. Some results of [40] are announced in [41].
Example 3.59. Let τ ∈ M1,c(P) be such that Γτ is admissible. Suppose that there exists an
element h ∈ Γτ with int(K(h)) = ∅. Then Kˆ(Gτ ) = ∅ and the statements in Theorem 3.41
hold. For, if Kˆ(Gτ ) 6= ∅, then since Γτ is admissible and since Gτ (Kˆ(Gτ )) ⊂ Kˆ(Gτ ), we have
int(Kˆ(Gτ )) 6= ∅. However, since int(K(h)) = ∅, this is a contradiction. Thus Kˆ(Gτ ) = ∅.
From the above argument, we obtain many examples of τ ∈ M1,c(P) such that Kˆ(Gτ ) = ∅.
For example, if h(z) = z2 + c belongs to the boundary of the Mandelbrot set and Γτ contains a
neighborhood of h in the c-plane, then from the above argument, Kˆ(Gτ ) = ∅ and the statements
in Theorem 3.41 hold. Thus the above argument generalizes [4, Theorem 2.2] and a statement in
[2, Theorem 2.4].
3.6 Mean stability
In this subsection, we introduce mean stable rational semigroups, and we present some results on
mean stability. The proofs are given in subsection 5.6.
Definition 3.60. Let Y be a compact metric space and let Γ ∈ Cpt(CM(Y )). Let G = 〈Γ〉. We
say that G is mean stable if there exist non-empty open subsets U, V of F (G) and a number
n ∈ N such that all of the following hold.
(1) V ⊂ U and U ⊂ F (G).
(2) For each γ ∈ ΓN, γn,1(U) ⊂ V.
(3) For each point z ∈ Y , there exists an element g ∈ G such that g(z) ∈ U.
18
Note that this definition does not depend on the choice of a compact set Γ which generates G.
Moreover, for a Γ ∈ Cpt(CM(Y )), we say that Γ is mean stable if 〈Γ〉 is mean stable. Furthermore,
for a τ ∈M1,c(CM(Y )), we say that τ is mean stable if Gτ is mean stable.
Remark 3.61. It is easy to see that if G is mean stable, then Jker(G) = ∅.
By Montel’s theorem, it is easy to see that the following lemma holds.
Lemma 3.62. Let Γ ∈ Cpt(Rat) be mean stable. Suppose ♯(Cˆ \ V ) ≥ 3, where V is the open set
coming from Definition 3.60. Then there exists a neighborhood U of Γ in Cpt(Rat) with respect to
the Hausdorff metric such that each Γ′ ∈ U is mean stable.
Proposition 3.63. Let Γ ∈ Cpt(Rat+). Suppose that Jker(〈Γ〉) = ∅ and 〈Γ〉 is semi-hyperbolic.
Then there exists an open neighborhood U of Γ in Cpt(Rat) such that for each Γ′ ∈ U , Γ′ is mean
stable and Jker(〈Γ′〉) = ∅.
Remark 3.64. Let Γ ∈ Cpt(Rat+). Suppose that Jker(〈Γ〉) = ∅ and 〈Γ〉 is semi-hyperbolic. Then
for a small perturbation Γ′ of Γ, Γ′ is mean stable, which is the consequence of Proposition 3.63,
but 〈Γ′〉 may not be semi-hyperbolic. See Proposition 6.1-(c).
Proposition 3.65. Let τ ∈M1,c be mean stable. Suppose that J(Gτ ) 6= ∅. Let V be the set coming
from Definition 3.60. Let Sτ :=
⋃
L∈Min(Gτ ,Cˆ) L. Then we have all of the following.
1. Sτ ⊂ G∗τ (V ) ⊂ F (Gτ ).
2. Let W :=
⋃
A∈Con(F (Gτ )),A∩Sτ 6=∅A. Let UW := {ϕ ∈ CW (W ) | ∃a ∈ S
1,Mτ (ϕ) = aϕ, ϕ 6=
0} Moreover, let ΨW : LS(Uf,τ (Cˆ)) → CW (W ) be the map defined by ϕ 7→ ϕ|W . Then
ΨW (LS(Uf,τ (Cˆ))) = LS(UW ) and ΨW : LS(Uf,τ (Cˆ))→ LS(UW ) is a linear isomorphism.
3. Let Z :=
⋃
A∈Con(F (Gτ )),A∩G∗(V ) 6=∅A. Let UZ := {ϕ ∈ CZ(Z) | ∃a ∈ S
1,Mτ (ϕ) = aϕ, ϕ 6=
0} Moreover, let ΨZ : LS(Uf,τ (Cˆ)) → CZ(Z) be the map defined by ϕ 7→ ϕ|Z . Then
ΨZ(LS(Uf,τ (Cˆ))) = LS(UZ) and ΨZ : LS(Uf,τ (Cˆ))→ LS(UZ) is a linear isomorphism.
Remark 3.66. Under the assumptions and notation of Proposition 3.65, we have dimC CW (W ) <
∞ and dimC CZ(Z) < ∞. Thus, in order to seek Uf,τ (Cˆ) and Uv,τ (Cˆ), it suffices to consider the
eigenvectors and eigenvalues of the matrix representation of Mτ on the finite dimensional linear
space CW (W ) or CZ(Z).
Remark 3.67. Let Γ ∈ Cpt(Rat+) and let G = 〈Γ〉.
1. Suppose that G is semi-hyperbolic and Jker(G) = ∅. Then by Proposition 3.63, G is mean sta-
ble. Moreover, by Lemma 5.42, the set V in Definition 3.60 can be taken to be a small neigh-
borhood of A(G) in F (G), where A(G) := G({z ∈ Cˆ | ∃g ∈ G s.t. g(z) = z, |m(g, z)| < 1}).
In this case, {A ∈ Con (F (G)) | A ∩G∗(V ) 6= ∅} = {A ∈ Con(F (G)) | A ∩ A(G) 6= ∅.}.
2. Similarly, suppose that G is hyperbolic and Jker(G) = ∅. Then by Proposition 3.63, G is
mean stable. Moreover, by Lemma 5.42, the set V in Definition 3.60 can be taken to be a
small neighborhood of P (G) in F (G). In this case, {A ∈ Con (F (G)) | A ∩ G∗(V ) 6= ∅} =
{A ∈ Con(F (G)) | A ∩ P (G) 6= ∅.}.
3.7 Necessary and Sufficient conditions to be Jker(Gτ ) 6= ∅
In this subsection, we present some results on necessary and sufficient conditions to be Jker(Gτ ) 6= ∅.
The proofs are given in subsection 3.7.
The following is a natural question.
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Question 3.68. What happens if Jker(Gτ ) 6= ∅?
Definition 3.69. Let Y be a compact metric space with dimH(Y ) <∞ and let τ ∈M1,c(CM(Y )).
Since the function γ 7→ dimH(Jˆγ,Γτ ) is Borel measurable and since (σ, τ˜ ) is ergodic, there exists a
number a ∈ [0,∞) such that for τ˜ -a.e. γ ∈ Γτ , dimH(Jˆγ,Γτ ) = a. We set MHD(τ) := a.
Remark 3.70. Let Γ ∈ Cpt(Rat+) and let G = 〈Γ〉. Suppose that G is semi-hyperbolic and
F (G) 6= ∅. Then, γ 7→ Jγ is continuous on ΓN with respect to the Hausdorff metric (this is non-
trivial) and for each γ ∈ ΓN, Jγ = Jˆγ,Γ (see Lemma 5.42 and [29, Theorem 2.14]). Moreover, there
exists a constant 0 ≤ b < 2 such that for each γ ∈ ΓN, dimH(Jγ) ≤ b (see Lemma 5.42 and [32,
Theorem 1.16]). Note that if we do not assume semi-hyperbolicity, then γ 7→ Jγ is not continuous
in general.
Theorem 3.71. Let τ ∈ M1,c(Rat+). Suppose that Gτ is semi-hyperbolic and F (Gτ ) 6= ∅. Then,
we have all of the following.
1. dimH(J
0
pt(τ)) ≤MHD(τ) < 2.
2. Jker(Gτ ) ⊂ J0pt(τ).
3. Fmeas(τ) = M1(Cˆ) if and only if Jker(Gτ ) = ∅. If Jker(Gτ ) 6= ∅, then Jmeas(τ) = M1(Cˆ).
4. If, in addition to the assumption, ♯Γτ <∞, then we have the following.
(a) G−1τ (Jker(Gτ )) ⊂ J0pt(τ).
(b) Either Fmeas(τ) = M1(Cˆ) or Jpt(τ) = J(Gτ ).
Remark 3.72. Let G be a hyperbolic rational semigroup with G ∩ Rat+ 6= ∅. Then, G is semi-
hyperbolic and F (G) 6= ∅.
3.8 Singular properties and regularity of non-constant finite linear com-
binations of unitary eigenvectors of Mτ
In this subsection, we present some results on singular properties and regularity of non-constant
finite linear combinations ϕ of unitary eigenvectors of Mτ : C(Cˆ)→ C(Cˆ). It turns out that under
certain conditions, such ϕ is non-differentiable at each point of an uncountable dense subset of
J(Gτ ) (see Theorem 3.82). Moreover, we investigate the pointwise Ho¨lder exponent of such ϕ (see
Theorem 3.82 and Theorem 3.84). The proofs are given in subsection 5.8.
Lemma 3.73. Let m ∈ N with m ≥ 2. Let Y be a compact metric space and let h1, h2, . . . , hm ∈
OCM(Y ). Let G = 〈h1, . . . , hm〉. Suppose that for each (i, j) with i 6= j, h
−1
i (J(G))∩h
−1
j (J(G)) = ∅.
Then, Jker(G) = ∅.
Definition 3.74. For each m ∈ N, we set Wm := {(p1, . . . , pm) ∈ (0, 1)m |
∑m
j=1 pj = 1}.
Lemma 3.75. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat)m and let G = 〈h1, . . . , hm〉.
Let p = (p1, . . . , pm) ∈ Wm and let τ =
∑m
j=1 pjδhj . Suppose that J(G) 6= ∅ and that h
−1
i (J(G)) ∩
h−1j (J(G)) = ∅ for each (i, j) with i 6= j. Then int(J(G)) = ∅ and for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc,
J(G) = {z ∈ Cˆ | for any neighborhood U of z, ϕ|U is non-constant}.
Definition 3.76. Let U be a domain in Cˆ and let g : U → Cˆ be a meromorphic function. For
each z ∈ U , we denote by ‖g′(z)‖s the norm of the derivative of g at z with respect to the spherical
metric.
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Definition 3.77. Let m ∈ N. Let h = (h1, . . . , hm) ∈ (Rat)m be an element such that h1, . . . , hm
are mutually distinct. We set Γ := {h1, . . . , hm}. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew product
associated with Γ. Let µ ∈ M1(ΓN × Cˆ) be an f -invariant Borel probability measure. For each
p = (p1, . . . , pm) ∈ Wm, we define a function p˜ : ΓN × Cˆ → R by p˜(γ, y) := pj if γ1 = hj (where
γ = (γ1, γ2, . . .)), and we set
u(h, p, µ) :=
−(
∫
ΓN×Cˆ log p˜ dµ)∫
ΓN×Cˆ log ‖f
′‖s dµ
(when the integral of the denominator converges).
Definition 3.78. Let h = (h1, . . . , hm) ∈ Pm be an element such that h1, . . . , hm are mutually dis-
tinct. We set Γ := {h1, . . . , hm}. For any (γ, y) ∈ ΓN×C, letGγ(y) := limn→∞ 1deg(γn,1) log
+ |γn,1(y)|,
where log+ a := max{log a, 0} for each a > 0. By the arguments in [24], for each γ ∈ ΓN, Gγ(y) ex-
ists, Gγ is subharmonic on C, and Gγ |A∞,γ is equal to the Green’s function on A∞,γ with pole at∞.
Moreover, (γ, y) 7→ Gγ(y) is continuous on ΓN ×C. Let µγ := ddcGγ , where dc := i2π (∂ − ∂). Note
that by the argument in [16, 17], µγ is a Borel probability measure on Jγ such that suppµγ = Jγ .
Furthermore, for each γ ∈ ΓN, let Ω(γ) =
∑
cGγ(c), where c runs over all critical points of γ1 in
C, counting multiplicities.
Remark 3.79. Let h = (h1, . . . , hm) ∈ (Rat+)m be an element such that h1, . . . , hm are mutually
distinct. Let Γ = {h1, . . . , hm} and let f : ΓN × Cˆ→ ΓN × Cˆ be the skew product map associated
with Γ. Moreover, let p = (p1, . . . , pm) ∈ Wm and let τ =
∑m
j=1 pjδhj ∈M1(Γ). Then, there exists
a unique f -invariant ergodic Borel probability measure µ on ΓN × Cˆ such that π∗(µ) = τ˜ and
hµ(f |σ) = maxρ∈E1(ΓN×Cˆ):f∗(ρ)=ρ,π∗(ρ)=τ˜ hρ(f |σ) =
∑m
j=1 pj log(deg(hj)), where hρ(f |σ) denotes
the relative metric entropy of (f, ρ) with respect to (σ, τ˜ ), and E1(·) denotes the space of ergodic
measures (see [28]). This µ is called the maximal relative entropy measure for f with respect
to (σ, τ˜ ).
Definition 3.80. Let V be a non-empty open subset of Cˆ. Let ϕ : V → C be a function and let
y ∈ V be a point. Suppose that ϕ is bounded around y. Then we set
Ho¨l(ϕ, y) := inf{β ∈ R | lim sup
z→y
|ϕ(z)− ϕ(y)|
d(z, y)β
=∞},
where d denotes the spherical distance. This is called the pointwise Ho¨lder exponent of ϕ at
y.
Remark 3.81. If Ho¨l(ϕ, y) < 1, then ϕ is non-differentiable at y. If Ho¨l(ϕ, y) > 1, then ϕ is
differentiable at y and the derivative at y is equal to 0.
We now present a result on non-differentiability of non-constant finite linear combinations of
unitary eigenvectors of Mτ at almost every point in J(Gτ ) with respect to the projection of the
maximal relative entropy measure.
Theorem 3.82 (Non-differentiability of ϕ ∈ (LS(Uf,τ (Cˆ)))nc at points in J(Gτ )). Let m ∈
N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat+)m and we set Γ := {h1, h2, . . . , hm}. Let G =
〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN × Cˆ→ ΓN × Cˆ be the skew product associated
with Γ. Let τ :=
∑m
j=1 pjδhj ∈ M1(Γ) ⊂ M1(P). Let µ ∈ M1(Γ
N × Cˆ) be the maximal relative
entropy measure for f : ΓN × Cˆ → ΓN × Cˆ with respect to (σ, τ˜ ). Moreover, let λ := (π
Cˆ
)∗(µ) ∈
M1(Cˆ). Suppose that G is hyperbolic, and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j.
Then, we have all of the following.
1. Gτ = G is mean stable and Jker(G) = ∅.
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2. 0 < dimH(J(G)) < 2.
3. supp λ = J(G).
4. For each z ∈ J(G), λ({z}) = 0.
5. There exists a Borel subset A of J(G) with λ(A) = 1 such that for each z0 ∈ A and each
ϕ ∈ (LS(Uf,τ (Cˆ)))nc, Ho¨l(ϕ, z0) = u(h, p, µ).
6. If h = (h1, . . . , hm) ∈ Pm, then
u(h, p, µ) =
−(
∑m
j=1 pj log pj)∑m
j=1 pj log deg(hj) +
∫
ΓN Ω(γ) dτ˜ (γ)
and
2 > dimH({z ∈ J(G) | for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, Ho¨l(ϕ, z) = u(h, p, µ)})
≥
∑m
j=1 pj log deg(hj)−
∑m
j=1 pj log pj∑m
j=1 pj log deg(hj) +
∫
ΓN
Ω(γ) dτ˜ (γ)
> 0.
7. Suppose h = (h1, . . . , hm) ∈ P
m. Moreover, suppose that at least one of the following (a), (b),
and (c) holds: (a)
∑m
j=1 pj log(pj deg(hj)) > 0. (b) P
∗(G) is bounded in C. (c) m = 2. Then,
u(h, p, µ) < 1 and for each non-empty open subset U of J(G) there exists an uncountable
dense subset AU of U such that for each z ∈ AU and each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, ϕ is non-
differentiable at z.
Remark 3.83. By Theorems 3.15 and 3.82, it follows that under the assumptions of Theorem 3.82,
the chaos of the averaged system disappears in the C0 “sense”, but it remains in the C1 “sense”.
We now present a result on the representation of pointwise Ho¨lder exponent of ϕ ∈ (LS(Uf,τ (Cˆ)))nc
at almost every point in J(Gτ ) with respect to the δ-dimensional Hausdorff measure, where
δ = dimH(J(Gτ )).
Theorem 3.84. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat+)m and we set Γ :=
{h1, h2, . . . , hm}. Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN × Cˆ → ΓN × Cˆ be
the skew product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈M1(Γ) ⊂M1(Rat+). Suppose that G is
hyperbolic and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Let δ := dimH J(G) and let
Hδ be the δ-dimensional Hausdorff measure. Let L˜ : C(J˜(f))→ C(J˜(f)) be the operator defined by
L˜(ϕ)(z) =
∑
f(w)=z ϕ(w)‖f
′(w)‖−δs . Moreover, let L : C(J(G))→ C(J(G)) be the operator defined
by L(ϕ)(z) =
∑m
j=1
∑
hj(w)=z
ϕ(w)‖h′j(w)‖
−δ
s . Then, we have all of the following.
1. Gτ = G is mean stable and Jker(G) = ∅.
2. There exists a unique element ν˜ ∈ M1(J˜(f)) such that L˜∗(ν˜) = ν˜. Moreover, the limits
α˜ = limn→∞ L˜n(1) ∈ C(J˜(f)) and α = limn→∞ Ln(1) ∈ C(J(G)) exist, where 1 denotes the
constant function taking its value 1.
3. Let ν := (π
Cˆ
)∗(ν˜) ∈M1(J(G)). Then 0 < δ < 2, 0 < Hδ(J(G)) <∞, and ν = H
δ
Hδ(J(G)) .
4. Let ρ˜ := α˜ν˜ ∈M1(J˜(f)). Then ρ˜ is f -invariant and ergodic. Moreover, minz∈J(G) α(z) > 0.
5. There exists a Borel subset of A of J(G) with Hδ(A) = Hδ(J(G)) such that for each z0 ∈ A
and each ϕ ∈ (LS(Uf,τ (Cˆ)))nc,
Ho¨l(ϕ, z0) = u(h, p, ρ˜) =
−
∑m
j=1(log pj)
∫
h−1j (J(G))
α(y) dHδ(y)∑m
j=1
∫
h−1j (J(G))
α(y) log ‖h′j(y)‖s dHδ(y)
.
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Remark 3.85. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ Pm and let G = 〈h1, . . . , hm〉.
Let p = (p1, . . . , pm) ∈ Wm and let τ =
∑m
j=1 pjδhj . Suppose that Kˆ(G) 6= ∅, G is hyperbolic, and
h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Then, by Lemma 3.73 and Theorem 3.22,
T∞,τ ∈ (LS(Uf,τ (Cˆ)))nc.
Remark 3.86. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ Pm and we set Γ := {h1, . . . , hm}.
Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew
product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈M1(Γ) ⊂M1(P). Suppose that Kˆ(G) 6= ∅, G is
hyperbolic, and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Moreover, suppose we have
at least one of the following (a),(b),(c): (a)
∑m
j=1 pj log(pj deg(hj)) > 0. (b) P
∗(G) is bounded
in C. (c) m = 2. Then, combining Theorem 3.82, Theorem 3.84, and Remark 3.85, it follows that
there exists a number q > 0 such that if p1 < q, then we have all of the following.
1. Let µ be the maximal relative entropy measure for f with respect to (σ, τ˜ ). Let λ = (π
Cˆ
)∗µ ∈
M1(J(G)). Then for λ-a.e. z0 ∈ J(G) and for any ϕ ∈ LS(Uf,τ (Cˆ))nc (e.g., ϕ = T∞,τ),
lim supn→∞
|ϕ(y)−ϕ(z0)|
|y−z0| =∞ and ϕ is not differentiable at z0.
2. Let δ = dimH(J(G)) and let H
δ be the δ-dimensional Hausdorff measure. Then 0 <
Hδ(J(G)) < ∞ and for Hδ-a.e. z0 ∈ J(G) and for any ϕ ∈ LS(Uf,τ (Cˆ)) (e.g., ϕ = T∞,τ),
lim supn→∞
|ϕ(y)−ϕ(z0)|
|y−z0| = 0 and ϕ is differentiable at z0.
Combining Theorem 3.15 and Theorem 3.82, we obtain the following result.
Corollary 3.87. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ Pm and we set Γ := {h1, . . . , hm}.
Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew
product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈ M1(Γ) ⊂ M1(P). Suppose that Kˆ(G) 6= ∅, G is
hyperbolic, and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Moreover, suppose we have
at least one of the following (a), (b), (c): (a)
∑m
j=1 pj log(pj deg(hj)) > 0. (b) P
∗(G) is bounded
in C. (c) m = 2. Let ϕ ∈ C(Cˆ). Then, we have exactly one of the following (i) and (ii).
(i) There exists a constant function ζ ∈ C(Cˆ) such that Mnτ (ϕ)→ ζ as n→∞ in C(Cˆ).
(ii) There exists an element ψ ∈ (LS(Uf,τ (Cˆ)))nc and a number l ∈ N such that
– M lτ (ψ) = ψ,
– {M jτ (ψ)}
l−1
j=0 ⊂ (LS(Uf,τ (Cˆ)))nc ⊂ CF (G)(Cˆ),
– there exists an uncountable dense subset A of J(G) such that for each z0 ∈ A and each
j, M jτ (ψ) is not differentiable at z0, and
– Mnl+jτ (ϕ)→M
j
τ (ψ) as n→∞ for each j = 0, . . . , l − 1.
We present a result on Ho¨lder continuity of ϕ ∈ LS(Uf,τ (Cˆ)).
Theorem 3.88. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ Rat
m
+ and we set Γ :=
{h1, . . . , hm}. Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm and let τ :=
∑m
j=1 pjδhj ∈
M1(Γ) ⊂ M1(Rat+). Suppose that G is hyperbolic and h
−1
i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j)
with i 6= j. Then, G is mean stable and there exists an α > 0 such that for each ϕ ∈ LS(Uf,τ (Cˆ)),
ϕ : Cˆ→ [0, 1] is α-Ho¨lder continuous on Cˆ.
Remark 3.89. In the proof of Theorem 3.82, we use the Birkhoff ergodic theorem and the Koebe
distortion theorem, in order to show that for each ϕ ∈ (LS(Uf,τ ))nc, Ho¨l(ϕ, z0) = u(h, p, µ).
Moreover, we apply potential theory in order to calculate u(h, p, µ) by using p, deg(hj), and Ω(γ).
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4 Tools
In this section, we give some basic tools to prove the main results.
Lemma 4.1 (Lemma 0.2 in [29]). Let Y be a compact metric space and let Γ ∈ Cpt(OCM(Y )).
Let G = 〈Γ〉. Then, J(G) =
⋃
h∈Γ h
−1(J(G)). In particular, if G = 〈h1, . . . , hm〉 ⊂ OCM(Y ), then
J(G) =
⋃m
j=1 h
−1
j (J(G)). This property is called the backward self-similarity.
Proof. By Lemma 2.6, J(G) ⊃
⋃
h∈Γ h
−1(J(G)). By using the method in the proof of [29, Lemma
0.2], we easily see that J(G) ⊂
⋃
h∈Γ h
−1(J(G)). Thus, J(G) =
⋃
h∈Γ h
−1(J(G)).
Notation: Let Y be a topological space. Let µ ∈ M1(Y ) and let ϕ : Y → R be a bounded
continuous function. Then we set µ(ϕ) :=
∫
Y
ϕ dµ.
Lemma 4.2. Let Y be a compact metric space and let τ ∈ M1(CM(Y )). Then, we have the
following.
1. (M∗τ )−1(Fmeas(τ)) ⊂ Fmeas(τ), and (M∗τ )−1(F 0meas(τ)) ⊂ F 0meas(τ).
2. Let y ∈ Y be a point. Then, y ∈ Fpt(τ) if and only if there exists a neighborhood U of y
in Y such that for any φ ∈ C(Y ), the sequence {z 7→ Mnτ (φ)(z)}n∈N of functions on U is
equicontinuous on U. Similarly, y ∈ F 0pt(τ) if and only if for any φ ∈ C(Y ), the sequence
{z 7→Mnτ (φ)(z)}∈N of functions on Y is equicontinuous at the one point y.
3. Fmeas(τ) ∩ Y ⊂ Fpt(τ).
4. F 0meas(τ) ∩ Y = F
0
pt(τ).
5. F (Gτ ) ⊂ Fpt(τ).
6. F 0pt(τ) = Y if and only if Fmeas(τ) = M1(Y ).
Proof. Since M∗τ : M1(Y )→M1(Y ) is continuous, it is easy to see that statement 1 holds.
Let {φj}j∈N be a dense subset of C(Y ) and let d0 be as in Definition 2.16. We now prove
statement 2. Let y ∈ Fpt(τ). Then there exists a neighborhood U of y in X with the following
property that for each z ∈ U and each ǫ > 0 there exists a δ = δ(z, ǫ) > 0 such that if d(z, z′) <
δ, z′ ∈ U then for each n ∈ N, d0((M∗τ )
n(δz), (M
∗
τ )
n(δz′)) < ǫ. Let z ∈ U and let ǫ > 0. Let
φ ∈ C(Y ) be any element and let φj be such that ‖φ− φj‖∞ < ǫ. Let δ = δ(z, ǫ2j ). Then for each
n ∈ N and each z′ ∈ U with d(z, z′) < δ, |(M
∗
τ )
n(δz))(φj)−((M∗τ )n(δz′))(φj)|
1+|((M∗τ )n(δz))(φj)−((M∗τ )n(δz′))(φj)| < ǫ. Hence for each
n ∈ N and each z′ ∈ U with d(z, z′) < δ, |((M∗τ )
n(δz))(φj) − ((M∗τ )
n(δz′))(φj)| <
ǫ
1−ǫ . It follows
that for each n ∈ N and each z′ ∈ U with d(z, z′) < δ,
|((M∗τ )
n(δz))(φ) − ((M
∗
τ )
n(δz′))(φ)| ≤ |((M
∗
τ )
n(δz))(φ) − ((M
∗
τ )
n(δz))(φj)|
+ |((M∗τ )
n(δz))(φj)− ((M
∗
τ )
n(δz′))(φj)|
+ |((M∗τ )
n(δz′))(φj)− ((M
∗
τ )
n(δz′))(φ)|
≤ 2ǫ+
ǫ
1− ǫ
.
Therefore, {z 7→Mnτ (φ)(z)}n∈N is equicontinuous on U. To show the converse, let y ∈ X and sup-
pose that there exists a neighborhood U of y in X such that for any φ ∈ C(Y ), {z 7→Mnτ (φ)(z)}n∈N
is equicontinuous on U. Let z ∈ U. For each ǫ > 0, there exists an n0 ∈ N such that
∑
n≥n0
1
2n < ǫ.
Moreover, there exists a δ > 0 such that if z′ ∈ U and d(z, z′) < δ, then for each n ∈ N and each
j = 1, . . . , n0, |M
n
τ (φj)(z) −M
n
τ (φj)(z
′)| < ǫ/n0. It follows that if z′ ∈ U and d(z, z′) < δ, then
for each n ∈ N, d0((M∗τ )
n(δz), (M
∗
τ )
n(δz′)) ≤ 2ǫ. Therefore, y ∈ Fpt(τ). Thus, we have proved
that y ∈ Fpt(τ) if and only if there exists a neighborhood U of y such that for any φ ∈ C(Y ),
{z 7→ Mnτ (φ)(z)}n∈N is equicontinuous on U. Similarly, we can prove that y ∈ F
0
pt(τ) if and only
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if for any φ ∈ C(Y ), {z 7→ Mnτ (φ)(z)}n∈N is equicontinuous at the one point y. Hence, we have
proved statement 2.
Statement 3 easily follows from the definition of Fmeas(τ) and Fpt(τ).
We now prove statement 4. From the definition of F 0meas(τ) and F
0
pt(τ), it is easy to see that
F 0meas(τ)∩Y ⊂ F
0
pt(τ). To show the opposite inclusion, let y ∈ F
0
pt(τ). Let ǫ > 0 and let φ ∈ C(Y ).
Then there exists a δ1 > 0 such that for each y
′ ∈ Y with d(y, y′) < δ1 and each n ∈ N, we
have |Mnτ (φ)(y) −M
n
τ (φ)(y
′)| < ǫ. Moreover, there exists a δ2 > 0 such that for each µ ∈ M1(Y )
with d0(δy, µ) < δ2, we have µ({y′ ∈ Y | d(y′, y) ≥ δ1}) < ǫ. Hence, for each µ ∈ M1(Y ) with
d0(δy, µ) < δ2 and for each n ∈ N, we have
|((M∗τ )
n(δy))(φ) − ((M
∗
τ )
n(µ))(φ)| = |
∫
B(y,δ1)
Mnτ (φ)(y) dµ(y
′)−
∫
B(y,δ1)
Mnτ (φ)(y
′) dµ(y′)|
+ |
∫
Y \B(y,δ1)
Mnτ (φ)(y) dµ(y
′)−
∫
Y \B(y,δ1)
Mnτ (φ)(y
′) dµ(y′)|
≤
∫
B(y,δ1)
|Mnτ (φ)(y) −M
n
τ (φ)(y
′)| dµ(y′) + 2ǫ‖φ‖∞
≤ ǫ+ 2ǫ‖φ‖∞.
Hence, δy ∈ F 0meas(τ). Therefore, F
0
pt(τ) ⊂ F
0
meas(τ) ∩ Y. Thus, we have proved statement 4.
We now prove statement 5. Let y ∈ F (Gτ ). Then there exists a neighborhood B of y in
Y such that Gτ is equicontinuous on B. Let φ ∈ C(Y ) and let ǫ > 0. Since φ : Y → R is
uniformly continuous, there exists a δ1 > 0 such that for each z, z
′ ∈ Y with d(z, z′) < δ1, we have
|φ(z)− φ(z′)| < ǫ. Let z ∈ B. Since Gτ is equicontinuous on B, there exists a δ2 > 0 such that for
each z′ ∈ B with d(z, z′) < δ2 and for each g ∈ Gτ , we have d(g(z), g(z′)) < δ1. Hence, for each
z′ ∈ B with d(z, z′) < δ2 and for each n ∈ N, we have
|Mnτ (φ)(z)−M
n
τ (φ)(z
′)| = |
∫
φ(γn,1(z)) dτ˜ (γ)−
∫
φ(γn,1(z
′)) dτ˜ (γ)|
≤
∫
|φ(γn,1(z))− φ(γn,1(z
′))| dτ˜ (γ) < ǫ.
From statement 2, it follows that y ∈ Fpt(τ). Therefore, F (Gτ ) ⊂ Fpt(τ). Thus, we have proved
statement 5.
We now prove statement 6. It is easy to see that if Fmeas(τ) = M1(Y ) then F
0
pt(τ) = Y. To
show the converse, suppose F 0pt(τ) = Y. Then Fpt(τ) = Y. Suppose that there exists an element
µ ∈ J0meas(τ). Then there exists an element φ ∈ C(Y ), an ǫ > 0, a strictly increasing sequence
{nj}j∈N of positive integers, and a sequence {µj}j∈N in M1(Y ) with µj → µ such that for each
j ∈ N,
|((M∗τ )
nj (µ))(φ) − ((M∗τ )
nj (µj))(φ)| ≥ ǫ. (3)
Combining Fpt(τ) = Y and the Ascoli-Arzela theorem, we may assume that there exists an element
ψ ∈ C(Y ) such that M
nj
τ (φ) → ψ as j → ∞. Hence, for each large j ∈ N, ‖M
nj
τ (φ) − ψ‖∞ < ǫ3 .
Moreover, since µj → µ, we have that for each large j ∈ N, |µj(ψ)− µ(ψ)| < ǫ3 . It follows that for
a large j ∈ N,
|((M∗τ )
nj (µ))(φ) − ((M∗τ )
nj )(µj)(φ)| ≤ |((M
∗
τ )
nj (µ))(φ) − µ(ψ)|+ |µ(ψ)− µj(ψ)|
+ |µj(ψ)− ((M
∗
τ )
nj )(µj)(φ)|
< ǫ.
However, this contradicts (3). Hence, F 0meas(τ) = M1(Y ). Therefore, Fmeas(τ) = M1(Y ). Thus,
we have proved statement 6.
Hence, we have completed the proof of Lemma 4.2.
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Lemma 4.3. Let Y be a compact metric space and let τ ∈M1,c(CM(Y )) with Γτ ⊂ OCM(Y ). Let
y ∈ Y be a point. Suppose that τ˜
(
{γ = (γ1, γ2, γ3, . . .) ∈ Xτ | y ∈
⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))}
)
= 0.
Then, we have that y ∈ F 0pt(τ) = F
0
meas(τ) ∩ Y.
Proof. By the assumption of our lemma and Lemma 2.6, we obtain that for τ˜ -a.e. γ ∈ Xτ ,
limn→∞ 1F (Gτ )(γn,1(y)) = 1. Hence limn→∞
∫
Xτ
1F (Gτ)(γn,1(y)) dτ˜ (γ) = 1. Therefore, for a given
ǫ > 0, there exists an n0 ∈ N such that for each n ∈ N with n ≥ n0, τ˜ ({γ ∈ Xτ | γn,1(y) ∈
F (Gτ )}) ≥ 1− ǫ. Since F (Gτ ) is an open subset of a compact metric space, F (Gτ ) is a countable
union of compact subsets of F (Gτ ). Hence, there exists a compact subset K of F (Gτ ) such that
τ˜ ({γ ∈ Xτ | γn0,1(y) ∈ K}) ≥ 1− 2ǫ. Since Gτ is equicontinuous on the compact set K, for a given
φ ∈ C(Y ), there exists a δ1 > 0 such that for each z ∈ K, z
′ ∈ Y with d(z, z′) < δ1 and for each
l ∈ N, |M lτ (φ)(z)−M
l
τ (φ)(z
′)| < ǫ. Moreover, since Γτ is compact, there exists a δ2 > 0 such that
for each y′ ∈ Y with d(y, y′) < δ2 and for each γ ∈ Xτ , d(γn0,1(y), γn0,1(y′)) < δ1. It follows that
for each y′ ∈ Y with d(y, y′) < δ2 and for each l ∈ N,
|Mn0+lτ (φ)(y) −M
n0+l
τ (φ)(y
′)| = |Mn0τ (M
l
τ (φ))(y) −M
n0
τ (M
l
τ (φ))(y
′)|
= |
∫
Xτ
(
M lτ (φ)(γn0,1(y))−M
l
τ (φ)(γn0,1(y
′))
)
dτ˜ (γ)|
≤
∫
{γ∈Xτ |γn0,1(y)∈K}
|M lτ (γn0,1(y))−M
l
τ (φ)(γn0,1(y
′)| dτ˜ (γ)
+
∫
{γ∈Xτ |γn0,1(y) 6∈K}
|M lτ (γn0,1(y))−M
l
τ (φ)(γn0,1(y
′)| dτ˜ (γ)
≤ ǫ+ 2ǫ · 2‖φ‖∞.
Therefore, by Lemma 4.2-2, we obtain that y ∈ F 0pt(τ). Thus, we have completed the proof of
Lemma 4.3.
Lemma 4.4. Let Y be a compact metric space and let Γ ∈ Cpt(CM(Y )). Let f : ΓN×Y → ΓN×Y
be the skew product associated with Γ. Then, f(J˜(f)) ⊂ J˜(f) and for each γ ∈ Γ, γ1(Jγ) ⊂ Jσ(γ)
and γ1(Jˆγ,Γ) ⊂ Jˆγ,Γ.
Proof. Let γ ∈ ΓN. Let y ∈ Y and suppose γ1(y) ∈ Fσ(γ). Then it is easy to see that y ∈ Fγ . Hence,
we have γ1(Jγ) ⊂ Jσ(γ). By the continuity of f : Γ
N × Y → ΓN × Y , we obtain f(J˜(f)) ⊂ J˜(f).
Therefore, γ1(Jˆγ,Γ) ⊂ Jˆγ,Γ. Thus, we have completed the proof of our lemma.
Lemma 4.5. Let Γ ∈ Cpt(Rat) and let G = 〈Γ〉. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew
product associated with Γ. Then, π
Cˆ
(J˜(f)) = J(G) and for each γ = (γ1, γ2, . . .) ∈ ΓN, we have
Jˆγ,Γ =
⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(G)).
Proof. We first prove π
Cˆ
(J˜(f)) = J(G). Since Jγ ⊂ J(G) for each γ ∈ ΓN, it is easy to see
π
Cˆ
(J˜(f)) ⊂ J(G). In order to show the opposite inclusion, we consider the following four cases:
Case 1: ♯(J(G)) ≥ 3; Case 2: J(G) = ∅; Case 3: J(G) = {a}; and Case 4: J(G) = {a1, a2}, a1 6= a2.
Suppose we have case 1: ♯(J(G)) ≥ 3. Then, by [28, Lemma 2.3 (g)], J(G) =
⋃
g∈G J(g). Hence,
π
Cˆ
(J˜(f)) = J(G).
Suppose we have case 2: J(G) = ∅. Then it is easy to see π
Cˆ
(J˜(f)) = J(G) = ∅.
Suppose we have case 3: J(G) = {a}, a ∈ Cˆ. Then G ⊂ Aut(Cˆ). Since g−1(J(G)) ⊂ J(G)
for each g ∈ G, it follows that g(a) = a for each g ∈ G. If there exists an element g ∈ G with
|m(g, a)| < 1, then the repelling fixed point b of g is different from a and b ∈ J(G). This is a
contradiction. Hence, |m(g, a)| ≥ 1 for each g ∈ G. If there exists an element g such that g is
either loxodromic or parabolic, then a ∈ J(g) ⊂ J(G) and it implies π
Cˆ
(J˜(f)) = J(G). Hence, in
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order to show π
Cˆ
(J˜(f)) = J(G), we may assume that each g ∈ G is either an elliptic element or
the identity map. Under this assumption, we will show the following claim:
Claim 1: There exists an element γ ∈ ΓN such that Jγ = {a}.
In order to prove claim 1, since we are assuming J(G) = {a} 6= ∅, there exists an h1 ∈ Γ and an
h2 ∈ Γ such that ♯(Fix(h1)) = 2 and ♯(Fix(h1) ∩ Fix(h2)) = 1, where Fix(·) denotes the set of all
fixed points. By [19, page 12], h1h2h
−1
1 h
−1
2 is parabolic. Hence, there exists a sequence {gm}
∞
m=1
in the semigroup 〈h1, h2〉 and a parabolic element h ∈ Aut(Cˆ) such that gm → h as m → ∞. We
may assume that Fix(h1) ∩ Fix(h2) = {a} and a = ∞. Then there exists a sequence {nm}∞m=1 in
N∪{0} such that sup{d(∞, z) | z ∈ gnmm · · · g
n1
1 (D)} → 0 as m→∞, where D denotes the unit disc
and d denotes the spherical distance. Let γ ∈ {h1, h2}N be an element and {km}∞m=1 a sequence in
N such that γkm,1 = g
nm
m · · · g
n1
1 for eachm ∈ N. Then sup{d(∞, z) | z ∈ γkm,1(D)} → 0 asm→∞.
Hence, if Jγ = ∅, then γkm,1 →∞ as m→∞ uniformly on Cˆ. It implies that for each ǫ > 0 there
exists a j ∈ N such that γkj ,1(Cˆ) ⊂ B(∞, ǫ). However, this is a contradiction. Therefore, we must
have that Jγ 6= ∅. Hence, we have proved claim 1.
By claim 1, π
Cˆ
(J˜(f)) = J(G) = {a}.
We now suppose we have case 4: J(G) = {a1, a2}, a1 6= a2. Then G ⊂ Aut(Cˆ). Since
g−1(J(G)) ⊂ J(G) for each g ∈ G, it follows that g(J(G)) = J(G) for each g ∈ G. Hence there
exists no parabolic element in G. Let Λ := {g1 ◦ g2 | g1, g2 ∈ Γ}. Then Λ is a compact subset of
Aut(Cˆ). It is easy to see that J(〈Λ〉) = J(G). Moreover, for each g ∈ Λ, g(ai) = ai for each i = 1, 2.
Since each ai belongs to J(G) = J(〈Λ〉), it follows that for each i = 1, 2, there exists an element
gi ∈ Λ such that |m(gi, ai)| > 1. Hence, ai ∈ J(gi). Therefore, πCˆ(J˜(f)) = J(G) = {a1, a2}.
Thus, we have proved that π
Cˆ
(J˜(f)) = J(G).
We now prove that for each γ = (γ1, γ2, . . .) ∈ ΓN, Jˆγ,Γ =
⋂∞
j=1 γ
−1
j,1 (J(G)). Let γ = (γ1, γ2, . . .) ∈
ΓN. By [32, Lemma 2.1], we see that for each j ∈ N, γj,1(Jˆγ,Γ) = Jˆσj(γ),Γ ⊂ J(G). Hence,
Jˆγ,Γ ⊂
⋂∞
j=1 γ
−1
j,1 (J(G)). Suppose that there exists a point (γ, y) ∈ Γ
N × Cˆ such that y ∈(⋂∞
j=1 γ
−1
j,1 (J(G))
)
\ Jˆγ,Γ. Then, we have (γ, y) ∈ (ΓN × Cˆ) \ J˜(f). Hence, there exists a neighbor-
hood U of γ in ΓN and a neighborhood V of y in Cˆ such that U × V ⊂ F˜ (f). Then, there exists
an n ∈ N such that {ρ ∈ Xτ | ρj = γj , j = 1, . . . , n} ⊂ U. Combining it with [32, Lemma 2.1], we
obtain F˜ (f) ⊃ fn(U × V ) ⊃ ΓN × {γn,1(y)}. Moreover, since we have γn,1(y) ∈ J(G) = πCˆ(J˜(f)),
we get that there exists an element γ′ ∈ ΓN such that (γ′, γn,1(y)) ∈ J˜(f). However, it contradicts
(γ′, γn,1(y)) ∈ ΓN × {γn,1(y)} ⊂ F˜ (f). Hence, we obtain Jˆγ(f) =
⋂∞
j=1 γ
−1
j,1 (J(G)).
Thus, we have proved Lemma 4.5.
Lemma 4.6. Let Y be a compact metric space and let τ ∈ M1,c(CM(Y )). Let V be a non-
empty open subset of Y such that Gτ (V ) ⊂ V. For each γ = (γ1, γ2, . . .) ∈ Xτ , we set Lγ :=⋂∞
j=1 γ
−1
j,1 (Y \ V ). Moreover, we set Lker :=
⋂
g∈Gτ g
−1(Y \ V ). Let y ∈ Y be a point. Then, we
have that
τ˜({γ ∈ Xτ | y ∈ Lγ , lim inf
n→∞ d(γn,1(y), Lker) > 0}) = 0.
(When Lker = ∅, we set d(z, Lker) :=∞ for each z ∈ Y.)
Proof. For each c > 0, we set Ec := {γ ∈ Xτ | y ∈ Lγ , ∀n, d(γn,1(y), Lker) ≥ c}. In order to prove
our lemma, it is enough to show that for each c > 0, τ˜(Ec) = 0. It clearly holds when y ∈ V.
Hence, we assume y ∈ Y \V. Let Bc := {z ∈ Y \V | d(z, Lker) ≥ c}. For each z ∈ Bc, there exists a
positive integer k(z), an element (α1,z , . . . , αk(z),z) ∈ Γ
k(z)
τ , a neighborhood Uz of (α1,z, . . . , αk(z),z)
in Γ
k(z)
τ , and a δz > 0 such that for each α˜ = (α˜1, . . . , α˜k(z)) ∈ Uz, α˜k(z) · · · α˜1(B(z, δz)) ⊂ V.
Since Bc is compact, there exists an l ∈ N, a finite sequence {k(j)}lj=1 in N, a finite subset
{zj}lj=1 of Bc, a finite subset {αj = (αj,1, . . . , αj,k(j)) ∈ Γ
k(j)
τ }lj=1, a neighborhood Uj of αj in
Γ
k(j)
τ for each j = 1, . . . , l, and a finite sequence {δj}lj=1, such that
⋃l
j=1 B(zj , δj) ⊃ Bc and
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such that for each j = 1, . . . , l and each α˜ = (α˜1, . . . , α˜k(j)) ∈ Uj , α˜k(j) · · · α˜1(B(zj , δj)) ⊂ V.
Since Gτ (V ) ⊂ V , we may assume that there exists a k ∈ N such that for each j = 1, . . . , l,
k(j) = k. For each n ∈ N, we set Enc := {γ ∈ Xτ | γjk,1(y) ∈ Bc, j = 1, . . . , n}. For each
γ = (γ1, γ2, . . .) ∈ Enc , there exists a neighborhood Aγ of (γ1, . . . , γnk) in Γ
nk
τ and a j(γ) ∈ N such
that for each α˜ ∈ Aγ , α˜nk · · · α˜1(y) ∈ B(zj(γ), δj(γ)). Hence, there exists a finite sequence {Wi}
r
i=1
of subsets of Γnkτ and a finite sequence {p(i)}
r
i=1 of positive integers such that setting E
n,i
c :=
{γ ∈ Enc | (γ1, . . . , γnk) ∈ Wi}, we have that E
n,i
c ⊂ {γ ∈ Xτ | γnk,1(y) ∈ B(zp(i), δp(i))} and
Enc =
∐r
i=1E
n,i
c . Let a := maxj=1,...,l{(⊗
k
s=1τ)(Γ
k
τ \ Uj)}(< 1). Since E
n+1
c =
∐r
i=1(E
n+1
c ∩ E
n,i
c ),
it follows that for each n ∈ N,
τ˜ (En+1c ) =
r∑
i=1
τ˜ (En+1c ∩ E
n,i
c ) ≤
r∑
i=1
τ˜ ({γ ∈ Xτ | (γnk+1, . . . , γ(n+1)k) 6∈ Up(i)} ∩E
n,i
c )
=
r∑
i=1
(⊗ks=1τ)(Γ
k
τ \ Up(i)) · τ˜ (E
n,i
c ) ≤ a
r∑
i=1
τ˜ (En,ic ) = aτ˜(E
n
c ).
Combining it with Ec ⊂
⋂∞
n=1E
n
c , we obtain that τ˜ (Ec) ≤ τ˜(
⋂∞
n=1E
n
c ) = 0. Thus, we have
completed the proof of Lemma 4.6.
Proposition 4.7 (Cooperation Principle I). Let Y be a compact metric space and let τ ∈M1,c(CM(Y ))
with Γτ ⊂ OCM(Y ). Suppose that Jker(Gτ ) = ∅. Then, Fmeas(τ) = M1(Y ) and for each y ∈ Y ,
there exists a Borel subset Ay of Xτ with τ˜(Ay) = 1 such that for each γ ∈ Ay, there exists an
n ∈ N with γn,1(y) ∈ F (Gτ ).
Proof. Let V := F (Gτ ). By Lemma 2.6, for each g ∈ Gτ , g(V ) ⊂ V. By Lemma 4.6, we obtain
that for each y ∈ Y and for τ˜ -a.e. γ ∈ Xτ , there exists an n ∈ N such that γn,1(y) ∈ F (Gτ ). From
Lemma 4.3 and Lemma 4.2-6, it follows that Fmeas(τ) = M1(Y ). Thus, we have completed the
proof of Proposition 4.7.
Proposition 4.8. Let Y be a compact metric space. Let λ be a Borel finite measure on Y. Let
τ ∈ M1,c(CM(Y )) with Γτ ⊂ OCM(Y ). Suppose that Jker(Gτ ) = ∅. Then, for τ˜ -a.e. γ ∈ Xτ ,
λ(Jγ) = λ(Jˆγ,Γτ ) = 0.
Proof. By Proposition 4.7, for each y ∈ Y , for τ˜ -a.e. γ ∈ Xτ , there exists an n ∈ N such that
γn,1(y) ∈ F (Gτ ) ⊂ (Y \
⋃
γ∈Xτ Jˆγ,Γτ ). Combining it with Lemma 4.4, we obtain that for each
y ∈ Y , τ˜ ({γ ∈ Xτ | (γ, y) ∈ J˜(f)}) = 0. From Fubini’s theorem, it follows that for τ˜ -a.e. γ ∈ Xτ ,
λ(Jˆγ,Γτ ) = 0. Since Jγ ⊂ Jˆγ,Γτ for each γ ∈ Xτ , we obtain that for τ˜ -a.e. γ ∈ Xτ , λ(Jγ) = 0.
Thus, we have completed the proof of Proposition 4.8.
Lemma 4.9. Let Y be a compact metric space and let λ be a Borel finite measure on Y. Let τ ∈
M1,c(CM(Y )) with Γτ ⊂ OCM(Y ). Suppose that for τ˜ -a.e. γ ∈ Xτ , λ(
⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))) =
0. Then, for λ-a.e. y ∈ Y , there exists a Borel subset Ay of Xτ with τ˜(Ay) = 1 such that for each
γ ∈ Ay, there exists an n ∈ N with γn,1(y) ∈ F (Gτ ). Moreover, λ(J0pt(τ)) = 0.
Proof. Let f : Xτ × Y → Xτ × Y be the skew product associated with Γτ . Let M := {(γ, y) ∈
Xτ × Y | ∀n ∈ N, γn,1(y) ∈ J(Gτ )}. By the assumption of our lemma and Fubini’s theorem, we
obtain that there exists a measurable subset Z of Y with λ(Z) = λ(Y ) such that for each y ∈ Z,
τ˜ ({γ ∈ Xτ | (γ, y) ∈ M}) = 0. For this Z, we have that for each y ∈ Z, τ˜({γ ∈ Xτ | y ∈⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))}) = 0. By Lemma 4.3, we obtain Z ⊂ F
0
pt(τ). Thus, we have completed
the proof of our lemma.
5 Proofs of the main results
In this section, we prove the main results.
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5.1 Proofs of results in subsection 3.1
In this subsection, we give the proofs of subsection 3.1.
Proof of Theorem 3.14: Since NHM(CPn) ⊂ OCM(CPn), the statement of Theorem 3.14 follows
from Proposition 4.7 and Proposition 4.8.
In order to prove Theorem 3.15, we need several lemmas.
Lemma 5.1. Under the assumptions of Theorem 3.15, ♯J(Gτ ) ≥ 3.
Proof. Suppose ♯J(Gτ ) ≤ 2. Then, Gτ ⊂ Aut(Cˆ). By Lemma 2.6, it follows that Gτ (J(Gτ )) =
J(Gτ ). This implies Jker(Gτ ) = J(Gτ ), which contradicts our assumption. Thus, our lemma
holds.
Lemma 5.2. Under the assumption of Theorem 3.15, there exists a Borel measurable subset A
of Xτ with τ˜ (A) = 1 such that for each γ ∈ A and for each U ∈ Con(F (Gτ )), there exists no
non-constant limit function of {γn,1|U : U → Cˆ}∞n=1.
Proof. Since ♯Con(F (Gτ )) ≤ ℵ0, it is enough to show that for each U ∈ Con(F (Gτ )), there exists
a Borel measurable subset AU of Xτ with τ˜ (AU ) = 1 such that for each γ ∈ AU , there exists no
non-constant limit function of {γn,1|U : U → Cˆ}∞n=1. In order to show this, let U ∈ Con(F (Gτ ))
and let a ∈ U. Since Jker(Gτ ) = ∅, for each z ∈ ∂J(Gτ ) there exists an element gz ∈ Gτ and a disk
neighborhood Vz of z in Cˆ such that gz(Vz) ⊂ F (Gτ ). Since ∂J(Gτ ) is compact, there exists a finite
family {z1, . . . , zp} of points in ∂J(Gτ ) such that
⋃p
j=1 Vzj ⊃ ∂J(Gτ ) and gzj(Vzj ) ⊂ F (Gτ ) for
each j = 1, . . . , p. For each j, there exists a k(j) ∈ N and an element αj = (αj1, . . . , α
j
k(j)) ∈ Γ
k(j)
τ
such that gzj = α
j
k(j) ◦ · · · ◦ α
j
1. Since Gτ (F (Gτ )) ⊂ F (Gτ ), we may assume that there exists
a k ∈ N such that for each j ∈ N, k(j) = k. For each j, let Wj be a compact neighborhood
of αj in Γkτ such that for each β = (β1, . . . , βk) ∈ Wj , βk · · ·β1(Vzj ) ⊂ F (Gτ ). For each j, let
Bj :=
⋃
B∈Con(F (Gτ )),B∩Vzj 6=∅B. Let n ∈ N and let {cq}q∈N be a decreasing sequence of positive
numbers such that cq → 0 as q →∞. Let (i1, . . . , il) be a finite sequence of positive integers with
i1 < · · · < il. Let q > 0. We denote by Aq,j(i1, . . . , il) the set of elements γ ∈ Xτ which satisfies
all of the following (a) and (b).
(a) γkt,1(a) ∈ (Cˆ \B(∂J(Gτ ), cq)) ∩Bj if t ∈ {i1, . . . , il}.
(b) γkt,1(a) 6∈ (Cˆ \B(∂J(Gτ ), cq)) ∩Bj if t ∈ {1, . . . , il} \ {i1, . . . , il}.
Moreover, when l ≥ n, we denote by Bq,j,n(i1, . . . , il) the set of elements γ ∈ Xτ which satisfies
items (a) and (b) above and the following (c).
(c) (γkis+1, . . . , γkis+k) 6∈ Wj for each s = n, n+ 1, . . . , l.
Furthermore, we denote by Cq,j,n(i1, . . . , il) the set of elements γ ∈ Xτ which satisfies items (a)
and (b) above and the following (d).
(d) (γkis+1, . . . , γkis+k) 6∈ Wj for each s = n, n+ 1, . . . , l− 1.
Furthermore, for each q, j, n, l with l ≥ n, let Bq,j,n,l :=
⋃
i1<···<il Bq,j,n(i1, . . . , il). Let D :=⋃∞
q=1
⋃p
j=1
⋃
n∈N
⋂
l≥n Bq,j,n,l. We show the following claim.
Claim 1. Let γ ∈ Xτ be such that there exists a non-constant limit function of {γn,1|U : U →
Cˆ}∞n=1. Then γ ∈ D.
To show this claim, let γ be such an element. Then there exists a q ∈ N, a j ∈ {1, . . . , p}, and
a strictly increasing sequence {il}∞l=1 in N such that γ ∈
⋂∞
l=1Aq,j(i1, . . . , il) and {γkil,1|U : U →
Cˆ}∞l=1 converges to a non-constant map. Suppose that there exists a strictly increasing sequence
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∞
p=1 in N such that for each p ∈ N, (γkilp+1, . . . , γkilp+k) ∈ Wj . By Lemma 5.1, for each
A ∈ Con(F (Gτ )), we can take the hyperbolic metric on A. From the definition ofWj , we obtain that
there exists a constant 0 < α < 1 such that for each p ∈ N, ‖(γkilp+k · · · γkilp+1)
′(γkilp ,1(a))‖h ≤ α,
where for each g ∈ Gτ and for each z ∈ F (Gτ ), ‖g′(z)‖h denotes the norm of the derivative of g
at z measured from the hyperbolic metric on the element of Con(F (Gτ )) containing z to that on
the element of Con(F (Gτ )) containing g(z). Hence, ‖(γkilp ,1)
′(a)‖h → 0 as p→∞. However, this
is a contradiction, since {γkilp ,1|U}
∞
p=1 converges to a non-constant map. Therefore, γ ∈ D. Thus,
we have proved claim 1.
Let η := maxpj=1(⊗
k
s=1τ)(Γ
k
τ \Wj) (< 1). Then we have for each (l, n) with l ≥ n,
τ˜ (Bq,j,n(i1, . . . , il+1)) ≤ τ˜ (Cq,j,n(i1, . . . , il+1) ∩ {γ ∈ Xτ | (γkil+1+1, . . . , γkil+1+k) 6∈Wj})
≤ τ˜ (Cq,j,n(i1, . . . , il+1)) · η.
Hence, for each l with l ≥ n,
τ˜ (Bq,j,n,l+1) =τ˜ (
⋃
i1<···<il+1
Bq,j,n(i1, . . . , il+1)) =
∑
i1<···<il+1
τ˜ (Bq,j,n(i1, . . . , il+1))
≤
∑
i1<···<il+1
ητ˜ (Cq,j,n(i1, . . . , il+1)) = ητ˜ (
⋃
i1<···<il+1
Cq,j,n(i1, . . . , il+1)) ≤ ητ˜ (Bq,j,n,l).
Therefore τ˜(D) ≤
∑∞
q=1
∑p
j=1
∑
n∈N τ˜(
⋂
l≥nBq,j,n,l) = 0. Thus, we have completed the proof of
Lemma 5.2.
Lemma 5.3. Under the assumptions of Theorem 3.15, there exists a Borel measurable subset V of
Xτ with τ˜ (V) = 1 such that for each γ ∈ V and for each Q ∈ Cpt(F (Gτ )), supa∈Q ‖γ
′
n,1(a)‖h → 0
as n → ∞, where ‖γ′n,1(a)‖h denotes the norm of the derivative of γn,1 at a point a measured
from the hyperbolic metric on the element U0 ∈ Con(F (Gτ )) with a ∈ U0 to that on the element
Un ∈ Con(F (Gτ )) with γn,1(a) ∈ Un.
Proof. Let A be the subset of Xτ in Lemma 5.2. Let U ∈ Con(F (Gτ )) be an element and
let a0 ∈ U. Let η(a0) := {γ ∈ A | d(γn,1(a0), J(Gτ )) → 0 as n → ∞}. Let {zj}
p
j=1, {Vzj}
p
j=1,
k, {Wj}kj=1 be as in the proof of Lemma 5.2. For each (n,m) ∈ N
2 with n ≤ m, let En,m := {γ ∈
A | γik,1(a0) ∈
⋃p
j=1 Vzj , i = n, . . . ,m}. Let (n,m) ∈ N
2 with n ≤ m. Then there exist mutually
disjoint Borel subsets Z1, . . . , Zr of Γ
mk
τ and a sequence {j(s)}
r
s=1 ⊂ {1, . . . , p} such that setting
En,m,s := {γ ∈ En,m | (γ1, . . . , γmk) ∈ Zs}, we have En,m,s ⊂ {γ ∈ Xτ | γmk,1(a0) ∈ Vzj(s)} and
En,m = ∐rs=1En,m,s. Let α := max
p
j=1{(⊗
k
i=1τ)(Γ
k
τ \Wj)} (< 1). Since En,m+1 = ∐
r
s=1(En,m+1 ∩
En,m,s), we have
τ˜ (En,m+1) =
r∑
s=1
τ˜ (En,m+1 ∩En,m,s)
≤
r∑
s=1
τ˜ ({γ ∈ Xτ | (γmk+1, . . . , γ(m+1)k) /∈Wj(s)} ∩ En,m,s)
=
r∑
s=1
(⊗ki=1τ)(Γ
k
τ \Wj(s)) · τ˜(En,m,s) ≤ α
r∑
s=1
τ˜ (En,m,s) = ατ˜ (En,m).
Therefore, τ˜ (
⋂
m∈N:m≥nEn,m) = 0 for each n ∈ N. Thus, τ˜ (η(a0)) = 0. Let γ ∈ A \ η(a0) be an
element. Then for each compact subset Q0 of U there exists a compact subset C of F (Gτ ) and a
strictly increasing sequence {mj}
∞
j=1 in N such that γmj ,1(Q0) ⊂ C for each j ∈ N. Therefore, for
each γ ∈ A\ η(a0), supw0∈Q0 ‖γ
′
n,1(w0)‖h → 0 as n→∞. From these arguments, the statement of
our lemma follows.
30
Lemma 5.4. Under the assumptions of Theorem 3.15, statement 5 of Theorem 3.15 holds.
Proof. Let z ∈ Cˆ. By Proposition 4.7, there exists a Borel subsetA′z ofXτ with τ˜ (A
′
z) = 1 such that
for each γ ∈ A′z , there exists an n ∈ N such that γn,1(z) ∈ F (Gτ ). Let Az := A
′
z ∩
⋂∞
n=0 σ
−n(A),
where A is the set in Lemma 5.2. Then Az satisfies the desired property.
Lemma 5.5. Under the assumptions of Theorem 3.15, ♯Min(Gτ , Cˆ) <∞.
Proof. Let {zj}
p
j=1, {gzj}
p
j=1 and {Vj}
p
j=1 be as in the proof of Lemma 5.2. Then
⋃p
j=1 gzj (Vj) is
a compact subset of F (Gτ ). Let A :=
⋃p
j=1 gzj(Vj). Suppose ♯Min(Gτ , Cˆ) =∞. Then there exists
a sequence {Kn}∞n=1 of mutually distinct elements of Min(Gτ , Cˆ). By Lemma 5.2, for each (n,m)
with n 6= m, there exists no U ∈ Con(F (Gτ )) such that U ∩ Kn 6= ∅ and U ∩ Km 6= ∅. Hence,
there exists a sequence {nj}∞j=1 in N and a sequence {aj}
∞
j=1 in Cˆ such that aj ∈ Knj for each j
and such that d(aj , ∂J(Gτ ))→ 0 as j →∞. Hence, there exists a j0 ∈ N such that for each j ∈ N
with j ≥ j0, Knj ∩A 6= ∅. However, this is a contradiction. Thus, we have proved Lemma 5.5.
Lemma 5.6. Under the assumptions of Theorem 3.15, statement 7 of Theorem 3.15 holds.
Proof. By Lemma 5.5, Sτ =
⋃
L∈Min(Gτ ,Cˆ) L is compact. Moreover, Gτ (Sτ ) ⊂ Sτ . Let W :=⋃
A∈Con(F (Gτ )),A∩Sτ 6=∅A. Then Gτ (W ) ⊂W. Let z0 ∈ Cˆ. From the definition of Sτ , Gτ (z0)∩Sτ 6=
∅. Combining this with that Jker(Gτ ) = ∅, we obtain that Gτ (z0) ∩W 6= ∅. Thus, we have shown
that for each z0 ∈ Cˆ there exists an element g ∈ Gτ such that g(z0) ∈ W. Combining this with
Gτ (W ) ⊂W and Lemma 4.6, it follows that for each z0 ∈ Cˆ there exists a Borel measurable subset
Vz0 of Xτ with τ˜ (Vz0) = 1 such that for each γ ∈ Vz0 , there exists an n ∈ N with γn,1(z0) ∈W. By
Lemma 5.2, there exists a Borel measurable subset A of Xτ with τ˜ (A) = 1 such that for each γ ∈ A
and for each z ∈ W , d(γn,1(z), Sτ )→ 0 as n→∞. For each z0 ∈ Cˆ, let Cz0 := Vz0 ∩
⋂∞
n=0 σ
−n(A).
Then τ˜ (Cz0) = 1. Moreover, for each γ ∈ Cz0 , d(γn,1(z0), Sτ )→ 0 as n→∞. Thus, we have proved
our lemma.
Lemma 5.7. Under the assumptions of Theorem 3.15, LS(Uf,τ (Cˆ)) ⊂ CF (Gτ )(Cˆ).
Proof. Let ϕ ∈ C(Cˆ) be such that ϕ 6= 0 andMτ (ϕ) = aϕ for some a ∈ S1. By Theorem 3.14, there
exists a sequence {nj}∞j=1 in N and an element ψ ∈ C(Cˆ) such that M
nj
τ (ϕ) → ψ and anj → 1 as
j → ∞. Thus ϕ = 1
a
nj M
nj
τ (ϕ) → ψ as j → ∞. Therefore ϕ = ψ. Let U ∈ Con(F (Gτ )) and let
x, y ∈ U. By Lemma 5.2, we have ψ(x)−ψ(y) = limj→∞(M
nj
τ (ϕ)(x)−M
nj
τ (ϕ)(y)) = 0. Therefore,
ϕ = ψ ∈ CF (Gτ )(Cˆ). Thus, we have proved our lemma.
Lemma 5.8. Under the assumptions of Theorem 3.15, statement 8 holds.
Proof. Let L ∈ Min(Gτ , Cˆ). Let ϕ ∈ Uf,τ (L) be such that Mτ (ϕ) = aϕ for some a ∈ S1 and
supz∈L |ϕ(z)| = 1. Let Ω := {z ∈ L | |ϕ(z)| = 1}. For each z ∈ L, we have |ϕ(z)| = |Mτ (ϕ)(z)| ≤
Mτ (|ϕ|)(z) ≤ 1. Thus, Gτ (Ω) ⊂ Ω. Since L ∈ Min(Gτ , Cˆ), Gτ (z) = L for each z ∈ Ω. Hence, we
obtain Ω = L. By using the argument of the proof of Lemma 5.7, it is easy to see the following
claim.
Claim 1: For each A ∈ Con(F (Gτ )) with A ∩ L 6= ∅, ϕ|A∩L is constant.
Let A0 ∈ Con(F (Gτ )) be an element with A0 ∩L 6= ∅ and let z0 ∈ A0 ∩ L be a point. We now
show the following claim.
Claim 2: The map h 7→ ϕ(h(z0)), h ∈ Γτ , is constant.
To show this claim, by claim 1 and that
⋃
h∈Γτ {h(z0)} is a compact subset of F (Gτ ), we
obtain that ϕ(z0) =
1
a
Mτ (ϕ)(z0) is equal to a finite convex combination of elements of S
1. Since
|ϕ(z0)| = 1, it follows that h 7→ ϕ(h(z0)), h ∈ Γτ is constant. Thus, claim 2 holds.
By claim 2 and Mτ (ϕ) = aϕ, we immediately obtain the following claim.
Claim 3: For each h ∈ Γτ , ϕ(h(z0)) = aϕ(z0).
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Since L ∈ Min(Gτ , Cˆ), Gτ (z0) = L. Hence there exists an l ∈ N and an element β =
(β1, . . . , βl) ∈ Γlτ such that βl · · ·β1(z0) ∈ A0. From claim 3, it follows that a
l = 1. Thus, we
have shown that Uv,τ (L) ⊂ {a ∈ S1 | al = 1}. Moreover, by claim 3 and the previous argument,
we obtain that if ϕ1, ϕ2 ∈ C(L) with supz∈L |ϕi(z)| = 1, a1, a2 ∈ S
1, and Mτ (ϕi) = aiϕi, then
|ϕi| ≡ 1, Mτ (ϕ1ϕ2) = a1a2ϕ1ϕ2 and Mτ (ϕ
−1
1 ) = a
−1
1 ϕ
−1
1 . From these arguments, it follows that
Uf,τ (L) is a finite subgroup of S1. Let rL := ♯Uf,τ (L). Let aL ∈ Uf,τ (L) be an element such that
{ajL}
rL
j=1 = Uf,τ (L). By claim 3 and Gτ (z0) = L, we obtain that any element ϕ ∈ C(L) satisfying
Mτ (ϕ) = a
j
Lϕ is uniquely determined by the constant ϕ|A0∩L. Thus, for each j = 1, . . . rL, there
exists a unique ψL,j ∈ Uf,τ (L) such that MτψL,j = a
j
LψL,j and ψL,j|A0∩L ≡ 1. It is easy to see
that {ψL,j}
rL
j=1 is a basis of LS(Uf,τ (L)). Moreover, by the previous argument, we obtain that
ψL,j = (ψL,1)
j for each j = 1, . . . , rL. Thus, we have proved our lemma.
Lemma 5.9. Under the assumptions and notation of Theorem 3.15, the map α : LS(Uf,τ (Sτ ))→
⊕L∈Min(Gτ ,Cˆ)LS(Uf,τ (L)) defined by α(ϕ) = (ϕ|L)L∈Min(Gτ ,Cˆ) is a linear isomorphism.
Proof. By Lemma 5.5, ♯Min(Gτ , Cˆ) <∞. Moreover, elements of Min(Gτ , Cˆ) are mutually disjoint.
Furthermore, for each L ∈ Min(Gτ , Cˆ) and for each ϕ ∈ C(Sτ ), (Mτ (ϕ))|L = Mτ (ϕ|L). Thus, we
easily see that the statement of our lemma holds.
Lemma 5.10. Under the assumptions and notation of Theorem 3.15, ΨSτ (LS(Uf,τ (Cˆ))) ⊂ LS(Uf,τ (Sτ ))
and ΨSτ : LS(Uf,τ (Cˆ))→ LS(Uf,τ (Sτ )) is injective.
Proof. We first prove the following claim.
Claim 1: ΨSτ : LS(Uf,τ (Cˆ))→ C(Sτ ) is injective.
To prove this claim, let ϕ ∈ Uf,τ (Cˆ) and let a ∈ S1 with Mτ (ϕ) = aϕ and suppose ϕ|Sτ ≡ 0.
Let {nj}∞j=1 be a sequence in N such that a
nj → 1 as j → ∞. By Lemma 5.6, it follows that
ϕ = 1
a
nj M
nj
τ (ϕ)→ 0 as j →∞. Thus ϕ = 0, However, this is a contradiction. Therefore, claim 1
holds.
The statement of our lemma easily follows from claim 1. Thus, we have proved our lemma.
Lemma 5.11. Under the assumptions and notation of Theorem 3.15, B0,τ is a closed subspace
of C(Cˆ) and there exists a direct sum decomposition C(Cˆ) = LS(Uf,τ (Cˆ)) ⊕ B0,τ . Moreover,
dimC(LS(Uf,τ (Cˆ))) < ∞ and the projection π : C(Cˆ) → LS(Uf,τ (Cˆ)) is continuous. Furthermore,
setting r :=
∏
L∈Min(Gτ ,Cˆ) rL, we have that for each ϕ ∈ LS(Uf,τ (Cˆ)), M
r
τ (ϕ) = ϕ.
Proof. By Theorem 3.14, for each ϕ ∈ C(Cˆ),
⋃∞
n=1{M
n
τ (ϕ)} is compact in C(Cˆ). By [18, p.352],
it follows that there exists a direct sum decomposition C(Cˆ) = LS(Uf,τ (Cˆ)) ⊕ B0,τ . Moreover,
combining Lemma 5.10, Lemma 5.8 and Lemma 5.9, we obtain that dimC(LS(Uf,τ (Cˆ))) <∞ and
for each ϕ ∈ LS(Uf,τ (Cˆ)), M rτ (ϕ) = ϕ. Hence there exists a direct sum decomposition C(Cˆ) =
LS(Uf,τ (Cˆ)) ⊕ B0,τ . Since B0,τ is closed in C(Cˆ) and dimC(LS(Uf,τ (Cˆ))) < ∞, it follows that the
projection π : C(Cˆ)→ LS(Uf,τ (Cˆ)) is continuous. Thus, we have proved our lemma.
Lemma 5.12. Under the assumptions and notation of Theorem 3.15, statement 9 holds.
Proof. It is easy to see that ΨSτ ◦ Mτ = Mτ ◦ ΨSτ on LS(Uf,τ (Cˆ)). To prove our lemma, by
Lemma 5.10, it is enough to show that ΨSτ : LS(Uf,τ (Cˆ))→ LS(Uf,τ (Sτ )) ∼= ⊕L∈Min(Gτ ,Cˆ)LS(Uf,τ (L))
is surjective. In order to show this, let L ∈ Min(Gτ , Cˆ) and let aL, rL, and {ψL,j}
rL
j=1 be as in
Lemma 5.8 (statement 8 of Theorem 3.15). Let ψ˜L,j ∈ C(Cˆ) be an element such that ψ˜L,j|L = ψL,j
and ψ˜L,j|L′ ≡ 0 for each L′ ∈ Min(Gτ , Cˆ) with L′ 6= L. Let r be the number in Lemma 5.11 and
let π : C(Cˆ)→ LS(Uf,τ (Cˆ)) be the projection. Then M rnτ (ψ˜L,j)→ π(ψ˜L,j) as n →∞. Therefore,
π(ψ˜L,j)|L = limn→∞M rnτ (ψ˜L,j |L) = ψL,j. Similarly, π(ψ˜L,j)|L′ ≡ 0 for each L
′ ∈ Min(Gτ , Cˆ) with
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L′ 6= L. Therefore, ΨSτ : LS(Uf,τ (Cˆ)) → LS(Uf,τ (Sτ )) is surjective. Thus, we have completed the
proof of our lemma.
Lemma 5.13. Under the assumptions of Theorem 3.15, statement 10 holds.
Proof. Statement 10 of Theorem 3.15 follows from Lemma 5.12, 5.9, and Lemma 5.8.
Lemma 5.14. Under the assumptions of Theorem 3.15, statement 2 holds.
Proof. Let {ϕj} and {αj} be as in statement 2 of Theorem 3.15. Let ϕ ∈ C(Cˆ). Then there exist a
unique family {ρj(ϕ)}
q
j=1 in C such that π(ϕ) =
∑q
j=1 ρj(ϕ)ϕj . It is easy to see that ρj : C(Cˆ)→ C
is a linear functional. Moreover, since π : C(Cˆ) → LS(Uf,τ (Cˆ)) is continuous (Lemma 5.11), each
ρj : C(Cˆ)→ C is continuous. By Lemma 5.11 again, it is easy to see that ρi(ϕj) = δij . In order to
showM∗τ (ρj) = αjρj , let ϕ ∈ C(Cˆ) and let ζ := ϕ−π(ϕ). ThenMτ (ϕ) =
∑q
j=1 ρj(ϕ)αjϕj+Mτ (ζ).
Hence ρj(Mτ (ϕ)) = αjρj(ϕ). Therefore, M
∗
τ (ρj) = αjρj . In order to prove that {ρj} is a basis
of LS(Uf,τ,∗(Cˆ)), let ρ ∈ Uf,τ,∗(Cˆ) and a ∈ S1 be such that M∗τ (ρ) = aρ. Let r be the number
in Lemma 5.11. Let {ni}∞i=1 be a sequence in N such that a
rni → 1 as i → ∞. Let ϕ ∈ C(Cˆ)
and let ζ = ϕ − π(ϕ). Then ρ(ϕ) = 1
arni
(M∗τ )
rni(ρ)(ϕ) = 1
arni
ρ(
∑q
j=1 ρj(ϕ)ϕj + M
rni
τ (ζ)) →∑q
j=1 ρj(ϕ)ρ(ϕj) as i→ ∞. Therefore ρ ∈ LS({ρj}
q
j=1). Thus {ρj}
q
j=1 is a basis of LS(Uf,τ,∗(Cˆ)).
In order to prove supp ρj ⊂ Sτ , let ϕ ∈ C(Cˆ) be such that suppϕ ⊂ Cˆ\Sτ . Let ζ = ϕ−π(ϕ). Then
ϕ =
∑q
j=1 ρj(ϕ)ϕj + ζ. Let r be the number in Lemma 5.11. Then M
rn
τ (ϕ) →
∑q
j=1 ρj(ϕ)ϕj as
n→∞. Hence
∑q
j=1 ρj(ϕ)ϕj |Sτ = limn→∞M
rn
τ (ϕ|Sτ ) = 0. By Lemma 5.10, we obtain ρj(ϕ) = 0
for each j. Therefore supp ρj ⊂ Sτ for each j. Thus, we have completed the proof of our lemma.
Lemma 5.15. Under the assumptions of Theorem 3.15, statement 11 holds.
Proof. By items (b), (c) of statement 2 of Theorem 3.15 (see Lemma 5.14), we obtain Uv,τ,∗(Cˆ) =
Uv,τ (Cˆ). By using the same method as that in the proof of Lemma 5.14, we obtain Uv,τ,∗(Sτ ) =
Uv,τ (Sτ ) and Uv,τ,∗(L) = Uv,τ (L) for each L ∈ Min(Gτ , Cˆ). Thus, we have completed the proof of
our lemma.
Lemma 5.16. Under the assumptions of Theorem 3.15, statements 12 and 13 of Theorem 3.15
hold.
Proof. Let L ∈Min(Gτ , Cˆ) and let z0 ∈ L∩F (Gτ ) be a point. Let {ψL,j}
rL
j=1 be as in statement 8 of
Theorem 3.15. We may assume ψL,1(z0) = 1. For each j = 1, . . . , rL, let Lj := {z ∈ L | ψL,1(z) =
ajL}. By claim 3 in the proof of Lemma 5.8, L is equal to the disjoint union of compact subsets Lj ,
and for each h ∈ Γτ and for each j = 1, . . . , rL, h(Lj) ⊂ Lj+1 where LrL+1 := L1. In particular,
GrLτ (Lj) ⊂ Lj for each j = 1, . . . , rL. Since Gτ (z) = L for each z ∈ L, it follows that G
rL
τ (z) = Lj
for each j = 1, . . . , rL and for each z ∈ Lj . Therefore, {Lj}
rL
j=1 = Min(G
rL
τ , L). Thus, statement 12
of Theorem 3.15 holds. Let j ∈ {1, . . . , rL}. Let us consider the argument in the proof of Lemma 5.8,
replacing L by Lj and Gτ by G
rL
τ . Then the number rL in the proof of Lemma 5.8 is equal to 1
in this case. For, if there exists a non-zero element ψ ∈ C(Lj) and a b = e
2pii
s 6= 1 with s ∈ N such
that M rLτ (ψ) = bψ, then extending ψ to the element ψ˜ ∈ C(L) by setting ψ˜|Li = 0 for each i with
i 6= j, and setting ψˆ :=
∑srL
j=1(e
2pii
srL )−jM jτ (ψ˜) ∈ C(L), we obtain ψˆ 6= 0 and Mτ (ψˆ) = e
2pii
srL ψˆ, which
is a contradiction. Therefore, by using the argument in the proof of Lemmas 5.8 and 5.11, it follows
that for each ϕ ∈ C(Lj), there exists a number ωL,j(ϕ) ∈ C such that MnrLτ (ϕ)→ ωL,j(ϕ) · 1Lj as
n→∞. It is easy to see that ωL,j is a positive linear functional. Therefore, ωL,j ∈M1(Lj). Thus,
ωL,j is the unique (M
∗
τ )
rL -invariant element of M1(Lj). Since Lj ∈ Min(GrLτ , L), it is easy to see
that suppωL,j = Lj. Since M
∗
τ (ωL,j) ∈ M1(Lj+1) and (M
∗
τ )
rL(M∗τ (ωL,j)) = M∗τ (ωL,j), it follows
that M∗τ (ωL,j) = ωL,j+1 for each j = 1, . . . , rL, where ωL,rL+1 := ωL,1. For each i = 1, . . . , rL, let
ρL,i :=
1
rL
∑rL
j=1 a
−ij
L ωL,j ∈ C(L)
∗ and ψ˜L,i :=
∑rL
j=1 a
ij
L 1Lj ∈ C(L). Then it is easy to see that
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M∗τ (ρL,i) = a
i
LρL,i,Mτ (ψ˜L,i) = a
i
Lψ˜L,i, and ρL,i(ψ˜L,j) = δij . By Lemma 5.12, there exists a unique
element ϕL,i ∈ LS(Uf,τ (Cˆ)) such that ϕL,i|L = ψ˜L,i and ϕL,i|L′ ≡ 0 for each L′ ∈Min(Gτ , Cˆ) with
L′ 6= L. It is easy to see that {ϕL,i}L,i and {ρL,i}L,i are the desired families. Thus, we have
completed the proof of our lemma.
Lemma 5.17. Under the assumptions of Theorem 3.15, statement 14 holds.
Proof. Statement 14 follows from Lemma 5.14.
Lemma 5.18. Under the assumptions and notation of Theorem 3.15, statement 15 holds.
Proof. By Lemma 5.6, we have
∑
L∈Min(Gτ ,Cˆ) TL,τ(z) = 1 for each z ∈ Cˆ. For each L ∈Min(Gτ , Cˆ),
let WL :=
⋃
A∈Con(F (Gτ )),A∩L 6=∅A. Then G(WL) ⊂ WL and W =
⋃
LWL. By Lemma 5.7 and
Lemma 5.12, we obtain that WL ∩WL′ = ∅ whenever L,L′ ∈ Min(Gτ , Cˆ) and L 6= L′. For each
L ∈ Min(Gτ , Cˆ), let ϕL ∈ C(Cˆ) be such that ϕL|WL ≡ 1 and ϕL|
⋃
L′ 6=LWL′
≡ 0. From Lemma 5.6
and Lemma 5.2, it follows that
TL,τ(z) =
∫
Xτ
lim
n→∞ϕL(γn,1(z)) dτ˜ (γ) = limn→∞
∫
Xτ
ϕL(γn,1(z)) dτ˜ (γ) = lim
n→∞M
n
τ (ϕL)(z) (4)
for each z ∈ Cˆ. Combining (4) and Theorem 3.14, we obtain that TL,τ ∈ C(Cˆ) for each L ∈
Min(Gτ , Cˆ). Moreover, from (4) again, we obtain Mτ (TL,τ) = TL,τ .
Thus, we have proved our lemma.
Lemma 5.19. Under the assumptions of Theorem 3.15, statement 16 holds.
Proof. We now suppose ♯Min(Gτ , Cˆ) ≥ 2. Let L ∈ Min(Gτ , Cˆ). Since TL,τ : Cˆ → [0, 1] is con-
tinuous, and since TL,τ |L ≡ 1 and TL,τ |L′ ≡ 0 for each L
′ 6= L, it follows that TL,τ(Cˆ) = [0, 1].
Since TL,τ is continuous on Cˆ and since TL,τ ∈ CF (Gτ )(Cˆ), we obtain that TL,τ(J(Gτ )) = [0, 1]. In
particular, dimC(LS(Uf,τ (Cˆ))) > 1. Thus, we have proved our lemma.
Lemma 5.20. Under the assumptions of Theorem 3.15, statement 17 holds.
Proof. Let L ∈ Min(Gτ , Cˆ). Since Jker(Gτ ) = ∅, L ∩ F (Gτ ) 6= ∅. Let a ∈ L ∩ F (Gτ ). Since
Gτ (a) = L, we obtain L = L ∩ F (Gτ ). Hence, in order to prove our lemma, it suffices to prove the
following claim.
Claim: L ∩ F (Gτ ) ⊂ {z ∈ L ∩ F (Gτ ) | ∃g ∈ Gτ s.t. g(z) = z, |m(g, z)| < 1}.
In order to prove the above claim, let b ∈ L∩F (Gτ ). Let U ∈ Con(F (Gτ )) with b ∈ U.We take
the hyperbolic metric on each element of Con(F (Gτ )). For each ǫ0 > 0 and for each c ∈ F (Gτ ), let
Bh(c, ǫ0) be the disc with center c and radius ǫ0 in F (Gτ ) with respect to the hyperbolic distance.
Let ǫ > 0. By Lemma 5.3, there exists an element g1 ∈ Gτ such that g1(Bh(b, ǫ)) ⊂ Bh(g1(b),
ǫ
2 ).
Since Gτ (g1(b)) = L, there exists an element g2 ∈ Gτ such that g2(Bh(g1(b),
ǫ
2 )) ⊂ Bh(b, ǫ). Thus
g2g1(Bh(b, ǫ)) ⊂ Bh(b, ǫ). Let g = g2g1. Then z0 := limn→∞ gn(b) ∈ Bh(b, ǫ) ∩ L is an attracting
fixed point of g. Therefore, we have proved the above claim. Thus, we have proved our lemma.
Lemma 5.21. Under the assumptions of Theorem 3.15, statement 18 holds.
Proof. We will modify the proof of Lemma 5.20. If Γτ ∩ Rat+ 6= ∅, then by Lemma 5.3, we
may assume that the element g1 in the proof of Lemma 5.20 belongs to Rat+. Therefore, Sτ =
{z ∈ F (G) ∩ Sτ | ∃g ∈ Gτ ∩ Rat+ s.t. g(z) = z, |m(g, z)| < 1}. Since any attracting fixed point of
g ∈ Gτ ∩ Rat+ belongs to UH(Gτ ), our lemma holds.
Lemma 5.22. Under the assumptions of Theorem 3.15, statement 19 holds.
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Proof. Suppose dimC(LS(Uf,τ (Cˆ))) > 1 and let ϕ ∈ LS(Uf,τ (Cˆ))nc. Let A := ϕ(Cˆ) \ ϕ(F (Gτ )).
Since ϕ ∈ CF (Gτ )(Cˆ) and since ♯Con(F (Gτ )) ≤ ℵ0, we have ♯A > ℵ0. Moreover, since ϕ is
continuous on Cˆ, it is easy to see that for each t ∈ A, ∅ 6= ϕ−1({t}) ⊂ Jres(Gτ ). Thus we have
proved our lemma.
Lemma 5.23. Under the assumptions of Theorem 3.15, statement 20 holds.
Proof. Suppose dimC(LS(Uf,τ (Cˆ))) > 1 and int(J(Gτ )) = ∅. Let ϕ ∈ LS(Uf,τ (Cˆ))nc. Then ♯ϕ(Cˆ) >
ℵ0. Since int(J(Gτ )) = ∅ and ϕ is continuous on Cˆ, we have ϕ(Cˆ) = ϕ(F (Gτ )). Therefore,
♯Con(F (Gτ )) =∞. Thus, we have proved our lemma.
We now prove Theorem 3.15.
Proof of Theorem 3.15: Combining Lemma 5.1–Lemma 5.23, we easily see that all of the
statements 1–20 of Theorem 3.15 hold. Statement 21 follows from statements 17 and 12.
5.2 Proofs of results in subsection 3.2
In this subsection, we give the proofs of the results in subsection 3.2.
Lemma 5.24. Let τ ∈ M1(P) and suppose that ∞ ∈ F (Gτ ). Let φ ∈ C(Cˆ) be such that φ is
equal to constant function 1 around ∞ and such that suppφ ⊂ F∞(Gτ ). Then, for each γ ∈ Xτ ,
γn,1 →∞ as n→∞ locally uniformly on F∞(Gτ ) and for each y ∈ Cˆ,
T∞,τ (y) = τ˜ ({γ ∈ Xτ | φ(γn,1(y))→∞ (n→∞)})
= τ˜ ({γ ∈ Xτ | ∃n ∈ N φ(γn,1(y)) = 1}) = lim
n→∞M
n
τ (φ)(y).
In particular, Mτ (T∞,τ ) = T∞,τ .
Proof. First, we show the following claim.
Claim. For each γ ∈ Xτ , γn,1 →∞ as n→∞ locally uniformly on F∞(Gτ ).
To prove the claim, let γ ∈ Xτ . Then {γn,1}∞n=1 is normal in F∞(Gτ ). Let {nj}j∈N be a sequence
in N such that γnj ,1 converges to some α as j →∞ locally uniformly on F∞(Gτ ). Since the local
degree of γnj ,1 at ∞ tends to ∞, α should be the constant ∞. Thus, the above claim holds.
Let γ ∈ Xτ and let y ∈ Cˆ. By the above claim, the following (1),(2) and (3) are equivalent:
(1) γn,1(y) → ∞ as n → ∞. (2) φ(γn,1(y)) → 1 as n → ∞. (3) There exists an n ∈ N such that
φ(γn,1(y)) = 1.
Moreover, by the claim, for a point y ∈ Cˆ, either φ(γn,1(y))→ 1 or φ(γn,1(y))→ 0. Hence
T∞,τ (y) = τ˜({γ ∈ Xτ | φ(γn,1(y))→ 1}) =
∫
Xτ
lim
n→∞φ(γn,1(y)) dτ˜ (γ)
= lim
n→∞
∫
Xτ
φ(γn,1(y)) dτ˜ (γ) = lim
n→∞M
n
τ (φ)(y).
From these arguments, the statement of the lemma follows.
Lemma 5.25. Let τ ∈ M1(P) and suppose that ∞ ∈ F (Gτ ). Let y ∈ F 0pt(τ) be a point. Then,
T∞,τ is continuous at y.
Proof. Let φ ∈ C(Cˆ) be as in Lemma 5.24. By Lemma 5.24, we have that for each y ∈ Cˆ,
T∞,τ (y) = limn→∞Mnτ (φ)(y). From Lemma 4.2-2, it follows that T∞,τ is continuous at y. Thus,
we have completed the proof of our lemma.
Lemma 5.26. Let τ ∈ M1(P). Suppose that ∞ ∈ F (Gτ ) and Fmeas(τ) = M1(Cˆ). Then, T∞,τ :
Cˆ→ [0, 1] is continuous on Cˆ.
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Proof. The statement of our lemma easily follows from Lemma 5.25.
We now prove Theorem 3.22.
Proof of Theorem 3.22: Since supp τ is compact, ∞ ∈ F (Gτ ). Combining Theorem 3.14 and
Lemma 5.26, the statement of Theorem 3.22 follows.
Lemma 5.27. Let τ ∈M1(P). Suppose ∞ ∈ F (Gτ ). Then, for each U ∈ Con(F (Gτ )), there exists
a constant CU ∈ [0, 1] such that T∞,τ |U ≡ CU .
Proof. Let U ∈ Con(F (Gτ )) and let y ∈ U. Moreover, let γ ∈ Xτ . By Lemma 5.24 and Lemma 2.6,
if γn,1(y) → ∞ as n → ∞, then for each y′ ∈ U , γn,1(y′) → ∞ as n → ∞. Thus, there exists a
constant CU ∈ [0, 1] such that T∞,τ |U ≡ CU .
We now prove Lemma 3.24.
Proof of Lemma 3.24: Since supp τ is compact, it follows that ∞ ∈ F (Gτ ), and the statement
of Lemma 3.24 follows from Lemma 5.27.
Lemma 5.28. Let G be a polynomial semigroup generated by a family of P . Then, Kˆ(G) is a
compact subset of C, g(Kˆ(G)) ⊂ Kˆ(G) for each g ∈ G, ∂Kˆ(G) ⊂ J(G), and F (G) ∩ Kˆ(G) =
int(Kˆ(G)).
Proof. Let h ∈ G be an element. Then Kˆ(G) =
⋂
g∈G g
−1(K(h)). Thus, Kˆ(G) is a compact
subset of C and for each g ∈ G, g(Kˆ(G)) ⊂ Kˆ(G). Hence, we obtain that ∂Kˆ(G) ∩ F (G) = ∅.
Therefore, ∂Kˆ(G) ⊂ J(G) and F (G)∩ Kˆ(G) ⊂ int(Kˆ(G)). Moreover, it is easy to see int(Kˆ(G)) ⊂
F (G) ∩ Kˆ(G). Thus we have completed the proof of our lemma.
We now prove Proposition 3.26.
Proof of Proposition 3.26: It is easy to see that Mτ (T∞,τ ) = T∞,τ , T∞,τ |F∞(Gτ ) ≡ 1 and
T∞,τ |Kˆ(Gτ ) ≡ 0. Let ϕ : Cˆ → R be a bounded Borel measurable function such that ϕ = Mτ (ϕ),
ϕ|F∞(Gτ ) ≡ 1 and ϕ|Kˆ(Gτ ) ≡ 0. For each L ∈ Min(Gτ , Cˆ) with L 6= {∞}, L ⊂ Kˆ(Gτ ). Hence, by
Theorem 3.15-7 and Lemma 5.28, we obtain that ϕ(z) = limn→∞Mnτ (ϕ)(z) = T∞,τ (z) for each
z ∈ Cˆ. Thus, we have proved Proposition 3.26.
We now prove Lemma 3.30.
Proof of Lemma 3.30:
It is easy to see that (1) ⇒ (2).
We now show (2) ⇒ (3). Suppose T∞,τ |J(Gτ ) ≡ 1 and Kˆ(Gτ ) 6= ∅. Let y ∈ ∂Kˆ(Gτ ) ⊂ J(Gτ ).
Since we are assuming T∞,τ |J(Gτ ) ≡ 1, there exists a γ ∈ Xτ such that γn,1(y) → ∞. However,
this contradicts y ∈ Kˆ(Gτ ). Thus, we have proved (2) ⇒ (3).
We now prove (3) ⇒ (1). Since supp τ is compact, ∞ ∈ F (Gτ ). Let V := F∞(Gτ ). By
Lemma 2.6, for each g ∈ Gτ , g(V ) ⊂ V. Moreover, we have
⋂
g∈Gτ g
−1(Cˆ \ V ) = Kˆ(Gτ ). Hence,
from Lemma 4.6 and Lemma 5.24, it follows that if Kˆ(Gτ ) = ∅, then for each y ∈ Cˆ, for τ˜ -a.e.
γ ∈ Xτ , γn,1(y) → ∞ as n → ∞. Hence, for each y ∈ Cˆ, T∞,τ (y) = 1. Therefore, we have proved
(3) ⇒ (1).
Thus, we have proved Lemma 3.30.
We now prove Theorem 3.31.
Proof of Theorem 3.31: We first prove statement 1. Let y ∈ ∂Kˆ(Gτ ) be a point. By
Lemma 5.28, y ∈ J(Gτ ). Since Jker(Gτ ) = ∅, there exists an element g ∈ Gτ such that g(z) ∈
F (Gτ ). By Lemma 5.28 again, we obtain g(z) ∈ int(Kˆ(Gτ )). Therefore, int(Kˆ(Gτ )) 6= ∅.
We next show statement 2. By Theorem 3.22, T∞,τ : Cˆ → [0, 1] is continuous. Furthermore,
since supp τ is compact, ∞ ∈ F (Gτ ). Since T∞,τ |Kˆ(Gτ ) ≡ 0 and T∞,τ |F∞(Gτ ) ≡ 1, it follows that
T∞,τ (Cˆ) = [0, 1]. Let t ∈ [0, 1] be any number. From the above argument, there exists a point
z0 ∈ Cˆ such that T∞,τ (z0) = t. Suppose z0 ∈ F (Gτ ). Then denoting by U the connected component
of F (Gτ ) containing z0, Theorem 3.22 and Lemma 3.24 imply that T∞,τ |U ≡ t. Since ∂U ⊂ J(Gτ ),
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it follows that there exists a point z1 ∈ J(Gτ ) such that T∞,τ (z1) = t. This argument shows that
T∞,τ (J(Gτ )) = [0, 1]. Therefore, we have proved statement 2.
We next show statement 3. Suppose that the statement is false. Then, there exist t1 and t2 in
[0, 1] with t1 < t2 such that denoting by A the unbounded component of C \ (T−1∞,τ ({t2})∩J(Gτ )),
T−1∞,τ ({t1}) ∩A 6= ∅.
Let w0 ∈ T−1∞,τ ({t1}) ∩ A be a point. Let ζ : [0, 1] → A be a curve such that ζ(0) = ∞ ∈
T−1∞,τ ({1}) and ζ(1) = w0 ∈ T
−1
∞,τ(t1). Since t1 < t2 ≤ 1, there exists an s ∈ [0, 1) such that
ζ(s) ∈ T−1∞,τ (t2). Then, we have ζ(s) ∈ A ∩ F (Gτ ). Let U be the connected component of F (Gτ )
containing ζ(s). By Theorem 3.22 and Lemma 3.24, we have T∞,τ |U ≡ t2. Since ζ(1) ∈ T
−1
∞,τ ({t1}),
ζ(s) ∈ U and T∞,τ |U ≡ t2, we obtain that there exists an s′ ∈ (s, 1) such that ζ(s′) ∈ ∂U ⊂ J(Gτ )∩
T−1∞,τ ({t2}). However, this is a contradiction since ζ(s′) ∈ A and A ∩ (J(Gτ ) ∩ T−1∞,τ ({t2})) = ∅.
Therefore, statement 3 holds.
We now prove statement 4. Let t ∈ (0, 1). Since Kˆ(Gτ ) ⊂ T−1∞,τ ({0}), statement 3 implies that
Kˆ(Gτ ) <s T
−1
∞,τ ({t}) ∩ J(Gτ ). By Lemma 5.24 and Theorem 3.22, F∞(Gτ ) ⊂ T
−1
∞,τ ({1}). Hence,
T−1∞,τ ({t}) ∩ J(Gτ ) <s F∞(Gτ ). Therefore, we have proved statement 4.
We now prove statement 5. Let A := [0, 1] \ T∞,τ (F (Gτ )). Since T∞,τ ∈ CF (Gτ )(Cˆ), we have
♯([0, 1] \ A) ≤ ℵ0. Let t ∈ A. Since T∞,τ (J(Gτ )) = [0, 1] and T∞,τ ∈ CF (Gτ )(Cˆ), it follows that
∅ 6= T−1∞,τ ({t}) ∩ J(Gτ ) ⊂ Jres(Gτ ). Therefore, we have proved statement 5.
Thus, we have completed the proof of Theorem 3.31.
We now prove Theorem 3.34.
Proof of Theorem 3.34: Let τ ∈ M1(P) be an element such that Γτ = Γ. By Theorem 3.22,
T∞,τ : Cˆ → [0, 1] is continuous. By Theorem 3.31-2, T∞,τ (Cˆ) = [0, 1]. Suppose that each of
statements (a) and (b) of the theorem does not hold. Since statement (b) does not hold, there
exists a finite set C = {c1, . . . , cn} of [0, 1] such that T∞,τ (F (G)) ⊂ C. Since int(J(G)) = ∅ and
T∞,τ : Cˆ → [0, 1] is continuous, it follows that T∞,τ(Cˆ) ⊂ C. However, this is a contradiction.
Therefore, at least one of the statements (a) and (b) holds. Thus, we have completed the proof of
Theorem 3.34.
5.3 Proofs of results in subsection 3.3
In this subsection, we give the proofs of results in subsection 3.3.
In order to prove Theorem 3.38, we need several lemmas.
Lemma 5.29. Let Γ ∈ Cpt(P) and let f : ΓN× Cˆ→ ΓN× Cˆ be the skew product associated with Γ.
Let γ ∈ ΓN be an element such that ♯Con(Jγ) < ∞. Then, there exists an n ∈ N such that Jσn(γ)
is connected.
Proof. Let B ∈ Con(Jγ). Since ♯Con(Jγ) <∞, B is an open subset of Jγ . By the self-similarity of
Jγ (see [5]), there exists an n ∈ N such that fγ,n(B) = Jσn(γ). It follows that for this n, Jσn(γ) is
connected. Thus, we have completed the proof of our lemma.
Lemma 5.30. Let Γ ∈ Cpt(P) and let f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated with
Γ. Let γ ∈ ΓN be an element such that ♯Con(Jγ) ≥ ℵ0. Then, ♯Con(Jγ) > ℵ0.
Proof. We first show the following claim.
Claim 1: Let B ∈ Con(Jγ). Then there exists an sequence {Bj}j∈N in Con(Jγ) \ {B} such that
mina∈B,b∈Bj d(a, b)→ 0 as j →∞.
To prove claim 1, suppose that there exists no such sequence {Bj}j∈N. Then, B is an open subset
of Jγ . By the self-similarity of Jγ (see [5]), there exists an n ∈ N such that fγ,n(B) = Jσn(γ) and
Jσn(γ) is connected. Since f
−1
γ,n(Jσn(γ)) = Jγ , [1, Lemma 5.7.2] implies that ♯Con(Jγ) ≤ deg(fγ,n) <
∞. However, this contradicts the assumption of our lemma. Therefore, we have proved claim 1.
Let Z be the space obtained by making each element of Con(Jγ) into one point, endowed with
the quotient topology. Then, by the cut wire theorem (see [22]), Z is a compact normal Hausdorff
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space. Suppose that ♯Con(Jγ) = ℵ0. Then there exists a sequence {Cj}j∈N of mutually distinct
elements of Con(Jγ) such that Con(Jγ) =
⋃∞
j=1{Cj}. Let π : Jγ → Z be the canonical projection
and let Zj := π(Cj) for each j ∈ N. Then Z =
⋃∞
j=1{Zj}. We now prove the following claim.
Claim 2: For each j ∈ N, Z \ {Zj} is dense in Z.
To prove claim 2, let j ∈ N. By claim 1, there exists a sequence {kn}n∈N in N \ {j} such that
mina∈Cj,b∈Ckn d(a, b)→ 0 as n→∞. Let V be an open set in Z with Zj ∈ V. Then π
−1(V ) is an
open set in Jγ with Cj ⊂ π−1(V ). Therefore there exists an n ∈ N with π−1(V ) ∩ Ckn 6= ∅. Let
x ∈ π−1(V )∩Ckn . Then Zkn = π(x) ∈ V. Therefore, Z \ {Zj} is dense in Z. Thus, we have proved
claim 2.
Since ∅ = Z \
⋃∞
j=1{Zj} =
⋂∞
j=1(Z \ {Zj}), claim 2 and the Baire category theorem imply a
contradiction. Therefore, ♯Con(Jγ) > ℵ0. Thus, we have completed the proof of our lemma.
We now prove Theorem 3.38.
Proof of Theorem 3.38: Since P ∗(G) is not bounded in C, there exists an element g ∈ G and a
critical value c of g such that c ∈ F∞(G). Then gl(c)→∞ as l →∞.We write g as g = hn◦· · ·◦h1,
where hj ∈ Γ for each j = 1, . . . , n. For each j = 1, . . . , n, let Bj be the small neighborhood of hj
in P such that for each α = (α1, . . . , αn) ∈ B1 × · · · ×Bn, there exists a critical value cα ∈ F∞(G)
of αn ◦ · · · ◦ α1. We set U := {γ ∈ ΓN | ∃{jk}∞k=1 → ∞, ∀k, γjk ∈ B1, . . . , γjk+n−1 ∈ Bn}. Then,
U is a residual subset of ΓN and for each τ ∈ M1(P) with Γτ = Γ, τ˜ (U) = 1. We now prove the
following claim.
Claim: For each γ ∈ U , ♯Con(Jγ) > ℵ0.
To prove the claim, by Lemma 5.30, it is enough to show that for each γ ∈ U , ♯Con(Jγ) ≥ ℵ0.
Suppose that there exists an element γ ∈ U such that ♯Con(Jγ) < ∞. Then, Lemma 5.29 implies
that there exists an s ∈ N such that Jσs(γ) is connected. Since γ ∈ U , there exists an m ∈ N
such that γs+m,s+1 has a critical point in A∞,σs(γ). For this m ∈ N, Jσs+m(γ) = γs+m,s+1(Jσs(γ)) is
connected. Hence, A∞,σs(γ) and A∞,σs+m(γ) are simply connected. Applying the Riemann-Hurwitz
formula to γs+m,s+1 : A∞,σs(γ) → A∞,σs+m(γ), we obtain a contradiction. Therefore, the above
claim holds.
By the above claim, the statement of Theorem 3.38 holds.
We now prove Theorem 3.41.
Proof of Theorem 3.41: By Lemma 3.30, T∞,τ ≡ 1. Moreover, since supp τ is compact,
∞ ∈ F (Gτ ). Hence for each z ∈ Cˆ, there exists an element g ∈ Gτ such that g(z) ∈ F∞(Gτ ) ⊂
F (Gτ ). Therefore, Jker(Gτ ) = ∅. By Theorem 3.14, we obtain that Fmeas(τ) = M1(Cˆ). Moreover,
since T∞,τ ≡ 1, we obtain that (M∗τ )n(ν) → δ∞ as n → ∞ uniformly on ν ∈ M1(Cˆ). Let
K˜ :=
⋃
ρ∈Xτ ({ρ} ×Kρ) (⊂ Xτ × Cˆ). Since T∞,τ ≡ 1, it follows that for each y ∈ Cˆ, τ˜ ({γ ∈ Xτ |
(γ, y) ∈ K˜}) = 0. Hence, by Fubini’s theorem, we obtain that there exists a subset V of Xτ with
τ˜ (V) = 1 such that for each γ ∈ V , Leb2(Kγ) = 0. Since ∂Kγ = Jγ for each γ ∈ Xτ , we get that
for each γ ∈ V , Kγ = Jγ . Moreover, since T∞,τ ≡ 1, we have that P ∗(Gτ ) is not bounded in C. By
Theorem 3.38, we obtain that for τ˜ -a.e. γ ∈ Xτ , Jγ has uncountably many connected components.
Thus, we have completed the proof of Theorem 3.41.
5.4 Proofs of results in subsection 3.4
In this subsection, we give the proofs of the results in subsection 3.4.
In order to prove Theorem 3.48, we need some lemmas.
Definition 5.31. Let X and Y be two topological space and let g : X → Y be a map. For each
subset Z of Y , we denote by c(Z, g) the set of all connected components of g−1(Z).
Lemma 5.32. Let τ ∈M1,c(P). Suppose that for each γ ∈ Xτ , Jker(Gτ ) ⊂ Jγ , and that Jker(Gτ )∩
UH(Gτ ) = ∅. Then, for τ˜-a.e. γ ∈ Xτ , Leb2(Jγ) = Leb2(Jˆγ,Γτ ) = 0.
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Proof. Let f : Xτ × Cˆ → Xτ × Cˆ be the skew product associated with Γτ . By Proposition 4.8,
we may assume that Jker(Gτ ) 6= ∅. Combining Lemma 2.6, Lemma 4.6, Lemma 4.5 and Fubini’s
theorem, we obtain that there exists a measurable subset U of Xτ with τ˜ (U) = 1 such that for
each γ ∈ U , for Leb2-a.e. y ∈ Jˆγ,Γτ , lim infn→∞ d(fγ,n(y), Jker(Gτ )) = 0. In order to prove our
lemma, it is enough to show that for each γ ∈ U ,Leb2(Jˆγ,Γτ ) = 0. For this purpose, suppose that
there exists an element ρ ∈ U and a point y0 ∈ Jˆρ,Γτ such that y0 is a Lebesgue density point of
Jˆρ,Γτ . We will deduce a contradiction. We may assume that lim infn→∞ d(fρ,n(y0), Jker(Gτ )) = 0.
We show the following claim:
Claim 1: y0 ∈ Jρ.
To show claim 1, suppose that y0 ∈ Fρ. Then there exists a strictly increasing sequence {nj}j∈N
in N and a δ > 0 such that fρ,nj |B(y0,2δ) tends to a holomorphic function φ : B(y0, 2δ)→ C as j →
∞ locally uniformly on B(y0, 2δ). We may assume that there exists a point (α, a) ∈ Xτ ×Jker(Gτ )
such that fnj (ρ, y0) → (α, a) as j → ∞. Since Jker(Gτ ) ∩ UH(Gτ ) = ∅, [29, Lemma 1.10] implies
that φ : B(y0, 2δ) → C is non-constant. Hence φ(B(y0, δ)) is a bounded open neighborhood of a.
Let D be a neighborhood of∞ such that D∩φ(B(y0, δ)) = ∅ and h(D) ⊂ D for each h ∈ Gτ . Since
a ∈ Jker(Gτ ) ⊂ Jα, there exists a point b ∈ B(y0, δ) and a q ∈ N such that αq,1(φ(b)) ∈ D. Then
there exists a neighborhood V of (α1, . . . , αq) in Γqτ and a neighborhood Ω of φ(b) such that for
each β = (β1, . . . , βq) ∈ V , βq · · ·β1(Ω) ⊂ D. Let k ∈ N be a large number. Then, fρ,nk(b) ∈ Ω and
(ρnk+1, ρnk+2, . . . , ρnk+q) ∈ V . This implies that φ(b) = limj→∞ fρ,nj (b) ∈ D ⊂ Cˆ \ φ(B(y0, δ)),
which is a contradiction. Therefore, y0 ∈ Jρ. Thus, we have shown Claim 1.
Let {nj}j∈N be a strictly increasing sequence in N such that fnj (ρ, y0) tends to some (η, y∞) ∈
Xτ × Jker(Gτ ). Let gj := fρ,nj for each j ∈ N. Since Jker(Gτ ) ∩ UH(Gτ ) = ∅, there exists an
0 < r and an N ∈ N such that for each z ∈ Jker(Gτ ), each g ∈ Gτ , and each V ∈ c(D(z, 3r), g),
deg(g : V → D(z, 3r)) ≤ N. We may assume that for each j ∈ N, gj(y0) ∈ D(Jker(Gτ ), r). For each
j ∈ N, let Uj (resp. U ′j) be the element of c(D(gj(y0), r), gj) (resp. c(D(gj(y0), 2r), gj)) containing
y0. Then, Uj and U
′
j are simply connected. Moreover, since y0 ∈ Jρ, [29, Corollary 1.9] implies
that diam Uj → 0 as j → ∞. Since y0 is a Lebesgue density point of Jˆρ,Γτ , [29, Corollary 1.9]
again implies that limj→∞
Leb2(Uj∩Jˆρ,Γτ )
Leb2(Uj)
= 1. Hence,
lim
j→∞
Leb2(Uj ∩ Fˆρ,Γτ )
Leb2(Uj)
= 0. (5)
For each j ∈ N, let φj : D(0, 1) → U ′j be a conformal map such that φj(0) = y0. By (5) and the
Koebe distortion theorem, we obtain
lim
j→∞
Leb2(φ
−1
j (Uj ∩ Fˆρ,Γτ ))
Leb2(φ
−1
j (Uj))
= 0. (6)
By [29, Corollary 1.8], there exists a constant 0 < c1 < 1 such that for each j ∈ N, φ−1j (Uj) ⊂
D(0, c1). Combining it with Cauchy’s formula, we obtain that there exists a constant c2 > 0 such
that for each j ∈ N,
|(gj ◦ φj)
′(z)| ≤ c2 on φ−1j (Uj). (7)
By (6) and (7), we obtain
Leb2(D(gj(y0), r) ∩ Fˆσnj (ρ),Γτ )
Leb2(D(gj(y0), r))
=
Leb2((gjφj)(φ
−1
j (Uj ∩ Fˆρ,Γτ )))
Leb2(D(gj(y0), r))
≤
∫
φ−1j (Uj∩Fˆρ,Γτ ) |(gj ◦ φj)
′(z)|2 dLeb2(z)
Leb2(φ
−1
j (Uj))
·
Leb2(φ
−1
j (Uj))
Leb2(D(gj(y0), r))
→ 0, as j →∞.
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Hence,
Leb2(D(gj(y0),r)∩Jˆσnj (ρ),Γτ )
Leb2(D(gj(y0),r))
→ 1 as j →∞. Thus,D(y∞, r) ⊂ Jˆη,Γτ . In particular, fη,n(D(y∞,r))
⊂ J(Gτ ) for each n ∈ N. Hence, y∞ ∈ Fη. However, since y∞ ∈ Jker(Gτ ) ⊂ Jη, this is a contradic-
tion. Thus, we have completed the proof of our lemma.
Lemma 5.33. Under the assumptions of Theorem 3.48, we have that for each γ ∈ Xτ , Jker(Gτ ) ⊂
Jγ .
Proof. Under the assumptions of Theorem 3.48, suppose that there exists a γ ∈ Xτ such that
Jker(Gτ )∩Fγ 6= ∅. Let y0 ∈ Jker(Gτ )∩Fγ be a point. Let f : Xτ×Cˆ→ Xτ×Cˆ be the skew product
associated with Γτ . Then there exists a strictly increasing sequence {nj}j∈N in N, an open connected
neighborhood U of y0, and a holomorphic map ϕ : U → Cˆ such that fγ,nj → ϕ as j →∞ uniformly
on U. Let (ρj , yj) = f
nj (γ, y). We may assume that there exists a point (ρ∞, y∞) ∈ Xτ × Jker(Gτ )
such that (ρj , yj) → (ρ∞, y∞) as j → ∞. If ϕ is constant, then [29, Lemma 1.10] implies that
y∞ ∈ UH(Gτ ). However, this is a contradiction, since Jker(Gτ ) ∩ UH(Gτ ) = ∅. Hence, we obtain
that ϕ is not constant. We set
V := {y ∈ Cˆ | ∃ǫ > 0, lim
i→∞
sup
j>i
sup
d(ξ,y)≤ǫ
d(fρi,nj−ni(ξ), ξ) = 0}.
Then, V is an open subset of Cˆ. By Lemma 5.24, V ∩ F∞(Gτ ) = ∅. Moreover, y∞ ∈ V . For,
since ϕ is non-constant, there exists a number a > 0 and an s ∈ N such that for each j ∈ N
with j ≥ s, fγ,nj(U) ⊃ B(y∞, a). If y ∈ B(y∞, a) then y = fγ,ni(ξi) for some ξi ∈ U and so
d(fρi,nj−ni(y), y) = d(fγ,nj (ξi), fγ,ni(ξi)) which is small if i is large. Hence y∞ ∈ V.
Furthermore, by [29, Lemma 2.13], ∂V ⊂ J(Gτ ) ∩ UH(Gτ ). These arguments imply that y∞
belongs to a bounded connected component of C\(J(Gτ )∩UH(Gτ )). However, this contradicts the
assumption of our lemma. Therefore, for each γ ∈ Xτ , Jker(Gτ ) ⊂ Jγ . Thus, we have completed
the proof of our lemma.
We now prove Theorem 3.48.
Proof of Theorem 3.48: Combining Lemma 5.33, Lemma 5.32, Lemma 4.5, Lemma 4.9, and
Lemma 5.25, we obtain all statements of Theorem 3.48. Thus, we have completed the proof of
Theorem 3.48.
5.5 Proofs of results in subsection 3.5
In this subsection, we give the proofs of the results in subsection 3.5. Moreover, we show several
related results.
Lemma 5.34. Let Γ be a non-empty subset of Rat and let G = 〈Γ〉. Suppose that F (G) 6= ∅,
and that for each z ∈ J(G), there exists a holomorphic family {gλ}λ∈Λ of rational maps such that
{gλ | λ ∈ Λ} ⊂ Γ and the map λ 7→ gλ(z) is nonconstant on Λ. Then, Jker(G) = ∅.
Proof. Suppose that Jker(G) 6= ∅. Let z0 ∈ Jker(G) be a point. Then there exists a holomorphic
family {gλ}λ∈Λ of rational maps such that the map Θ : λ 7→ gλ(z0) is nonconstant on Λ and
{gλ(z0) | λ ∈ Λ} ⊂ Γ. Hence, Jker(G) contains a non-empty open subset Θ(Λ) of Cˆ. However,
this contradicts Remark 2.8. Therefore, Jker(G) = ∅. Thus, we have completed the proof of our
lemma.
We now prove Lemma 3.52.
Proof of Lemma 3.52: The statement of our lemma immediately follows from Lemma 5.34.
We now prove Lemma 3.56.
Proof of Lemma 3.56: Since Γ is relative compact, ∞ ∈ F (G). From Lemma 5.34, it follows
that Jker(G) = ∅. Thus, we have completed the proof of our lemma.
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Lemma 5.35. Let Y be a closed subset of an open subset of P . Suppose that Y is strongly admis-
sible. Let Γ ∈ Cpt(Y) and let V be a neighborhood of Γ in Cpt(Y). Then, there exists a Γ′ ∈ V
such that Jker(〈Γ′〉) = ∅.
Proof. Take a small ǫ > 0 such that the element Γ′ := {h ∈ Y | κ(h,Γ) ≤ ǫ} ∈ Cpt(Y) belongs to
V , where κ denotes the relative distance in P from Rat. By Lemma 5.34, Jker(〈Γ
′〉) = ∅. Hence,
we have completed the proof of our lemma.
Lemma 5.36. Let Y be a subset of Rat endowed with the relative distance from Rat. Let Γ ∈
Cpt(Y) be an element such that Jker(〈Γ〉) = ∅. Let V be a neighborhood of Γ in Cpt(Y). Then,
there exists an element Γ′ ∈ V such that Γ′ ⊂ Γ, ♯Γ′ <∞, and Jker(〈Γ′〉) = ∅.
Proof. Since Jker(〈Γ〉) = ∅, there exist finitely many elements g1, . . . , gr ∈ 〈Γ〉 and finitely many
open subsets U1, . . . , Ur of Cˆ such that J(〈Γ〉) ⊂
⋃r
j=1 Uj and
⋃r
j=1 gj(Uj) ⊂ F (〈Γ〉). In partic-
ular,
⋂r
j=1 g
−1
j (J(〈Γ〉)) = ∅. For each j = 1. . . . , r, we write gj as gj = hj,1 ◦ · · · ◦ hj,tj , where
hj,k ∈ Γ for each k = 1, . . . , tj . Take an element Γ′ ∈ V such that Γ′ ⊂ Γ, ♯Γ′ < ∞ and
Γ′ ⊃
⋃r
j=1{hj,1, . . . , hj,tj}. Then, Jker(〈Γ
′〉) =
⋂
h∈〈Γ′〉 h
−1(J(〈Γ′〉)) ⊂
⋂r
j=1 g
−1
j (J(〈Γ〉)) = ∅.
Thus, we have completed the proof of our lemma.
Lemma 5.37. Let Y be a closed subset of an open subset of P . Suppose that Y is strongly admis-
sible. Let Γ ∈ Cpt(Y) and let V be a neighborhood of Γ in Cpt(Y). Then, there exists an element
Γ′ ∈ V such that ♯Γ′ <∞ and Jker(〈Γ′〉) = ∅.
Proof. Combining Lemma 5.35 and Lemma 5.36, the statement of our lemma holds.
We now prove Proposition 3.57.
Proof of Proposition 3.57: Let ρ0 ∈ M1(Y) be an element such that ♯Γρ0 < ∞, ρ0 ∈ V1, and
Γρ0 ∈ V2. We write ρ0 as ρ0 =
∑r
j=1 pjδhj , where pj > 0 for each j,
∑r
j=1 pj = 1,, and h1, . . . , hr
are mutually distinct elements of Y. Let U1 be a small compact neighborhood of h1 in Y such
that the compact set Λ1 := U1 ∪ {h2, . . . , hr} belongs to V2. By Lemma 5.34, Jker(〈Λ1〉) = ∅.
Hence, Lemma 5.36 implies that there exists a finitely many elements g1, . . . , gs of U1 such that
setting Λ2 := {g1, . . . , gs} ∪ {h2, . . . , hr}, we have Λ2 ∈ V2 and Jker(〈Λ2〉) = ∅. Let q1, . . . , qs be
positive numbers such that
∑s
j=1 qj = p1. Let ρ :=
∑s
j=1 qjδgj +
∑r
j=2 pjδhj . Then Γρ ∈ V2 and
Jker(Gρ) = ∅. Moreover, if we take U1 so small, then ρ ∈ V1. Thus, we have completed the proof
of Proposition 3.57.
5.6 Proofs of results in subsection 3.6
In this subsection, we give the proofs of the results in subsection 3.6.
In order to prove Proposition 3.63, we need some notations and lemmas.
Definition 5.38. Let Y be a compact metric space and let U be an open subset of Y. Let Γ be a
subset of CM(Y ) and let G = 〈Γ〉. Let K be a non-empty compact subset of U .
1. We say that K is a weak attractor for (G,Γ, U) if for each γ ∈ ΓN and each y ∈ U ,
d(γn,1(y),K)→ 0 as n→∞.
2. We say thatK is an attractor for (G,Γ, U) ifK is a weak attractor for (G,Γ, U) and g(K) ⊂ K
for each g ∈ Γ.
Lemma 5.39. Let Γ ∈ Cpt(Rat) with ♯J(〈Γ〉) ≥ 3. Let G = 〈Γ〉. Suppose that there exists an
attractor K for (G,Γ, F (G)). Then, for each L ∈ Cpt(F (G)),
sup{d(γn · · · γ1(z),K) | z ∈ L, (γ1, . . . , γn) ∈ Γ
n} → 0 as n→∞ (8)
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and there exists a constant C > 0 and an 0 < η < 1 such that
sup{‖(γn · · · γ1)
′(z)‖s | z ∈ L, (γ1, . . . , γn) ∈ Γn} ≤ Cηn for each n ∈ N, (9)
where ‖ · ‖s denotes the norm of the derivative with respect to the spherical metric of Cˆ.
Proof. Let V1, . . . , Vs be finitely many connected components of F (G) such that K ⊂
⋃s
j=1 Vj and
Vj ∩K 6= ∅ for each j = 1, . . . , s. We set V =
⋃s
j=1 Vj . In each j = 1, . . . , s, we take the hyperbolic
metric ρj on Vj and let Wj be the ǫ-neighborhood of K ∩Vj with respect to ρj . Let W =
⋃s
j=1Wj .
Then G(W ) ⊂W. Let L ∈ Cpt(F (G)). Since K is an attractor for (G,Γ, F (G)) and ΓN is compact,
it follows that there exists an n ∈ N such that for each γ ∈ ΓN, γn,1(L) ⊂W. Let j ∈ {1, . . . , s} and
let g ∈ G. Since K is an attractor for (G,Γ, F (G)), we obtain that if g(Vj) ⊂ Vj , then ‖g′(z)‖h < 1
for each z ∈ Vj , where ‖ · ‖h denotes the norm of the derivative with respect to ρj . Moreover, for
each γ ∈ ΓN and each z ∈ V , there exist p, q ∈ N with 1 ≤ p, q ≤ s and an i ∈ {1, . . . , s} such
that γq,1(z) ∈ Vi and γp+q,1(z) ∈ Vi. From these arguments, the statement of our lemma easily
follows.
Lemma 5.40. Let Γ ∈ Cpt(Rat) with ♯J(〈Γ〉) ≥ 3. Let G = 〈Γ〉. Suppose that there exists an
attractor K for (G,Γ, F (G)). Moreover, suppose that Jker(G) = ∅. Then, there exists a neighborhood
U of Γ in Cpt(Rat) such that for each Γ′ ∈ U , Γ′ is mean stable and Jker(〈Γ′〉) = ∅.
Proof. Since Jker(G) = ∅, for each point z ∈ Cˆ, there exists an element g ∈ G such that g(z) ∈
F (G). From Lemma 5.39, it follows that G is mean stable. The rest of the statement of our lemma
easily follows from Lemma 3.62 and Remark 3.61.
Definition 5.41. Let G be a rational semigroup. We set
A(G) := G({z ∈ Cˆ | ∃g ∈ G s.t. g(z) = z, |m(g, z)| < 1}).
Lemma 5.42. Let Γ ∈ Cpt(Rat+). Let G = 〈Γ〉. Suppose that G is semi-hyperbolic and F (G) 6= ∅.
Then, A(G) is an attractor for (G,Γ, F (G)) and for each L ∈ Cpt(F (G)),
sup{d(γn · · · , γ1(z), A(G)) | z ∈ L, (γ1, . . . , γn) ∈ Γ
n} → 0 as n→∞ (10)
and there exists a constant C > 0 and an 0 < η < 1 such that
sup{‖(γn · · · γ1)
′(z)‖s | z ∈ L, (γ1, . . . , γn) ∈ Γn} ≤ Cηn for each n ∈ N, (11)
where ‖ · ‖s denotes the norm of the derivative with respect to the spherical metric of Cˆ.
Proof. Since G is semi-hyperbolic and F (G) 6= ∅, [29, Theorem 1.26] implies that A(G) is a non-
empty compact subset of F (G).Moreover, by the definition of A(G), we have that h(A(G)) ⊂ A(G)
for each h ∈ G. Let V1, . . . , Vs be finitely many connected components of F (G) such that A(G) ⊂⋃s
j=1 Vj and Vj ∩A(G) 6= ∅ for each j = 1, . . . , s.We set V =
⋃s
j=1 Vj . In each j = 1, . . . , s, we take
the hyperbolic metric ρj on Vj . Let j ∈ {1, . . . , s} and let g ∈ G. Since G is semi-hyperbolic, we
obtain that if g(Vj) ⊂ Vj , then ‖g′(z)‖h < 1 for each z ∈ Vj , where ‖ · ‖h denotes the norm of the
derivative with respect to ρj . Moreover, for each γ ∈ ΓN and each z ∈ V , there exist p, q ∈ N with
1 ≤ p, q ≤ s and an i ∈ {1, . . . , s} such that γq,1(z) ∈ Vi and γp+q,1(z) ∈ Vi. From these arguments,
it follows that if L is a compact neighborhood of A(G) in V , then there exists a constant C > 0
and a 0 < η < 1 such that the inequality (9) holds. In particular, for any z ∈ V and any γ ∈ ΓN,
d(γn,1(z), A(G)) → 0 as n → 0. We now take arbitrary point w ∈ F (G). Let ρ ∈ ΓN be arbitrary
element. By [29, Theorem 1.26] again, we have
⋃
g∈G g(w) is a compact subset of F (G). Hence,
there exist r, s ∈ N with r < s and a U ∈ Con(F (G)) such that the two points ρs,1(w) and ρr,1(w)
belong to U. Then ρs,r+1(U) ⊂ U. Since G is semi-hyperbolic, it follows that U ∩ A(G) 6= ∅.
Therefore, d(ρn,1(w), A(G)) → 0 as n → ∞. From these argument, we obtain that A(G) is an
attractor for (G,Γ, F (G)). By Lemma 5.39, the statement of Lemma 5.42 holds.
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We now prove Proposition 3.63.
Proof of Proposition 3.63: Combining Lemma 5.42 and Lemma 5.40, the statement of our
proposition holds.
We now prove Proposition 3.65.
Proof of Proposition 3.65: From the definition of mean stability, it is easy to see that Sτ ⊂
G∗τ (V ) ⊂ F (Gτ ). Combining this with Theorem 3.15-9 and Theorem 3.15-7, we easily obtain that
statement 2 and statement 3 hold.
Remark 5.43. Let Γ ∈ Cpt(Rat+) and let G = 〈Γ〉. Let τ ∈ M1,c(Rat+) with Γτ = Γ. Suppose
that G is semi-hyperbolic and F (G) 6= ∅. Then, by Lemma 5.42 and the arguments in the proof of
Theorem 3.15, regarding Mτ : C(A(G)) → C(A(G)), statements which are similar to statements
1,2, 6–14 in Theorem 3.15 hold.
5.7 Proofs of results in subsection 3.7
In this subsection, we give the proofs of the results in subsection 3.7. We need some lemmas.
Lemma 5.44. Let τ ∈M1,c(Rat). Then, dimH(J0pt(τ)) ≤MHD(τ).
Proof. Let f : Xτ × Cˆ→ Xτ × Cˆ be the skew product associated with Γτ . Suppose that MHD(τ) <
dimH(J
0
pt(τ)). Let t ∈ R be a number such that MHD(τ) < t < dimH(J
0
pt(τ)). Then H
t(J0pt(τ)) =
∞, where Ht denotes the t-dimensional Hausdorff measure. By [8, Theorem 5.6], there exists a
compact subset F of J0pt(τ) such that 0 < H
t(F ) < ∞. Let ν = Ht|F . Since MHD(τ) < t, for
τ˜ -a.e. γ ∈ Xτ , ν(Jˆγ,Γτ ) = 0. From Lemma 4.5 and Lemma 4.9, it follows that for ν-a.e. y ∈ F ,
y ∈ F 0pt(τ). However, this is a contradiction. Thus, dimH(J
0
pt(τ)) ≤ MHD(τ).
Definition 5.45 ([13]). Let G be a rational semigroup. We set E(G) := {z ∈ Cˆ | ♯G−1(z) <∞}.
This is called the exceptional set of G.
Remark 5.46. Let Λ ∈ Cpt(Rat+) and let G = 〈Λ〉. Then by [1, Theorem 4.1.2], E(G) ⊂ F (G).
Lemma 5.47. Let τ ∈ M1,c(Rat). Suppose that Leb2(Jˆγ,Γτ ) = 0 for τ˜ -a.e. γ ∈ Xτ , and that
there exists a weak attractor A for (Gτ ,Γτ , F (Gτ )). Then, we have the following.
1. For Leb2-a.e. z ∈ Cˆ, τ˜ ({γ ∈ Xτ | z ∈ Jˆγ,Γτ }) = τ˜ ({γ ∈ Xτ | z ∈
⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))}) =
0. Moreover, Leb2(J
0
pt(τ)) = 0.
2. Jker(Gτ ) ⊂ J
0
pt(τ).
3. Fmeas(τ) = M1(Cˆ) if and only if Jker(Gτ ) = ∅. If Jker(Gτ ) 6= ∅, then Jmeas(τ) = M1(Cˆ).
4. If, in addition to the assumption, ♯Γτ <∞, then we have the following.
(a) G−1τ (Jker(Gτ )) ⊂ J
0
pt(τ).
(b) If ♯(J(Gτ )) ≥ 3 and Jker(Gτ ) \ E(Gτ ) 6= ∅, then Jpt(τ) = J(Gτ ).
Proof. Statement 1 follows from Lemma 4.5 and Lemma 4.9. We now show statement 2. Let z0 ∈
Jker(Gτ ). Let ϕ ∈ C(Cˆ) be an element such that suppϕ ⊂ Cˆ\A and ϕ ≡ 1 around a neighborhood of
Jker(Gτ ). Then for each m ∈ N, Mmτ (ϕ)(z0) = 1. Moreover, by statement 1, there exists a sequence
{zn}∞n=1 in Cˆ such that zn → z0 as n → ∞ and such that for each n ∈ N, τ˜ ({γ ∈ Xτ | zn ∈⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))}) = 0. Hence, for each n ∈ N, M
m
τ (ϕ)(zn) =
∫
Xτ
ϕ(γm,1(zn)) dτ˜ (γ)→ 0
as m→∞. It implies that z0 ∈ J
0
pt(τ). Thus, we have proved statement 2.
We now prove statement 3. Combining statement 2 with Theorem 3.14, we obtain that
Fmeas(τ) = M1(Cˆ) if and only if Jker(Gτ ) = ∅. Suppose that Jker(Gτ ) 6= ∅. Let ϕ ∈ C(Cˆ)
be an element such that ϕ ≡ 1 in a neighborhood of Jker(Gτ ) and ϕ ≡ 0 in a neighborhood
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of A. Let ρ ∈ M1(Cˆ) be an element and let B be a neighborhood of ρ in M1(Cˆ). By state-
ment 1, there exists an element ρ0 ∈ B such that ρ0 =
∑r
j=1 pjδaj , where a1 ∈ Jker(Gτ ),
τ˜ ({γ ∈ Xτ | aj ∈ Jˆγ,Γτ}) = 0 for each j = 2, . . . , r, and pj > 0 for each j = 1, . . . , r. Then
(M∗τ )
n(ρ0)(ϕ) =
∑r
j=1 pjδzj (M
n
τ (ϕ)) → p1 > 0 as n → ∞. Moreover, by statement 1, for any
neighborhood B0 of ρ0 in M1(Cˆ), there exists an element ρ1 ∈ B0 such that ρ1 =
∑t
j=1 qjδbj ,
where τ˜ ({γ ∈ Xτ | bj ∈ Jˆγ,Γτ}) = 0 and qj > 0 for each j = 1, . . . , t. Then (M
∗
τ )
n(ρ1)(ϕ) → 0
as n → ∞. Hence, ρ0 ∈ Jmeas(τ). Since B is an arbitrary neighborhood of ρ, it follows that
ρ ∈ Jmeas(τ). Thus, we have proved statement 3.
We now prove statement 4a. We write τ as
∑t
j=1 pjδhj , where 0 < pj < 1 and hj ∈ Rat for
each j = 1, . . . , t. Let z0 ∈ (hir · · ·hi1)
−1(Jker(Gτ )). Let ϕ ∈ C(Cˆ) be an element such that ϕ ≥ 0,
ϕ ≡ 1 in a neighborhood of Jker(Gτ ) and ϕ ≡ 0 in a neighborhood of A. Then for each m ∈ N with
m ≥ r + 1,
Mmτ (ϕ)(z0) ≥ pir · · · pi1
∫
ϕ(γm · · · γr+1hir · · ·hi1(z0)) dτ(γm) · · · dτ(γr+1) ≥ pir · · · pi1 > 0.
Moreover, by statement 1, there exists a sequence {zn}∞n=1 in Cˆ such that zn → z0 as n→∞ and
such that for each n ∈ N, τ˜({γ ∈ Xτ | zn ∈
⋂∞
j=1 γ
−1
1 · · · γ
−1
j (J(Gτ ))}) = 0. Hence, for each n ∈ N,
Mmτ (ϕ)(zn)→ 0 as m→∞. It implies that z0 ∈ J
0
pt(τ). Thus, we have proved statement 4a.
We now prove statement 4b. Under the assumptions of statement 4b, by statement 4a and [28,
Lemma 2.3 (e)], we obtain that J(Gτ ) = G
−1
τ (Jker(Gτ )) ⊂ Jpt(τ). Combining this with Lemma 4.2-
5, we get that Jpt(τ) = J(Gτ ). Therefore, we have proved statement 4b.
We now prove Theorem 3.71.
Proof of Theorem 3.71: Combining Lemmas 5.42, 5.44, , 5.47, and Remarks 3.16, 3.70, 5.46,
the statement of Theorem 3.71 holds.
5.8 Proofs of results in subsection 3.8
In this subsection, we give the proofs of the results in subsection 3.8. We need some lemmas.
We now give proofs of Lemmas 3.73 and 3.75.
Proof of Lemma 3.73: By Lemma 4.1, J(G) =
⋃m
j=1 h
−1
j (J(G)). Hence, the statement of our
lemma holds.
Proof of Lemma 3.75: By [27, Theorem 2.3], int(J(G)) = ∅. By Lemma 3.73, Jker(G) = ∅.
Let ϕ ∈ (LS(Uf,τ (Cˆ)))nc. By Theorem 3.15-1, ϕ ∈ CF (G)(Cˆ). Moreover, by Theorem 3.15-10,
there exists an l ∈ N such that M lτ (ϕ) = ϕ. By Theorem 3.15-3, ♯J(G) ≥ 3. By [28, Lemma
2.3 (d)], it follows that ♯E(G) ≤ 2. Moreover, since G−1(E(G) ∩ J(G)) ⊂ E(G) ∩ J(G) and
h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j, we obtain that E(G) ∩ J(G) = ∅.
Suppose that there exists an open subset V of Cˆ such that V ∩ J(G) 6= ∅ and ϕ|V is constant.
We will deduce a contradiction. Let z0 ∈ J(G) be any point. Then z0 ∩ J(G) \ E(G). By [28,
Lemma 2.3 (b) (e)], there exists an n ∈ N, an element (j1, . . . , jnl) ∈ {1, . . . ,m}nl, and a point z1 ∈
J(G)∩V such that hjnl · · ·hj1(z1) = z0. Then for each (i1, . . . , inl) ∈ {1, . . . ,m}
nl \ {(j1, . . . , jnl)},
hinl · · ·hi1(z1) ∈ F (G). Combining this with M
l
τ (ϕ) = ϕ and ϕ ∈ CF (G)(Cˆ), we obtain that there
exists a neighborhood W of z1 such that ϕ|g(W ) is constant, where g = hjnl · · ·hj1 . Therefore ϕ
is constant in a neighborhood of z0. From this argument and that ϕ ∈ CF (G)(Cˆ), it follows that
ϕ : Cˆ→ C is locally constant on Cˆ, thus ϕ : Cˆ→ C is constant. However, this is a contradiction.
Thus, we have proved Lemma 3.75.
Lemma 5.48. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat+)m and we set Γ :=
{h1, h2, . . . , hm}. Let G = 〈h1, . . . , hm〉. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated
with Γ. Let p = (p1, . . . , pm) ∈ Wm. Let τ :=
∑m
j=1 pjδhj ∈ M1(Γ) ⊂ M1(Rat+). Suppose that
h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Then, we have all of the following.
44
1. Let (γ, z0) ∈ J˜(f) and let t ≥ 0. Suppose that there exists a point z1 ∈ J(G) \ P (G) and a
sequence {nj}∞j=1 in N such that γnj ,1(z0)→ z1 and p˜(f
nj−1(γ, z0)) · · · p˜(γ, z0)‖γ′nj ,1(z0)‖
t
s →
∞ as j → ∞. Then, for any ϕ ∈ (LS(Uf,τ (Cˆ)))nc, lim supz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)t
= ∞, where d
denotes the spherical distance.
2. Suppose that for each j = 1, . . . ,m, 1 < pj min{‖h
′
j(z)‖s | z ∈ h
−1
j (J(G))}. Then, for each
z0 ∈ J(G) and for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, lim supz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)
= ∞ and ϕ is not
differentiable at z0.
Proof. We first show statement 1. Let δ := minx∈P (G) d(x, z1) > 0.Wemay assume that γnj ,1(z0) ∈
B(z1,
δ
4 ) for each j ∈ N. By Theorem 3.15-10, there exists an l ∈ N such that for each ϕ ∈
LS(Uf,τ (Cˆ)),M lτ (ϕ) = ϕ.We may assume that for each j ∈ N, l|nj. Since h
−1
i (J(G))∩h
−1
j (J(G)) =
∅ for each (i, j) with i 6= j, there exists a number r0 > 0 such that for each (i, j) with i 6= j, if
z ∈ h−1i (J(G)), then hj(B(z, r0)) ⊂ F (G). Let r be a number such that 0 < 4r < δ. For each j ∈ N,
let αj : B(z1, δ) → Cˆ be the well-defined inverse branch of γnj ,1 such that αj(γnj ,1(z0)) = z0. By
the normality of {αj : B(z1, δ) → Cˆ}j∈N (see [15]), taking r so small, we obtain that for each
j ∈ N, the set Bj := αj(B(γnj ,1(z0), r)) satisfies that diam (γk,1(Bj)) ≤
r0
2 for each k = 1, . . . , nj .
Let (w1, w2, . . .) ∈ {1, . . . ,m}N be the sequence such that γj = hwj for each j ∈ N. It follows that
for each j ∈ N and each (u1, . . . , unj ) ∈ {1, . . . ,m}
nj \ {(w1, . . . , wnj )}, hunj · · ·hu1(Bj) ⊂ F (G).
Hence, for each j ∈ N, each a, b ∈ Bj , and each ϕ ∈ (LS(Uf,τ )(Cˆ))nc ⊂ CF (Gτ )(Cˆ),
ϕ(a) − ϕ(b) = pwnj · · · pw1(ϕ(γnj ,1(a))− ϕ(γnj ,1(b))). (12)
Let ϕ ∈ (LS(Uf,τ )(Cˆ))nc. By Lemma 3.75, there exists a point v ∈ B(z1, r2 ) such that ϕ(z1) 6= ϕ(v).
Let j0 ∈ N be such that for each j ∈ N with j ≥ j0, B(z1, r2 ) ⊂ B(γnj ,1(z0), r). For each j ∈ N
with j ≥ j0, let bj := αj(v) ∈ Bj . By the Koebe distortion theorem, there exists a constant
C > 0 such that for each j ∈ N with j ≥ j0, d(z0, bj) ≤ C‖γ′nj ,1(z0)‖
−1
s . Furthermore, since
ϕ ∈ C(Cˆ), there exists a number j1 ∈ N with j1 ≥ j0 such that for each j ∈ N with j ≥ j1,
|ϕ(γnj ,1(z0))− ϕ(v)| ≥
1
2 |ϕ(z1)− ϕ(v)|. From these arguments, it follows that for each j ∈ N with
j ≥ j1,
|ϕ(z0)− ϕ(bj)|
d(z0, bj)t
=
pwnj · · · pw1
d(z0, bj)t
|ϕ(γnj ,1(z0))− ϕ(γnj ,1(bj))|
≥
1
2Ct
pwnj · · · pw1‖γ
′
nj,1(z0)‖
t
s|ϕ(z1)− ϕ(v)| → ∞ (j →∞).
Thus, we have proved statement 1.
Statement 2 easily follows from statement 1.
Thus, we have proved our lemma.
Lemma 5.49. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat+)m and we set Γ :=
{h1, h2, . . . , hm}. Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN × Cˆ → ΓN × Cˆ be
the skew product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈ M1(Γ) ⊂ M1(P). Let (γ, z0) ∈ J˜(f)
and let t ≥ 0. Suppose that G is hyperbolic and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with
i 6= j. Moreover, suppose that p˜(fn−1(γ, z0)) · · · p˜(γ, z0)‖γ′n,1(z0)‖
t
s → 0 as n→∞. Then for each
ϕ ∈ LS(Uf,τ (Cˆ)), lim supz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)t
= 0.
Proof. By Lemma 3.73, Jker(G) = ∅. By Theorem 3.15-10, there exists an l ∈ N such that for each
ϕ ∈ LS(Uf,τ (Cˆ)), M lτ (ϕ) = ϕ. For each w = (w1, . . . , wl) ∈ {1, . . . ,m}
l, we set hw := hwl ◦· · ·◦hw1 .
Then for each α, β ∈ {1, . . . ,m}l with α 6= β, h−1α (J(G))∩h
−1
β (J(G)) = ∅. Let r0 > 0 be a number
such that for each α, β ∈ {1, . . . ,m}l with α 6= β, if z ∈ h−1α (J(G)), then hβ(B(z, r0)) ⊂ F (G).
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Since G is hyperbolic, we may assume that B(J(G), r0) ⊂ Cˆ \ P (G). We may assume that 2r0 <
min{d(a, b) | a ∈ J(G), b ∈ P (G)}. We may also assume that for each ζ ∈ {1, . . . ,m}l and for each
z ∈ h−1ζ (J(G)), hζ : B(z, r0)→ Cˆ is injective. We set
c1 :=
1
100
min{min{‖h′w(z)‖
−1
s | w ∈ {1, . . . ,m}
l, z ∈ B(h−1w (J(G)), r0)},
1
2
}.
By [29, Theorem 2.14 (2)], z0 ∈ Jγ . Hence, for each s > 0, there exists an n ∈ N such that
diam(γnl,1(B(z0, s))) ≥ c1r0. Let n(s) be the minimal number of the set of elements n which
satisfies the above. Then diam(γn(s)l,1(B(z0, s))) ≤
r0
2 . Let ǫ > 0 be a number. Let (w1, w2, . . .) ∈
{1, . . . ,m}N be the sequence such that γj = hwj for each j ∈ N. There exists a positive integer
n0 such that for each n ∈ N with n ≥ n0, pwnl · · · pw1‖γ
′
nl,1(z0)‖
t
s ≤ ǫ. For this n0, there exists an
s0 > 0 such that for each s with 0 < s ≤ s0, n(s) ≥ n0. Let s be such that 0 < s ≤ s0. Let αn(s) :
B(γn(s)l,1(z0), r0)→ Cˆ be the well-defined inverse branch of γn(s)l,1 such that αn(s)(γn(s)l,1(z0)) =
z0. We have αn(s)(B(γn(s)l,1(z0), r0)) ⊃ B(z0, s). Since diam(γn(s)l,1(B(z0, s))) ≥ c1r0, by [21,
Theorem 2.4], we obtain mod(B(γn(s)l,1(z0), r0) \ γn(s)l,1(B(z0, s))) ≤ c
′
1, where mod(·) denotes
the modulus of the annulus, and c′1 is a positive constant which depends only on c1. Thus we
obtain mod(αn(s)(B(γn(s)l,1(z0), r0)) \ B(z0, s)) ≤ c
′
1. Hence, by the Koebe distortion theorem,
there exists a constant c2 > 0, which is independent of s, such that
1
s
‖α′n(s)(γn(s)l,1(z0))‖s ≤
c2. Hence
1
s
≤ ‖γ′n(s),1(z0)‖sc2. Combining these arguments and that LS(Uf,τ (Cˆ)) ⊂ CF (G)(Cˆ)
(Theorem 3.15-1), it follows that for each z ∈ B(z0, s) \B(z0,
s
2 ) and each ϕ ∈ LS(Uf,τ (Cˆ)),
|ϕ(z)− ϕ(z0)|
d(z, z0)t
=
1
d(z, z0)t
pwn(s)l · · · pw1 |ϕ(γn(s)l,1(z))− ϕ(γn(s)l,1(z0))|
≤
2t
st
pwn(s) · · · pw12‖ϕ‖∞ ≤ 2
1+t‖ϕ‖∞ct2‖γ
′
n(s)l,1(z0)‖
t
spwn(s)l · · · pw1 ≤ 2
1+t‖ϕ‖∞ct2ǫ.
Since 21+tct2 is independent of s with 0 < s ≤ s0, we obtain that for each a ∈ N, for each
z ∈ B(z0,
s0
2a ) \ B(z0,
s0
2a+1 ), and for each ϕ ∈ LS(Uf,τ (Cˆ)),
|ϕ(z)−ϕ(z0)|
d(z,z0)t
≤ 21+t‖ϕ‖∞ct2ǫ. Hence, for
each z ∈ B(z0, s0) \ {z0} and each ϕ ∈ LS(Uf,τ (Cˆ)),
|ϕ(z)−ϕ(z0)|
d(z,z0)t
≤ 21+t‖ϕ‖∞ct2ǫ. Thus, we have
proved our lemma.
We now prove Theorem 3.88.
Proof of Theorem 3.88: By Lemma 3.73 and Proposition 3.63, G is mean stable and Jker(G) = ∅.
By Theorem 3.15-10, there exists an l ∈ N such that for each ϕ ∈ LS(Uf,τ (Cˆ)), M lτ (ϕ) = ϕ. Let
f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated with Γ. Let t > 0 be a number such
that (maxmj=1 pj) · (max{‖h
′
j(z)‖s | j = 1, . . . ,m, z ∈ h
−1
j (J(G))})
t < 1. Then for any ǫ1 >
0 there exists a number n0 such that for each (γ, z0) ∈ J˜(f) and each n ∈ N with n ≥ n0,
p˜(fnl−1(γ, z0)) · · · p˜(γ, z0)‖γ′nl,1(z0)‖
t
s < ǫ1. By using the argument in the proof of Lemma 5.49, we
obtain that for any ǫ2 > 0, there exists a number s0 > 0 such that for each (γ, z0) ∈ J˜(f), for each
z ∈ B(z0, s0) \ {z0}, and for each ϕ ∈ LS(Uf,τ (Cˆ)),
|ϕ(z)−ϕ(z0)|
d(z,z0)t
≤ ǫ2‖ϕ‖∞. Combining this with
the fact π
Cˆ
(J˜(f)) = J(G) (see Lemma 4.5), it follows that there exists a constant C > 0 such that
for each z1, z2 ∈ J(G) and each ϕ ∈ LS(Uf,τ (Cˆ)), |ϕ(z1)−ϕ(z2)| ≤ C‖ϕ‖∞d(z1, z2)t. Take any two
points w1, w2 ∈ Cˆ. For any two points a, b ∈ Cˆ, let ab be the geodesic arc from a to b with respect
to the spherical metric. If w1w2 is included in F (G), then by Theorem 3.15-1, ϕ(w1) = ϕ(w2)
for each ϕ ∈ LS(Uf,τ (Cˆ)). Suppose that w1w2 is not included in F (G). Then there exists a point
w3 ∈ w1w2 ∩ J(G) such that w1w3 \ {w3} ⊂ F (G), and there exists a point w4 ∈ w1w2 ∩ J(G)
such that w4w2 \ {w4} ⊂ F (G). By Theorem 3.15-1, ϕ(w1) = ϕ(w3) and ϕ(w4) = ϕ(w2), for
each ϕ ∈ LS(Uf,τ (Cˆ)). Therefore, for each ϕ ∈ LS(Uf,τ (Cˆ)), |ϕ(w1)− ϕ(w2)| = |ϕ(w3)− ϕ(w4)| ≤
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C‖ϕ‖∞d(w3, w4)t ≤ C‖ϕ‖∞d(w1, w2)t. Therefore, for any ϕ ∈ LS(Uf,τ (Cˆ)), ϕ : Cˆ→ C is t-Ho¨lder
continuous on Cˆ.
Thus, we have proved Theorem 3.88.
In order to prove Theorems 3.82,3.84, we need a proposition and some lemmas.
Proposition 5.50. Let m ∈ N with m ≥ 2. Let h = (h1, . . . , hm) ∈ (Rat+)m and we set Γ :=
{h1, h2, . . . , hm}. Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN×Cˆ→ ΓN×Cˆ be the
skew product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈ M1(Γ) ⊂ M1(Rat+). Let ν˜ ∈M1(J˜(f)) be
an f -invariant ergodic Borel probability measure. Let ν := (π
Cˆ
)∗(ν˜). Suppose that G is hyperbolic
and h−1i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j. Then, there exists a Borel subset A
of J(G) with ν(A) = 1 such that for each z0 ∈ A and each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, Ho¨l(ϕ, z0) =
u(h, p, ν˜).
Proof. Let t0 := u(h, p, ν˜). Let t < t0. Then
∫
J˜(f)
log(p˜(z)‖f ′(z)‖ts)dν˜(z) < 0. By Birkhoff’s ergodic
theorem, there exists a Borel subset A˜t of J˜(f) with ν˜(A˜t) = 1 such that for each z ∈ A˜t,
1
n
log
(
p˜(fn−1(z)) · · · p˜(z)‖(fn)′(z)‖ts
)
→
∫
J˜(f)
log(p˜(z)‖f ′(z)‖ts) dν˜(z) as n→∞.
Hence, for each z ∈ A˜t, p˜(fn−1(z)) · · · p˜(z)‖(fn)′(z)‖ts → 0 as n → ∞. Let At := πCˆ(A˜t). From
Lemma 5.49, it follows that for each z0 ∈ At and for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, limz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)t
=
0.
We now let s > t0. By using an argument similar to that of the above, we obtain that there exists
a subset B˜s of J˜(f) with ν˜(B˜s) = 1 such that for each z ∈ B˜s, p˜(fn−1(z)) · · · p˜(z)‖(fn)′(z)‖ss →∞
as n → ∞. Let Bs = πCˆ(B˜s). From Lemma 5.48, it follows that for each z0 ∈ Bs and for each
ϕ ∈ (LS(Uf,τ (Cˆ)))nc, lim supz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)s
= ∞. Let {tn}∞n=1 be a strictly increasing sequence
in R such that tn → t0 as n→∞, and let {sn}∞n=1 be a strictly decreasing sequence in R such that
sn → t0 as n → ∞. Let A :=
⋂∞
n=1Atn ∩
⋂∞
n=1 Bsn . From the above arguments, it follows that
ν(A) = 1 and for each z0 ∈ A and for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc, Ho¨l(ϕ, z0) = u(h, p, ν˜). Thus, we
have proved our proposition.
Lemma 5.51. Let h = (h1, . . . , hm) ∈ Pm and we set Γ := {h1, h2, . . . , hm}. Suppose that hi 6= hj
for each (i, j) with i 6= j. Let G = 〈h1, . . . , hm〉. Let p = (p1, . . . , pm) ∈ Wm. Let f : ΓN×Cˆ→ ΓN×Cˆ
be the skew product associated with Γ. Let τ :=
∑m
j=1 pjδhj ∈M1(Γ) ⊂M1(P). Let µ ∈M1(J˜(f))
be the measure defined by 〈µ, ϕ〉 :=
∫
ΓN(
∫
Cˆ
ϕ(γ, z)dµγ(z))dτ˜ (γ) for any ϕ ∈ C(Γ
N× Cˆ), where µγ is
the measure coming from Definition 3.78. Then, µ is an f -invariant ergodic measure, π∗(µ) = τ˜ ,
and µ is the maximal relative entropy measure for f with respect to (σ, τ˜ ) (see Remark 3.79).
Proof. By the argument of the proof of [17, Theorem 4.2(i)], µ is f -invariant and ergodic, and
π∗(µ) = τ˜ . Moreover, by the argument of the proof of [17, Theorem 5.2(i)], we obtain hµ(f |σ) ≥∫
log deg(γ1)dτ˜ (γ) =
∑m
j=1 pj log deg(hj). Combining this with [28, Theorem 1.3(e)(f)], it follows
that µ is the unique maximal relative entropy measure for f with respect to (σ, τ˜ ).
Lemma 5.52. Let h = (h1, . . . , hm) ∈ Pm and we set Γ := {h1, h2, . . . , hm}. Suppose that hi 6= hj
for each (i, j) with i 6= j. Let p = (p1, . . . , pm) ∈ Wm. Let τ :=
∑m
j=1 pjδhj ∈M1(Γ) ⊂M1(P). Let
f : ΓN × Cˆ→ ΓN × Cˆ be the skew product associated with Γ. Let µ be the maximal relative entropy
measure for f with respect to (σ, τ˜ ). Then
∫
ΓN×Cˆ log ‖f
′‖sdµ =
∑m
j=1 pj log deg(hj)+
∫
ΓN Ω(γ)dτ˜ (γ).
Proof. For each γ ∈ ΓN, let d(γ) = deg(γ1) and R(γ) := limz→∞(Gγ(z) − log |z|). Moreover, we
denote by a(γ) the coefficient of highest order term of γ1. Since
1
d(γ)Gσ(γ)(γ1(z)) = Gγ(z), we obtain
that R(σ(γ)) + log |a(γ)| = d(γ)R(γ) for each γ ∈ ΓN. Moreover, since ddc(
∫
C
log |w− z|dµγ(w)) =
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µγ and
∫
C
log |w − z|dµγ(w) = log |z|+ o(1) as z → ∞ (see [23]), we have
∫
C
log |w − z|dµγ(w) =
Gγ(z) − R(γ) for each γ ∈ Γ
N and z ∈ C. In particular, γ 7→ R(γ) is continuous on ΓN. By using
the above formula, we obtain
∫
Cˆ
log |γ′1(z)|dµγ(z) = log |a(γ)|+log d(γ)− (d(γ)−1)R(γ)+Ω(γ) for
each γ ∈ ΓN. In particular, γ 7→
∫
Cˆ
log |γ′1(z)|dµγ(z) is continuous on Γ
N. Furthermore, σ∗(τ˜ ) = τ˜ .
From these arguments and Lemma 5.51, we obtain∫
ΓN×Cˆ
log |f ′|dµ =
∫
ΓN
dτ˜ (γ)
∫
Cˆ
log |γ′1(z)|dµγ(z)
=
∫
ΓN
(log |a(γ)|+ log d(γ)− (d(γ)− 1)R(γ) + Ω(γ)) dτ˜ (γ)
=
∫
ΓN
(R(γ)−R(σ(γ)) + log d(γ) + Ω(γ)) dτ˜ (γ)
=
∫
ΓN
(log d(γ) + Ω(γ))dτ˜ (γ) =
m∑
j=1
pj log deg(hj) +
∫
ΓN
Ω(γ)dτ˜ (γ).
Moreover, since µ is f -invariant, and since the Euclidian metric and the spherical metric are
comparable on the compact subset J(G) of C, we have
∫
ΓN×Cˆ log |f
′|dµ =
∫
ΓN×Cˆ log ‖f
′‖sdµ.
Thus, we have proved our lemma.
We now prove Theorem 3.82.
Proof of Theorem 3.82: By Lemma 3.73 and Proposition 3.63, Gτ = G is mean stable and
Jker(G) = ∅. Since G is hyperbolic and h
−1
i (J(G)) ∩ h
−1
j (J(G)) = ∅ for each (i, j) with i 6= j, [27,
Corollary 3.6] implies that 0 < dimH(J(G)) < 2. By [28, Theorem 4.3], we obtain suppλ = J(G).
Moreover, by [28, Lemma 5.1], λ({z}) = 0 for each z ∈ J(G). Thus we have proved statements
1–4.
Statement 5 follows from Proposition 5.50.
We now prove statement 6. Since π∗(µ) = τ˜ ,
∫
ΓN×Cˆ log p˜ dµ =
∑m
j=1 pj log pj . Combining this
with Lemma 5.52, it follows that
u(h, p, µ) =
−(
∑m
j=1 pj log pj)∑m
j=1 pj log deg(hj) +
∫
ΓN
Ω(γ) dτ˜ (γ)
.
Moreover, by [28, Theorem 1.3 (f)], hµ(f |σ) =
∑m
j=1 pj log deg(hj). Hence, hµ(f) = hµ(f |σ) +
hπ∗(µ)(σ) =
∑m
j=1 pj log deg(hj)−
∑m
j=1 pj log pj , where hµ(f) denotes the metric entropy of (f, µ).
Combining this with [28, Lemma 7.1], Lemma 5.52, and that π
Cˆ
: J˜(f) → J(G) is a homeomor-
phism, we obtain that
dimH(λ) =
∑m
j=1 pj log deg(hj)−
∑m
j=1 pj log pj∑m
j=1 pj log deg(hj) +
∫
ΓN Ω(γ) dτ˜ (γ)
, (13)
where dimH(λ) := inf{dimH(A) | A is a Borel subset of J(G), λ(A) = 1}. Hence, we have proved
statement 6.
We now prove statement 7. Suppose that at least one of items (a),(b), and (c) in statement 7
holds. We will show the following claim.
Claim: u(h, p, µ) < 1.
To prove this claim, let dj := deg hj for each j. Suppose
∑m
j=1 pj log(pjdj) > 0. From state-
ment 6, it follows that u(h, p, µ) ≤ (−
∑m
j=1 pj log pj)/(
∑m
j=1 pj log dj) < 1.We now suppose P
∗(G)
is bounded. Then, Ω(γ) = 0 for each γ ∈ ΓN. Combining this with the second inequality in state-
ment 6, we obtain
∑m
j=1 pj log(pjdj) > 0. Thus, u(h, p, µ) < 1. We now suppose that m = 2 and
P ∗(G) is not bounded. Then there exists an element α ∈ ΓN such that Ω(α) > 0. Since γ 7→ Ω(γ)
48
is continuous on ΓN, statement 6 implies that u(h, p, µ) ≤ log 2
log 2+
∫
ΓN
Ω(γ)dτ˜(γ)
< 1. Hence, the above
claim holds. From the above claim and statements 3–5, we easily obtain that statement 7 holds.
Thus, we have proved Theorem 3.82.
We now prove Theorem 3.84. We use the following notation.
Notation. Let (h1, . . . , hm) ∈ (Rat)m. We set Σm := {1, . . . ,m}N and Σ∗m :=
⋃N
j=1{1, . . . ,m}
j ,.
Moreover, for each w = (w1, . . . , wk) ∈ Σ
∗
m, we set |w| = k and hw := hwk ◦ · · · ◦ hw1 .
Proof of Theorem 3.84: By Theorem 3.82-1, G is mean stable and Jker(G) = ∅. Since G is
hyperbolic, [29, Theorem 2.17] implies that G is expanding in the sense of [31, Definition 3.1]. We
use the arguments in [31]. We now prove the following claim.
Claim 1: Under the assumptions of Theorem 3.84, there exists a k ∈ N and a non-empty open
subset U of Cˆ such that
⋃
w:|w|=k h
−1
w (U) ⊂ U and for each w,w
′ ∈ {1, . . . ,m}k with w 6= w′,
h−1w (U) ∩ h
−1
w′ (U) = ∅.
To prove this claim, since G is expanding, there exists a k ∈ N such that infz∈J˜(f) ‖(f
k)′(z)‖s ≥
4. By [13, Theorem 2.4], we have J(G) = J(〈hw | |w| = k〉). Moreover, by Lemma 4.5, πCˆ(J˜(f)) =
J(G). Take a number a > 0 such that for each w ∈ {1, . . . ,m}k, for each z ∈ J(G), and for each
well-defined inverse branch ζ : B(z, a) → Cˆ of hw, ‖ζ′(x)‖s ≤ 1/3 for each x ∈ B(z, a). Let b > 0
be a number such that
b <
1
2
min{d(z, z′) | z ∈ h−1w (J(G)), z
′ ∈ h−1w′ (J(G)), w, w
′ ∈ {1, . . . ,m}k, w 6= w′}, and b < a.
Then B(h−1w (J(G)), b) ∩ B(h
−1
w′ (J(G)), b) = ∅ if |w| = |w
′| = k and w 6= w′. Let U := B(J(G), b).
since h−1w (J(G)) ⊂ J(G), the above arguments imply that
⋃
w:|w|=k h
−1
w (U) ⊂ U , and for each
w,w′ ∈ {1, . . .m}k with w 6= w′, h−1w (U) ∩ h
−1
w′ (U) = ∅. Thus, we have prove Claim 1.
Let Λ := {hw | |w| = k}. Then J(〈Λ〉) = J(G). Let f : Λ
N × Cˆ → ΛN × Cˆ be the skew
product map associated with Λ. For each t ≥ 0, let L′t : C(J(G)) → C(J(G)) be the operator
defined by L′t(ϕ)(z) =
∑
|w|=k
∑
hw(y)=z
ϕ(y)‖h′w(y)‖−ts . By [31, Theorems 1.1, 1,2, Lemma 4.9],
there exists a unique element ν ∈ M1(J(G)) such that L′∗δ ν = ν. Moreover, by [31, Theorem
1.2], 0 < Hδ(J(G)) < ∞ and ν = Hδ/(Hδ(J(G))). Furthermore, by [27, Corollary 3.6], 0 <
δ < 2. For each t ≥ 0, let L˜t : C(J˜(f)) → C(J˜(f)) be the operator defined by L˜t(ϕ)(z) =∑
f(y)=z ϕ(y)‖f
′(y)‖−ts , and let Lt : C(J(G)) → C(J(G)) be the operator defined by Lt(ϕ)(z) =∑m
j=1
∑
hj(y)=z
ϕ(y)‖h′j(y)‖
−t
s . By [31, Theorem 1.1, Lemma 3.6, Lemma 4.7], there exists a t0 ≥ 0
satisfying the following:
(a) there exists a unique ν˜0 ∈M1(J˜(f)) such that L˜∗t0(ν˜0) = ν˜0;
(b) the limits α˜0 := liml→∞ L˜lt0(1) ∈ C(J˜(f)) and α0 := liml→∞ L
l
t0
(1) ∈ C(J(G)) exist; and
(c) ρ˜0 := α˜0ν˜0 ∈M1(J˜(f)) is f -invariant and ergodic, and minz∈J(G) α0(z) > 0.
Let ν0 := (πCˆ)∗(ν˜0) ∈M1(J(G)). Since (Lt0)
k = L′t0 , L
′∗
t0
(ν0) = ν0. Hence, by [31, Lemma 4.9], we
obtain that t0 = δ, ν0 = ν. From these arguments, statements 2–4 hold.
We now prove statement 5. From the above argument, α˜0 = α˜ and α0 = α. Moreover, ρ˜ := ρ˜0
is f -invariant and ergodic. From Proposition 5.50, it follows that there exists a Borel subset A
of J(G) with Hδ(A) = Hδ(J(G)) such that for each z0 ∈ A and for each ϕ ∈ (LS(Uf,τ (Cˆ)))nc,
Ho¨l(ϕ, z0) = u(h, p, ρ˜). Moreover, by [31, Lemma 4.7], α ◦ πCˆ = α˜. Therefore, statement 5 holds.
Thus, we have proved Theorem 3.84.
6 Examples
We give some examples to which we can apply Theorem 3.14, Theorem 3.15, Theorem 3.22, Propo-
sition 3.26, Theorem 3.31, Theorem 3.34, Proposition 3.63, Theorem 3.82, Theorem 3.84, Corol-
lary 3.87, and Theorem 3.88.
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Proposition 6.1. Let f1 ∈ P . Suppose that int(K(f1)) is not empty. Let b ∈ int(K(f1)) be a
point. Let d be a positive integer such that d ≥ 2. Suppose that (deg(f1), d) 6= (2, 2). Then, there
exists a number c > 0 such that for each λ ∈ {λ ∈ C : 0 < |λ| < c}, setting fλ = (fλ,1, fλ,2) =
(f1, λ(z − b)d + b) and Gλ := 〈f1, fλ,2〉, we have all of the following.
(a) fλ satisfies the open set condition with an open subset Uλ of Cˆ (i.e., f−1λ,1(Uλ)∪f
−1
λ,2(Uλ) ⊂ Uλ
and f−1λ,1(Uλ)∩ f
−1
λ,2(Uλ) = ∅), f
−1
λ,1(J(Gλ))∩ f
−1
λ,2(J(Gλ)) = ∅, int(J(Gλ)) = ∅, Jker(Gλ) = ∅,
Gλ(K(f1)) ⊂ K(f1) ⊂ int(K(fλ,2)) and ∅ 6= K(f1) ⊂ Kˆ(Gλ).
(b) If K(f1) is connected, then P
∗(Gλ) is bounded in C.
(c) If f1 is semi-hyperbolic (resp. hyperbolic) and K(f1) is connected, then Gλ is semi-hyperbolic
(resp. hyperbolic), J(Gλ) is porous (for the definition of porosity, see [32]), and dimH(J(Gλ)) <
2.
Proof. Conjugating f1 by a Mo¨bius transformation, we may assume that b = 0 and the coefficient
of the highest degree term of f1 is equal to 1. Let r > 0 be a number such that B(0, r) ⊂ int(K(f1)).
We set d1 := deg(f1). Let α > 0 be a number. Since d ≥ 2 and (d, d1) 6= (2, 2), it is easy to see
that ( r
α
)
1
d > 2
(
2( 1
α
)
1
d−1
) 1
d1
if and only if
logα <
d(d− 1)d1
d+ d1 − d1d
(log 2−
1
d1
log
1
2
−
1
d
log r). (14)
We set
c0 := exp
(
d(d− 1)d1
d+ d1 − d1d
(log 2−
1
d1
log
1
2
−
1
d
log r)
)
∈ (0,∞). (15)
Let 0 < c < c0 be a small number and let λ ∈ C be a number with 0 < |λ| < c. Put
fλ,2(z) = λz
d. Then, we obtain K(fλ,2) = {z ∈ C | |z| ≤ ( 1|λ| )
1
d−1 } and
f−1λ,2({z ∈ C | |z| = r}) = {z ∈ C | |z| = (
r
|λ|
)
1
d }.
Let Dλ := B(0, 2(
1
|λ| )
1
d−1 ). Since f1(z) = z
d1(1+o(1)) (z →∞), it follows that if c is small enough,
then for any λ ∈ C with 0 < |λ| < c,
f−11 (Dλ) ⊂
{
z ∈ C | |z| ≤ 2
(
2(
1
|λ|
)
1
d−1
) 1
d1
}
.
This implies that
f−11 (Dλ) ⊂ f
−1
λ,2({z ∈ C | |z| < r}). (16)
Hence, setting Uλ := (int(K(fλ,2))) \K(f1), f
−1
1 (Uλ) ∪ f
−1
λ,2(Uλ) ⊂ Uλ and f
−1
1 (Uλ) ∩ f
−1
λ,2(Uλ) =
∅. We have J(Gλ) ⊂ Uλ ⊂ K(fλ,2) \ int(K(f1)). In particular, f
−1
λ,1(J(Gλ)) ∩ f
−1
λ,2(J(Gλ)) = ∅
and (int(K(f1))) ∪ (Cˆ \ K(fλ,2)) ⊂ F (Gλ). By [27, Theorem 2.3], int(J(Gλ)) = ∅. Moreover,
by Lemma 3.73, we obtain that Jker(Gλ) = ∅. Furthermore, (16) implies that fλ,2(K(f1)) ⊂
int(K(f1)). Thus, Gλ(K(f1)) ⊂ K(f1) ⊂ int(K(fλ,2)) and ∅ 6= K(f1) ⊂ Kˆ(Gλ).
We now assume that K(f1) is connected. Then we have P
∗(Gλ) =
⋃
g∈G∗
λ
g(CV ∗(f1) ∪
CV ∗(fλ,2)) ⊂ K(f1), where CV ∗(·) denotes the set of all critical values in C. Hence, P ∗(Gλ)
is bounded in C.
We now suppose that f1 is semi-hyperbolic and K(f1) is connected. Then there exist an N ∈ N
and a δ1 > 0 such that for each x ∈ J(f1) and for each n ∈ N, deg(fn1 : V → B(x, δ1)) ≤ N
for each connected component V of f−n1 (B(x, δ1)). Moreover, f
−1
λ,2(J(f1)) ∩ K(h1) = ∅ and so
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f−1λ,2(J(f1)) ⊂ Cˆ \ P (Gλ). From these arguments and [29, Lemma 1.10], it follows that there exists
a 0 < δ2(< δ1) such that for each x ∈ J(f1) and each g ∈ Gλ, deg(g : V → B(x, δ2)) ≤ N for
each connected component V of g−1(B(x, δ2)). Since P ∗(Gλ) ⊂ K(f1) again, we obtain that there
exists a 0 < δ3(< δ2) such that for each x ∈ J(Gλ) and each g ∈ Gλ, deg(g : V → B(x, δ3)) ≤ N
for each connected component V of g−1(B(x, δ3)). Thus, Gλ is semi-hyperbolic. Since J(Gλ) ⊂
f−11 (Uλ)∪ f
−1
λ,2(Uλ) $ Uλ, [32, Theorem 1.25] implies that J(Gλ) is porous and dimH(J(Gλ)) < 2.
We now suppose that f1 is hyperbolic and K(f1) is connected. Then we may assume that the
above N is equal to 1. Therefore, Gλ is hyperbolic.
Thus we have proved our proposition.
Example 6.2 (Devil’s coliseum). Let g1(z) := z
2 − 1, g2(z) := z2/4, h1 := g21 , and h2 := g
2
2 . Let
G = 〈h1, h2〉 and τ :=
∑2
i=1
1
2δhi . Then it is easy to see that setting A := K(h2)\D(0, 0.4), we have
D(0, 0.4) ⊂ int(K(h1)), h2(K(h1)) ⊂ int(K(h1)), h
−1
1 (A)∪h
−1
2 (A) ⊂ A, and h
−1
1 (A)∩h
−1
2 (A) = ∅.
Therefore h−11 (J(G)) ∩ h
−1
2 (J(G)) = ∅ and ∅ 6= K(h1) ⊂ Kˆ(G). Moreover, using the argument in
the proof of Proposition 6.1, we obtain that G is hyperbolic. By Lemma 3.73, Jker(G) = ∅. By
Theorem 3.22 and Lemma 3.75, we obtain that T∞,τ is continuous on Cˆ and the set of varying
points of T∞,τ is equal to J(G). Moreover, by Theorem 3.82, dimH(J(G)) < 2 and for each non-
empty open subset U of J(G) there exists an uncountable dense subset AU of U such that for each
z ∈ AU , T∞,τ is not differentiable at z. See Figures 2, 3, and 4. T∞,τ is called a devil’s coliseum.
It is a complex analogue of the devil’s staircase.
Figure 2: The Julia set of G = 〈h1, h2〉, where g1(z) := z2 − 1, g2(z) := z2/4, h1 := g21 , h2 := g
2
2 .
We have Jker(G) = ∅ and dimH(J(G)) < 2.
Figure 3: The graph of T∞,τ , where τ =
∑2
i=1
1
2δhi with the same hi as in Figure 2. T∞,τ
is continuous on Cˆ. The set of varying points of T∞,τ is equal to J(G) in Figure 2. A“devil’s
coliseum” (A complex analogue of the devil’s staircase).
We now present a way to construct examples of (h1, h2) ∈ P2 such that G = 〈h1, h2〉 is
hyperbolic,
⋂2
j=1 h
−1
j (J(G)) = ∅, and Kˆ(G) 6= ∅.
Proposition 6.3. Let g1, g2 ∈ P be hyperbolic. Suppose that (J(g1)∪J(g2))∩(P (g1)∪P (g2)) = ∅,
K(g1) ⊂ int(K(g2)), and the union A of attracting cycles of g2 in C is included in int(K(g1)). Then,
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Figure 4: Figure 3 upside down. A “fractal wedding cake”.
there exists an m ∈ N such that for each n ∈ N with n ≥ m, setting hi,n = gni and Gn = 〈h1,n, h2,n〉,
we have that Gn is hyperbolic, h
−1
1,n(J(Gn)) ∩ h
−1
2,n(J(Gn)) = ∅, and ∅ 6= K(g1) ⊂ Kˆ(Gn).
Proof. Let ǫ > 0 be a number such that B(J(g1) ∪ J(g2), 2ǫ) ∩ B(P (g1) ∪ P (g2), 2ǫ) = ∅. Let
m ∈ N be a number such that for each n ∈ N with n ≥ m, we have gn2 (K(g1)) ⊂ K(g1),⋂2
i=1 g
−n
i (B(J(g1) ∪ J(g2), ǫ)) = ∅,
⋃2
i=1 g
−n
i (B(J(g1) ∪ J(g2), ǫ)) ⊂ B(J(g1) ∪ J(g2), ǫ), and⋃2
i=1 g
n
i (B(P (g1) ∪ P (g2), ǫ)) ⊂ B(P (g1) ∪ P (g2), ǫ). Let n ≥ m. Then for each n ≥ m, J(Gn) ⊂
B(J(g1) ∪ J(g2), ǫ). Hence h
−1
i,n(J(Gn)) ∩ h
−1
2,n(J(Gn)) = ∅. Since
⋃2
i=1 CV(hi,n) ⊂ P (g1) ∪ P (g2),
we obtain that P (Gn) = G∗n(
⋃2
i=1 CV(hi,n)) ⊂ B(P (g1) ∪ P (g2), ǫ), where CV(·) denotes the
set of all critical values. Therefore J(Gn) ∩ P (Gn) = ∅. Thus Gn is hyperbolic. Furthermore,
∅ 6= K(g1) ⊂ Kˆ(Gn). Thus we have proved our proposition.
Proposition 6.4. Let m ∈ N and let g = (g1, . . . , gm) ∈ Pm. Let G = 〈g1, . . . , gm〉. Suppose that
g−1i (J(G)) ∩ g
−1
j (J(G)) = ∅ for each (i, j) with i 6= j, that G is hyperbolic, and that Kˆ(G) 6= ∅.
Then, there exists a neighborhood U of g in Pm such that for each h = (h1, . . . , hm) ∈ U , setting
H = 〈h1, . . . , hm〉, we have that h
−1
i (J(H)) ∩ h
−1
j (J(H)) = ∅ for each (i, j) with i 6= j, that H is
hyperbolic, and that Kˆ(H) 6= ∅.
Proof. By [26, Theorem 2.4.1], there exists a neighborhood V of g such that for each h =
(h1, . . . , hm) ∈ V , setting H = 〈h1, . . . , hm〉, we have that h
−1
i (J(H)) ∩ h
−1
j (J(H)) = ∅ for each
(i, j) with i 6= j, and that H is hyperbolic. Since Kˆ(G) 6= ∅, there exists a minimal set L for
(G, Cˆ) with L ⊂ Kˆ(G). By Theorem 3.15-18, L ⊂ A(G) ⊂ P (G). Since G is hyperbolic, it follows
that L ⊂ int(Kˆ(G)). Let ǫ > 0 be a number such that B(L, 2ǫ) ⊂ int(Kˆ(G)). By Lemma 5.42,
there exists an l ∈ N such that for each (i1, . . . , il) ∈ {1, . . . ,m}l, gil · · · gi1(B(L, 2ǫ)) ⊂ B(L, ǫ).
Then there exists a neighborhood W of g in Pm such that for each (i1, . . . , il) ∈ {1, . . . ,m}l
and for each h = (h1, . . . , hm) ∈ W , hil · · ·hi1(B(L, 2ǫ)) ⊂ B(L, 2ǫ). Hence for each h ∈ W ,
B(L, 2ǫ) ⊂ Kˆ(〈h1, . . . , hm〉). Let U = V ∩W. Then this U is the desired neighborhood of g.
We now give an example to which we can apply Lemma 5.48-2.
Proposition 6.5. Let (g1, g2) ∈ P2 and let (p1, p2) ∈ W2. For each n ∈ N, we set h1,n :=
gn1 , h2,n := g
n
2 , Gn := 〈h1,n, h2,n〉, and τn :=
∑2
j=1 pjδhj,n . Suppose that
⋂2
j=1 g
−1
j (J(G1)) = ∅, G1
is hyperbolic and Kˆ(G1) 6= ∅. Then, there exists an m ∈ N such that for each n ∈ N with n ≥ m,
(1) Gn is hyperbolic, (2)
⋂2
j=1 h
−1
j,n(J(Gn)) = ∅, (3) Kˆ(Gn) 6= ∅, (4) (LS(Uf,τ (Cˆ)))nc 6= ∅, (5) for
each j = 1, 2,, 1 < pj min{‖h′j,n(z)‖s | z ∈ h
−1
j,n(J(Gn))}, and (6) for each z0 ∈ J(Gn) and for each
ϕ ∈ (LS(Uf,τ (Cˆ)))nc, lim supz→z0
|ϕ(z)−ϕ(z0)|
d(z,z0)
=∞ and ϕ is not differentiable at z0.
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Proof. Since G1 is hyperbolic, by [29, Theorem 2.17], there exists an m ∈ N such that for each
n ∈ N with n ≥ m, 1 < pj min{‖h′j,n(z)‖s | z ∈ h
−1
j,n(J(Gn))}. By Lemma 5.48-2, our proposition
holds.
Remark 6.6. Combining Proposition 6.1, Proposition 6.3, Proposition 6.4, Proposition 3.63,
and Remark 3.42, we obtain many examples to which we can apply Theorem 3.15, Lemma 3.75,
Proposition 5.50, Theorem 3.82, Theorem 3.84, Corollary 3.87, and Theorem 3.88. Moreover,
combining Proposition 6.1, Proposition 6.3, Proposition 6.4 and Proposition 6.5, we obtain many
examples to which we can apply Lemma 5.48-2.
We now give an example of τ ∈ M1,c(P) such that Jker(Gτ ) = ∅ and such that there exists a
minimal set L ∈Min(Gτ , Cˆ) with L ∩ J(Gτ ) 6= ∅.
Example 6.7. Let f1 ∈ P and suppose that f1 has a parabolic cycle α. Let b be a point of the
immediate basin of α. Let d ∈ N with d ≥ 2 such that (deg(f1), d) 6= (2, 2). Then by Proposition 6.1,
there exists a c > 0 such that for each a ∈ C with 0 < |a| < c, setting f2 := a(z − b)d + b and
G = 〈f1, f2〉, we have f
−1
1 (J(G)) ∩ f
−1
2 (J(G)) = ∅ and G(K(f1)) ⊂ K(f1) ⊂ int(K(f2)). Let
p = (p1, p2) ∈ W2 and let τ =
∑2
i=1 piδfi . Then by Lemma 3.73, Jker(Gτ ) = Jker(G) = ∅. Since
G(K(f1)) ⊂ K(f1) ⊂ int(K(f2)), there exists a minimal set L for (Gτ , Cˆ) such that L ⊂ K(f1).
Since b belongs to the immediate basin of α for f1, it follows that α ⊂ L. In particular, L∩J(Gτ ) 6=
∅.
We now give an example of small perturbation of a single map.
Example 6.8. Let D := {z ∈ C | |z| < 1}. Let R : Cˆ× D → Cˆ be a holomorphic map such that
for each z ∈ Cˆ, c 7→ R(z, c) is non-constant on D. We set Rc(z) := R(z, c) for each (z, c) ∈ Cˆ× D.
Let m ∈ N and suppose that R0 has exactly m attracting cycles α1, . . . , αm. For each j, let Aj
be the immediate basin of αj for R0. Then by [9, Theorem 0.1] and Theorem 3.15, there exists
a δ0 > 0 such that for each 0 < δ < δ0, denoting by τδ the normalized 2-dimensional Lebesgue
measure on D(0, δ), we have (1) τδ is mean stable, (2) Jker(Gτδ ) = ∅, (3) ♯Min(Gτδ , Cˆ) = m, (4)
for each L ∈ Min(Gτδ , Cˆ), there exists a j such that L ⊂ Aj , and (5) for each L ∈ Min(Gτδ , Cˆ),
rL := dimC(LS(Uf,τ (L))) is equal to the period of αj for R0.
We now give an example of higher dimensional random complex dynamics to which we can
apply Theorem 3.14.
Example 6.9. Let h ∈ NHM(CPn). Suppose that int(J(h)) = ∅ and there exist finitely many
attracting periodic cycles α1, . . . , αm such that for every z ∈ F (h), d(hn(z),
⋃m
j=1 αj)→ 0 as n→
∞. Then, there exists a compact neighborhood Γ of h in NHM(CPn) such that Γ is mean stable,
such that Jker(〈Γ〉) = ∅, and such that for any τ ∈ M1(NHM(CPn)) with Γτ = Γ, Leb2n(Jγ) = 0
for τ˜ -a.e. γ ∈ (NHM(CPn))N. For, if Γ is small enough, then there exists a neighborhood U of⋃m
j=1 αj such that 〈Γ〉(U) ⊂ U ⊂ U ⊂ F (〈Γ〉). Moreover, for each z ∈ CP
n, there exists a g ∈ Γ
such that g(z) ∈ F (h). Thus Γ is mean stable and Jker(〈Γ〉) = ∅. By Theorem 3.14, it follows that
for each τ ∈M1(NHM(CPn)) with Γτ = Γ, Leb2n(Jγ) = 0 for τ˜ -a.e. γ ∈ (NHM(CPn))N.
We now give an example of τ with Jker(Gτ ) 6= ∅ to which we can apply Theorem 3.71.
Example 6.10. Let 0 < a < 1 and let g1(z) = z
2. Let g2 ∈ P be such that J(g2) = {z ∈ C |
|z + a| = |1 + a|}, g2(1) = 1 and g2([1,∞)) ⊂ [1,∞). Let l ∈ N with l ≥ 2 and let α ⊂ J(g2) be a
repelling cycle of g2 of period l. Then there exists an m ∈ N such that P (〈gm1 , g
m
2 〉) ⊂ F (〈g
m
1 , g
m
2 〉)
and gm1 (α) ⊂ F∞(〈g1, g2〉) ⊂ F∞(〈gm1 , gm2 〉). Let h1 := gm1 and h2 := gm2 . Let (p1, p2) ∈ W2 and
let τ :=
∑2
i=1 piδhi . Then we have 1 ∈ Jker(Gτ ) ∩ ∂F∞(Gτ ), Gτ is hyperbolic, and α ⊂ F
0
pt(τ)
(see Lemma 4.3). Thus T∞,τ is discontinuous at 1, 1 ∈ J0pt(τ), and T∞,τ is continuous at each
point of α (see Lemma 5.25). Moreover, by Theorem 3.71, we have dimH(J
0
pt(τ)) ≤MHD(τ) < 2,
Jmeas(τ) = M1(Cˆ), and Jpt(τ) = J(Gτ ).
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We now give an example of τ with Jker(Gτ ) 6= ∅ to which we can apply Theorem 3.48.
Example 6.11. Let g1(z) = z
2 − 1. Let a = 1+
√
5
2 . Then g1(a) = a ∈ J(g1). Moreover, −1 is
a superattracting fixed point of g21. Let b :=
a+(−1)
2 . Then it is easy to see that b belongs to the
immediate basin A1 of 0 for the dynamics of g
2
1 . Let g2 ∈ P be such that J(g2) = {z ∈ C | |z− b| =
a− b}, g2(a) = a and g2(−1) = −1. Let ǫ > 0 be a small number so that b− ǫ belongs to A1. Let
c = b − ǫ. Let g3 ∈ P be such that J(g3) = {z ∈ C | |z − c| = a − c} and g3(a) = a. Then b is an
attracting fixed point of g2, c is an attracting fixed point of g3, {b, c} is included in A1, {0, c} is
included in the immediate basin A2 of b for g2, and {0, b,−1} is included in the immediate basin
A3 of c for g3.
Let m ∈ N be sufficiently large and let h1 = g2m1 , h2 = g
m
2 , and h3 = g
m
3 . Let G =
〈h1, h2, h3〉. Then UH(G) ∩ J(G) = P (G) ∩ J(G) = {−1}, −1 6∈ Jker(G) and a ∈ Jker(G). Let
(p1, p2, p3) ∈ W3 and let τ =
∑3
i=1 piδhi . By Theorem 3.48, we obtain that (1) for τ˜ -a.e. γ ∈ P
N,
Leb2(Jγ) = Leb2(Jˆγ,Γτ ) = 0, (2) Leb2(J
0
pt(τ)) = 0, and (3) for Leb2-a.e. y ∈ Cˆ, T∞,τ is con-
tinuous at y. Moreover, since −1 is a superattracting fixed point of h1 and −1 ∈ J(h2), setting
ρ = (h1, h1, h1, . . .) ∈ Xτ , we have −1 ∈ int(Jˆρ,Γτ ) (see [32, Theorem 1.6(2)]). Therefore for each
β ∈
⋃
n∈N σ
−n(ρ), int(Jˆβ,Γτ ) 6= ∅. Note that
⋃
n∈N σ
−n(ρ) is dense in Xτ . Thus, (I) for τ˜ -a.e.
γ ∈ Xτ , Leb2(Jˆγ,Γτ ) = 0, and (II) there exists a dense subset B of Xτ such that for each β ∈ B,
int(Jˆβ,Γτ ) 6= ∅.
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