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Abstract
A secure sketch (defined by Dodis et al.) is an algorithm that on an input w produces an output s
such that w can be reconstructed given its noisy version w′ and s. Security is defined in terms of two
parameters m and m˜: if w comes from a distribution of entropy m, then a secure sketch guarantees that
the distribution of w conditioned on s has entropy m˜, where λ = m−m˜ is called the entropy loss. In this
note we show that the entropy loss of any secure sketch (or, more generally, any randomized algorithm)
on any distribution is no more than it is on the uniform distribution.
1 Introduction
Generalizing the definition of min-entropy, H∞(A)
def= − log(maxa Pr[A = a]), Dodis et al. [DORS07]
define average min-entropy
H˜∞(A | B) def= − log
(
E
b←B
[
max
a
Pr[A = a | B = b]
])
= − log
(
E
b←B
[
2−H∞(A|B=b)
])
.
For a metric space M, an (M,m, m˜, t) secure sketch [DORS07] is a pair of (possibly randomized) algo-
rithms SS and Rec, such that SS takes an element w ∈ M and outputs s = SS(w), and Rec takes s and
an element w′ ∈ M of distance at most t from w, and produces w. Of interest in this note is the security
property: for any random variables W overM and I over {0, 1}∗ such that H˜∞(W | I) ≥ m, the sketching
algorithm guarantees that H˜∞(W | SS(W ), I) ≥ m˜ (the variable I here models external information that
may be available about w regardless of the sketching algorithm). The value λ = m−m˜ is called the entropy
loss of a secure sketch.
We show here that if |M| = 2n and (SS,Rec) is an (M, n, n − λ, t)-secure sketch, then it is also
an (M,m,m − λ, t)-secure sketch for any m. In other words, a secure sketch needs to be analyzed only
for the highest-entropy distribution—i.e., the uniform distribution over M—and will have the same or
smaller entropy loss for lower-entropy distributions. We should note, of course, that we do not preclude the
possibility that a smaller entropy loss can be obtained by a direct analysis for lower-entropy inputs (although
we do not know of any nondegenerate examples of this, i.e., when the entropy loss is not trivially bounded
by the input entropy).
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Nothing in our argument uses the fact that Rec exists—in fact, our result applies to any randomized
function f , not just SS.
Lemma. Let f be a probabilistic function on a domain M of size 2n (note that n need not be an integer):
each w ∈ M defines a random variable, which we denote by f(w) (we assume the coins used to compute
f are fresh and independent of any distribution on M). Let U be a uniformly distributed random variable
on M. Suppose for some λ, we have H˜∞(U |f(U)) ≥ n− λ. Then for any random variable W on M and
(possibly correlated to W ) random variable I , we have H˜∞(W | f(W ), I) ≥ H˜∞(W | I)− λ.
Proof. First we express λ in terms of properties of f :
H˜∞(U | f(U)) = − logE
y
[
max
w
Pr[U = w | f(U) = y]
]
= − log
∑
y
max
w
Pr[U = w ∧ f(U) = y]
= − log
∑
y
max
w
Pr[f(w) = y ∧ U = w]
= − log 1|M|
∑
y
max
w
Pr[f(w) = y]
= n− log
∑
y
max
w
Pr[f(w) = y]
= n− λ .
Let Wi be the distribution W conditioned on I = i. Let hi = H∞(Wi), i.e., for any w ∈ M,
Pr[Wi = w] ≤ 2−hi . Note that H˜∞(W | I) = − logEi
[
2−hi
]
.
H˜∞(W | f(W ), I) = − log E
y,i
[
max
w
Pr[W = w | f(W ) = y ∧ I = i]
]
= − log
∑
y,i
max
w
Pr[W = w ∧ f(W ) = y ∧ I = i]
= − log
∑
y,i
max
w
Pr[f(w) = y ∧W = w ∧ I = i]
= − log
∑
y,i
max
w
Pr[f(w) = y] Pr[Wi = w] Pr[I = i]
≥ − log
∑
y,i
max
w
Pr[f(w) = y]2−hi Pr[I = i]
= − log
(∑
i
2−hi Pr[I = i]
)(∑
y
max
w
Pr[f(w) = y]
)
= − log
(
E
i
[
2−hi
])
− log
(∑
y
max
w
Pr[f(w) = y]
)
= H˜∞(W | I)− λ .
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