The 3-stage Clos network C (n,m,r) in the multirate environment has recently been studied for strictly nonblocking and rearrangeably nonblocking, but not much is known for wide-sense nonblocking. This is not really surprising since very little is known about wide-sense nonblocking even for the classical circuit switching environment. In this paper, we propose a class of "quota" algorithms and show that by using such an algorithm the number m of center switches required is always less than that for strictly nonblocking. In particular, when no bound is set for the rate (except it is greater than zero and not exceeding the link capacity), then m required for strictly nonblocking is unbounded, while 5.75n suffice for our algorithm. Better results for the 2-rate and 3-rate environments are also obtained.
exists a path connecting them such that no link on the path is used by any other connection paths. A network is strictly nonblocking if regardless of the routing of existing connections in the network, a new call is always routable. A network is widesense nonblocking (WSNB) if a new call is always routable as long as all previous requests were routed according to a given routing algorithm. A network is rearrangeably nonblocking, or simply rearrangeable, if a new call is always routable given that we can reroute existing connections. Clearly, strictly nonblocking implies WSNB implies rearrangeable.
In the multirate environment, a call is a triple (u, U,W) where u is an inlet, v an outlet and w a weight which can be thought of as the bandwidth requirement (rate) of that call. We normalize the weights such that 1 >w > 0. In the weakly uniform capacity model, each internal link has a capacity one; namely, it can carry any number of calls as along as the sum of weights of these calls does not exceed one. We also require that a call (u, v, w) can be generated only if the sum of weights of calls (u,z, w) over all z, and the sum of weights of all calls (y, v, w) over all y, currently carried in the network are both at most /I -w. This is equivalent to setting the capacity of an external link to be p. For the special case p = 1, the weakly uniform capacity model becomes simply the uniform capacity model. When a 3-stage Clos network is expanded to 5-stage (which can be further expanded to (2s + I)-stage) by replacing each r x r crossbar switch in the center stage with a C(n', m', r/n'), then external links of C(n', m', r/n') become internal links of the 5-stage network and the uniform capacity model is preserved.
Some important results have been given [3, , for the strictly nonblocking and rearrangeable multirate 3-stage Clos network, but almost nothing on WSNB except Melen and Turner [6] showed that C(n, 8n, r) is multirate WSNB. This is not surprising since there are very few WSNB results even for the classical circuit switching environment [ 1, 2, 4, 8] . The purpose of this paper is to fill such a void. We show that in the multirate environment, only 5.75n center switches are required for WSNB.
Some preliminary remarks
Since strictly nonblocking implies WSNB, we first review what is known for strictly nonblocking multirate 3-stage Clos network as a starting point for WSNB networks. Let B denote an upper bound of the weight and b a lower bound. Melen [7] gave the following result for finite number of weights.
Theorem 2.4. C(n, m, r) is multirate strictly nonblocking if w E [b,B], b divides all weights and 1, and m>2[(n -B)/(l -B + b)j + 1.
A multirate environment is called a k-rate environment if there are only k different rates.
Corollary 2.5. C(n,2n -1,r) is l-rate strictly nonblocking if the rate divides 1.
Note that when B -+ 1 and b + 0, the number of center switches required is unbounded in all the above theorems. Niestegge was the first to notice that WSNEI may help. He gave an example for n = 4 and w is either 1 or a. From Theorem 2.4, m > 2.5 is required. But if all calls with weight 1 are routed through one group of center switches, and all calls with weight a are routed through another group, then seven center switches suffices for each group by using Corollary 2.5. Hence the necessary m is reduced from 25 to 14.
We now generalize Corollary 2.5. We first introduce some terminology. A call (u, v, w) will also be referred to as a (U, V, w) call if u is in the input switch U, and v in the output switch V. The U-load (resp., Pload) of a center switch s is the sum of weights of all calls from U (resp., to V) carried by s. The (U, V)-load is the sum of the U-load and the V-load.
Lemma 2.6. Suppose that p/p b B > b > /?/( p + 1) f or some positive integers p. Then

C(n,2n -1,r) is strictly nonblocking.
Proof. Suppose the call (U, V, w) is blocked. Then this call cannot be routed through a center switch s if and only ifs carries p calls from U. At most L(pn -1)/p] centers switches can carry p calls from U. Similarly, at most [(pn -l)/pJ center switches can carry p calls to V; hence 2 [(pn -1)/p] + 1 = 2n -1 center switches suffice. 0
We can now generalize Theorem 2.4.
Theorem 2.7. Suppose that the rates can be partitioned into k classes such that all rates in class i satisfy pfpi 2 w > p/(pi + 1) f or some integer pi. Then C(n,k(2n
Proof. Use 2n -1 center switches for each class of calls. q Corollary 2.8. C(n,k(2n -l),r) is k-rate WSNB.
Again, the number of center switches required is unbounded if the number of weightclasses is unbounded.
In this paper we propose a new type of routing algorithm using the "quota" scheme. Weights (or calls) are classified into large and small. P(x, y) denotes the algorithm that x center switches are designated as restricted switches each is allowed to carry no more than y small calls, but can carry as many large calls as capacity allows. Thus, P&O) is a reservation algorithm where x switches are reserved only for large calls, and P(O,O) is an algorithm where every call can be routed through any switch with capacity. The quota scheme can also be extended to more than two types of calls, or used recursively. We show that using the quota schemes, C(n, 5.75n,r) is WSNB for any set of rates. We also give better results when w can be bounded and when the environment is 2-rate or 3-rate.
The general multirate case
Define p = 11/B]. Label a call large if w > l/(p + 1 ), and small otherwise. For easier presentation, we ignore the integrality of m and we use 2n, instead of the correct 2(n -w), as the maximum (U, V)-load before a call (U, V, w) is to be routed. We call this the ideal assumption.
Proof.
Case (i): B < $. Suppose a large call (U, V, w) is blocked. Then each of the xn restricted switches must carry p calls either from U or to V, hence a (U, V)-load exceeding p/(p + 1). Furthermore, each of the 2B(p + 1 )n/p nonrestricted switches must carry a load exceeding (1 -w) > (1 -B). Therefore, the total (U, V)-load carried exceeds
contradicting the fact that both the U-load and the V-load are upper bounded by Bn (hence the (U, V)-load upper bounded by 2/3n). We compare m* with m" E 2n/ ( 1 -B) which is the m-value given in Theorem 2.3 for strictly nonblocking except under the ideal assumption (j is omitted) (see Table 1 ).
Thus, we see that m* < m" always, and the difference increases with B and is unbounded. In many practical applications, the environment is k-rate with small k. We show that we can do better than Corollary 2.8 and Theorem 3.1 for 2-rate and 3-rate in the next section. Proof. If by (41 -q2) and adding the first, we obtain (by the claim) YG%l -q2) + yo + qzx < 2(2q1 -q2) 
The 2-rate and 3-rate cases for the uniform capacity model
which is also false by a straightforward verification. The analyses of the other three cases are similar to Case (i) except slightly different conditions induce different values for x and y. We will merely list the implied inequalities which can be verified to be false.
Case ( < 2(2q1 -q2)+(c,+2c2-2x--1 . Then WC71 -42) + Y(91 + 1) < 2(2q, -q2) -co -y*(q, -2q2 -1)   < 2(2qi -q2) 2(2q1 -q2) + yo -co < 2(2q, -q2 ) + c2q2 -y1q1 -y2q2 -xqz Hence, m* < 4n also for qo > 2ql. When b divides B and 1, then we can also use Theorem 2.4. We now show that Theorem 4.2 requires a smaller m. Note that q. -2ql = l/b -2( 1 -B)/b = (2B -I)/ b > 0. Therefore, qo >2ql + 1. We show that the m* never exceeds 2n/ ( 1 -B + b) , which is the m in Theorem 2.4 under the ideal assumption: (iii) B > i Zw. By Lemma 2.6, 2n center switches suffice for all B-calls. By Theorem 4.1, another 3n suffice for all w-calls and b-calls.
This implies
(iv) i >B. By Theorem 3.1, 3.75n center switches suffice for all calls. 0
Conclusion
We proposed a new class of algorithms using the quota scheme. We show that C(n, 5.7&r) is WSNB for any set of rates under the uniform model. The required
