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Abstract
A system for Operational Risk management based on the computational
paradigm of Bayesian Networks is presented. The algorithm allows the con-
struction of a Bayesian Network targeted for each bank and takes into ac-
count in a simple and realistic way the correlations among different processes
of the bank. The internal losses are averaged over a variable time horizon,
so that the correlations at different times are removed, while the correlations
at the same time are kept: the averaged losses are thus suitable to perform
the learning of the network topology and parameters; since the main aim is
to understand the role of the correlations among the losses, the assessments
of domain experts are not used. The algorithm has been validated on syn-
thetic time series. It should be stressed that the proposed algorithm has been
thought for the practical implementation in a mid or small sized bank, since
it has a small impact on the organizational structure of a bank and requires
an investment in human resources which is limited to the computational area.
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1. Introduction
In the past years a powerful set of tools to study complexity has been
developed by physicists and applied to economic and social systems; among
the several topics under investigation the quantitative estimation and man-
agement of several typologies of risks [1], like financial risk [2, 3, 4, 5, 6] and
operational risk [7, 8] has recently emerged.
Operational Risk (OR) is defined as “the risk of [money] loss resulting
from inadequate or failed internal processes, people and systems or from ex-
ternal events” [9], including legal risk, but excluding strategic and reputation
linked risks. Since it depends on a family of heterogeneous causes, in the past
only few banks dealt with OR management. Starting from 2005 the approval
of “The New Basel Capital Accord” (Basel II) has substantially changed this
picture: in fact OR is now considered a critical risk factor and banks are
prescribed to cope with it setting aside a certain capital charge.
Basel II proposes three methods to determine this capital: i) the Ba-
sic Indicator Approach sets it to 15% of the bank’s gross income; ii) the
Standardized Approach is a simple generalization of the Basic Indicator Ap-
proach: the percentage of the gross income is different for each Business Line
and varies between 12% and 18%; iii) the Advanced Measurement Approach
(AMA) allows each bank to use an internally developed procedure to estimate
the impact of OR. Both the Basic Indicator Approach and the Standardized
Approach seems overly simplistic, since in some way they suppose that the
exposure of a bank to operational losses is proportional to its size. On the
other hand, an AMA not only helps a bank to set aside the required capital
charge, but may even allow the OR management, in the prospect of limiting
the amount of future losses.
Each AMA has to take into account two types of historical operational
losses: the internal ones, collected by the bank itself, and the external ones
which may belong to a database shared among several banks. Nevertheless,
due to the recent interest for OR, only small and not adequately accurate
historical databases exist and this is why each AMA is required to use also
assessment data produced by experts. In addition, Basel II provides a clas-
sification of operational losses in 8 Business Lines and 7 Loss Event Types
which has to be shared by all the AMAs. Finally, AMAs usually identify
the capital charge with the Value-at-Risk (VaR) over the time horizon of 1
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year and with a confidence level of 99.9%, defined as the maximum potential
loss not to be exceeded in 1 year with confidence level of 99.9%, i.e. the 99.9
percentile of the yearly loss distribution; this implies that the probability of
registering a loss being less than or equal to the value of the VaR in 1 year is
equal to 0.999 or, equivalently, that a loss larger than the value of the VaR
may occur on average every 1000 years.
Among the AMA methods, the most widely used is the Loss Distribution
Approach (LDA). In LDA the distribution of frequency and the distribution
of impact (severity) modeling the operational losses are separately studied
for each of the 56 pairs (Business Line,Loss Event Type). LDA makes two
crucial assumptions: i) frequency and severity distributions are independent
for each pair; ii) the distributions of each pair are independent from the dis-
tributions of all the other pairs. In other words LDA neglects the correlations
possibly existing between the frequency or the severity of the losses occurring
in different pairs.
The idea of exploiting BNs to study OR has already been proposed in
Refs. [10, 11, 12, 13, 14], and various approaches are possible. The main
advantages offered by BNs are two:
• the possible correlations among different bank processes can be cap-
tured;
• the information contained into both assessments and historical loss data
can be merged in a natural way.
One approach [15, 16] may be to design a completely different network
for each bank process, trying to determine the relevant variables (in the con-
text of each process) and the causal relationship among them; this kind of
network has only one output node which typically represents the loss distri-
bution for the process under investigation; the correlations among different
processes can be captured by building a “super-network” which contains all
the networks built for the single processes and in which the nodes represent-
ing the loss distributions of the processes may be connected by links. Since
it deals with the variables governing the underlying dynamics of the bank,
this approach seems to be the most convincing; nevertheless it suffers from
some drawbacks as regards the practical implementation inside a bank: i)
domain experts are needed for each process, in order to properly identify
the variables and to define the topology of each network; ii) if the historical
data need to be used, a system monitoring all the included variables with an
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acceptable frequency and accuracy has to be built; since this kind of network
can easily reach large sizes (tens of variables), managing such systems is quite
challenging and resource demanding for a mid or small sized bank.
A simpler approach [17] is to design a unique network composed by a
node for each process which represents its loss distribution; all nodes are
output nodes and the operational losses are sufficient to build a historical
database, so that collecting the data and managing them is much easier;
in comparison with the previous approach even the experts’ task becomes
simpler since their assessment reduces to an estimate of some parameters of
the loss distributions; the correlations among different processes are captured
through the topology of the network. This approach resembles a way of
reasoning typical of the field of Complex Systems: the information carried by
the “microscopic” degrees of freedom (the relevant variables identified in the
first approach) is integrated out and the state of the system is represented by
some “macroscopic” quantity (the loss distribution in the second approach).
Let us remark that, as regards the practical implementation inside a bank,
the difference between the two approaches is huge: in the first approach tens
of variables for each process need to be monitored, while in the second ap-
proach only one variable per process (the registered losses) has to; considering
that an AMA-oriented bank has to track its own internal losses in any case,
the cost of the proposed implementation is minimum.
2. Bayesian Networks
Before defining a Bayesian Network [18, 19, 20] let us introduce some
general definitions about graphs. A directed graph is defined by a set of
nodes {X1, X2, . . . , XN} and by a set of directed links between couples of
nodes; a node X1 is said to be a parent of the node X2 if a directed link
X1 → X2 exists; a node X2 is said to be a descendent of the node X1 if a
directed path which starts atX1 and ends atX2 exists; if no such a path exists
the node X2 is said to be a non-descendent of the node X1; a directed path
from a node to itself is called a directed cycle; a directed graph containing
no directed cycles is called Directed Acyclic Graph (DAG).
In order to define a Bayesian Network two elements are necessary: a
set of random variables V = {X1, X2, . . . , XN} and a DAG whose nodes
correspond to the random variables in V ; note that, since there is no risk
of ambiguity, we use the symbol X1 to refer both to the random variable
and to the corresponding node. Moreover, the joint Probability Distribution
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Function (PDF) P (X1, X2, . . . , XN) must satisfy the Markov condition, i.e.
each random variable Xi and the set of all its non-descendents must be
conditionally independent, given the set of all its parents. It can be proved for
discrete variables (which turns out to be our case) that the Markov condition
easily allows one to calculate the joint PDF as:
P (X1, X2, . . . , XN) =
N∏
i=1
P (Xi|Pai), (1)
where Pai is the set of random variables whose corresponding nodes are
parents of the node Xi.
Both the directed links appearing in the DAG and the values of the con-
ditional probabilities P (Xi|Pai) can be learned from a dataset whose records
hold the values assumed by each Xi in independent experiments. Even if we
are not dealing here with the problem of a rigorous definition of what inde-
pendent experiments are, we will be more formal about this point because it
is the core of our implementation. Let us associate a random variable to each
node, and to each experiment: X
(p)
i is the random variable associated with
the ith node and with the pth experiment. The pth and the qth experiments
(p 6= q) are said to be independent if X
(p)
i and X
(q)
j are independent ∀ i and
j.
The algorithm we use for learning the structure of the network is described
in Ref. [21]. In the following we sketch the main steps it is founded on:
i) the presence of conditional independencies among the random variables
is checked performing the same test as in Tetrad II [22]; if two variables
are not found to be conditionally independent given any set of variables,
an undirected link is placed between the corresponding nodes; ii) the PC
algorithm [23] is used to direct the links.
3. Different-times correlations
One of the fundamental reasons to use BNs to estimate the OR is that if
correlations do exist among different processes they can be captured through
the network topology; however the correlation can extend arbitrarily over
time: an example will help to clarify. Suppose that an employee violates the
transaction control system with fraud purposes: he succeeds in his aim and
a money loss is generated in some process of the bank. As a side effect a
part of the IT infrastructure is damaged, but the failure is discovered and
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repaired only a week later: a loss is generated in the process of machinery
servicing with a one week lag. At the same time the system remained partially
unavailable and a certain amount of transactions failed, eventually generating
losses delayed up to a week in many other processes.
In order to understand the importance of this point we need to look at the
structure of a database of historical losses: each record holds the daily losses
classified by the process in which they occur. The example should have made
it obvious that the losses registered in different days cannot be considered
as originated by independent experiments (as defined in Section 2), so a
database with this structure is in principle useless for learning purposes. To
overcome this limitation we propose a new approach: the losses are averaged
over a certain time interval such that the correlations of the averaged losses
vanish at different times, but are still present at the same time. Moreover,
if the losses registered in a process influence the losses of other processes in
a way similar to the one illustrated in the previous example, it is natural to
expect that the correlations decrease with time.
In the previous example the losses are directly correlated: this implies
that the loss distributions over some time horizon are the only relevant quan-
tities. It is possible indeed to derive the loss distributions using more sophis-
ticated tools, e.g. the LDA uses both the distribution of the frequency with
which a loss occurs in a certain time horizon and the distribution of the sever-
ity of the losses over the same-time horizon; in such an approach it may be
natural to include correlations among the frequencies or among the severities
(or correlations among frequencies and severities), but it is not so simple and
immediate to take into account direct correlations among losses.
In our approach the original database is replaced by a new database
(which will be called the extracted database) of averaged losses whose num-
ber of records is L
T
, being L the number of records into the original database
and T the time interval we are averaging on. Suppose e.g. that the original
database contains the daily losses and L equals to 1 year, and that T = 90 is
the time interval we are looking for: this means that the average losses of a
quarter of year are not correlated with the average losses of another quarter,
but the average losses recorded by different processes in the same quarter are
still correlated among themselves; different quarters may be considered inde-
pendent experiments, thus the extracted database can be used for learning
purposes.
Since we expect that the correlations decrease with time, the average
over every T > 90 makes the different-times correlations vanish and, at
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least in principle, there is no reason to choose one particular value of T in
this interval: for this reason, to consider the whole procedure consistent, we
require that the final results depend weakly on T .
4. Learning Bayesian Networks by aggregate losses
In Section 3 the idea of averaging the losses over a certain time interval
is introduced. What we actually do is to sum all the losses belonging to the
same process and the same-time interval: the kth record in the extracted
database contains the aggregate loss of the records from (k − 1) T + 1 to
k T , obviously retaining the process classification. Let us suppose again that
T = 90: the first (second, . . . ) record in the extracted database contains the
aggregate loss of the records from 1 to 90 (91 to 180, . . . ) in the original
database. Summing is equivalent to averaging but, as we are going to see,
makes much more sense in view of the VaR calculation.
After the new database has been extracted, we can start to build the
network defining the nodes and the allowed states of the associated variables:
we set the number of states n to be equal for all the variables; the bins are
equally spaced, being 0 the lower limit and the maximum average loss of
each process the higher limit.
The extracted database is then used to learn the structure of the network
and the conditional probabilities. As hinted in Section 1, another reason
why BNs seems to be suitable for OR estimation is that they allow the
integration of the information coming from the historical database with the
information coming from experts’ assessment. Topology constraints can be
imposed before the structure learning is performed, while a prior knowledge
can be embedded properly setting the marginal distributions of each variable
before the conditional probability learning is performed. However, we are
mainly interested in studying the correlations of the losses and thus we choose
neither to impose topology constraints, nor to embed any prior knowledge
about the marginal distributions of the variables.
The joint PDF can then be derived using (1) and the marginal PDF for
each variable calculated. We recall here that the database entries are values
assumed by the random variables associated with the nodes (see Section
2): if the database used for the learning procedure contains the cumulative
losses of a quarter (classified by process), the marginal PDFs obtained as
the output of the BN will be the loss distribution per quarter (classified by
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process). Let us note that, provided that T = 90 is such that the different-
times correlations vanish, it is reasonable to consider the loss distributions
relative to different quarters to be independent. Before proceeding we make
the further assumption that the loss distributions per quarter are the same
for each quarter; even if this assumption may sound quite strong, it is in no
way different from the usual assumption which is made in the context of other
AMA approaches like the LDA. In fact the LDA identifies the capital charge
required to face Operational Risk in the next year as the 99.9 percentile of the
yearly total loss distribution which is obtained using historical data relative
to the past year(s), implicitly assuming that yearly loss distribution does not
depend on the year. This assumption is certainly stronger for smaller values
of T and, even if reasonable for T equal to 1 year, it may be not for T equal
to 1 quarter: for this reason we test our algorithm through a range of values
of T whose maximum (T = 240) is comparable to 1 year.
The loss distributions per year can be calculated by convoluting the loss
distributions per quarter 4 times by itself; an explanation follows. Let P Ti be
the random variable representing the losses over some time horizon T and
pTi the relative distribution, so that P
360
i is the random variable representing
the loss distribution per year and p360i its distribution; moreover, let P
90 (q)
i
be the random variable representing the loss of the ith process over the qth
quarter and p
90 (q)
i its distribution; clearly one has that
P 360i =
4∑
q=1
P
90 (q)
i .
Since we supposed that for T = 90 the different-times correlations vanish,
P
90 (q)
i for q = 1, . . . , 4 are independent variables and thus the distribution of
their sum is equal to:
p360i = p
90 (1)
i ∗ p
90 (2)
i ∗ p
90 (3)
i ∗ p
90 (4)
i ,
where ∗ stands for the convolution product. Since we deal with discrete
distributions, the convolution product of pi by qi is defined as:
(pi ∗ qi) (k) =
min(k,n)∑
m=max(1,k+1−n)
pi(m)qi(k −m+ 1),
where pi(k) is the value of pi in the kth bin. Assuming that the loss dis-
tributions per quarter are the same for each quarter, i.e. p
90 (q)
i = p
90
i , for
8
q = 1, . . . , 4, we have:
p360i = p
90
i ∗ p
90
i ∗ p
90
i ∗ p
90
i .
In order to compare the results obtained for different values of T , we cal-
culate the loss distributions and the VaR over a fixed time horizon and with
a confidence level of 99.9%; since the original database we use is artificial (see
Section 5), the only characteristic time length available, apart from T , is the
length L of the database (the number of time steps it contains), which seems
the most natural time horizon to fix. To this purpose the previous discussion
can be generalized to the calculation of pTi , with arbitrary T and T = L.
Making assumptions analogous to those made in the previous discussion we
have that pLi is obtained convoluting
L
T
times pTi by itself:
pLi = p
T
i ∗ . . . ∗︸ ︷︷ ︸
L
T
times
pTi .
Let us generalize the definition of VaR given in Section 1: we define
VaR99.9%, Li to be the VaR of the ith process over the time horizon L and with
a confidence level of 99.9%, i.e. the 99.9 percentile of pLi , the loss distribution
over the time horizon L; this means that the probability that a loss is less
than or equal to the value of VaR99.9%, Li is registered in the ith process during
the time horizon L is equal to 0.999:
Pr[PLi ≤ VaR
99.9%, L
i ] = 0.999.
The total VaR is simply the sum of the VaRs of the single processes:
VaR99.9%, L =
N∑
i=1
VaR99.9%, Li .
The 99.9 percentile of the convoluted distribution (for each process) can
be numerically determined in the following way: the convoluted distribution
is sampled 103 times and the sample is arranged in increasing order: the
second largest value is the 99.9 percentile of the convoluted distribution.
Since this procedure involves sampling, it is repeated several times and the
mean of the obtained 99.9 percentiles is calculated.
As hinted before, the VaR may be calculated over every desired time
horizon T tuning the number of convolutions, so that the pTi s are obtained;
in particular the time horizon can be set to 1 year, as required by Basel II,
performing 360
T
convolutions, if each record in the original database contains
the daily losses.
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5. Synthetic Data
In order to investigate our approach, we developed a reliable and tunable
database of synthetic internal losses: in this way we are able to control the
correlations between the different processes and some inherent features of
each process.
We consider the historical losses of each process as a time series and,
inspired by Ref. [24], generalize a stochastic algorithm for generating a set of
time series. We point out that this procedure allows us to impose, at least in
principle, arbitrary cross-correlation functions between each pair of generated
time series, as well as the auto-correlation function and distribution for each
generated time series. The algorithm defines a score to be assigned to a
set of time series and generates a new set of time series such that its score
cannot be lower than the one assigned to the previously generated set; the
mechanism for generating the new set of time series is to randomly exchange
two values belonging to one of the time series of the previously generated set.
The steps of the algorithm are the following: i) for each process, L values
are drawn from an arbitrary distribution; the order in which the values are
extracted is considered to be a temporal order, so let us call the extract values
li(s), where the subscript i = 1, . . . , N indexes the process and the argument
s = 1, . . . , L defines the temporal ordering. ii) The following quantity is
calculated:
D =
N∑
i,j=1
L−1∑
t=1
[cij(t)− Cij(t)]
2, (2)
where N is the number of processes, Cij are the imposed cross-correlation
(or auto-correlation) functions, while cij are the cross-correlation (or auto-
correlation if i = j) functions calculated from the generated data:
cij(t) =
1
cov(li, lj)
[
1
L− t
∑
s≤L−t
li(s)lj(s+ t)− 〈li〉〈lj〉
]
, (3)
with 〈li〉 =
1
L
∑
s≤L li(s) and cov(li, lj) =
〈(
li − 〈li〉
)(
lj − 〈lj〉
)〉
. From (3)
it follows that cij(0) = 1: in other words, because of its normalization, cij
carries no information about the same-time correlations; in order to make
the whole procedure consistent Cij(0) must also be equal to 1: this explains
why the summation over t in (2) starts from 1 and not from 0. D plays
the role of the inverse of a score assigned to the generated time series: the
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larger the value of D, the farther the correlation functions calculated from
the generated data are from the imposed correlation functions. iii) A new set
of time series is generated by exchanging at random two values belonging to a
randomly selected series; then D is recalculated for the new set of generated
time series; iv) if D has decreased, the exchange between the two values
performed in the step (iii) is accepted, otherwise it is rejected: clearly the
value of D associated with the new set of time series is lower than or equal
to the value of D associated with the previously generated set of time series.
The algorithm is iterated so that the value of D progressively decreases or,
equivalently, the score associated with the set of time series increases. As cij
are not limited, D cannot be normalized and thus a threshold for D below
which the algorithm is halted cannot be set. We rather choose to iterate the
algorithm until D reaches a plateaux.
Since we are interested in the change of the correlation between differ-
ent processes with respect to the time interval T over which the losses are
averaged, we imposed auto-correlation and cross-correlation functions of the
form:
Cij(t) = e
− t
τij , (4)
in fact making such a choice implies that the different-times correlation be-
tween the processes i and j should be significantly reduced averaging over a
time interval T ≃ τij .
Even though the algorithm allows us to impose both distributions and Cij ,
in practice a certain degree of compatibility may exist between them: this
means that, even if (2) reaches a plateaux, still cij and Cij are significantly
different. In order to overcome this limitation the algorithm is slightly mod-
ified in the following way: we generate series which are indeed longer than
L so that a larger basin of values that may fulfill the imposed constraints is
available; e.g. suppose that the values of the series are drawn from a uniform
distribution and that the imposed Cij have an higher degree of compatibility
with another distribution: a subset of values belonging to this distribution
will be selected by the algorithm. The modified algorithm obviously alters
the imposed distributions; however we see no reasons to impose strict con-
straints on the distributions and, on the other hand, as we are interested in
studying the correlations between the processes, we need a high accuracy in
reproducing the Cij.
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6. Results
We investigate a sort of toy model whose number of processes is limited to
N = 3; this choice is the result of a trade-off between our need to consider a
system complex enough to have a reasonable number of correlated processes
and the convenience of using series long enough to be able to carry out the
average over time and still have a sufficient number of data to perform the
learning of the network. With L = 5000 it is possible to average over 240
steps and still have 20 patterns left for the learning. The number of states
for each node has been set to n = 5 based on computational needs as well:
in fact the number of states of the entire system scales exponentially with
n and, given a number of patterns available, the learning procedure is more
accurate for a smaller number of states of the system.
The negative exponential distribution has shown to be compatible with
(4) if the decay matrix is homogeneous, i.e. τij = τ, ∀ i and j and if
τ
L
is not too large. In the top panel of Fig.1 both cij and Cij are shown for
τ = 25. In order to simulate different kinds of processes their means have
been set respectively at 100, 50 and 10. Using a larger basin of values as
described in Section 5 both the mean and the variance of the distributions
do not significantly change, but a heavier tail appears.
As is shown in the bottom panel of Fig.1, averaging over a time interval
T leaves the form (4) unchanged with a new decay time equal to τ
T
. This
actually means that, at the cost of reducing the length of the time series,
averaging effectively removes the different-times correlations: in particular
when T = 2.4 τ (T ≃ 60) all the different-times correlations are reduced to
0.1 and for T ≥ 80 they can be considered effectively extinguished.
Since Cij carry no information about the same-time correlations (see Sec-
tion 5), in order to study them we look at the learned structure of the net-
works: in Tab.1 it is shown that the number of links decreases as T increases.
This is somewhat expected since, as T increases, the size of the extracted
database reduces and it becomes more and more difficult to learn from it.
However for T ≥ 80 the algorithm of structure learning still detects the pres-
ence of some links: since the different-times correlations are extinguished for
such a large T , they must be due to the survived same-time correlations.
In order to evaluate the consistency of the whole procedure we require
that, for values of T such that the different-times correlations can be ne-
glected, the value of VaR99.9%, L depends weakly on T .
In Fig.2 the values of VaR99.9%, L with respect to T are represented; each
point is the mean over 30 realizations of the procedure described in Section 4
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Figure 1: Top panel: imposed cross-correlation function C12 (dashed line) and obtained
cross-correlation function c12 (solid line), with no average on time; for the sake of readabil-
ity only the first 1000 values are shown. Bottom panel: imposed cross-correlation function
C12 with scaled decay time
τ
25
(dashed line) and obtained cross-correlation function c12
(solid line) averaged over a time interval T = 25; for the sake of readability only the first
40 values are shown.
and the standard deviations are also shown. Indeed from Fig.2 it can be seen
that for T ≥ 60 the values of VaR99.9%, L are compatible among themselves.
On the other hand, for T < 60 the different-times correlations are still present
and the records belonging to the extracted database cannot be considered
independent; nevertheless the learning algorithm for BNs considers them to
be independent (see Section 2) and returns unreliable loss distributions: the
corresponding values of VaR99.9%, L are consequently also unreliable.
7. Conclusion
A novel approach, based on Bayesian Networks, has been proposed for the
quantitative management of Operational Risk in the framework of The New
Basel Capital Accord. The main advantage of every BNs approach over the
13
T T T
1 60 160
5 80 180
10 100 200
20 120 220
40 140 240
Table 1: The topology of BNs as the time interval T over which the losses are averaged
varies. The links are more difficult to detect as T increases because the size of the extracted
database used for the structure learning reduces. For T ≃ 60 the different-times correla-
tions are reduced to 0.1, while for T ≥ 80 they are extinguished and only the same-time
correlations remain (see Section 6).
14
1 5 10 20 40 60 80 100 120 140 160 180 200 220 240
5
6
7
8
9
10
11
12
13
x 10
5
T
V
a
R
9
9
.9
%
,
L
i
Figure 2: VaR99.9%, L with respect to the time interval T over which the average of the
losses is performed; each point is the mean over 30 realizations of the procedure described
in Section 4 and the error bars span over one standard deviation. For T ≥ 60 the values
of VaR99.9%, L are compatible among themselves. For T < 60 the values are not reliable
because the records in the extracted database cannot be considered independent.
other AMAs (like the widely used LDA) is the possibility of capturing the
correlations among different bank processes; however, as shown in Section
3, the different-times correlations play a significant role and are in no way
negligible with respect to the same-time correlations, but (at least to the best
of our knowledge) there is no other approach taking them into account. The
need to deal with different-times correlations leads us to propose a solution
for the problem of learning a BN using a time ordered set of operational
losses (see Section 3 and 4).
The proposed approach is validated by means of synthetic data for two
reasons; the first one is methodological: in such a way it is possible to gen-
erate data containing the information that the algorithm should extract; the
second reason is practical: regulatory laws on Operational Risk exist from a
relatively short period (see Section 1) and it is very difficult to obtain “ex-
perimental” data on operational losses which are accurate and reasonable in
15
size.
At the moment the number of processes is limited to N = 3 for com-
putational reasons: the stochastic algorithm described in Section 5 has to
explore a configuration space of size L!N2. On one hand, keeping L low
would imply a lower accuracy of the learning procedure (recall from Section
3 that the number of patterns used for the learning are L/T ) and this is not
acceptable from the point of view of the validation of the proposed approach;
this is especially true for the higher values of T , those for which the approach
proves to be consistent. On the other hand, since there is no assumption in
our algorithm about the value of N , the obtained results should not depend
on it, at least qualitatively.
The principal features of the proposed approach are the following: 1) the
whole topology of the network is derived from data of operational losses; each
node in the network corresponds to a bank process and the links between the
nodes, which are drawn learning from data, model the causal relationships
between the processes; this scheme seems more flexible than the classification
in 56 pairs (Business Line,Loss Event Type) prescribed by Basel II and has
the advantage of representing both the units that generate operational losses
and the relationships between them; however it has to be pointed out that the
decision not to use the assessment of domain experts is motivated by the need
to carefully study the correlations present in the historical data: as hinted
in Section 1, one of the possible developments is to take the assessments
into account. 2) For the first time a Bayesian Network is used to represent
the influence between correlated operational losses that take place in different
days exploiting a dataset whose records represent losses occurred over T days:
using such a dataset the nodes in the network represent the aggregate loss
over T and the VaR over a time horizon T can be computed. The extension
to the VaR over the time horizon L requires an additional assumption (see
Section 4) and is performed by convoluting the probability density functions
L
T
times and extracting the 99.9 percentile of the convoluted distribution. 3)
The proposed approach is tailored for a practical implementation inside a
mid or small sized bank: since the network contains only nodes representing
the loss distributions over some time horizon, only the losses occurring in the
different processes have to be monitored.
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