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Povzetek
Izdelali smo simulacijo umetnega ºivljenja na primeru kolonije inteligentnih
posameznikov (agentov), pri £emer smo uporabili kombinacijo nevronskih
mreº, genetskih algoritmov in optimizacije s kolonijo mravelj. Vsak agent
ima svoje moºgane, implementirane z nevronsko mreºo. Ve£je ²tevilo agen-
tov tvori kolonijo, ki ima interakcijo z okoljem preko nabiranja in shranjeva-
nja hrane, med seboj pa komunicirajo s pomo£jo feromonskih sledi. Preko
dedovanja in mutacije ºe obstoje£ih nevronskih mreº je omogo£en razvoj ko-
lonije. S simulacijo smo pridobili podatke o u£inkovitosti kolonij z razli£nimi
stopnjami mutacije (0,01 do 0,10) in rezultate med seboj primerjali. Kolo-
nije z nizkimi stopnjami mutacije so bile v splo²nem manj uspe²ne, kolonije
z visokimi stopnjami mutacije pa so uspe²no in hitro razvile le nekatera ve-
denja. Za najbolj uspe²ne so se izkazale kolonije s stopnjo mutacije 0,05, ki
predstavlja dobro ravnovesje med kreiranjem novih agentov in kopiranjem ºe
obstoje£ih uspe²nih agentov. Simulacija omogo£a spreminjanje parametrov
in predstavlja dobro osnovo za nadaljnji razvoj in nadgradnje ter dodajanje
bolj kompleksnih vedenj agentov.
Klju£ne besede: umetno ºivljenje, nevronske mreºe, genetski algoritmi,
optimizacija s kolonijo mravelj.

Abstract
We developed a simulation of artiﬁcial life with a colony of intelligent individ-
uals (agents) by using a combination of neural networks, genetic algorithms,
and ant colony optimization. Each agent has its own brain implemented as a
neural network. Several agents form a colony which interacts with the envi-
ronment by gathering and storing food. They communicate using pheromone
trails. Through the processes of inheritance and mutation of agents' brain
the colony can develop continuously. With simulation we gathered the infor-
mation on the eﬀectiveness of colonies with varying rates of mutation (from
0.01 to 0.10) and compared the results. The colonies with low mutation
rates were overall less successful, while the colonies with high mutation rates
were successful in developing only certain behaviours. The most successful
colonies used the mutation rate of 0.05, which presents a good balance be-
tween creating new agents and copying the existing successful agents. The
simulation allows adjustment of parameters and presents a good basis for
further development and adding more complex agent behaviours.
Keywords: artiﬁcial life, neural networks, genetic algorithms, ant colony
optimization

1. Uvod
Ljudje ºe od nekdaj stremimo k razumevanju svojega okolja in sebe. Ustvar-
jamo si tako lai£ne predstave o dogajanju okoli nas kot uporabljamo znan-
stvene pristope, da bi raz²irili svoje znanje. Z razvojem tehnologije nam pri
tem vse bolj pomaga tudi ra£unalni²tvo, ki nam med drugim omogo£a, da
lahko s pomo£jo razli£nih simulacij preverjamo, ali na²a dosedanja spoznanja
o delovanju ºivih organizmov in £love²kem vedenju drºijo. Na podlagi tega,
kar vemo o na²em lastnem delovanju, predvsem pa inteligentnem vedenju
(kot sta re²evanje problemov in na£rtovanje), se je razvilo podro£je umetne
inteligence, ki se sku²a preko simulacije £im bolj pribliºati dejanskemu in-
teligentnemu vedenju ºivih bitij. Na drugi strani pa si ºelimo preizku²ati,
kak²ne vse oblike vedenja in ºivljenja lahko nastanejo na podlagi bolj osnov-
nih vedenj. Zanima nas, ali bodo umetne oblike ºivljenja razvile vedenja,
kot smo jih pri£akovali ali pa bodo razvile £isto nova, druga£na, a vseeno na
okoli²£ine prilagojena in uspe²na vedenja. Tovrsten pristop, imenovan ume-
tno ºivljenje, nam omogo£a vpogled v evolucijo in razvoj ºivljenja, hkrati pa
nam nudi mnoge nove na£ine re²evanja razli£nih problemov, tudi takih, ki
jih je teºko re²iti s klasi£nimi pristopi.
eleli smo izdelati simulacijo umetnega ºivljenja na primeru kolonije inteli-
gentnih posameznikov (v nadaljevanju agenti). Pri tem smo se odlo£ili upo-
rabiti posamezne elemente iz ve£ razli£nih na£inov re²evanja problemov, in
sicer nevronskih mreº, genetskih oz. evolucijskih algoritmov in optimizacije
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s kolonijo mravelj (ant colony optimization).
Diplomsko delo je razdeljeno na ²est poglavij. V prvem poglavju bomo pred-
stavili nekaj osnovnih konceptov, ki smo jih deloma uporabili za izdelavo
simulacije. V drugem poglavju bomo opisali simulacijo z vsebinskega vidika
in predstavili posamezne dele simulacije (okolje z viri hrane in domom ter
agente, ki tvorijo kolonijo). V tretjem poglavju bomo podali tehni£ni opis
programa, in sicer tehni£ni opis delovanja graﬁ£nega okna z uporabni²kim
vmesnikom, implementacijo vedenja (premikanje, nabiranje hrane, hranjenje
itd.) in generiranja novih agentov (dedovanje in mutacija), na£in komunika-
cije med agenti (zapis in prepoznavanje feromonov), dolo£anje u£inkovitosti
agentov (to£kovanje) in na£in beleºenja podatkov. V £etrtem poglavju bomo
predstavili nekaj zanimivih ugotovitev o tipi£nih vzorcih vedenja posameznih
entitet in kolonije kot celote. V petem poglavju bomo podali nekaj idej za iz-
bolj²anje in raz²iritev obstoje£e simulacije. esto poglavje predstavlja sklepe
in ugotovitve.
1.1 Umetna inteligenca in umetno ºivljenje
Pri preu£evanju in razumevanju ºivljenja ter inteligentnih oblik vedenja sta se
razvili dve veji, in sicer umetna inteligenca (artiﬁcal intelligence; v nadaljeva-
nju UI) in umetno ºivljenje (artiﬁcal life; v nadaljevanju U). UI se ukvarja
z razvojem ra£unalni²kih sistemov, ki so sposobni izvajati naloge, ki obi£ajno
zahtevajo inteligenco ljudi. Vklju£uje modeliranje tako vsakodnevnega kot
ekspertnega znanja in mi²ljenja pri ljudeh, re²evanje problemov, na£rtovanje
itd. Tipi£ne naloge so diagnosticiranje bolezni, razumevanje zgodb, odgovar-
janje na vpra²anja in igranje ²aha. UI uporablja pristop od zgoraj navzdol.
Za ta pristop je zna£ilno, da opazovani sistem (npr. vedenje) razgrajujemo
na podsisteme, dokler ne pridemo do osnovnih gradnikov (npr. posameznih
vzorcev vedenja). Na drugi strani uporablja U pristop od spodaj navzgor,
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za katerega je zna£ilno sestavljanje osnovnih gradnikov sistemov, da bi dobili
bolj kompleksen sistem. Glavni cilj je dobiti vpogled v ºivljenje, kot je in
v ºivljenje, kot bi lahko bilo. Medtem ko se UI osredoto£a na modeliranje
kognitivnih nalog, ki ve£inoma vklju£ujejo le posameznike, je U vezano na
biolo²ko perspektivo preu£evanja inteligentnega vedenja, ki poudarja evolu-
cijo in razvoj kognicije preko interakcije in skozi ve£ generacij. Osnova U
so razli£ni ra£unalni²ki modeli, ki se uporabljajo tudi v biologiji in ekolo-
²kih ²tudijah (npr. teorija iger in tehnike optimizacije). U tem tehnikam
doda simulacijo umetnega ºiv£nega sistema. Ta omogo£a agentom premi-
kanje v umetnem okolju, ki ima strukturo (obi£ajno dvodimenzionalnega)
prostora. Osnovna enota manipulacije je populacija, saj imajo agenti ome-
jeno ºivljenjsko dobo, namesto njih pa se rojevajo novi. Genom se spreminja
preko genetskih ali preko adaptivnih u£nih algoritmov. Dolgoro£ni cilj U je
pridobiti vpogled v evolucijo in naravo £love²ke inteligentnosti skozi modeli-
ranje evolucije komunikacije in sodelovalnega vedenja pri niºjih ºivljenjskih
oblikah. Tipi£ne naloge U vklju£ujejo izogibanje plenilcem, nabiranje hrane
in iskanje partnerja [1].
Konstrukcija tovrstnih modelov poteka v ve£ fazah  identiﬁkacija fenomena,
ki ga ºelimo preu£iti, konstruiranje umetnega sistema, ki vzpostavlja inte-
rakcijo z okoljem, beleºenje preu£evanega fenomena in implementacija po-
pravkov glede na razlike med vedenjem sistema in preu£evanim fenomenom.
Pri preu£evanju inteligentnega vedenja so v ospredju teme, ki jih obi£ajno
preu£ujejo tudi druge vede (npr. etologija in ekologija v primeru ºivali ter
psihologija in sociologija v primeru ljudi). Glavni poudarek je na ugotavlja-
nju, kaj dela vedenje inteligentno in adaptivno ter kako se pojavi. Vedenje je
deﬁnirano kot pogosto opaºena interakcija med lastnostmi in procesi sistema
ter lastnostmi in procesi okolja. Vedenje sistema je inteligentno, £e maksimi-
zira moºnost za samoohranitev sistema v dolo£enem okolju. Pri preu£evanju
nas ne zanima samo ﬁzi£no vedenje, ampak principi, ki jih lahko opazimo na
nivoju vedenja. Primer tovrstnega pristopa je preu£evanje formiranja poti
pri mravljah s pomo£jo sklopa speciﬁ£nih vedenjskih pravil [2].
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1.2 Nevronske mreºe
Ideja o uporabi nevronskih mreº v ra£unalni²tvu sega ºe v 40. leta prej-
²njega stoletja. Za£etke tega podro£ja ra£unalni²tva in raziskovanja pripisu-
jejo £lanku avtorjev McCullock in Pitts, ki je iz²el leta 1943 [3]. Ob iskanju
moºnih izbolj²av v ra£unalni²tvu, so znanstveniki sku²ali uporabiti tudi zna-
nja iz nevrobiologije in so tako razvili sistem, ki se zgleduje po delovanju
moºganov ºivih bitij. Sistem je sestavljen iz majhnih in preprostih ra£unskih
enot (imenovanih tudi nevroni), ki so med seboj povezane tako, da tvorijo
mreºo. Posamezni nevroni so preproste enote, ki pa lahko tvorijo kompleksne
sisteme [4]. Nevronske mreºe so postale uporabne, ko so razvili na£ine za nji-
hovo u£enje, kar omogo£a, da posamezno mreºo prilagodimo za re²evanje
poljubnih problemov [3].
Nevronska mreºa je v splo²nem sestavljena iz petih komponent [5]:
1. usmerjenega grafa;
2. spremenljivk, ki predstavljajo stanja vozli²£ v grafu (t. i. nevron);
3. uteºi za vsako povezavo v grafu;
4. odmika za vsako vozli²£e (bias) in
5. prenosne funkcije (transfer function) za vsako vozli²£e, ki dolo£a stanje
vsakega od vozli²£ kot funkcijo odmika, uteºi na vhodnih povezavah in
stanja z njim povezanih vozli²£.
Stanje posameznega nevrona k (yk) tako v splo²nem izra£unamo s prenosno
funkcijo (ϕ), v kateri predstavljajo spremenljivke x0 do xm vrednosti vhodnih
nevronov, spremenljivke ω0 do ωm pa uteºi na povezavah. Ena izmed moºnih
implementacij odmika (bias) je nastavitev vrednosti x0 na 1, tako da je xk0 =
ωk0 (Ena£ba 1.1).
1.2. NEVRONSKE MREE 5
yk = ϕ
m∑
j=0
ωkjxj (1.1)
Struktura mreºe dolo£a, kateri nevron lahko vpliva na nek drug nevron, uteºi
pa dolo£ajo mo£ vpliva [4].
Nevronska mreºa je lahko enosmerna (feed-forward network), kar pomeni, da
nima ciklov. Vhodni nevroni so tisti, do katerih ne vodi nobena povezava,
izhodni nevroni so tisti, ki nimajo nobene izhodne povezave, ostali nevroni pa
so skriti. Ko so poznane vrednosti za£etnih oz. vhodnih nevronov, se lahko na
podlagi povezav in njihovih uteºi nastavijo vrednosti vseh ostalih nevronov.
Tovrstna mreºa iz vhodnih podatkov na ta na£in izra£una izhodne vrednosti.
Sestavljena je lahko iz ve£jega ²tevila nivojev (t.i. ve£nivojska enosmerna
nevronska mreºa; layered feed-forward network), pri £emer velja, da je vsaka
pot od vhodnih do izhodnih nevronov enako dolga, n-ti nivo mreºe pa vsebuje
vsa vozli²£a, do katerih se pride v n korakih. Mreºa je polno povezana, £e je
vsako vozli²£e na nivoju n povezano z vsemi vozli²£i nivoja n+1 za vse nivoje
n. Prednost opisanih mreº je, da omogo£ajo veliko mero posplo²evanja, saj
velikokrat pravilno izra£unajo izhodne vrednosti tudi na podatkih, ki niso
bili vklju£eni v u£no mnoºico. S pomo£jo u£nih algoritmov, npr. vzvratnega
raz²irjanja napake (back-propagation) lahko pogosto najdemo dober nabor
uteºi [5].
Za izra£un dobrega pribliºka zveznih funkcij je dovolj ve£nivojska nevron-
ska mreºa z le enim skritim nivojem (teorem univerzalne aproksimacije za
nevronske mreºe  universal approximation theorem) [6]. Optimalno ²tevilo
nevronov v skritem nivoju je odvisno tako od arhitekture nevronske mreºe
kot od problema samega, vendar se lahko v grobem odlo£imo za vrednost
med ²tevilom vhodnih in izhodnih nevronov [7].
Ker se nevronske mreºe lahko u£ijo na podlagi realnih podatkov, imajo ²irok
spekter uporabnosti  pri klasiﬁkaciji, prepoznavanju vzorcev (prepoznavanje
6 POGLAVJE 1. UVOD
obrazov) in zaporedij (govor, prepoznava rokopisa), obdelavi podatkov, ﬁltri-
ranju, kompresiji, kontroli (npr. vozil), postavljanju diagnoz, napovedovanju
£asovnih vrst, modeliranju itd.
1.3 Genetski algoritmi
Genetske algoritme ²tejemo med evolucijske algoritme. Ti se od drugih al-
goritmov v splo²nem lo£ijo po tem, da operirajo s populacijo agentov, kjer
vsak agent predstavlja moºno re²itev danega problema. Vsakemu od njih je,
glede na to, kako dobro re²itev predstavlja, dodeljen rezultat (ﬁtness score).
Pri uporabi evolucijskih algoritmov se moramo odlo£iti glede naslednjih treh
pomembnih parametrov [4]:
• Predstavitev osebkov  evolucijski algoritmi operirajo z 'genetskimi'
predstavitvami poskusnih re²itev (ki so ve£krat zapisane v obliki zapo-
redja realnih ali celih ²tevil). Dolo£iti moramo tudi funkcijo, ki pred-
stavitev pretvori v fenotip re²itve.
• Ocena uspe²nosti  je funkcija, ki oceni vsakega agenta glede na to,
kako dobro re²i problem.
• Generiranje novih agentov  ta del evolucijskih algoritmov predsta-
vljajo operatorji za generiranje novih agentov na podlagi enega (npr.
mutacija) ali dveh star²ev (npr. kriºanje genov).
Algoritem se izvaja v ve£ korakih [5]:
• inicializacija populacije;
• ocena uspe²nosti agenta;
• reprodukcija, ki poteka v dveh korakih:
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 izbran je eden ali ve£ star²ev, pri £emer je izbor naklju£en, vendar
odvisen od uspe²nosti;
 spreminjanje genetskega zapisa star²ev z operatorji (npr. mutacija
in kriºanje genov).
Prednost genetskih algoritmov je, da mnogokrat najdejo ravnoteºje med
ohranjanjem ºe obstoje£ih in generiranjem novih re²itev danega problema.
Analize kaºejo, da lahko genetski algoritmi mnogokrat hitro najdejo zelo do-
bro re²itev tudi v veliki in kompleksni mnoºici re²itev. S tem, ko v prostoru
re²itev preverjamo ve£ re²itev hkrati, se namre£ izogibamo nevarnosti kon-
vergence k lokalnemu minimumu. Na drugi strani pa so genetski algoritmi
ob£utljivi na kontrolne parametre kot so na primer velikost vzorca, obseg
rekombinacij in mutacij ter na na£in selekcije. Tako kot je naravna evolu-
cija po£asna, je tudi u£enje preko umetnega sistema evolucije po£asno, zato
uporaba teh algoritmov ni vedno £asovno ekonomi£na. Poleg tega se za-
stavlja vpra²anje, ali lahko re²itve, dobljene na problemih manj²ega obsega,
posplo²imo tudi na obseºnej²e probleme [3].
Evolucijske algoritme lahko uporabimo kot pomo£ pri izdelavi nevronskih
mreº, pri £emer raziskovalci ugotavljajo, da je bolj²e uporabiti genetske al-
goritme, ki podpirajo nevronske mreºe, kot pa obratno. Ena izmed moºnosti
za uporabo genetskih algoritmov kot podporo nevronskim mreºam je upo-
raba algoritma za iskanje najbolj optimalne kombinacije uteºi v nevronski
mreºi. Vsak agent tako predstavlja eno izmed moºnih kombinacij uteºi v
nevronski mreºi [3].
1.4 Optimizacija s kolonijo mravelj
Optimizacija s pomo£jo kolonije mravelj (ant system) predstavlja enega iz-
med hevristi£nih algoritmov za re²evanje razli£nih optimizacijskih problemov.
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Algoritem temelji na poznavanju tipi£nega vedenja mravelj, pri katerih je za-
nimivo, da skoraj slepe najdejo najkraj²o pot od mravlji²£a do vira hrane
in nazaj. Raziskovalci so ugotovili, da za to uporabljajo komunikacijo s po-
mo£jo feromonskih sledi. Premikajo£a se mravlja spu²£a feromon v razli£nih
koli£inah na tla in tako ozna£i pot. Vsaka posamezna mravlja se giba skoraj
naklju£no, £e pa naleti na sled druge mravlje se z veliko verjetnostjo odlo£i,
da ji bo sledila, kar ²e oja£a ºe obstoje£o feromonsko sled. Pojavi se po-
zitivna povratna zanka, saj je verjetnost, da bo mravlja izbrala dano pot,
pove£ana za ²tevilo mravelj, ki so ºe prej izbrale to pot. Tako proces oja£uje
samega sebe, kar povzro£a hitro konvergenco. V optimizacijskem algoritmu
predstavlja pot mravlje posamezno re²itev problema [8].
Kot primer tipi£nega vedenja mravelj znotraj kolonije lahko navedemo eno
izmed vrst mravelj (Tetramorium Caespitum), ki so se razvile v okolju, kjer
je na voljo velika koli£ina hrane. Ker nimajo dolgoro£nega spomina, se pri
nabiranju hrane in sprejemanju odlo£itev zana²ajo predvsem na komunikacijo
znotraj kolonije. Opazimo lahko tri tipe vedenja [9]:
• Skupinsko rekrutiranje (group-recruitment)  ko mravlja najde nov
vir hrane, se vrne v gnezdo, kjer sku²a druge mravlje privabiti, da bi ji
sledile do vira hrane. Medtem spu²£a feromonske sledi.
• Masovno rekrutiranje (mass-recruitment)  £e je vir hrane dovolj
velik in je skupinsko rekrutiranje uspe²no, to vodi do masovnega re-
krutiranja, saj je feromonska sled dovolj oja£ana, da ji mravlje sledijo
tudi brez vodenja.
• Naklju£no raziskovanje (random exploration)  ta tip vedenja se
lahko pojavlja v katerikoli fazi iskanja hrane. Mravlja, ki sledi feromon-
ski sledi, se odlo£i zapustiti sled, da bi raziskala ²e neodkrita podro£ja
in morda na²la ²e ve£ hrane oz. bolj u£inkovito pot do obstoje£ega
vira hrane. Verjetnost tak²nega dogodka je obratno sorazmerna mo£i
feromonske sledi in premo sorazmerna oddaljenosti od gnezda.
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1.5 Pregled sorodnih del
Podro£je simulacije umetnega ºivljenja, kamor lahko umestimo na²e delo,
lahko razdelimo glede na na£in predstavitve osebkov na ²tiri sklope  pred-
stavitev osebkov s pomo£jo programa, z individualnimi moduli, z vnaprej
dolo£enimi vedenji in spremenljivimi parametri ter z nevronskimi mreºami.
Simulacija, ki smo jo izdelali, sodi v zadnjo kategorijo. Ta predstavlja si-
mulacije, v katerih se osebki u£ijo in razvijajo z uporabo nevronskih mreº,
pri £emer je poudarek pogosto na u£enju (in ne toliko na naravni selekciji).
Primeri tak²nega tipa simulacije so razli£ni projekti in igre, ki jih na kratko
predstavljamo:
• Creatures  ra£unalni²ka igra, v kateri igralec vzgaja ºivljenjske oblike
po imenu Norn. U£i jih preºiveti, raziskovati svet, brani jih pred dru-
gimi oblikami ºivljenja in jih u£i jezika.
• Critterding  3D simulator, v katerem se bitja borijo za preºivetje
z razvojem tako ﬁzi£nega telesa (glave z usti in trupa) kot nevronske
mreºe.
• 3DVCE  program, namenjen zbiranju podatkov o evoluciji. Podatke
zbira prek prostovoljcev, ki simulacijo poºenejo, rezultate pa po²ljejo
nazaj avtorjem. Uporabnik lahko nastavi med drugim ﬁzi£ne omeji-
tve telesa, velikost in £as obstoja populacije, stopnjo mutacije in ostale
splo²ne nastavitve evolucijskih algoritmov. Avtorji so na podlagi zbra-
nih podatkov pri²li do zanimivih zaklju£kov, kot so npr. ²tirje najbolj
pogosti tipi telesa.
• Polyworld  dvodimenzionalno okolje, v katerem se nahaja populacija
trapezoidnih agentov, ki i²£ejo hrano, i²£ejo partnerje, imajo potomce
in se spopadajo med seboj. Ker imajo agenti sposobnosti, kot so hranje-
nje (s trupli in hrano), vid, razmnoºevanje in napadanje, je pri kasnej²ih
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stopnjah evolucije moºno opaziti mnogo zanimivih tipov obna²anj, kot
so na primer kanibalizem, plenilec in plen ter posnemanje [10].
• Evolucija nevronskih mreº  diplomsko delo, v katerem avtor s po-
stavitvijo ustreznega modela umetnega ºivljenja in simulacijo organiz-
mov v okolju s hrano predstavi evolucijo nevronskih mreº. S pomo£jo
u£enja organizmi razvijajo nevronsko mreºo, ki jim omogo£a u£inkovito
iskanje hrane in s tem preºivetje [11].
2. Opis umetnega sveta
Simulacija, ki smo jo ustvarili, je sestavljena iz okolja, v katerem se naha-
jajo viri hrane in dom. S tem okoljem imajo interakcijo agenti, ki tvorijo
kolonijo. Vsak izmed agentov ima moºgane, ki so predstavljeni z nevronsko
mreºo. Kolonija stremi k ustvarjanju agentov, ki bodo £im bolje funkcionirali
znotraj danega okolja, kar pomeni, da morajo imeti agenti optimalno prilago-
jene uteºi v nevronskih mreºah, ki predstavljajo njihove moºgane. Da bi to
dosegli, smo uporabili kombinacijo genetskih algoritmov in nevronskih mreº.
Genetski algoritem uporabljamo za iskanje optimalne kombinacije uteºi v ne-
vronski mreºi. Znotraj algoritma smo zagotovili vse tri parametre genetskih
algoritmov:
• predstavitev osebkov  vsak agent ima lastno nevronsko mreºo z
unikatno kombinacijo uteºi na povezavah med nevroni in predstavlja
eno izmed poskusnih re²itev problema optimalnega nabiranja hrane;
• ocena uspe²nosti  vsak agent nabira to£ke do svoje smrti, pri £emer
je s to£kami nagrajen za vedenja, ki koloniji omogo£ajo preºivetje;
• generiranje novih agentov  za generiranje novih agentov upora-
bljamo dva mehanizma, in sicer mutacijo in naklju£no generiranje agen-
tov.
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2.1 Okolje
Okolje je dvodimenzionalna ravnina, v kateri se nahajajo domovi posameznih
kolonij in viri hrane. Ko se ustvari dom, se na isti lokaciji ustvari ve£je ²tevilo
agentov, ki to lokacijo razumejo kot svoj dom, v katerega lahko nosijo hrano
ali pa se hranijo iz zalog. Da bi se lahko generacije nadaljevale, se v vsakem
trenutku v domu shranjujejo podatki o najbolj uspe²nih agentih (tudi £e so
ºe umrli). Ko agent umre, se na poziciji doma rodi nov agent, ki je potomec
enega izmed najbolj uspe²nih agentov, pri £emer je prisotna dolo£ena stopnja
mutacije.
Viri hrane so lahko neskon£ni ali kon£ni. e je vir hrane kon£en, se lahko
namesto iz£rpanega vira pojavi na drugi lokaciji nov vir.
2.2 Agenti
Vedenje agentov je nadzorovano preko nevronske mreºe oz. moºganov. Vsak
izmed agentov prejema v vsakem trenutku naslednje vhodne podatke:
• ali je doma (isAtHomeBin()),
• ali se nahaja tik ob oz. na hrani (isAtFoodSourceBin()),
• ali se nahaja v bliºini hrane (canSeeFoodBin()),
• kolik²na je stopnja njegove lakote (hunger()),
• koliko hrane nosi (carryLoad()) in
• ali zaznava feromon (ali se v bliºini nahaja feromon; smellsPheromo-
nesBin()).
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Glede na pridobljene vhodne podatke se vsak izmed agentov odlo£i za eno
izmed moºnih vedenj oz. izhodov, ki so razdeljeni v vnaprej dolo£ene kate-
gorije, in sicer:
• hojo naokoli (ROAM ),
• hojo v smeri doma (GO_HOME ),
• hojo v smeri hrane (pod pogojem, da je hrana v njegovi neposredni
bliºini; GO_TO_FOOD),
• pobiranje hrane (HARVEST_FOOD),
• hranjenje s hrano, ki jo agent nosi (EAT_OWN_FOOD),
• hranjenje s hrano, ki je shranjena doma in je v skupni uporabi kolonije
(EAT_COLONY_FOOD),
• odlaganje hrane doma (STORE_FOOD) in
• sledenje feromonu (FOLLOW_PHEROMONES ).
Vsak izmed agentov lahko umre zaradi lakote, zaradi neaktivnosti ali zaradi
starosti.
2.3 Kolonija
Kolonija je sestavljena iz ve£jega ²tevila agentov, ki so po osnovni strukturi
enaki, vendar ima vsak svoje moºgane, ki glede na pridobljene vhodne po-
datke uravnavajo njegovo vedenje. Velikost kolonije je konstantna, saj se rodi
toliko agentov, kolikor jih umre. Agenti med seboj preprosto komunicirajo s
pomo£jo feromona, ki ga pu²£ajo za seboj oz. mu sledijo.
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3. Opis simulacijskega programa
Simulacijo smo razvili v programskem jeziku Java, pri £emer smo za graﬁ£ni
prikaz uporabili graﬁ£no knjiºnico OpenGL.
V nadaljevanju bomo podrobneje opisali arhitekturo aplikacije, izgled in
funkcionalnosti graﬁ£nega vmesnika, na£ine obna²anja agentov in njihovo
odzivanje na okolje ter generiranje novih agentov, na£in komunikacije med
agenti s pomo£jo feromona, to£kovanje oz. oceno uspe²nosti agentov, £asov-
nik in beleºenje podatkov za obdelavo oz. vodenje dnevnika dogodkov.
3.1 Arhitektura simulacijskega programa
Arhitektura simulacijskega programa je slede£a: v glavnem razredu imamo
tabelo kolonij, pri £emer ima vsaka kolonija svojo tabelo agentov. Vsak agent
ima svoje moºgane, predstavljene z nevronsko mreºo, ki je predstavljena s
tabelo nevronov, ki so med seboj povezani z nevronskimi povezavami. Na£in
zapisa nevrona in povezav med nevroni je opisan v poglavju 3.5.5. Za bele-
ºenje hrane in feromonov imamo ²e dodatna dva stati£na razreda s tabelami
virov hrane oz. feromonov. Izris graﬁ£nega okna s pripadajo£imi gumbi,
tekstom, vnosnimi polji in meniji nadzira poseben stati£ni razred (Slika 3.1).
15
16 POGLAVJE 3. OPIS SIMULACIJSKEGA PROGRAMA
Glavni razred 
Viri hrane 
Nevronska 
mreža 
Agent 
Tabela agentov 
Kolonija 
Tabela kolonij Grafični 
vmesnik 
Feromoni 
… … 
… … 
Slika 3.1: Arhitektura simulacijskega programa.
3.2 Graﬁ£no okno z uporabni²kim vmesnikom
Da bi bilo moºno realno £asovno sledenje agentom, se v graﬁ£no okno iz-
risujejo elementi okolja v obliki razli£no pobarvanih kvadratov. Koloniji je
dolo£ena naklju£na barva, v kateri se izri²e dom, hrana pa je za bolj²o pre-
poznavnost vedno rde£e barve. Agenti so izrisani v velikosti dveh to£k v
barvi svoje kolonije. Da bi lo£ili med agenti, ki nosijo hrano, in ostalimi, je
privzeta barva agentov delno prosojna, tisti, ki nosijo hrano, pa imajo polno
barvo. Tak na£in dolo£anja barv omogo£a prepoznavanje pripadnosti vsa-
kega od agentov svoji koloniji. Agent lahko za seboj pu²£a t. i. feromon, ki
je izrisan v velikosti ene to£ke v barvi kolonije, ki ji agent pripada, pri £emer
je barva nekoliko prosojna. Dodan je tudi zvo£ni element, ki omogo£a laºje
spremljanje hitrosti odlaganja hrane doma. Tako simulacija zapiska vsaki£,
ko agent doma odloºi hrano (Slika 3.2).
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Slika 3.2: Graﬁ£no okno z uporabni²kim vmesnikom.
Uporabni²ki vmesnik omogo£a ve£ moºnosti. Na desni je izpisan seznam
dvajsetih najbolj uspe²nih agentov, ne glede na to, ali so ºe umrli.
Slika 3.3: Statistika kolonije.
V spodnjem delu uporabni²kega vmesnika se nahaja okno s statistiko kolo-
nije, ki zajema ime kolonije, ²tevilo vseh agentov, ²tevilo agentov doma, £as,
stopnjo mutacije, trenutni skupni rezultat - se²tevek rezultatov vseh ºive£ih
pripadnikov te kolonije (Slika 3.3).
V levem in desnem spodnjem delu vmesnika se nahajata dve okni, s katerima
lahko sledimo poljubnemu agentu ali dolo£imo, da ºelimo slediti najpame-
tnej²emu agentu (Target Smartest). Za agenta, ki mu sledimo, se izpisujejo
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Slika 3.4: Statistika agenta.
ime, trenutno vedenje, ²tevilo to£k, stopnja lakote in koli£ina hrane, ki jo
nosi (Slika 3.4).
Preko graﬁ£nega vmesnika lahko vklopimo ali izklopimo zvok (Mute), po-
spe²imo simulacijo (Speed Up), ki je implementirana tako, da se osveºevanje
graﬁ£nega okna zmanj²a in z mi²ko pribliºamo posamezen del simulacije.
Simulacija shranjuje podatke o agentih in kolonijah v datoteke, kar omogo£a
kasnej²o obdelavo podatkov in primerjavo vpliva razli£nih parametrov na
doseºke in razvoj agentov.
3.3 Parametri simulacije in meni
Parametri simulacije so nastavljeni na vnaprej dolo£ene vrednosti, ki smo jih
uporabili tudi pri analizi tipi£nih vzorcev vedenja agentov in kolonij. Ti so
podrobneje opisani v nadaljnjih poglavjih. V uporabni²kem vmesniku lahko
s pomo£jo menija spreminjamo skoraj vse parametre simulacije (Slika 3.5).
Te nastavitve lahko razdelimo v tri sklope:
a) Nastavitve, vezane na kolonijo, ki se upo²tevajo ob dodajanju nove
kolonije:
• skupno ²tevilo agentov;
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• verjetnost dedovanja (nasproti verjetnosti naklju£nega generiranja
novega agenta);
• stopnja mutacije;
• maksimalna koli£ina hrane, ki jo lahko agent nosi;
• maksimalna koli£ina hrane, ki jo lahko agent nabere z enim nabi-
ranjem;
• ²tevilo nevronov v skritem nivoju nevronske mreºe;
• razlogi za umiranje agentov (lakota, starost, neaktivnost);
• nastavitve to£kovanja uspe²nosti agentov glede na iskanje, pobi-
ranje, prina²anje hrane domov in odlaganje hrane v zalogo s po-
sameznimi nastavitvami za prvo in vsako nadaljnje vedenje ter
obteºitev to£k glede na koli£ino hrane, ki jo agent nosi;
• pozicija nove kolonije (na sredini, naklju£no, na poljubni poziciji).
b) Nastavitve, vezane na hrano:
• kon£nost vira hrane (kon£en ali neskon£en) in pojavljanje novega
vira ob iz£rpanju kon£nega vira (na naklju£ni poziciji, na vnaprej
dolo£eni oddaljenosti od sredine simulacijskega okolja) za vse vire
hrane v simulaciji;
• koli£ina in pozicija novega vira hrane (naklju£no, na poljubni po-
ziciji).
c) Splo²ne nastavitve:
• vklop/izklop ponovnega zagona simulacije na dolo£eno ²tevilo mi-
nut;
• vklop/izklop beleºenja aktivnosti.
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Slika 3.5: Meni za spreminjanje nastavitev simulacije.
3.4 Viri hrane
Za potrebe analize podatkov in izena£enost £im ve£jega ²tevila spremenljivk
med razli£nimi pogoji smo v simulaciji dolo£ili ﬁksno ²tevilo virov hrane
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in vnaprej dolo£ili njihove pozicije. Agenti imajo tako v vsakem trenutku
na voljo dva vira hrane, ki se nahajata na dveh koncentri£nih kroºnicah s
sredi²£em v domu kolonije. Prva vira hrane sta zamaknjena za 135◦. Ko
hrane zmanjka, se na njegovi kroºnici pojavi nov vir, ki je od prej²njega
oddaljen za 135◦ v smeri urinega kazalca. Spreminjanje pozicije hrane za
ve£ kot 90◦ omogo£a, da se agenti ne morejo zana²ati le na feromone drugih,
ampak morajo vir hrane iskati vedno znova.
3.5 Agenti
3.5.1 Premikanje
Na agentovo premikanje vplivata dva vektorja, zapisana z decimalnimi ²te-
vili, in sicer vektor pozicije in vektor premikanja. Prvi pove, kje se agent
trenutno nahaja, drugi pa vsebuje informacijo o smeri in hitrosti premikanja.
Hitrost premikanja je dolo£ena z dolºino vektorja premikanja in je omejena
na vrednosti med 0 in 1. Ko agent izbere enega izmed ²tirih izhodov nevron-
ske mreºe, ki mu omogo£ajo premikanje (tj. hoja naokoli, hoja v smeri doma,
hoja v smeri hrane ali sledenje feromonom), obstaja 10 % verjetnost, da bo
spremenil svojo smer. Trenutnemu vektorju premikanja se pri²teje naklju£ni
vektor z maksimalno dolºino 0,5. Vektor, ki ga pri²tevamo, je manj²i od ma-
ksimalnega vektorja zato, da je premikanje in obra£anje agenta bolj zvezno in
s tem videti bolj naravno. e je dolºina novega vektorja premikanja ve£ja od
1, se ta normalizira. e agent pri premikanju doseºe rob simulacijskega oko-
lja, se njegov vektor premikanja obrne proti domu in pove£a na maksimalno
hitrost.
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3.5.2 Nabiranje hrane
Eden izmed izhodov agentovih moºganov je nabiranje hrane (GatherFood).
Ta omogo£a, da ko agent stoji v neposredni bliºini ali neposredno na lokaciji
vira hrane, hrano tudi nabere. Agent ima vnaprej dolo£eno kapaciteto hrane,
ki jo lahko prena²a, in je nastavljena na 3000. Z vsakim nabiranjem hrane
agent naloºi le manj²o koli£ino hrane (10), zato je koli£ina hrane, ki jo agenti
nosijo, zelo razli£na. Da bi agent nabral polno koli£ino hrane, ki jo je zmoºen
nositi, se mora za nabiranje hrane odlo£iti ve£krat zapored (300-krat). Koli-
£ina hrane, ki jo agent nosi, predstavlja tudi enega izmed vhodov v agentovo
nevronsko mreºo.
3.5.3 Koli£ina hrane in nadziranje prenosa med viri hrane
in agenti
Hrana se lahko prena²a od vira hrane ali od zaloge do agenta ali pa od agenta
v zalogo. Podatkovno strukturo, ki skrbi za nadzor nad koli£ino hrane in za
nadzor prenosa hrane, tvori razred FoodSource. Ta ima spremenljivko size,
v kateri so zapisane trenutna koli£ina hrane in dve funkciji za prena²anje in
odvzemanje hrane.
Funkcija za prena²anje (transferFromOtherSource()) sprejema dva parame-
tra: vir (FoodSource), iz katerega se bo hrana prena²ala, in ºeleno koli£ino
prenesene hrane. Da ne bi pri²lo do prenosa hrane, ki ni na voljo, funkcija
najprej preveri, £e je v viru zadostna koli£ina hrane za prenos. Viru nato tre-
nutno koli£ino hrane (size) zmanj²a za velikost prenosa, svoji spremenljivki
size pa trenutno koli£ino hrane pove£a za isto vrednost.
V primeru hranjenja ne prihaja do prenosa hrane, ampak hrano le odvze-
mamo. Uporabljamo podobno funkcijo kot v zgornjem primeru, pri £emer
se hrana le izni£i. Funkcija za odvzemanje hrane (take()) sprejema le en pa-
3.5. AGENTI 23
rameter, ki predstavlja koli£ino hrane, ki si jo ºelimo viru odvzeti, in vra£a
vrednost hrane, ki jo je agent uspe²no pojedel. Ob tem zmanj²a vrednost
spremenljivki size.
3.5.4 Hranjenje
Agent ima svojo zalogo energije, ki jo pridobiva s hranjenjem. Ta je nasta-
vljena na 80, pri £emer z vsako akcijo hranjenja porabi dve enoti hrane in
si s tem pridobi dve enoti energije. Agent se lahko hrani s hrano, ki jo nosi,
ali s hrano, ki je shranjena doma. Za slednjo se mora trenutno nahajati na
podro£ju doma. e agentova energija pade na 0, agent zaradi lakote umre.
3.5.5 Moºgani
Izhodni nivo
Skriti nivo
Vhodni nivo
Slika 3.6: Primer nevronske mreºe [12].
Moºgani vsakega agenta so implementirani z enosmerno, trinivojsko, polno
povezano nevronsko mreºo. Prvi nivo nevronov predstavlja ²est vhodov,
skriti nivo ima osem nevronov, zadnji, tretji nivo, pa predstavlja osem izho-
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dnih nevronov, kar sledi priporo£ilom, opisanim v poglavju 1.2. Nevroni na
sosednjih nivojih so med seboj povezani (Slika 3.6).
Nevron je predstavljen s svojim razredom. Glavne podatkovne strukture, ki
jih vsebuje, so njegova vrednost, ki je lahko med 0 in 1, in dva seznama ne-
vronskih povezav. Prvi seznam vsebuje povezave, ki kaºejo na nevron, drugi
seznam pa vsebuje povezave, ki vodijo iz nevrona. Ker se vrednost nevrona
konstantno spreminja, vsebuje tudi funkcijo za izra£un svoje vrednosti.
Pri nevronih na prvem (vhodnem) nivoju predstavljajo vrednosti vhodne
podatke, ki jih agent o sebi in svoji okolici dobi vsak trenutek. Nekateri
vhodni podatki so binarni (smiselni sta le vrednosti 0 in 1; npr., ali se agent
nahaja doma), drugi pa so ²tevilski in lahko zavzemajo vse vrednosti med 0 in
1 (npr. stopnja lakote). Nevroni na drugem, skritem nivoju, in na tretjem,
izhodnem nivoju, izra£unajo svojo vrednost tako, da iterirajo po seznamu
svojih vhodnih povezav, pri £emer za vsako povezavo zmnoºijo njeno vrednost
z vrednostjo nevrona na drugi strani povezave, rezultate vseh zmnoºkov pa
se²tejejo.
Tudi nevronska povezava ima lastni razred, ki vsebuje izvorni in ponorni ne-
vron. Uteº je vrednost med 0 in 1, pri £emer je pomembno, da se v nasprotju
z vrednostmi nevronov vrednost uteºi tekom simulacije ne spreminja. Dolo£i
se ob kreaciji moºganov in s tem omogo£a in vzdrºuje individualnost vsa-
kega agenta. Uteºi je potrebno normalizirati tako, da je se²tevek uteºi vseh
povezav, ki kaºejo na nek nevron, enak 1.
3.5.6 Umiranje
Kolonija ima vedno enako ²tevilo agentov. Ti umirajo zaradi starosti ali
zaradi lakote, kar omogo£a, da se rojevajo novi in se tako razvoj kolonije
nadaljuje. Lakoto in starost predstavljata dve spremenljivki, ki imata dolo-
£eni za£etni vrednosti. Med vsako iteracijo obstaja majhna verjetnost, da
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se bosta vrednosti teh dveh spremenljivk zmanj²ali. Ko ena od njiju doseºe
vrednost 0, agent umre. Lakota predstavlja kratkoro£no stanje, ki ga lahko
agenti zaznajo in na katerega lahko vplivajo, na starost pa agenti nimajo
vpliva in ima kot dolgoro£no posledico smrt. Spremenljivka, ki predstavlja
starost, je zato ob za£etku simulacije veliko ve£ja kot vrednost spremenljivke,
ki predstavlja lakoto.
3.5.7 Dedovanje in mutacija
Da bi omogo£ili variabilnost agentov in s tem moºnost napredka kolonije,
uporabljamo dva mehanizma, in sicer mutacijo ºe obstoje£ih nevronskih mreº
ter moºnost naklju£nega generiranja agenta. Ob kreaciji novega agenta ta
deduje moºgane enega od dvajsetih najbolj uspe²nih agentov, £etudi je ta ºe
umrl. Ve£ to£k, kot ima agent na lestvici najbolj uspe²nih, ve£ja je verjetnost,
da bodo novi agenti podedovali njegove moºgane, kar smo implementirali s
pomo£jo uteºenega naklju£ja  novemu agentu se dolo£i naklju£na vrednost
med 0 in skupnim se²tevkom vseh to£k z lestvice najbolj²ih, nato pa v vr-
stnem redu od najbolj²ega do najslab²ega agenta izbere tistega, katerega
kumulativna vrednost to£k je ve£ja od izbrane vrednosti novega agenta. Pri
dedovanju je upo²tevana dolo£ena stopnja mutacije, ki smo jo za potrebe
analize podatkov za vsako posamezno kolonijo dolo£ili med 0,01 in 0,10 v
korakih po 0,01. Vsaki uteºi podedovane nevronske povezave se tako pri de-
dovanju od²teje ali pri²teje vrednost med ni£ in stopnjo mutacije. Na koncu
uteºi vseh vhodnih povezav do posameznega nevrona normaliziramo, tako da
je njihov se²tevek ponovno 1. Poleg opisanih mutacij je ob kreaciji agenta
5 % moºnost, da ta nevronske mreºe ne bo dedoval, ampak bodo povezave
v njegovi nevronski mreºi vsebovale popolnoma naklju£ne vrednosti. S tem
zagotovimo, da se v primeru velikega ²tevila slabo razvitih agentov generirajo
tudi novi, druga£ni agenti, tako da kolonija ne stagnira.
26 POGLAVJE 3. OPIS SIMULACIJSKEGA PROGRAMA
3.6 Feromoni
Ko agenti poberejo in nosijo hrano, za seboj pu²£ajo feromonske sledi, tako
da lahko ostali agenti tem feromonom sledijo in tako pridejo do vira hrane.
Tekom izdelave simulacije smo preizkusili razli£ne na£ine implementacije za-
pisa in uporabe feromonov in med njimi poiskali re²itev, ki je delovala dovolj
hitro in je bila tudi vsebinsko primerna. Agent kot vhodni podatek pri-
dobi informacijo, ali trenutno v svoji okolici zaznava feromone ali ne. e
ima nevronska mreºa izhod FOLLOW_PHEROMONES, za£ne agent slediti
feromonski sledi.
3.6.1 Zapis feromona
Feromoni, ki jih agenti pu²£ajo, imajo razli£no mo£, kar omogo£a drugim, da
lahko med ve£ feromoni v njihovi okolici izberejo mo£nej²ega. Ko agent po-
bere hrano, za£ne pu²£ati feromonske sledi. Mo£ feromonov, ki jih pu²£a, se
s £asom zmanj²uje, prav tako pa se zmanj²uje mo£ ºe izpu²£enega feromona,
kar predstavlja njegovo izhlapevanje. Ko agent doma odda hrano, pade mo£
izpu²£anja feromonov ponovno na ni£. e agent izpusti feromon na koordi-
natah, kjer se ºe nahaja feromon, ga prepi²e le v primeru, £e je njegova mo£
ve£ja od ºe obstoje£ega feromona.
V prvi iteraciji na£rtovanja okolja smo zmanj²evali mo£ izpu²£enega in ºe
postavljenega feromona za ena. Posledi£no je imela skoraj celotna feromonska
sled enako mo£ feromonov, saj so se vsi enakomerno in naenkrat zmanj²evali.
V drugi iteraciji so feromoni izhlapevali za ena, mo£ izpu²£enih feromonov
pa se je zmanj²evala za dva. Tudi ta na£in ni bil ustrezen, saj se agenti
velikokrat tudi ustavijo in ne pu²£ajo sledi z enakomerno padajo£o mo£jo,
hkrati pa lahko drugi agenti pohodijo in prepi²ejo njihovo sled. Tako se lahko
v okolici agenta na razli£nih mestih nahaja ve£ enako mo£nih feromonov, zato
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so se agenti, ki so tak²ni sledi sledili, velikokrat premikali le naprej in nazaj
oz. popolnoma obstali na mestu.
V tretji iteraciji smo sku²ali zgoraj opisani problem re²iti s pomo£jo uvedbe
vektorjev. Vsak feromon je imel dve vrednosti  mo£ in vektor, ki je kazal v
nasprotni smeri od smeri agenta, ki ga je izpustil. e je bilo ve£ enako mo£nih
feromonov v agentovi okolici, se je ta ²e vedno premikal v smeri hrane, saj
so tja kazali vsi vektorji izpu²£enih feromonov. Ta re²itev je sicer ustrezna,
vendar pa ne upo²teva ve£ primarne funkcije feromona, kot ga poznamo v
naravi, kjer feromon v osnovi le ozna£uje dolo£eno mesto in ne podaja smeri,
iz katere je prihajal agent, ki ga je izpustil.
V £etrti iteraciji smo zato poiskali druga£no re²itev, ki vektorjev ni vsebo-
vala. Mo£ feromona smo zmanj²evali le pri njegovem izpustu, izhlapevanje
feromona pa smo namesto s padanjem mo£i simulirali le s pomo£jo od²teval-
nika £asa tako, da je po dolo£enem £asu feromon izginil. Prepis feromonov
deluje podobno kot v prvi iteraciji, le da smo v primeru podobne mo£i obeh
feromonov ºe obstoje£emu feromonu pove£ali njegov £as obstoja.
3.6.2 Prepoznavanje feromonov
V prvi iteraciji implementacije prepoznavanja feromonov smo feromone za-
pisali s pomo£jo razpr²ene tabele (hashtable), v kateri je vrednost klju£a
predstavljal vektor s koordinatama x in y. Vsak agent v vsaki iteraciji za
vsako to£ko v radiju 10 to£k okoli sebe preveri, ali se tam nahaja feromon.
Re²itev je sicer vsebinsko primerna, vendar je delovala po£asi.
V drugi iteraciji smo dodali ²e eno razpr²eno tabelo, ki vsebuje ve£ manj-
²ih razpr²enih tabel, ki predstavljajo okolje, razdeljeno na mreºo kvadratov
velikosti 20 x 20 to£k. Klju£ za dostop do razpr²enih tabel se ra£una po
ena£bi 3.1, klju£ znotraj manj²ih tabel pa je vektor x, y, tako kot v prvi
iteraciji.
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x
20
∗ 1000 + y
20
(3.1)
V postopku preverjanja, ali so feromoni v okolici agenta, agent preveri, ali
kvadrat, v katerem se nahaja, vsebuje feromone (oz. ali je razpr²ena tabela
prazna ali polna). e je polna, agent znotraj te tabele med feromoni, ki se
tu nahajajo, poi²£e feromon z najve£jo mo£jo. Tovrstni pristop je £asovno
bolj ekonomi£en, vendar pa prihaja do teºav, ko se agent nahaja ob robu
kvadrata. V najslab²em primeru se lahko namre£ zgodi, da v neko smer ne
zaznava niti ene to£ke oddaljenosti (Slika 3.7).
Slika 3.7: Prikaza agenta znotraj kvadrata v mreºi in problem asimetri£nega
zaznavanja feromonov.
V tretji iteraciji smo okolje razdelili na ²tiri mreºe, ki se med seboj delno
prekrivajo in ustvarjajo kvadrate velikosti 10 x 10 to£k (Slika 3.8). Agent
tako zaznava feromone v vsako smer najmanj 10 to£k in najve£ 20 to£k.
V postopku iskanja feromonov agent za vsako od ²tirih razpr²enih tabel, v
kateri se nahaja, preveri, ali je prazna oz. polna in £e sledi feromonski sledi,
poi²£e najmo£nej²i feromon. Ta na£in se je izkazal za zelo u£inkovitega tako
s £asovnega kot vsebinskega vidika.
e se je v posameznem kvadratu nahajalo veliko ²tevilo agentov in so le-ti
pu²£ali feromonske sledi, je lahko vsak kvadrat vseboval do 400 feromonov.
Tak na£in izra£una in izrisovanja feromonov je v realno £asovni simulaciji
deloval dobro. e smo ºeleli simulacijo pospe²iti, da bi lahko v kraj²em £asu
pridobili ve£ podatkov za analizo, smo morali ta del simulacije ²e dodatno
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Slika 3.8: Elementi ²tirih mreº, ki se med seboj prekrivajo, ter agent na
sredini. Pu²£ice prikazujejo, kako dale£ agent zaznava feromone v vsaki izmed
smeri.
pospe²iti. Tako smo feromone shranjevali in izrisovali le na koordinatah, ki so
ve£kratniki ²tevila ²tiri, kar je ²tevilo moºnih zapisov in izrisov znotraj enega
kvadrata zmanj²alo na 25. To je celotno simulacijo zelo pospe²ilo, hkrati pa
ni opazno vplivalo na delovanje feromonov.
3.7 To£kovanje
Agenti v ve£ini primerov dedujejo svoje moºgane od enega izmed dvajsetih
najbolj²ih pripadnikov kolonije, pri £emer je verjetnost dedovanja agento-
vih moºganov proporcionalna njegovemu ²tevilu to£k v primerjavi z drugimi
agenti na lestvici. Agente nagrajujemo le za vedenja, ki omogo£ajo kolo-
niji preºivetje, za nepravilno vedenje pa agentov ne kaznujemo. Na za£etku
ima vsak agent 0 to£k, pridobljene to£ke pa se nabirajo kumulativno vse do
njegove smrti. Agent pridobiva to£ke na tri razli£ne na£ine, ki so glede na po-
membnost akcije razli£no obteºeni (ker ve£je ²tevilo to£k pri agentu pomeni
tudi ve£jo verjetnost dedovanja njegovih moºganov).
Bistveno za agentovo preºivetje je nabiranje hrane, zato je agent nagrajen za
aktivnosti, ki so vezane na nabiranje hrane.
a) Ko agent nabira hrano, dobi to£ke glede na koli£ino pobrane hrane.
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Naenkrat lahko dobi maksimalno 300 to£k (kar je 1 to£ka na 10 enot
hrane pri maksimalni kapaciteti 3000 enot hrane). S tem spodbudimo
agente, da pobirajo hrano, ko pridejo do nje.
Ena izmed klju£nih zna£ilnosti preºivetja kolonije je skladi²£enje hrane doma.
Zato so agenti nagrajeni za tako vedenje.
b) Ko prvi£ v svojem ºivljenju pride domov s hrano, dobi agent 1000 to£k
in dodatno to£ko za vsako enoto hrane, ki jo v tistem trenutku nosi (to-
rej med 1-3000 to£k). V nasprotju z drugima dvema na£inoma to£kova-
nja se to to£kovanje izvede le enkrat v agentovem ºivljenjskem obdobju.
Namenjeno je spodbujanju prehoda med individualnim vedenjem agen-
tov in usmerjenostji k preºivetju kolonije kot celote.
c) Vsaki£, ko agent nabrano hrano odloºi doma, dobi to£ko za vsako od-
loºeno enoto hrane (med 1 in 3000 to£kami).
Za agentovo preºivetje je pomembno tudi hranjenje, ki pa ni neposredno
nagrajeno s to£kami, saj je nagrajen posredno, ker lahko v primeru, da se ne
hrani u£inkovito, umre zaradi lakote in tako zbere manj²e ²tevilo to£k, kot
bi jih tekom svojega ºivljenja lahko nabral sicer.
3.8 asovnik
Pogostost izvedbe posameznih delov programa v za£etni fazi razvoja simu-
lacije ni bila omejena. Ko se je, zaradi pove£anja kompleksnosti simulacije,
pojavila potreba po pohitritvah, smo uvedli £asovno omejevanje dolo£enih
funkcij. Bolj ra£unsko zahtevne funkcije smo omejili tako, da so se smele
izvesti samo vsako dolo£eno ²tevilo milisekund.
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V zadnjih iteracijah simulacije smo implementirali tudi pridobivanje podat-
kov, kar je zahtevalo pospe²itev simulacije, saj bi bilo v nasprotnem primeru
realno £asovno pridobivanje podatkov preve£ zahtevno. Tako je bilo potrebno
stari sistem omejevanja v milisekundah spremeniti. Ker smo si ºeleli £im bolj
pospe²iti £as znotraj simulacije, pospe²itev pa je nihala s trenutno ra£unsko
zahtevnostjo, za nadzor funkcij simulacije ni bilo ve£ mogo£e uporabljati
realnih £asovnih enot.
Uvedli smo virtualno £asovno enoto okvirja (frame), ki je bila enaka hitrosti
osveºevanja na²e simulacije. V eni sekundi se glavna zanka simulacije izvede
60-krat, vsaki£ ko se ta zanka izvede, pa trenutno ²tevilo okvirjev pove£amo
za ena. To ²tevilo je shranjeno v posebnem razredu TimerControl, ki vse-
buje spremenljivke, ki povedo, na koliko £asovnih enot se dolo£ene funkcije
izvajajo. Te funkcije ob vsaki iteraciji glavne zanke preverijo, ali se smejo
izvesti. Pogostost izvajanja posamezne funkcije je slede£a:
• izrisovanje graﬁ£nih elementov  vsako £asovno enoto;
• agenti (funkcije, kot so npr. premikanje, nabiranje)  vsaki dve £asovni
enoti;
• osveºevanje in odstranjevanje feromonskih sledi  vsaki dve £asovni
enoti;
• osveºevanje nevronske mreºe  vsakih 12 £asovnih enot;
• osveºevanje in odstranjevanje posameznih virov hrane  vsakih 20 £a-
sovnih enot.
Na ta na£in lahko simulacijo pospe²imo (ali pa upo£asnimo) kolikor ºelimo,
pri £emer lahko ²e vedno sledimo koli£ini simuliranega realnega £asa, saj
sproti ²tejemo ²tevilo iteracij glavne zanke simulacije.
32 POGLAVJE 3. OPIS SIMULACIJSKEGA PROGRAMA
Za ozko grlo pri hitrosti izvajanja simulacije se je izkazalo izrisovanje graﬁ£nih
elementov, ki so se izrisovali ob vsaki iteraciji glavne zanke. To je bilo pri
pridobivanju podatkov sila neu£inkovito.
Z novim implementiranim sistemom okvirjev smo nastavili graﬁ£no izriso-
vanje na vsakih 300 izvedb glavne zanke oz. £asovnih enot, kar je vsakih
5 sekund £asa znotraj simulacije. S to spremembo simulacija te£e tudi do
20-krat hitreje kot prej, pri £emer je pospe²itev vidna predvsem na za£etku,
ko agenti ²e ne nabirajo hrane in ne pu²£ajo feromonskih sledi.
Da lahko agente in njihovo nabiranje hrane ²e vedno opazujemo v realnem
£asu, je v uporabni²kem vmesniku gumb, s katerim preklapljamo med nor-
malnim in hitrim na£inom simulacije.
3.9 Beleºenje aktivnosti
S stati£nim razredom Logger smo implementirali beleºenje ve£jega ²tevila
spremenljivk, kar omogo£a kasnej²o obdelavo podatkov in ugotavljanje vpliva
parametrov na u£inkovitost agentov in s tem kolonije. Vse spremenljivke be-
leºimo enkrat na minuto, pri £emer poteka pridobivanje podatkov za eno
kolonijo 300 minut (5 ur). Kot neodvisno spremenljivko smo izbrali deleº
mutacije (vrednosti mutacije so od 0,01 do 0,10, ozna£ene pa so s katego-
rijami od 1 do 10; MutationRate). eprav pri obstoje£i verziji simulacije
to ni potrebno, beleºimo tudi skupno ²tevilo ºive£ih agentov (Total), kar bi
omogo£alo primerjavo razli£no velikih kolonij.
V posebnem stati£nem razredu beleºimo naslednjih deset odvisnih spremen-
ljivk:
a) kolikokrat so agenti odloºili hrano doma v zadnji minuti (Stores),
b) kolikokrat so agenti odloºili hrano doma od za£etka obstoja kolonije
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(TotalStores),
c) ²tevilo to£k najbolj²ega agenta (ne glede na to, ali je ºiv ali ne; Be-
stAntScore),
d) ²tevilo to£k najbolj²ega ºivega agenta (BestAliveAntScore),
e) skupni se²tevek to£k dvajsetih najbolj²ih agentov (TopAntsScoreSum),
f) skupni se²tevek to£k za vse ºive£e agente (AllAliveAntsScoreSum),
g) ²tevilo produktivnih agentov v zadnji minuti (agenti, ki so v zadnji
minuti domov prinesli hrano; Productive),
h) ²tevilo agentov, ki v zadnji minuti niso za vsaj pet sekund zapustili
svojega doma (Useless),
i) koliko bliºnjih oz. daljnih virov hrane je bilo iz£rpanih do sedaj (In-
nerGathered, OuterGathered) in
j) povpre£na starost trenutno ºive£ih agentov (AverageLife).
Vse ostale spremenljivke, ki bi lahko vplivale na u£inkovitost kolonije, smo
nadzorovali tako, da so bile izena£ene (npr. koli£ina in pozicija virov hrane,
²tevilo agentov v koloniji, pozicija kolonije itd.).
Simulacija zapisuje in razporeja podatke v ve£ datotek glede na stopnjo mu-
tacije. Podatki za kolonije, ki so obstajale manj kot celotni £as simulacije,
se ne zapi²ejo. Pridobivanje podatkov za ve£jo koli£ino kolonij je potekalo
avtomati£no, saj se je simulacija po preteku 300 minut samodejno prekinila,
ponastavila vse spremenljivke in se ponovno zagnala.
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4. Tipi£ni vzorci vedenja
Po kon£ani izdelavi simulacije nas je zanimalo, kako uspe²ne so posamezne
kolonije glede na stopnjo mutacije pri dedovanju in kak²ni so njihovi tipi£ni
vzorci vedenja. Stopnjo mutacije smo ozna£ili z vrednostmi od 0,01 do 0,10
(npr. pri stopnji mutacije 0,01 se uteºi na nevronskih povezavah pri dedo-
vanju spreminjajo najve£ za ±0, 01). Za vsako stopnjo mutacije smo zbrali
podatke za 24 med seboj neodvisnih kolonij (skupno torej 240 kolonij) v
dolºini 300 minut. Vrednosti, ki smo jih beleºili, so opisane v poglavju 3.9.
Opazovanje tipi£nega obna²anja lahko razdelimo v grobem na dva dela. V
prvem delu nas je zanimalo, kak²no je obna²anje agentov, v drugem delu,
kak²no je obna²anje agentov z vidika preºivetja kolonije, na koncu pa smo
naredili ²e primerjavo najbolj²ih agentov glede na stopnjo mutacije.
4.1 Vedenje agentov
Za obstoj agentov znotraj kolonije je pomembno, da najdejo hrano, jo pobe-
rejo in pojejo. Prvi dve vedenji sta razvidni iz dveh spremenljivk, ki beleºita,
koliko bliºnjih oz. daljnih virov hrane je bilo iz£rpanih do sedaj (InnerGa-
thered, OuterGathered), zadnja pa je posredno razvidna iz povpre£ne starosti
trenutno ºive£ih agentov (AverageLife).
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4.1.1 tevilo iz£rpanih virov hrane
Za prikaz odnosa med stopnjo mutacije in ²tevilom iz£rpanih virov hrane
v celotnem £asu obstoja kolonije (ne glede na to, ali je bila hrana bliºnja
ali daljna - TotalGathered) smo uporabili ²katlo z brki (boxplot ; Slika 4.1).
Zgornji in spodnji del ²katle prikazujeta prvi in tretji kvartil - vrednosti, pod
katerima je 25% oz. 75% primerov. Srednja odebeljena £rta predstavlja me-
diano, rob £rt izven ²katle pa minimalno in maksimalno vrednost. Vrednosti,
ki zelo odstopajo od preostalih podatkov (t. i. outliers), so na grafu ozna£ene
s krogci in zvezdicami.
Rezultati kaºejo, da so imele kolonije s stopnjo mutacije 0,01 in 0,02 v pri-
merjavi z drugimi kolonijami v povpre£ju niºje ²tevilo iz£rpanih virov hrane,
kar je najverjetneje posledica tega, da je stopnja mutacije v teh dveh pri-
merih ²e premajhna, da bi se lahko kolonija neu£inkovitih agentov zanesljivo
razvila v uspe²no delujo£o kolonijo. Vendar pa tak²na majhna stopnja mu-
tacije hkrati omogo£a koloniji, da v redkih primerih, ko se v njej pojavi zelo
uspe²en agent, tega zvesto kopira. Tako lahko na grafu vidimo, da dosegajo
kolonije najvi²je zabeleºeno ²tevilo iz£rpanih virov hrane prav pri najniºjih
stopnjah mutacije (ozna£ene z zvezdico), pri vi²jih stopnjah mutacije pa do
tako visokih odstopanj ne prihaja.
Pri stopnji mutacije, vi²ji ali enaki 0,06 so doseºene vrednosti nizke in se
ne spreminjajo dosti. Predvidevamo lahko, da so stopnje mutacije v teh
primerih ºe prevelike, da bi se nevronske mreºe uspe²nih agentov brez velikih
odstopanj prenesle na njihove potomce.
Glede na dobljene rezultate sklepamo, da je za doseganje u£inkovitega po-
biranja hrane znotraj kolonije najbolj²a stopnja mutacije med 0,03 in 0,05.
Te stopnje mutacije omogo£ajo najbolj optimalno ravnovesje med zmoºnostjo
razvoja novih agentov, ko kolonija ²e ni uspe²na, in zmoºnostjo (skoraj²njega)
kopiranja ºe uspe²nih agentov.
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Slika 4.1: Porazdelitev skupnega ²tevila iz£rpanih virov hrane glede na sto-
pnjo mutacije.
Na sliki 4.2 so posamezni viri hrane razdeljeni na bliºnje (modre ²katle) in
daljne (zelene ²katle). Kot bi lahko pri£akovali, so agenti v veliko ve£ji meri
nabirali hrano bliºje domu, ne glede na to, kak²na je bila stopnja mutacije
kolonije. Tak²no obna²anje je posledica feromonov in prednastavljene prefe-
rence agentov za sledenje mo£nej²im feromonskim sledem. Ko agent pobere
hrano, za£ne pu²£ati feromonsko sled z dolo£eno mo£jo, ki s £asom upada.
Tako je feromonska sled, ki vodi od bliºnje hrane, vedno mo£nej²a kot sled,
ki vodi od bolj oddaljene hrane.
Ve£ina kolonij je v danem £asovnem okvirju iz£rpala med 0 in 40 virov hrane
(M = 22,71), le redke pa so iz£rpale ve£ kot 40 virov. Dve koloniji izrazito
izstopata, saj sta uspeli iz£rpati 96 oz. 97 virov hrane (Slika 4.3). Kot je
razvidno iz slike 4.1, sta to koloniji s stopnjo mutacije 0,01 in 0,02.
Kolonije so za iz£rpanje prvega vira hrane v povpre£ju porabile 25,68 minut
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Slika 4.2: Porazdelitev ²tevila iz£rpanih bliºnjih (modra barva) in daljnih
(zelena barva) virov hrane glede na stopnjo mutacije kolonij.
(SD = 28,29). Kot je razvidno iz Tabele 4.1, se povpre£ni £as razlikuje
tudi glede na stopnjo mutacije kolonij  najve£ £asa so porabile kolonije s
stopnjo mutacije 0,01 (51 minut), najmanj pa kolonije s stopnjo mutacije 0,05
in 0,10 (18 minut). Najve£jo razpr²enost imajo kolonije s stopnjo mutacije
0,01, najmanj²o pa kolonije s stopnjo mutacije 0,05, 0,09 in 0,10, kar kaºe na
to, da so kolonije z nizko stopnjo mutacije precej bolj raznolike v uspe²nosti
pobiranja hrane kot kolonije z vi²jimi stopnjami mutacije.
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Slika 4.3: Porazdelitev skupnega ²tevila iz£rpanih virov hrane za vse kolonije
(N = 240).
Stopnja mutacije N Minimum Maksimum M SD
0,01 24 5 215 50,54 57,40
0,02 24 8 207 38,83 43,83
0,03 24 5 171 31,17 33,44
0,04 24 7 61 20,79 15,63
0,05 24 7 33 17,83 8,46
0,06 24 8 65 20,38 14,10
0,07 24 10 50 20,46 11,34
0,08 24 10 62 19,58 11,30
0,09 24 10 39 19,21 7,17
0,10 24 12 24 18,00 3,71
Tabela 4.1: Povpre£ni £as, porabljen za iz£rpanje prvega vira hrane glede na
stopnjo mutacije.
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4.1.2 Povpre£na starost
eprav nismo beleºili koli£ine hrane, ki jo agent poje, je to posredno raz-
vidno iz agentove starosti. Agenti, ki hranjenja ne osvojijo, umrejo precej
hitreje kot agenti, ki se uspe²no hranijo. Prvih nekaj minut starost agentov
znotraj kolonije raste, saj ti ²e ne umirajo zaradi lakote. Prvi ve£ji skok
v povpre£ni starosti je razviden ²ele okoli 50. minute, kar je najverjetneje
posledica uspe²nega hranjenja agentov (Slika 4.4).
Slika 4.4: Povpre£na starost agentov glede na £as za vse kolonije (N = 240).
4.2 Vedenje kolonije
Iz vidika preºivetja kolonije kot celote je pomembno, ali agenti doma shra-
njujejo hrano ali ne. S tem pove£ajo moºnost za hranjenje agentov, saj sta
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prehranjevanju namenjena dva izhoda iz nevronske mreºe - hranjenje s hrano,
ki jo agent nosi (EAT_OWN_FOOD), in hranjenje s hrano, ki je shranjena
doma in je v skupni uporabi kolonije (EAT_COLONY_FOOD).
Nekatere kolonije se v celotnem £asu obstoja niso nau£ile odlagati hrane
doma. e razdelimo kolonije glede na stopnjo mutacije, lahko vidimo, da
so tovrstne kolonije prisotne le pri stopnjah mutacije 0,01 in 0,02. Kolonije
s stopnjo mutacije 0,04 imajo ²tevilo odlaganj hrane vedno ve£je od 100,
kolonije s stopnjo mutacije 0,05 in ve£ pa imajo ²tevilo odlaganj hrane vedno
ve£je od 1000. Tako lahko vidimo, da kolonije z dovolj veliko stopnjo mutacije
vedno razvijejo sistem shranjevanja hrane doma, pri £emer so najbolj uspe²ne
kolonije s stopnjo mutacije med 0,05 in 0,08 (Slika 4.5).
Slika 4.5: Skupno ²tevilo odlaganj hrane v celotnem £asu obstoja kolonije
glede na stopnjo mutacije (N = 240).
Kot bi lahko pri£akovali, povpre£no ²tevilo odlaganj hrane s £asom raste.
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Slika 4.6: Povpre£no ²tevilo odlaganj hrane glede na £as za vse kolonije
(N = 240).
Opazno je nihanje, ki je posledica iz£rpanja trenutnega vira hrane (Slika 4.6).
V tem £asu agenti prinesejo domov manj hrane, saj morajo med tem poiskati
nov vir. Da bi lahko videli, kak²en je odnos med odlaganjem hrane in iz-
£rpanjem virov, smo si ogledali grafe za posamezne kolonije. Enega izmed
tipi£nih grafov smo prikazali na sliki 4.7. Videti je, da koli£ina odloºene
hrane raste, vse dokler se trenutni vir hrane ne iz£rpa. Nato koli£ina odlo-
ºene hrane stagnira, vse dokler agenti ne odkrijejo novega vira hrane, kar je
videti v skoku ²tevila odlaganj hrane, dokler vir hrane ni ponovno iz£rpan.
Razlike v skupnem ²tevilu odlaganj hrane med razli£nimi kolonijami so med
drugim posledica razlik v ²tevilu iz£rpanih virov hrane (oz. uspe²nega iskanja
in nabiranja hrane). Tudi izra£un korelacije je pokazal, da je ²tevilo odlaganj
hrane pozitivno povezano s ²tevilom iz£rpanih virov hrane (r = 0,768). Ven-
dar pa korelacija ni popolna, kar kaºe na to, da agenti v dolo£enih primerih
hrane ne prinesejo domov. Iz Tabele 4.2 vidimo, da na ta odnos vpliva tudi
stopnja mutacije, saj je deleº pojasnjene variance pri stopnji mutacije 0,01
zelo majhen (0,18), pri srednjih stopnjah mutacije pa je precej ve£ji (okoli
0,80).
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Slika 4.7: Prikaz odnosa med skupnim ²tevilom odlaganj hrane in iz£rpanjem
virov hrane v £asu za eno izmed kolonij s stopnjo mutacije 0,06.
Stopnja mutacije Pearsonov r r2 (deleº pojasnjene variance)
0,01 0,424* 0,180
0,02 0,848** 0,719
0,03 0,902** 0,814
0,04 0,908** 0,824
0,05 0,929** 0,863
0,06 0,930** 0,865
0,07 0,806** 0,650
0,08 0,803** 0,645
0,09 0,586** 0,343
0,10 0,796** 0,634
Tabela 4.2: Pearsonovi koeﬁcienti korelacije med skupnim ²tevilom odlaganj
hrane in skupnim ²tevilom iz£rpanih virov hrane glede na stopnjo mutacije
(*p<0,05; **p<0,01).
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Na slikah 4.8 in 4.9 sta prikazana primera odnosa za niºjo in vi²jo stopnjo
mutacije. Vidimo lahko, da je pri stopnji mutacije 0,01 veliko kolonij, ki
so uspele iz£rpati precej virov hrane, vendar pa hrane niso odlagale doma
(Slika 4.8). Nasprotno pa se odnos med ²tevilom iz£rpanih virov hrane in
²tevilom odlaganj hrane pri stopnjah mutacije med 0,03 in 0,06 skorajda
prilega regresijski premici, kar je razvidno tudi iz primera za stopnjo mutacije
0,05 na sliki 4.9.
Slika 4.8: Prikaz odnosa med skupnim ²tevilom iz£rpanih virov hrane in
skupnim ²tevilom odlaganj hrane za kolonije s stopnjo mutacije 0,01.
Agenti so za prvo odlaganje hrane v povpre£ju porabili 22,52 minute (£e
upo²tevamo le kolonije, ki so uspele odloºiti hrano vsaj enkrat). Kot je
razvidno iz Tabele 4.3, se pri tem kolonije razlikujejo tudi glede na stopnjo
mutacije, pri £emer so najve£ £asa porabile kolonije z nizkimi stopnjami
mutacije (0,01 in 0,02), najmanj £asa pa kolonije z vi²jimi stopnjami mutacije
(0,06 - 0,10). Podobno velja tudi za razpr²enost.
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Slika 4.9: Prikaz odnosa med skupnim ²tevilom iz£rpanih virov hrane in
skupnim ²tevilom odlaganj hrane za kolonije s stopnjo mutacije 0,05.
Stopnja mutacije N Minimum Maksimum M SD
0,01 13 5 228 69,15 74,465
0,02 17 3 299 77,47 90,145
0,03 24 3 236 44,25 58,602
0,04 24 1 47 15,25 13,079
0,05 24 3 83 17,29 24,676
0,06 24 1 24 7,92 5,664
0,07 24 4 26 10,25 5,550
0,08 24 2 19 7,46 4,222
0,09 24 3 16 6,71 2,896
0,10 24 3 18 6,83 3,679
Tabela 4.3: Povpre£ni £as, porabljen za prvo odlaganje hrane glede na stopnjo
mutacije za kolonije, ki so uspele hrano odloºiti vsaj enkrat.
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4.3 tevilo to£k najbolj²ih agentov
Glede na to, da se agenti tekom obstoja kolonije razvijajo in napredujejo,
lahko pri£akujemo, da bodo to£ke najbolj²ih agentov s £asom rastle. Prav
tako bi lahko pri£akovali, da bo ²tevilo to£k najbolj²ih agentov (znotraj ob-
stoja posamezne kolonije) odvisno od stopnje mutacije, saj pri nizkih sto-
pnjah mutacije ne prihaja do tako velikih razlik med agenti in tako ne nasta-
jajo zelo uspe²ni agenti. Ravno obratno pa lahko pri£akujemo za kolonije z
visoko stopnjo mutacije. Pridobljeni rezultati so na²a pri£akovanja potrdili
(Slika 4.10).
Slika 4.10: Prikaz ²tevila to£k najbolj²ih agentov v koloniji v £asu glede na
stopnjo mutacije.
5. Moºnosti za izbolj²ave
Po izrisovanju graﬁ£nih elementov se je za ozko grlo izkazalo predvsem iskanje
feromonskih sledi. Sicer smo to funkcijo ºe precej izbolj²ali tekom razvoja,
vendar obstajajo dodatne moºnosti za optimizacijo.
Ena izmed moºnih izbolj²av je vezana na £asovno zahtevno agentovo pregle-
dovanje razpr²enih tabel, ki vsebujejo podatke o feromonskih sledeh. Tre-
nutno agent pregleda ²tiri med seboj prekrivajo£e se razpr²ene tabele, ki
vsebujejo podatke o feromonskih sledeh v njegovi okolici, in v vsaki poi²£e
najmo£nej²o feromonsko sled (maksimalno vrednost) ter se glede na rezultate
odlo£i za nadaljnjo smer gibanja.
Moºna bi bila uvedba dodatne tabele z velikostjo, enako ²tevilu trenutnih
razpr²enih tabel s feromoni. Ta bi ob vsakem osveºevanju razpr²enih ta-
bel shranila podatke o velikosti in poziciji najmo£nej²ih feromonskih sledi
za vsako razpr²eno tabelo posebej. Tako bi lahko poiskali najmo£nej²o fero-
monsko sled s preprosto primerjavo ²tirih vrednosti.
5.1 Moºnosti popravkov in razvoja simulacije
Nadgradnja simulacije je vezana na bolj realisti£no in nevarno okolje, na
specializacijo in spremembo delovanja agentov ter na razvoj kolonije.
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5.1.1 Spremembe na ravni okolja
Okolje bi lahko naredili bolj dinami£no  postavili bi lahko nevarne objekte,
ovire, vodna telesa, ki bi agentom oteºevala gibanje, nekatera pa bi jih celo
ogroºala. Dodali bi lahko razli£ne tipe virov hrane glede na velikost (manj²i,
ve£ji), stati£nost (stacionarni, premi£ni viri hrane), dostopnost (npr. vir, do
katerega je potrebno priti okoli ovir) in teºavnost pridobivanja (npr. vir,
za katerega mora sodelovati ve£je ²tevilo agentov in za katerega se je treba
boriti, kot se npr. morajo za ºuºelke boriti mravlje). Kolonije bi se lahko
specializirale za nabiranje le dolo£enega tipa hrane ali pa bi pobirale vse tipe
hrane. V simulaciji bi lahko bilo hkrati tudi ve£ kolonij, ki bi med seboj
tekmovale za hrano.
5.1.2 Spremembe na ravni agenta
Na ravni agenta bi lahko dodali nove na£ine razvoja oz. u£enja, spremenili
delovanje nevronske mreºe in uvedli specializacijo agentov.
V obstoje£i simulaciji je pri agentih prisotno le genotipsko u£enje  agent
tekom svojega ºivljenja ne more izbolj²ati svojega delovanja, zato potekata
dejansko u£enje in razvoj le na nivoju kolonije. Moºna izbolj²ava bi bila
uvedba fenotipskega u£enja, ki omogo£a spremembe na ravni agenta, in sicer
s pomo£jo povratnega raz²irjanja (back-propagation). Tako bi se lahko manj
uspe²ni agenti u£ili od bolj uspe²nih agentov na podlagi vnaprej dolo£enega
nabora u£nih primerov.
Nevronska mreºa, ki predstavlja agentove moºgane, ima v obstoje£i simulaciji
le pozitivne uteºi, kar omogo£a le vzpodbujevalne oz. ekscitacijske povezave.
Smiselno bi bilo implementirati in opazovati delovanje agentov, £e bi jim
omogo£ili, da razvijejo tudi povezave z negativnimi uteºmi, ki bi delovale
zaviralno (inhibitorno; posamezen vhod bi tako lahko zmanj²eval moºnost
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pojavljanja dolo£enega vedenja).
Znotraj kolonije bi lahko na podlagi poznavanja organiziranosti in delova-
nja mravlji²£ posku²ali uvesti razli£ne tipe agentov, ki bi imeli razli£ne vloge
(npr. delavec, bojevnik, nabiralec) in ﬁzi£ne lastnosti (hitrost, velikost, ve-
likost in kompleksnost moºganov), ki bi jih, tako kot trenutno obna²anje,
razvili s pomo£jo evolucije. Tovrstni pristop bi zahteval bolj kompleksne ne-
vronske mreºe z dodatnimi vhodi (npr. prisotnost nasprotnikov) in izhodi
(npr. bojevanje, gradnja) ter bolj kompleksen sistem ocenjevanja agentov.
e bi kolonijam omogo£ili specializacijo, bi bilo zanimivo videti, ali bi bili
agenti enaki in bi srednje dobro opravljali vse naloge ali pa bi se specializirali
za opravljanje razli£nih nalog.
5.1.3 Spremembe na ravni kolonije
V trenutni simulaciji pridobiva kolonija nove agente ne glede na uspe²nost.
Da bi s pomo£jo simulacije razvili ne le optimalno delujo£ega agenta, ampak
tudi optimalno delujo£o kolonijo, bi lahko kolonijam omogo£ili, da se razvi-
jajo organsko, ne da bi bila njihova velikost konstantna in vnaprej dolo£ena.
Tako bi kolonija rastla glede na koli£ino nabrane hrane, saj bi za vsakega
novega agenta potrebovala hrano. e kolonija ne bi bila uspe²na, bi zaradi
pomanjkanja hrane in s tem novih agentov, izumrla.
Simulacijo lahko primerjamo s predstavljenimi tremi tipi vedenja mravelj
(poglavje 1.4). Agenti sicer ne sku²ajo privabiti drugih k novo najdenemu
viru hrane, vendar pu²£ajo za seboj feromonske sledi. Tako sicer ne izvajajo
skupinskega rekrutiranja, vendar pa feromonske sledi omogo£ajo masovno
rekrutiranje, za katerega je zna£ilno, da je feromonska sled dovolj oja£ana,
da ji agenti sledijo brez vodenja. Da bi agenti poiskali tudi druge vire hrane,
jim omogo£amo naklju£no raziskovanje. Pri nekaterih vrstah mravelj je tako
vedenje obratno sorazmerno z mo£jo feromonske sledi in premo sorazmerno
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z oddaljenostjo od gnezda. Da bi agentom omogo£ili tudi razvoj tovrstnega
vedenja, bi jim kot dodaten vhod lahko dodali oddaljenost od doma.
6. Sklepi in ugotovitve
Izdelali smo simulacijo umetnega ºivljenja za kolonijo agentov. V simulaciji
smo implementirali okolje, v katerem se nahajajo viri hrane in dom kolo-
nije, manj²e enote agentov, ki imajo svoje moºgane, ter skupaj tvorijo ve£jo
enoto, imenovano kolonija. Cilj vsake kolonije je razviti agente, ki bodo
skrbeli tako zase (nabirali in jedli hrano) kot tudi delovali v dobro kolonije
(odlagali hrano doma). Da bi omogo£ili razvoj agentov na nivoju kolonije,
smo uporabili kombinacijo nevronskih mreº in genetskih algoritmov. Vsak
agent ima moºgane, ki so predstavljeni z nevronsko mreºo in je (s precej
unikatno kombinacijo uteºi na povezavah znotraj nevronske mreºe) pred-
stavnik ene izmed moºnih poskusnih re²itev razvoja optimalno delujo£ega
agenta. S pomo£jo genetskih algoritmov smo z dedovanjem in mutacijo ºe
obstoje£ih nevronskih mreº zagotovili nastajanje novih poskusnih re²itev ter
s tem razvoj kolonije. Komunikacijo med agenti smo implementirali s po-
mo£jo pu²£anja feromonskih sledi, kar predstavlja zelo poenostavljeno obliko
komunikacije med mravljami.
Po kon£ani izdelavi simulacije nas je zanimalo, kako uspe²ne so posamezne
kolonije glede na stopnjo mutacije pri dedovanju in kak²ni so njihovi tipi£ni
vzorci vedenja. Ugotovili smo, da se kolonije glede na stopnjo mutacije precej
razlikujejo. Kolonije z nizkimi stopnjami mutacije so namre£ v povpre£ju
iz£rpale manj²e ²tevilo virov hrane, porabile ve£ £asa, da so iz£rpale prvi
vir hrane, v manj²i meri nabrano hrano odlagale doma (oz. je v nekaterih
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primerih niso nikoli odloºile) ter imele v povpre£ju niºje ²tevilo to£k pri
najbolj uspe²nih agentih. Na drugi strani pa so imele tak²ne kolonije tudi
najvi²je zabeleºeno ²tevilo iz£rpanih virov hrane. Tak²ni rezultati so za nizke
stopnje mutacije smiselni, saj se zaradi manj²ih razlik med agenti zelo teºko in
po£asi prilagajajo novim problemom, hkrati pa v primeru, da se razvije dober
agent, tega pogosto kopirajo. Zaradi po£asnega prilagajanja na probleme bi
bilo zanimivo raziskati, kako se kolonije z nizko stopnjo mutacije prilagodijo,
£e jim damo za razvoj na voljo dosti ve£ £asa.
Glede na koli£ino pobrane hrane oz. iz£rpanih virov so se kot najbolj op-
timalne izkazale stopnje mutacije od 0,03 do 0,05, vendar pa so najhitreje
na²le hrano (oz. iz£rpale prvi vir hrane) kolonije s stopnjami mutacije med
0,05 in 0,10. Najbolj uspe²no so hrano shranjevale kolonije s stopnjo muta-
cije med 0,05 in 0,08, pri £emer pa so imele najvi²jo korelacijo med skupnim
²tevilom odlaganj hrane in skupnim ²tevilom iz£rpanih virov hrane kolonije
s stopnjo mutacije od 0,03 do 0,06. Glede na ²tevilo to£k najbolj²ih agentov
se uvr²£ajo visoko vse kolonije s stopnjami mutacije med 0,05 in 0,10. Vi-
dimo lahko, da so kolonije z nekaterimi stopnjami mutacije bolj uspe²ne pri
iskanju, nekatere pri nabiranju, nekatere pa pri shranjevanju hrane. Zdi se,
da je stopnja mutacije 0,05 tista, ki je v vseh navedenih primerih uvr²£ena
zelo visoko, kar je najverjetneje odraz dobrega ravnovesja med zmoºnostjo
razvoja novih agentov, ko kolonija ²e ni uspe²na, in zmoºnostjo hitrega kopi-
ranja uspe²nih agentov. Zanimivo bi bilo raziskati, kako bi se vedle kolonije
s ²e vi²jimi stopnjami mutacije in ali bi tudi pri vedenjih, pri katerih so bile
uspe²ne kolonije s stopnjo mutacije 0,10, pri²lo zaradi prevelike raznolikosti
agentov do upada uspe²nosti.
Zaradi primerjave uspe²nosti kolonij z razli£nimi stopnjami mutacij smo za
vse kolonije nastavili enotne parametre, vendar pa simulacija omogo£a spre-
minjanje skoraj vseh parametrov preko menija. Tako lahko v simulaciji pre-
prosto dodamo ve£je ²tevilo kolonij, spreminjamo ²tevilo agentov in njiho-
vih lastnosti, £as obstoja kolonije in postavljanje virov hrane. Simulacija je
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osnova za nadaljnji razvoj, moºnosti za nadgradnje in dodajanje parametrov
pa je veliko. Nadaljnji razvoj bi se lahko gibal k ve£ji optimizaciji ºe ob-
stoje£ega sistema, dodajanju kompleksnih vedenj agentov in k spreminjanju
okolja, v katerem agenti delujejo. Tak²ne simulacije umetnega ºivljenja skozi
modeliranje evolucije komunikacije in sodelovanja posameznikov pri niºjih
ºivljenjskih oblikah omogo£ajo vsaj malo vpogleda v evolucijo in naravo £lo-
ve²ke inteligentnosti.
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