Ride-sharing is a modern urban-mobility paradigm with tremendous potential in reducing congestion and pollution. Demand-aware design is a promising avenue for addressing a critical challenge in ride-sharing systems, namely joint optimization of request-vehicle assignment and routing for a fleet of vehicles. In this paper, we develop a probabilistic demand-aware framework to tackle the challenge. We focus on maximizing the expected number of passengers picked up by the fleet, given a probability distribution of future demand. A salient feature of our framework is to assign requests to vehicles in a probabilistic manner. It differentiates our work from existing ones and allows us to explore a richer design space to tackle the request-vehicle assignment puzzle with performance guarantee but still keeping the final solution practically implementable. The optimization problem is non-convex, combinatorial, and NP-hard in nature. As a key contribution, we explore the problem structure and propose an elegant approximation of the objective function to develop a dual-subgradient heuristic. We characterize a condition under which the heuristic generates a (1 − 1/e) approximation solution. Our solution is simple and scalable, amendable for practical implementation. We carry out numerical experiments based on real-world traces in Manhattan. The results show that as compared to a conventional demand-oblivious scheme, our demand-aware solution improves the total number of passenger pickups by 21%.
INTRODUCTION
Dynamic ride-sharing or ride-sharing in short, is a modern paradigm for urban mobility, where passengers with similar itineraries and time schedules share riders on short-notice. Popular ride-sharing Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). services, such as uberPOOL 1 and Lyftline 2 , not only can provide convenient and cost-effective transportation to individuals, but also can create significant positive impacts on congestion and pollution. Take Manhattan as an example. The annual cost of congestion is more than $20 billion [27] , which includes 24 million hours of time lost to sitting in traffic and an extra 500 million gallons of fuel burned. With ride-sharing, the authors in [6, 25] show that 98% of the Manhattan rides currently served by over 13,000 taxis could be served with just 3,000 vehicles of capacity four, with marginal increment in the trip delay. The aggregate trip distance, an indicator of commute time and gasoline consumption, can also be reduced by more than 30%. Overall, ride-sharing offers a clear opportunity for alleviating congestion, reducing pollution, and improving transportation efficiency.
A number of societal and economic issues need to be resolved in order to capitalize the maximum benefit of ride-sharing [4, 15] . On the technical front, the holy-grail problem is how to jointly optimize the request-vehicle assignments and routing for a fleet of vehicles (considering future request-vehicle dynamics); see e.g., [7] for a discussion. It is a multi-slot vehicle pickup-and-delivery problem with ride-sharing in consideration, which is challenging to solve as even its single-slot version is already NP-hard [6, 28] .
There are mainly three lines of studies in the literature [4, 16] . The first is to devise offline solutions, assuming full knowledge of future travel requests when making decisions. The offline problem is known to be NP-hard. The authors in [9] propose a 2.5-approximation algorithm under a constrained setting. Many studies consider efficient heuristics and metaheuristics [6, 10, 16, 20, 23, 29, 31] . These offline solutions may serve as performance benchmarks, but they are usually not practical. The second is to design demand-oblivious solutions, assuming zero knowledge of future requests when making decisions; see e.g., [6, 20, 23, 32] . While demand-oblivious solutions are more amenable for practical implementation, their performance can be very conservative as they do not adapt to future demand patterns. The third is to develop demandaware solutions, assuming only distributional information on future travel requests when making decisions. Thanks to the advance in machine learning and data analytics, statistical knowledge of future travel requests can be efficiently learned by leveraging their regular hourly/daily/weekly patterns [30] . This approach opens up new design space for optimizing ride-sharing systems, and the initial success of developing demand-aware ride-sharing routing solution [22] is encouraging.
In this paper, we adopt the demand-aware mindset and develop a joint request-vehicle assignment and routing solution given the distributional information on future travel requests. A key idea in our design is to assign requests to vehicles in a probabilistic manner. This allows us to explore a richer design space to tackle the request-to-vehicle assignment puzzle with performance guarantee, but still keeping the final solution practically implementable. 3 Our particular study in this paper focuses on maximizing the expected number of new (ride-sharing) passengers picked up for a fleet of vehicles of capacity two, with passenger waiting time limit and passenger transportation deadline taken into account. The problem is important for enhancing the quality of service of the ride-sharing service platform such as uberPOOL and Lyftline. It is also equivalent to maximizing the revenue of VIA 4 . Our probabilistic approach is general and can be applied to optimize other system objectives. Our main contributions in this paper are as follows.
▷ In Sec. 2, we propose a general probabilistic framework for demand-aware ride-sharing optimization. The framework allows us to explore a bigger design space of joint request-vehicle assignment and routing with request statistics taken into account.
▷ In Sec. 3, applying the probabilistic framework, we formulate the important problem of joint request-vehicle assignment and routing for a fleet of vehicles given request statistics, in order to maximize the expected number of new (ride-sharing) passengers picked up. The problem is nonlinear and combinatorial, and we show that it is NP-hard. We then reformulate the problem into a linear-combinatorial one. We show that solving the reformulated problem gives an approximation solution to the original problem with an approximation ratio of 1 − 1/e. ▷ In Sec. 4, the reformulated linear-combinatorial problem is still challenging, especially for large-scale instances; indeed, it is still NP-hard. To this end, by leveraging elegant insights from studying the dual of the re-formulated problem, we design a scalable heuristic solution. We further characterize a condition under which the heuristic generates an optimal solution to the reformulated problem, and hence a (1 − 1/e) approximation solution to the original problem.
▷ In Sec. 5, we carry out numerical experiments based on realworld travel request traces in Manhattan. The results show that as compared to a conventional demand-oblivious scheme, our demandaware solution improves the total number of passenger pickups by 21%. The results also show that, joint optimization at the fleet level gives 48% more pickups than that obtained by individual vehicles carrying out optimization separately. A surprising observation is that the conventional demand-oblivious scheme achieves better separate demand-aware optimization by individual vehicles achieve less pickups than .
PROBLEM SETTINGS
Time is divided into slots of equal length, and let T be the set of time slots. We consider the scenario of a fleet of N vehicles of capacity two serving an urban area. We present the the system modeling in this section. Fig. 1(b) . Each node in the region graph represents a region. Each edge (u, v) in the region graph represents a fastest path in the transportation network from the representative node of region u to that of region v. For example, the edge in color red in the region graph in Fig. 1(b) represents the path in color red in the transportation network in Fig. 1(a) .
Transportation Network and Region Graph
We model the urban transportation network as a directed graph G 0 ≜ (V 0 , E 0 ) with node set V 0 and edge set E 0 , as shown in Fig. 1 . Each edge (u 0 , v 0 ) ∈ E 0 is a road segment from node u 0 ∈ V 0 to node v 0 ∈ V 0 , and the travel time of edge (u 0 , v 0 ) is denoted as ξ u 0 ,v 0 (unit: slots). To introduce our travel request model later, we construct a region graph G ≜ (V, E) with node set V and edge set E, as shown in Fig. 1(a) . More specifically, we partition the transportation network G 0 into multiple non-overlapping regions. Each node v ∈ V in the region graph G represents a region in G 0 . We assign a representative node in each region, from which all other nodes in the region can be reached in a small number of slots, e.g., 5 slots, illustrated as the black dots in Fig. 1(b) 5 . We add a directed edge (u, v) in G, as illustrated in 1(a), if there exists a path from the representative node of region u to that of region v in the road graph such that the major fraction of the path is within those two regions 6 . Let δ u,v be the travel time of the fastest path. 5 For a general urban road network, constructing the regions is equivalent to solving a clustering problem to find a set of clusters. Location points within each cluster are close to each other. The problem can be solved by using celebrated algorithms like k-means [24] . For a dense and regular urban road network like Manhattan, one can simply partition the district into regions of equal area. We adopt this method in the simulation in Sec. 5. 6 More specifically, for any two nodes u, v ∈ V, we denote T (u, v) as the minimal travel time from the representative node of region u to that of region v in the transportation network. Then there is an edge from u to v in the region graph if
) for any region k ∈ G. In our simulation in Sec. 5, we set η = 0. 8. We assume that when a travel request appears in a region, it only waits for picking-up for a limited amount of time, e.g.,5 slots. As such, only the vehicles in the same region can pick up the passenger. This captures the observation that each passenger is associated with a waiting-time limit, e.g., 10 minutes for uberPOOL; vehicles far away, i.e., outside the region, cannot pick up the passenger on time. Hence, the "size" of regions can be determined by the waiting-time limit set by the ride-sharing system. Our road network and region graph models are similar to those used in the literature; see e.g., [13, 14, 22] . All our later modeling and analysis are based on the region graph G.
Travel Request
Each travel request consists of the time of request, a pickup region u ∈ V and a drop-off region u ∈ V, a waiting time limit, and a trip deadline. We assume that the waiting-time limit for all travel requests to be the same, e.g., 5 slots, and it is used to properly gauge the size of regions as described in Sec. 2.1. The trip deadline for a travel request from u to v is denoted as ∆ max u,v slots, and we note that UberPOOL has already provided such "Arrive By" service 7 .
In our study, we set the ∆ max u,v = α · δ u,v , where α > 1 represents the delay tolerance factor and δ u,v denotes the travel time of the shortest path from the representative node in region u to that in region v.
Under the demand-aware setting, the time-dependent distributional information on (future) travel requests are available. Specifically, the probability that at time slot t, there are k passengers appearing at region u on G and going to region v is given as P t u,v,k . Without loss of practical relevance, we assume that there are at most K > 0 passengers going from u to v at any given time. Apparently, we have K k =1 P t u,v,k = 1, ∀v ∈ V. We further assume that travel request arrivals across different nodes and in different time slots are mutually independent.
Scenario
We consider the scenario of a fleet of N vehicles of capacity two serving an urban area. At a given time t, each of the N vehicles is in one of the three states:
• (i) the vehicle is delivering two passengers on board and will not pick up any passengers, • (ii) the vehicle is delivering one passenger on board and can pick up one more ride-sharing passenger, • and (iii) the vehicle is empty and roaming towards a preselected hot spot (e.g., regions with good chances of picking up new passengers), with a self-selected and usually sufficiently large deadline.
Note that an empty vehicle in state (iii) can be regarded as a vehicle in state (ii) with one "virtual" passenger on board and is looking for picking up a new passenger along the way to the hot spot. Thus, from the modeling point of view, there is no fundamental difference between state (ii) and state (iii).
We also note that a vehicle may transit between states at different time epochs. For the empty vehicle in state (iii), its state will be updated to (ii) once it picks up a new passenger. Similarly, a vehicle's Under the offline setting, the travel requests are assumed to be known in advanced. The requests are assigned to vehicles in the same regions by solving a combinatorial puzzle, taking into account vehicle status and capacities, the waiting-time limit of the requests, and the system objective. This step is also called a trip-vehicle matching in the literature. Given the assignments, individual vehicles then compute the best pickup-delivery routes to transport the passengers. It is known that the joint assignment and routing problem is NP-hard and challenging to solve. Furthermore, such an offline setting can be impractical because the exact information of future travel requests is usually not available in practice.
Under the demand-aware setting, only the distributional information on travel requests is given. In particular, at time t, k travel requests appear in region u going to region v with probability P t u,v,k . We expect that such distributional information is much easier to obtain in practice. A key idea in our demand-aware design is to allow assigning requests to vehicles in a probabilistic manner. Specifically, upon k (1 ≤ k ≤ K) travel requests appear in region u going to region v at time t, we assign the k requests to N vehicles according to a probability distribution. Let
be the probability of the joint event that (i) k travel requests appear in region u going to region v at time t and (ii) one of the requests is assigned to vehicle i (1 ≤ i ≤ N ). We remark that y t i,u,v,k 's are to be designed later, and each y t i,u,v,k can be positive only when vehicle i is able to deliver the passengers on time if it arrives at node v at slot t. Then, the probability that vehicle i is assigned a travel re-
probability that vehicle i is assigned a travel request in region u at time t (going to any region
. Given the probabilities of picking up (new or ride-sharing) passengers in individual regions at different time epochs, individual vehicles compute their own routes to maximize the expected reward or minimize the expected cost. As we will see in the next section, the joint probabilistic assignment and routing problem admits bigger design space for designing efficient algorithms.
PROBLEM FORMULATION
In this section, we formulate the joint probabilistic request-vehicle assignment and vehicle routing problem for the fleet of N vehicles. Without loss of generality, in the rest of the paper, we assume that we start at time t = 0 and all vehicles are in state (ii), and it is straightforward to extend the analysis and formulation to include the vehicles in status (iii). Our objective is to maximize the expected number of new or ride-sharing passengers picked up by the fleet starting from time t. To optimize the overall system performance in a time horizon, e.g., a day, the optimization will be re-carried out at the time epoch when a passenger arriving at the destination and one seat is made available for service, or when a empty vehicle picks up a new passenger and exit its roaming status.
Ride-Sharing Feasibility
Definition 1. Suppose that vehicle i is transporting a passenger from s i to d i and passing through region v at time t. We say that a s i → v → {u, d i } ride-sharing for vehicle i at time t is feasible if the vehicle can pick up another passenger from v to u at time t and deliver both passengers before their trip deadlines.
Let R v,u,d i denote the set of two types of routes: (i) going from v to u and then to d i , all by the fastest paths, and (ii) going from v to d i and then to u, all by the fastest paths. Let z t i,v,u ∈ {0, 1} be the indicator variable of whether s i → v → {u, d i } ride-sharing for the vehicle i at time t is feasible, i.e., whether the following problem has a feasible solution:
where ∆ max v,u and ∆ max
are trip deadlines, τ s i ,v is the amount of time the vehicle i already spent in traveling from s i to v, and τ v,u (r ) and τ v,d i (r ) are the travel times from region v to region u and region d i along one of the two routes r in R v,u,d i , respectively. The problem involves finding two fastest paths and some simple calculus; it is straightforward to solve. For each vehicle i, we need to solve the problem for every (s i , d i ) pair, every (v, u) pair, and
The total complexity is polynomial in the size of the region graph and the maximum trip deadline. We note that these problems can be solved beforehand and the feasibility indicators z t i,v,u can be stored for lookup.
Request-Vehicle Assignment
Recall that P t v,u,k is the probability that k travel requests appear at time t in region v and going to region u. Variable y t i,v,u,k is the probability of the joint event that (i) k travel requests appear in region u going to region v at time t and (ii) one of the requests is assigned to vehicle i (1 ≤ i ≤ N ). Define
The following proposition characterizes the feasible region of 
Let Y be the set of all feasible request-vehicle assignment vectors.
The inequalities in (3) state that the assignment probability y t i,v,u,k
should not be larger than p t v,u,k , the probability that the k requests appear. The inequalities in (4) state that the assignment probability can be positive only if the assignment is feasible (see Definition 1). The inequalities in (5) can be understood as follows. First,
is simply the conditional probability that given k requests appearing in region v at time t and going to region u, one request is assigned to vehicle i. Then, the inequalities in (5) mean that conditioning on the k requests appearance, the expected total number of passengers assigned to the fleet of N vehicles should be bounded by k.
To prove Proposition 2, the 'only if' part is straightforward. We prove the 'if' part by constructing a scheme to assign requests to vehicles, such that the conditional probability of vehicle i being assigned a passenger out of k appearing requests from v to u at time t is exactly the desired conditional probability y t i,v,u,k
. The scheme is presented in Appendix 7.1 and it is very similar to the ones in [11, 19] for network caching system designs. This scheme is also applied for assigning requests to vehicles in our simulation.
Before we move on, we note that according to the discussion in Sec. 2.4, the probability that vehicle i is assigned a travel request in region u at time t (going to any region) is given by
Problem Formulation
Suppose vehicle i transports passenger following the path
where R i is the set of all the routes from s i to d i with travel time smaller than ∆ max
and n i is the number of intermediate regions in route r i . Note that without making the notion more tedious, we do not specify the time t at each node but it means the arrival time of vehicle i along r i . Given the probabilities of getting request assignment, i.e., y i , the expected number of passengers that vehicle i will pick up (and starts a feasible ride-sharing trip) is given by
is the probability that the vehicle i will not pick up a passenger when passing region v i, j along route r i and hence f i (y i , r i ) is the probability that vehicle i will pick up a passenger along the route r i . Since all vehicles have already picked up a passenger when taking their routes r i , each vehicle has only one seat and can at most pick up one more passenger along the way. As such, f i (y i , r i ) is also the expected number of passengers that vehicle i will pick up along the route r i . We note that f i (y i , r i ) is a non-convex function in y i and it includes routing decision being combinatorial.
The joint (probabilistic) request-vehicle assignment and vehicle routing problem can then be formulated as follows:
where Y is the feasible set described by a set of linear inequalities in (3) - (5). The harness of Problem MP is captured by the following proposition.
Proposition 3. The problem MP is NP-hard as it covers the NP-hard single-vehicle demand-aware routing problem in [22] as a special case.
A DUAL-SUBGRADIENT ALGORITHM
In this section, we first introduce time-expanded graph and then study a linear-combinatorial problem that can be considered as an approximated version of problem MP, by leveraging on an approximation for f i (y i , r i ) and an elegant reformulation. We will then explore the insights from studying the dual of the linearcombinatorial problem to derive a dual-subgradient algorithm for the original problem MP.
Reformulation on Time-Expanded Graph
To facilitate the discussions and problem ref-formulation for designing algorithms, we first introduce a time-expanded graph and will then reformulate our problem on the time-expanded graph. The time-expanded graph is constructed as follows. • N virtual destination nodes, labeled as d −i i , when 1 ≤ i ≤ N and d i is the destination of the current rider at vehicle i.
The edge set E [τ ] is constructed as follows:
• For each edge e = (u, v) ∈ E with travel delay δ u,v , for each
For any node v t ∈ V [τ ] , it is associated with the probabilities
. For easy of expression, in the following ,we usē v to represent the nodes in V [τ ] ; note that eachv is one-to-one map to a v t is associated with the time t implicitly. Correspondingly, we use y i,v,u,k to represent y t i,v,u,k and y i,v to represent y t i,v . With a little abuse of notations, we still use r i and f i to denote the route of vehicle i and its probability of picking up along route r i . Suppose that vehicle i transports passenger from s i to d i following the path
i is the set of all the routes from s 0 i to d −i i on the time expanded graph and n i is the number of intermediate regions in route r i . Given the probabilities of getting request assignment, i.e., y i , the expected number of passengers that vehicle i will pick up (and starts a feasible ride-sharing trip) is given by
Then, we can attain an equivalent formulation of MP as follows:
var.
We first note that f i (y i , r i ) in (9) can be upper-bounded and lowerbounded by two concave functions.
Proposition 5. Define a concave function
The upper bound is obtained by the standard union-bound argument and the lower bound is according to [17] .
With the above understanding, we formulate a problem MP-A as follows:
It has the same feasible region as MP-T but the objective function is replaced by a concave one. The following theorem says that interestingly, solving MP-A gives an approximation solution to MP-T.
Theorem 6. Let y * i , r * i , 1 ≤ i ≤ N , be an optimal solution to MP-T, and let (ȳ i ,r i ), 1 ≤ i ≤ N , be that of MP-A. Then
Proof. By the definition of y
We also have
where the first and third steps utilize Proposition 5, and the second step uses the definition of (ȳ i ,r i ). □ An important insight from Theorem 6 is that the optimal solution of MP-A is a (1 − 1/e) approximation solution of MP-T.
A Linear-Combinatorial Reformulation
We present an equivalent formulation of MP-A to facilitate the algorithm design discussion later. To proceed, we first introduce a set of routing variables
to indicate whether vehicle i pass nodev on the time-expanded regional graph R
[τ ]
i :
x i,v = 1, if the route r i passes throughv; 0, otherwise.
Define X i as the set of all valid x i that corresponds to a r i ∈ R
i . It should be clear that the time-expanded graph is acyclic and directed, and any valid x i ∈ X i maps to a valid r i ∈ R [τ ] i and vice verse. Next, we observe that that for
where z i,v,u is defined in Sec. 3.1 and (14) is equivalent to (4) and (3) . As compared to (5), we only count the probability allocation to vehicles that pass nodev in (13) . AlthoughȲ is larger thanȲ, we can easily see that any feasible solution inȲ can map to a feasible solution in Y. Hence, we replace the constraints
Finally, we replace (14) with 0
, and reformulate the problem MP-A as follows:
var. y
Problem MP-AN is a linear-combinatorial one. The following theorem says that solving MP-AN also gives an (1 − 1/e) approximation solution to MP-T.
Theorem 7. Let y * i , r * i , 1 ≤ i ≤ N , be an optimal solution to MP-T, and let (ȳ i ,x i ), 1 ≤ i ≤ N , be that of MP-AN. Then
wherer i is the route for vehicle i corresponding tox i . 
Dual Sub-Gradient Decent Algorithm
We now present our dual sub-gradient algorithm for solving problem MP-AN. Relaxing the the right-hand-side constrains in (18) by introducing Lagrangian dual variables
we obtain the following Lagrangian function,
The dual function is then
We see that the variables x and y are decoupled in D(λ). So, we can decompose D(λ) into two optimization problems as follows:
and D2 : max
Note that the problem D1 is simply an LP and can be easily solved. The problem D2 is a longest path problem on an acyclic timeexpanded regional graph, and it can be solved in polynomial time [21] . Hence, we arrive at an iterative dual-subgradient algorithm as follows: in each iteration,
• given a set of λ i,v,u,k , we solve the problems D1 and D2 in polynomial time; • we update the dual variables using a sub-gradient update:
where ϕ(λ) is a diminishing step size suggested for subgradient algorithms [8] . The basic idea is choosing large initial stepsize and gradually decreasing the stepsize as the gap between the dual value and current recovered primal value gets smaller. And when we detect that the gap is smaller than a predefined threshold, we decrease the stepsize much faster.
We terminate the iterations when either gap between the dual value and current recovered primal value gets smaller than a preset threshold or the number of iteration exceed a preset limit.
While in general dual-subgradient algorithm is not guaranteed to generate an optimal solution for the primal linear-combinatorial problem, we establish a condition under which it does give an optimal solution to the primal problem.
Theorem 8.
If upon termination of the dual-subgradient algorithm, the dual variables λ satisfy that
Then each x * and y * , specifying routes for vehicles and requestvehicle assignments, is an optimal solution to MP-AN and hence a (1 − 1/e) approximation solution to MP-T.
The results are proved in Appendix 7.4 by utilizing an argument based on complementary slackness.
NUMERICAL EXPERIMENTS
In this section, we evaluate the performance of our solution of joint request-vehicle assignment and vehicle routing for a fleet of vehicles, through extensive simulation using real-world traces. Our purposes are to evaluate the benefit of (i) demand-aware ridesharing at the fleet level as compared to the demand-oblivious baseline and (ii) our new joint fleet-level optimization as compared to the previous separate optimization at individual vehicles. We use the number of fulfilled requests, terms as empirical pickups, as the performance metrics. We obtain the Manhattan map from the OpenStreetMap [2] . We then use python package NetworkX [18] and OSMnx [12] to build a road network G 0 . Then we divide the whole area of 59.5km 2 into 147 rectangular regions, each of length 700 meters and width 600 meters. We then construct the region-based graph G according to the procedure described in Sec. 2.1.
Evaluation Setup
We compute the distance d u,v (km) for edge (u, v) in the road network G 0 . We assume that the taxis travel at the speed of 15km/h, according to a mobility report from NYC Department of Transportation [3] . The travel time of edge (u, v) is estimated as
(minutes).
Empirical distribution of travel requests.
We use the trip data to obtain the empirical distribution of the travel requests. We first set the time slot length to be 5 minutes and divide the 24 hours in a day into 288 slots. The number of requests from node s to node d at time slot t ∈ [1, 288] in a day is modeled by a random variable K s,t,d . We use the taxi-trip data in the 6-month period, 182 days in total, to compute the empirical distribution as follows: for all s, d in G and t ∈ [1, 288],
We then plot the demand heat map to visualize the request distribution, i.e., Fig. 2 .
Simulation Environment.
We use a server cluster with 34 i7-3770/3.40GHz CPUs and 7 E5-2623/v3/3.00GHz CPUs for simulation. Each machine has on average a memory size of 17GB and has installed Red Hat as its operating system. The computing resource allows us to carry out real-world trace driven simulations for several hundreds of vehicles in the demand-crowded lower Manhattan area, consisting of ten 1.25 km x 1.25 km regions. We use python to implement all the comparing algorithms. We use python package Matplotlib to generate our figures.
Simulation
Instance. We use ì s, ì d, ξ to denote a problem instance, where ì s is the vector of sources of the N vehicles in the fleet, ì d is the vector of destinations of the vehicles, and ξ is the pickup time of the first passenger. In our simulation, we choose the first pickup time slot ξ = t i := i × 60 5 , where i = 0, . . . , 23, in the i−th hour of one day. For every ξ = t i , we sample 10 source and destination pairs from the real world pickup traces in the particular hour t i in each of the 100 days that we run simulations upon. Once we have all the 10 source destination pairs and the corresponding first-passenger pickup time ξ , we put them together to form one instance (ì s, ì d, ξ ). We generate in total more than 24 × 10 = 240 instances for simulation. : 05] of the day. As seen, the distributions are highly heterogeneous across regions and many regions have limited demands. As such, it is important to perform a demand-aware, instead of demand-oblivious, design and to jointly assign requests to vehicles, in order to achieve proper demand-supply balancing and avoid passenger pickup conflict.
Schemes for Comparison and Performance Metric.
For each instance, we implement the following three algorithms and compare their performance:
• Joint routing: our demand-aware joint request-vehicle assignment and vehicle routing algorithm proposed in Sec. 4.
• Independent routing: our previous demand-aware routing algorithm for single vehicle only [22] and an intuitive uniform request-vehicle assignment scheme for assigning multiple appearing requests to multiple vehicles in the same region.
• Fastest routing: a demand-oblivious fastest routing algorithm and a uniform request-vehicle assignment scheme.
Note that here the uniform request-vehicle assignment scheme means that if there are more than one vehicle that can pick up a request in a region, we assign the request to any of the vehicles uniformly at random. We evaluate an important performance metric empirical pickup, namely the average total pickups of all the vehicles over 100 days. Intuitively, the empirical pickup represents the empirical service throughput of the fleet in a region with certain demand distribution.
Note that for each instance (ì s, ì d, ξ ), we evaluate the performance of a scheme by its average pickup across 100 days.
Performance Evaluation
We evaluate the number of empirical pickups in different hours of a day of the three algorithms described in Sec. 5.1.5. In this evaluation, we set the number of vehicles to be N=50 and the delay tolerance factor to be α = 1.3 as defined in Sec. 2.2 (used in our joint routing scheme and the independent routing scheme). We recall that a request can be picked up by the fleet of N vehicles if and only if there is at least one vehicle that (i) is in the same 5-mindriving-time region as the request appears and (ii) is assigned by the request-vehicle assignment module in the three algorithms to pick up the request with both seating availability and request-fulfillment deadline requirements in consideration. If a request appears in a region and is not assigned a vehicle, then the request cannot be fulfilled due to the maximum waiting time constraints. The evaluation results are shown in Fig.3 . As seen, our proposed joint request-vehicle assignment and routing algorithm fulfills significantly more requests than the independent routing algorithm and the fastest path routing algorithm throughout the day, especially during the peak hours at midnight (in Manhattan). Specifically, the daily-average improvement of our demand-aware solution as compared to the the demand-oblivious fastest path routing is 21%. This shows that exploiting demand statistics can significantly improve the service throughput of the fleet. Furthermore, the dailyaverage improvement of our joint routing solution as compared to the independent routing solution is 48%. This implies that joint optimization at the fleet-level can bring substantial service throughput improvement as compared to the separate and selfish optimization at the level of individual vehicles.
Moreover, in the simulation process, we also observe that in most cases, the empirical pickup of the independent routing algorithm is even less than that of the fastest path. This is because the demandaware independent routing solution does not consider potential conflicts among vehicles when performing the demand-aware optimization. As a result, many vehicles end up with going through the same 'hot' regions, wasting service capability and decreasing service throughput of the fleet. The fastest path routing, without any demand-aware optimization, may end up with a good servicecapability balancing across multiple regions and achieve better service throughput than the demand-aware independent routing. An example is shown in Fig. 4 . Note that in all cases including the one in this example, our joint routing scheme performs almost always much better than the other two solutions except some time in the early morning when there are few requests and our solution may be approximately the same as fastest path due to the relaxation. We fix the delay tolerance factor to be α = 1.3 and the start time to be ξ = 17 : 00 (when the request is neither too hot nor too cold and is representative in one day). We evaluate how the performance of the three schemes vary as a function of the fleet size N . The results are reported in Fig.5 .
Ideally, for such a demand-rich Manhatton area, one would expect the number of pickups should increase as the fleet size N increases. This is indeed the case for all the three algorithm when N is small, in particular below 150 as seen from Fig.5 .
Meanwhile, as the fleet size further increases beyond 150, the number of pickups of the independent routing and fastest path routing saturate. In comparison, that of our joint routing solution still observes linear increments. These two observations highlight two important insights. First, the saturation in service throughput improvements seen by the independent routing and the fastest path routing are not due to insufficient requests in the region. Rather, it is because neither of them considers load-balancing multiple vehicles among regions, which leads to inefficient routing decisions that result in excessive request-vehicle assignment conflicts in some regions while insufficient vehicles for serving requests in other regions. In contrast, our joint routing solution properly load-balances the fleets (with request-fulfillment deadlines taken into consideration) across regions, allowing the service throughput of the fleet to further increase linearly.
Second, the results suggest that it is more important to perform intelligent fleet-level optimization for large fleets. This is also intuitive, as generally speaking, when the fleet size is small, the limiting factor of its empirical service throughput is the (small) number of vehicles. In contrast, when the fleet size is large, the limiting factor is no longer the number of vehicles, but the routing and assignment efficiency. This explains the particularly superior performance of our joint routing solution when the fleet size is large. Of course, when the fleet size further increases, one would expect that the limiting factor would change again to be the demand richness in the area, approaching the "service capacity" achievable by any fleets with optimal routing and assignment efficiency.
Overall, this set of results suggest that it is important to perform fleet-level joint optimization to fully release the potential of demandaware ride-sharing, in particular for large fleets.
Impacts of the Delay Tolerance Factor α on the Service Throughput
To study the impacts of delay tolerance factor α, we fix the fleet size to be N = 100 and the starting time to be ξ = 17 : 00(when the request is neither too hot nor too cold and is representative in one day). The result is shown in Fig.6 . Again, our proposed joint routing algorithm outperforms the other two significantly. We observe that when the delay factor α increases, the empirical pickups also increase, which is intuitive as the optimization space increases as α increases. We also observe that the fastest path routing algorithm's pickup increasing rate is low, while the other two's pickups increase fast. Further we can observe that the performance of independent routing gradually surpasses the performance of fastest path as the delay factor increases. It is possibly because when delay factor increase, there is more time and chance for different vehicles to do routing and pick up more riders, even if there is conflict in one place, the vehicle is still likely to pick up a rider at a subsequent place on its path. As such second-chance increases, independent routing's performance gradually surpasses fastest path.
CONCLUDING REMARKS
As the first step to explore the demand-aware design, this paper focuses on the snapshot version of the ride-sharing problem. While the problem is already NP-hard, we derive a practical polynomialtime algorithm that achieves an approximation ratio of (1 − 1/e) under the conditions presented in Theorem 8. We make the following remarks. First, in our joint routing and request-vehicle assignment optimization at the present time, i.e., t = 0, the statistical future demand information at t = 1, 2... is already taken into account. Thus our approach is a demand-aware one for the snap-shot version of the ride-sharing problem. Second, upon change in vehicle status, e.g., a user is delivered to the destination or an empty car picks up a new user, the system can re-optimize the routing decisions and request-vehicle assignments, so as to optimize the long-term ride-sharing performance in a greedy fashion. The overall solution can serve as a baseline for other demand-aware studies, e.g., the conceivable ones by extending the approach in [13] and [26] to the multi-rider setting and the recent one in [5] . We note that such greedy approach is not uncommon in ride-sharing studies, e.g., [6] . We leave the performance analysis of the overall greedy solution, as well as developing solutions with optimized long-term performance, as interesting and important future directions.
APPENDIX 7.1 Probabilistic Request-Vehicle Assignment Scheme
Given k appearing requests from v to u at time t and [y i , 1 ≤ i ≤ N ] satisfying the constraints in (3)- (5), we define
We associate each vehicle i with an interval S i ⊂ [0, 1] as follows:
It's straightforward to check that the length of interval S i is q i . Then, we generate a number s in [0, 1] uniformly at random. We assignment a request out of the k appearing ones to vehicle i if s ∈ S i . Since |S i | = q i , the probability that vehicle i is assigned a request is exactly q i . Also for any value of s, at most k vehicles are assigned requests. An illustrating example is shown in Fig. 7 . Overall, the above scheme ensures that conditional on any k appearing requests in a region with N vehicles, we can assign these k requests to the N vehicles such that the conditional probability of vehicle i being assigned a request is exactly y t We provide an example where the integrity gap of problem MP-N2 is positive in Fig. 8 . On the transportation network, the travel time of each edge is one slot. We assume the delay factor α = 1. The future request statistics is as follows:
• 1 → d 1 : at node 1, slot 1, there is 1 request to d 1 with probability 0.1;
at node 2, slot 1, there is 1 request to d 2 with probability 1; • 3 → d 2 : at node 3, at slot 2, there is 1 request to d 2 with probability 0.3. Suppose there are two vehicles. Vehicle 1 picks up a passenger from node s 1 to d 2 . Vehicle 2 picks up a passenger from node s 2 to d 2 . Then an optimal integer solution is that vehicle 1 travels along s 1 → 2 → d 1 and is allocated a probability of 0.3 to pick up a request 2 → d 2 , while vehicle 2 travels along s 2 → 2 → 3 → d 2 and is allocated a probability of 0.7 to pick up a request 2 → d 2 and a probability of 0.3 to pick up request 3 → d 2 . The optimal value is then 1.3.
However, we can construct a fractional solution with larger objective value. Vehicle 2 remains the same, but vehicle 1 travels along s 1 → 2 → d 1 with a flow portion of 0.3 (i.e., x 1,2 = 0.3) and along s 1 → 1 → d 1 with a flow portion of 0.7 (i.e x 1,1 = 0.7) and is allocated a probability of 0.3 to pick up a request 2 → d 2 , a probability of 0.07 to pick up a request 1 → d 1 (satisfying (18)). The objective value is 1.37 then which is large than the value 1.3 obtained by the optimal integer solution.
Prove of Theorem 7.
Proof. We prove it by showing that MP-AN is equivalent to MP-A. Then following Theorem 6, we easily conclude it. We claim that each feasible solution of MP-A can be mapped to a feasible solution of MP-AN with the same objective value and vice verse.
First, suppose there is a feasible solution ≜ (y i ), r i ) of MP-A, we then construct a solution ≜ (ȳ i ,x i ) of MP-AN in the following way and show the two solutions share the same objective values. Given r i ,x i is constructed according to (12) . Definẽ y i = ỹ i,v,u,k , ∀v ∈ V [τ ] , u ∈ V, 1 ≤ k ≤ N , wherẽ .
We can easily check constraints (16), (17) and (18) to ensure the feasibility of (ȳ i ,x i ). The result that the objective values are the same follows the fact that д i (y i , r i ) = min 1, Second, suppose there is a feasible solution ≜ (ȳ i , x i ) of MP-AN, we then construct a solution ≜ (y i ), r i ) of MP-A in the following way and show the two solutions share the same objective values. r i is the route in the region graph corresponding to x i ). Note that as the time-expanded graph is acyclic and directed, x i determines a unique route. We then construct y i in the as follow. y i = y i,v,u,k , ∀v ∈ V [τ ] , u ∈ V, 1 ≤ k ≤ N , where y i,v,u,k =x i,v ×ȳ i,v,u,k .
Also, we can easily check that (y i ), r i ) satisfies the constraints in MP-A and thus it is feasible. We show that they have the same objective value by д i (y i , r i ) = min 1, We then conclude that MP-AN is equivalent to MP-A. Then following Theorem 6, we have Theorem 7 straightly. □
Prove of Theorem 8
Proof. First, we show that the solution (y ′ i , x i ) satisfying the condition in (19) is a feasible solution to MP-AN. To see this, we only need to check if the following constraint is satisfied
If the corresponding λ i,v,u,k is strictly positive, the condition in (19) implies that 
We then conclude that y ′ i , x i satisfies (21) . Overall, the solution is feasible and hence provides a lower bound for the optimal value of the problem MP-AN, denoted as OPT , i.e.,
Second, we show its optimality. We look at the dual function value of the solution (y ′ i , x i ).
The last equality is by the condition in (19) , which implies
Then by weak duality we have
By (22) and (23), y ′ i , x i satisfying (19) is an optimal solution to problem MP-AN. □
