This paper reexamines the effects of inflation uncertainty on real economic activity by utilizing a flexible, dynamic, multivariate framework that accommodates possible interaction between the conditional means and variances. The empirical model is based on the identified vector autoregressive regression of Bernanke and Gertler (1995) , modified to accommodate multivariate generalized autoregressive conditional heteroskedasticity. Our empirical model is preferred to the baseline VAR by likelihood based information criteria, and it retains the important dynamics of the underlying VAR. We find that a one-standard deviation increase in inflation uncertainty has tended to reduce output growth after two months by more than 2%. This effect is statistically and economically significant, and it is measurable over various sub-samples, such as prior to 1979 and after 1982.
Introduction
Numerous authors have hypothesized that inflation uncertainty adversely affects real economic activity, either by reducing the allocative efficiency of the price system as in Friedman (1977) , obfuscating the distinction between real and nominal shocks as in Lucas (1973) , or though some other channel, as in Stulz (1986) or Dotsey and Sarte (2000) . There have also been numerous approaches to estimating the effects of inflation uncertainty on real economic activity. One approach has utilized survey data as a measure of inflation uncertainty. 1 Another approach as utilized time-series methods, typically single-equation, reduced form models for output growth with an ad-hoc measure of volatility as a right-hand side variable. More recent time-series approaches have utilized low-order dynamic models that emphasize particular features of the data, such as Huizinga (1993) , Evans and Wachtel (1993) and Cunningham, Tang and Vilasuso (1997) ; or non-structural bivariate models, such as Grier and Perry (1998 and .
These empirical studies generally find a negative relationship between inflation uncertainty and real economic activity, although the estimated effects vary substantially in terms of magnitude and timing. 2 It seems natural, however, to examine the relationship between inflation uncertainty and real economic activity in a richly parameterized and flexible dynamic multivariate framework that accommodates the interactions of interest in an internally consistent fashion. The obvious advantage of such an approach is that it mitigates the effects of simultaneity and generated regressors prevalent in low-order dynamic models and two-step estimation methodologies, which may lead to inefficient, inconsistent and/or biased estimates of the parameters of interest.
This is the approach we take in this paper. We reexamine the effects of inflation uncertainty on real economic activity by developing a framework that integrates the identified vector autoregression (VAR) methodology of Sims (1980) with the multivariate generalized autoregressive conditional This framework is very general, and is potentially useful in numerous other contexts, such as investigating the relationship between exchange rate volatility and international trade. We then adopt Bernanke and Gertler's (1995) familiar VAR specification to this framework and reassess the effects of inflation uncertainty on real economic activity. As with other time-series studies, our measure of inflation uncertainty is the conditional variance of the inflation forecast error, which has been shown to be highly correlated with other measures of inflation uncertainty, such as measures based on survey data and disaggregated measures of price variability. 4 We begin in the following section by developing the empirical model and addressing issues associated with estimation and the calculation of impulseresponse functions. In the third section, we draw on the large empirical literature associated with identifying innovations in monetary policy, such as Bernanke and Gertler (1995) and Christiano, Eichenbaum and Evans (1999) , to adapt a familiar VAR specification to this framework. In the fourth section, we assess the appropriateness of our specification by various information criteria, and by investigating whether our model alters the dynamics usually associated with the underlying VAR. Finally, we analyze whether inflation volatility has affected real economic activity, and whether the effect is statistically and economically significant. The appendices present the data and the estimation methodology.
Our results suggest that the MGARCH-in-Mean (MGARCH-M) VAR is a reasonable model for the data --it is preferred to the usual homoskedastic VAR by likelihood based information criteria, and it retains the usual dynamics. We find that one-standard deviation increase in inflation uncertainty has tended to reduce real economic activity after two months by more than 2% in the post-1966 period. This effect is statistically and economically significant over both the full sample and each of two sub-samples (pre-1979 and post-1982) .
Methodology

VAR Framework
The operational assumption of the VAR framework is that the dynamics of the structural system can be summarized by a linear function of the variables of interest, which can be represented as (2-1)
By t = C + Γ 1 y t1 + Γ 2 y t2 + ··· + Γ p y tp + ε t , where dim(B)=dim(Γ i )=(N×N), ε t *ψ t1 ~ N(0,H t ), H t is diagonal, and ψ t1 denotes the information set at time t!1, which includes variables dated t!1 and earlier.
The vector y t includes a scalar indicator of inflation, output, monetary policy and other macroeconomic variables germane to the inflation process. Without further the restrictions, the system (2-1) is not identified. Identification is usually achieved by modeling the contemporaneous relationships of the variables of interest, which is equivalent to imposing restrictions on the matrix B consistent with the structural interpretation accorded the relevant equations, where B is the linear operator mapping the forecast errors to the N orthogonal fundamental disturbances (i.e., B[y t ! E(y t *ψ t1 )] = ε t ). Normalizing the diagonal elements of B to one and imposing N(N!1)/2 exclusion restrictions satisfying a rank condition are sufficient to identify the system.
If, for example, the i th equation of (2-1) is correctly identified as the decision rule employed by the monetary authority, then the disturbance ε i,t represents the innovation in the policy variable orthogonal to the contemporaneous information set. It is interpreted as the time t "shock" to monetary policy, and might reflect exogenous shocks to the views of the policy making committee, to the relative weight given output and inflation in the Fed's objective function, or other political factors.
Similarly, if the j th equation describes the dynamics of inflation, then ε j,t is the innovation in the inflation process orthogonal to the contemporaneous information set. The conditional variance of this innovation is a statistical measure of dispersion, and therefore represents a measure of uncertainty regarding the impending realization of inflation.
MGARCH-M VAR Framework
To complete the model, we need to specify a functional form governing the evolution of the conditional variance, denoted H t . The usual assumption in VAR-based analysis is that this conditional variance is invariant over time, but this restriction is frequently rejected by the data. The data frequently suggest a clustering in the conditional variance, of the type which GARCH is particularly and parsimoniously successful at capturing. GARCH also has the desirable property of encompassing homoskedasticity as a special case, so that if the true data generating process is homoskedastic, this will be reflected in the parameter 
estimates.
A very general form of the MGARCH(s,t) variance function, as presented in Bollerslev, Engle, and Wooldridge (1988) and Engle and Kroner (1995) , is:
) and vec is the operator that stacks the columns of a matrix.
To examine the effects of inflation uncertainty on the conditional mean of the variables in question, the multivariate regression equation (2-1) can be generalized so that the conditional mean of y t is a function of the conditional covariance matrix H t :
(2-5)
Equations (2-2)-(2-5) characterize a MGARCH-M VAR in a general, over-parameterized form.
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Imposing the usual identifying restriction that the structural disturbances are contemporaneously uncorrelated results in a natural paring of the parameters in the variance function, so that the variance function can be expressed as simply (2-6)
e (t 1) e (t 1) e (t 1) 
The number of parameters can be further pared by imposing the restrictions that F and G are diagonal. This is a parsimonious starting point, and if the researcher has particular interest in the restrictions across equations between the squared innovations and conditional variances, these restrictions can be relaxed as appropriate.
Impulse-Response Functions
To adopt the VAR methodology to the MGARCH-M VAR framework, it is also necessary to derive analytically an impulse-response function. The impulse-response function is frequently described using language implying a causal effect, but, as asserted by Hamilton (1994) , the most sound interpretation of an empirical impulse-response function is the revision in the conditional forecast of y j,t+k given a primitive shock ε i,t . This can be denoted ME(y j,t+k *ε i,t ,ψ t1 )/Mε i,t , where ψ t is the information set at time t. In the traditional VAR depicted by equation (2-1) 
where
is a matrix polynomial in the lag operator. The moving average representation can be found by substituting backwards, yielding
where θ 0 =I N . The moving average coefficients θ(L) can then be rewritten in terms of the autoregressive coefficients Φ(L) by noting the equivalence of equations (2-8) and (2-9) (2-10) θ k = Φ 1 θ k1 + Φ 2 θ k2 + ··· + Φ p θ kp for k=1, 2, ··· with θ 0 = I N and θ s =0 for s<0. In the usual homoskedastic VAR, the effect of a change in ε t on y t+k is given by the coefficient matrix θ k in equation (2-9). Examination of equation (2-6 6 ME[vec(ε t ε t N|ε i,t ,ψ t-1 )]/Mε i,t is an N 2 ×1 vector with 2ε i,t in the N(i-1)+i spot and 0's elsewhere. 9), however, reveals that in the MGARCH-M VAR, the vector ε t also affects y t+k through the conditional variance h t+s , which is a function of ε t ε t N for s=1, 2···. It is therefore necessary to find an expression for h t+kτ in terms of ε t . If h t evolves according to (2-2) with s=t=1, then
Combining equations (2-9) and (2-11) yields an expression for y t+k in terms of ε t .
Taking the conditional expectation of y t+k yields
The conditional expectation of the conditional variance can be simplified by the law of iterated expectations as follows
Hence,
In the MGARCH-VAR, the revision in the econometrician's forecast of y t+k in response to a shock ε i,t is therefore
Equation (2-14) is the expression for an impulse-response function that is analogous to the impulse-response function of an orthogonalized VAR. The second term on the RHS of (2-14) captures the direct effect of a shock ε i,t on the conditional forecast of y j,t+k . The first term on the RHS of (2-14) captures the effect on the conditional forecast of y j,t+k through the forecasted effect on the conditional variance. The usual practice is to shock ε i,t by some magnitude, 7 7 See Hamilton (1994) for details on the delta approximation method for calculating error bands. Sims and Zha (1999) address issues involved in estimating error bands by Bayesian and bootstrap methods. 8 The "price puzzle" refers to the tendency of identified VARs to estimate a positive response of prices to policy shocks ! i.e., to suggest that tight monetary policy increases inflation. Sims and Zha (1994) and Christiano, Eichenbaum and Evans (1996) report that excluding shelter from the CPI and including a measure of sensitive commodity prices tends to mitigate, but not eliminate, that response.
usually one standard deviation, and to simulate the responses implied by the model. Note that imposing the stationarity restrictions described in appendix A ensures that (F+G) kτ1 converges to a matrix of zeros as the time horizon k increases to infinity, collapsing the very long-run impulse-response to just the second term on the RHS, which is analogous to the impulse-response of the conventional homoskedastic VAR.
Error bands for impulse response functions can be constructed by adopting the usual Monte-Carlo procedures for the homoskedastic VAR. For the homoskedastic VARs estimated in this paper, error bands estimated by MonteCarlo methods tend to be considerably larger than those estimated by the less reliable delta approximation. 
Specification of the Data and Macroeconomic Model The Data
We assess the effects of inflation uncertainty in the context of the established identified VAR literature that has previously been utilized to assess the dynamic effects of innovations in monetary policy. This literature has been very active and numerous specifications have been studied, including, for example, Bernanke and Blinder (1992) , Sims (1992) , Bernanke and Gertler (1995) , Christiano, Eichenbaum and Evans (1994 , 1996 , Strongin (1995) and Bernanke and Mihov (1998) . There are, however, several common elements to these specifications. It is generally accepted that properly orthogonalized innovations in the federal funds rate are satisfactory indicators of innovations in monetary policy, notwithstanding the criticisms of Rudebusch (1998) , and subject to the response of . It is also generally accepted that identified VARs should include measures of output, the price level and a measure of sensitive commodity prices to mitigate, but not eliminate, the "price puzzle". 8 The funds rate is typically allowed to react to contemporaneous innovations in output and prices, while policy affects output and prices with only 8 9 Bernanke and Gertler actually use a monthly measures of output and prices based on real GDP, which is interpolated from quarterly data. They indicate, however, that their results are not sensitive to substituting industrial production and the CPI.
10 I am especially thankful to James D. Hamilton for his suggestions regarding these issues of stationarity. a one-month lag. These restrictions are usually imposed by a triangular identification scheme with the funds rate last in the ordering. The dynamic properties of such specifications are well known, and Bernanke and Gertler (1995) utilize a representative specification for their prominent review article. We therefore use their 4-variable VAR specification as our benchmark, which includes observations on inflation as measured by the CPI less shelter (INFL), output as measured by industrial production (OUTPUT), commodity prices as measured by an index of the change in sensitive materials prices (PCOM) and the federal funds rate.
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The sample begins in 1966:01, when the Federal funds market began to function as a major source of bank liquidity. All data are from Citibase and are described in detail in the appendix.
Most homoskedastic VARs are estimated with the trending variables, such as INFL and OUTPUT, in log levels. The advantage of this approach is that asymptotic theory dictates that the conditional mean parameters are estimated consistently even if the model is misspecified. More specifically, the conditional mean is estimated consistently even if the true data generating process is actually a VAR with these series in differences (cf. Hamilton (1994) ). Imposing the restriction that these series are integrated, if true, only increases efficiency. This asymptotic theory, however, does not apply to the MGARCH-M VAR. In the absence of such theory the only justifiable approach is to transform the variables that are clearly non-stationary. On the basis of the tests described by Dickey-Fuller (1979) , we therefore first difference the logs of industrial production and the CPI less shelter. Note, however, that this should not substantively alter the model's interpretation. Previous authors, such as Bernanke and Blinder (1992) and Strongin (1995) , explicitly state that their results are robust to this transformation. 10 Indeed, Hamilton (1994, p 651-653) suggests that we should be skeptical of results from a homoskedastic VAR that are not robust to differencing the non-stationary variables. Henceforth, OUTPUT and INFL refer to the log of the associated variables in first differences.
Specification of the Macroeconomic Model
In order to describe the identifying restrictions imposed in this application it will be useful to introduce some new notation. Let y t be a 4×1 vector of observations on INFL(t), OUTPUT(t), PCOM(t) and FUNDS(t); let x t = [1*y t1 N*y t2 N*···*y tp N]; let ε i,t denote the primitive shock to the i th equation in (2-5); let L represent the lag operator; and redefine h t =diag(H t ), eliminating the zero covariance terms, so that Λ in (2-5) is 4×4. The identification of policy innovations embodies three standard assumptions: that prices respond slowly to exogenous shocks, that real economic activity responds to Fed policy after only a one month lag, and that Fed policy reacts swiftly to innovations in inflation and real economic activity.
These restrictions can be expressed as
The homoskedastic VAR is just (3-1)-(3-4) with Λ 2,1 (L)=0 and H t =H. Equation (3-4) presumes that Fed policy is revised in response to contemporaneous innovations in inflation and real economic activity. Bernanke and Mihov (1998) , Christiano, Eichenbaum and Evans (1996) and , among others, suggest that the data is most consistent with this specification, even though it bestows upon the monetary authority in the model more information than the Fed has access to in reality. The Fed presumably employs substantial resources to estimate contemporaneous economic activity, and if it does so with some relatively small, zero mean measurement error, the policy reaction function (3-4) is a reasonable portrayal of actual Fed behavior. In such identified VARs, it is common practice to impart a behavioral interpretation only to this equation representing Fed policy (see for an elaboration). The conditional variance of the inflation shock, denoted by H 1,1 (t), is our measure of inflation uncertainty. We impart a behavioral interpretation only to the equation related to Fed policy, so we interpret inflation uncertainty in statistical sense, as representing the variance in the one-month ahead conditional forecast of inflation. This is not at odds with economic theory, since theory does not necessarily link inflation volatility to, for example, Fed policy, aggregate demand shocks or aggregate supply shocks. To accommodate lags in the effect of inflation volatility, which seems likely, we allow for several monthly lags of inflation uncertainty in the OUTPUT equation.
With 5 exclusion restrictions satisfying a rank condition, 4 normalizations and the restriction that the structural errors are uncorrelated, the model is just-identified. Note that although we have imposed the usual triangular identification scheme, the theoretical model is more general, and such a pattern is not required for estimation. That is, our estimation procedure is invariant with respect to the triangularity of the matrix B because we do not employ a second stage "Cholesky factorization" to retrieve the structural parameters.
Empirical Results
We estimate the homoskedastic VAR and MGARCH-M VAR given by (3-1)-(3-4) and (2-6). The lag length is 7 and is determined by sequential likelihood ratio tests under an initial alternative of 12. Summary statistics evaluating the fit of the model are reported in table 1, point estimates for the variance function parameters are reported in table 2, and point estimates for the structural parameters are reported in table 3. The point estimates for the coefficients on the lagged regressors, We first assess whether the relaxing the parametric restrictions in the homoskedastic VAR is consistent with the data. Table 1 reports the values of the log likelihood, as well as the Akaike and Schwartz information criteria for three specifications --the homoskedastic VAR, the MGARCH VAR, and the MGARCH-M VAR that allows for several lags of the conditional variance of inflation to effect with the conditional mean of output. The likelihood ratio test statistic for the restrictions imposed by the homoskedastic VAR versus the MGARCH-M VAR over the full sample is 212, which is distributed χ 2 (11) and implies that the homoskedastic VAR is rejected at an extremely low p-value. The homoskedastic VAR is similarly rejected in favor of the MGARCH-M VAR over each of the sub-samples. The MGARCH-M specification is also preferred by the two information criteria over the full sample, including the Schwartz Criterion which imparts the largest penalty to additional parameters.
The MGARCH-M specification is also supported by the point estimates of the variance function parameters, which are reported in table 2. Each of the series displays evidence of GARCH over the full sample, albeit with some variability in the degree of persistence. For example, INFL appears to be well 11 11 While the language used to describe impulse response functions implies a causal relationship, the technically correct interpretation is the revision in the conditional forecast of one variable with respect to a one standard deviation shock to the stated variable. 12 The magnitude of the impulse used to simulate each of the reported impulseresponse functions is one standard deviation of the appropriate residual from the homoskedastic VAR, which is reported table 2.
described by a low order ARCH process for the full sample and the sub-samples. OUTPUT does not display evidence of ARCH over the sub-samples, but because homoskedasticity is a special case our specification does not impose any unnecessary structure.
The specification also captures the fundamental dynamics normally associated similar VARs, such as the tendency of the Fed to adjust monetary policy countercyclically in response to innovations in inflation and real economic activity. The coefficient estimates in table 3 reveal that Fed policy tightens, i.e., that FUNDS increases, in response to contemporaneous innovations in OUTPUT and INFL over each of the three samples.
The impulse-response functions (figures 1 and 8) reinforce the evidence that our specification is reasonable and appropriate. 11, 12 Consider first the impulse-responses for the homoskedastic VAR, since this facilitates comparison with published results for similar models. The impulse responses indicate that FUNDS responds positively to innovations in OUTPUT and INFL, and that this policy tightening persists for many months. Figure 1 indicates that monetary policy has real effects, as OUTPUT falls significantly about 3 months after a policy shock. The only seemingly anomalous result is the positive, but not significant, response of INFL to FUNDS, although this is not unusual in the context of VAR analysis. In fact, this result is so common that it has been dubbed the "price puzzle". Christiano, Eichenbaum and Evans (1996) and Sims and Zha (1994) find that including a measure of commodity prices and using CPI less shelter as a measure of inflation mitigates the price puzzle, but even in their specification positive shocks to FUNDS cause INFL to increase, though insignificantly (cf., Christiano et al. figure 2.4) .
If the MGARCH-M VAR retains the dynamics normally associated Bernanke and Gertler's homoskedastic VAR, then we should have greater confidence that the MGARCH-M VAR specification is reasonable and appropriate. The impulse-response functions for the MGARCH-M VAR are reported in figures 5 through 8, and it is evident that these impulse-responses are comparable to those in figures 1 through 4. Fed policy responds countercyclically to innovations in output and inflation, and policy shocks again have real effects. Figure 5 suggests that the estimated response of output to policy shocks in the MGARCH-M VAR is somewhat more pronounced.
In sum, the evidence thus far is that the MGARCH-M VAR is preferred over the usual homoskedastic VAR, and that MGARCH-M VAR captures the dynamics normally associated with such VARs.
The effects of incorporating inflation uncertainty can be measured by the coefficient point estimates in the OUTPUT equation. We report results with two lags of inflation uncertainty in the OUTPUT equation, which is the preferred lag length on the basis of sequential likelihood ratio tests beginning with an initial lag length of six. These point estimates are reported in table 3, with "asymptotic t-statistics" in parentheses. In each of the specifications, inflation uncertainty affects OUTPUT significantly only after a two-month lag, and in each of the specifications the effect is negative, while the initial effect is small and statistically insignificant. The joint null hypothesis that OUTPUT is not affected by inflation uncertainty is also rejected, as indicated by a likelihood ratio tests reported in table 4. The hypothesis is rejected at an extremely low p-value over the full sample and the pre-1979:10 sample, while over the post-1982 sample the null is rejected at a p-value of .053.
Whether the cumulative effect of inflation uncertainty on OUTPUT is economically significant can be measured by the sum of the coefficients on inflation uncertainty, which are reported in table 4. These results confirm that the effect of inflation uncertainty on OUTPUT is economically significant. For example, over the full sample, the estimated cumulative effect of a one unconditional standard deviation shock to inflation uncertainty is to decrease OUTPUT by (3.91)*(.571)=2.23%. The magnitude of the coefficients on inflation uncertainty for the two sub-samples is somewhat larger, but this is offset somewhat by decreased volatility of inflation during these periods. For example, in the pre-1979:10 period, a one unconditional standard deviation shock to inflation uncertainty to decreases OUTPUT by (2.63)*(1.196)=3.15%.
These empirical findings contribute to the existing literature on several counts. First, Grier and Perry (1999) find that monthly inflation uncertainty decreases output growth contemporaneously, while our specification, which is more general, suggests that the effect of inflation uncertainty is likely to be concentrated after a two-month lag, which seems economically more 13 13 Grier and Perry's model can be viewed as a special case of our model by dropping two equations and not allowing for lagged effects of inflation uncertainty. reasonable.
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Consistent with Grier and Perry, however, our specification confirms that inflation uncertainty impacted real economic activity both prior to 1979 and after 1982 (albeit with a two-month lag), while Cunningham et at., utilizing a low-order dynamic model, find no relationship between inflation uncertainty and real economic activity prior to 1979.
Conclusion
In this paper we reassess the effects of inflation volatility by integrating the identified VAR methodology with multivariate GARCH. We find that the MGARCH-M VAR is a reasonable description of the data --it is preferred to the usual homoskedastic VAR by likelihood based information criteria, and it retains the dynamics usually associated such VARs.
Our main empirical result is that uncertainty about inflation has significantly reduced real economic activity over the post-1966 period, with the effect concentrated after a two-month lag. In particular, we find that a onestandard deviation increase in inflation uncertainty has tended to reduce output growth after two months by more than 2%. This effect is detectable both prior to 1979 and after 1982, although the magnitude of the effect varies somewhat over the two sub-samples. 
The structural parameters, if they are identified, can be estimated by numerically maximizing the sample log likelihood function (y 1 , y 2 , ···, y T , B, C, Γ 1 , Γ 2 , ···, Γ p , Λ, C v , F, G) = T t=1 R t with respect to the parameters B, C, Γ 1 , Γ 2 , ···, Γ p , Λ, C v , F, G. This application sets H 0 to its unconditional expectation and conditions on the presample values y 0 , y 1 , ···, y tp+1 .
To ensure that H t is positive definite, C v is restricted to be element-wise positive, and F and G are restricted to be element-wise nonnegative.
14 Engle and Kroner (1995) show that if H t is positive definite, the MGARCH(1,1)-M model in (2-2)-(2-5) is covariance stationary if and only if the eigenvalues of (F+G) are less than one in modulous.
For the results reported in this paper, the eigenvalue constraint is imposed by means of a penalty function, and the elements of F and G for which the nonnegativity constraint is binding are restricted to zero. The reported maximum likelihood estimates are the values such that the stationarity and sign restrictions are satisfied and the gradient of the log likelihood function evaluated at those values satisfies the convergence criteria.
Provided that the standard regularity conditions are satisfied, full information maximum likelihood (FIML) estimates are asymptotically normal and efficient, with the asymptotic covariance matrix given by the inverse of Fisher's information matrix. The reported "asymptotic t-statistics" are calculated by dividing the estimated parameter by its "asymptotic standard error."
Note that FIML estimation avoids the generated regressor problems associated with estimating the variance function parameters separately from the conditional mean parameters, and has the desirable property that the estimates are consistent and distributed normal asymptotically, but it introduces some moderate computational constraints that do not arise when estimating the conventional homoskedastic VAR. That is, the likelihood function for a justidentified homoskedastic VAR reduces to a quadratic function of the matrix B and the reduced-form covariance matrix, so all the structural parameters can be recovered from the optimization of a simple function of N·(N!1)/2 parameters; and if B is triangular, the structural parameters can be uncovered by a simple Cholesky decomposition. Because the likelihood function for the heteroskedastic VAR cannot be similarly simplified, it is optimized numerically over all the parameters in the model, which includes all [p·(N+1)·N + N·(N!1)/2] regression parameters and a minimum of [3·N] variance function parameters. The optimization is very well-behaved with good starting values, but it does place some practical limits on the size of the system estimated relative to unconstrained conventional homoskedastic VARs. Note also that the FIML procedure is invariant with respect to the triangularity of B, so the estimation procedure does not require the common "triangular" identification scheme. Table 1  Specification Tests Table 2 Coefficient Estimates for Variance Function of MGARCH-M VAR These are the parameter estimates for the free elements in F and G from the model given by equations (3-1)-(3-4) with ε t ~ N(0,H t ) according to (2) (3) (4) (5) (6) 
Table 3 Structural Coefficient Estimates for MGARCH-M VAR
These are the parameter estimates for the free elements in B and Λ from the model given by equations (3-1)-(3-4) with ε t ~ N(0,H t ) according to (2) (3) (4) (5) (6) 
