This article is devoted to the investigation of limit theorems for mixed max-sum processes with renewal type stopping indexes. Limit theorems of weak convergence type are obtained as well as functional limit theorems.
1. Introduction. The main object of this article is the derivation of a number of limit theorems for mixed max-sum processes with renewal stopping. Such processes are constructed from the three-component sequences of i.i.d. random vectors taking values in R 1 × R 1 × [0, ∞) in the following way. The first component of the sequence is used to construct an extremal max process of i.i.d. random variables. The second is used as a traditional realvalued sum process of i.i.d. random variables. Finally, the third component is introduced by a nonnegative sum process of i.i.d. random variables. It induces the stopping renewal process that is a process of the first exceeding times over a specific level t > 0. The first two components are then stopped using this renewal process. The overall process so obtained will be called a max-sum process with renewal stopping. Note that at this point we do not restrict possible dependencies between the three components.
Max-sum processes with renewal stopping of the above type naturally appear in various applications. To help visualize such processes, we give a few concrete examples. Example 1. Consider an ordinary renewal process {X 1 , X 2 , . . .} generated by nonnegative independent random variables with common distribution F of X. Define the renewal counting process N (t) = max(n : i≤n X i ≤ where one can find an extended bibliography of publications from the realm of this article.
The goal of the current work is to derive weak and functional limit theorems for a combination of the above processes that we have coined max-sum processes with renewal stopping. Our model includes as particular cases all three types of models mentioned above, that is, mixed max-sum processes, max processes with random indices of renewal type and sum processes with renewal stopping. Finding inspiration in the classical model with i.i.d. random variables, the model under consideration deals nevertheless with the joint behavior of max processes, sum processes and renewal stopping processes where dependencies can be introduced via the components of the initial i.i.d. random vectors. To increase their generality and applicability, all results are presented in a random process setting and for a general triangular array model. We show that the corresponding limit theorems can be obtained under conditions analogous to the well-known conditions of the central criterion of convergence for sums of i.i.d. random variables and similar conditions for maxima of i.i.d. random variables. No additional technical assumptions are involved. In this sense, limit theorems presented herein give some kind of a "final solution" for limit theorems for max-sum processes with renewal stopping based on i.i.d. random variables.
More specifically, let {(ξ ε,n , γ ε,n , κ ε,n ), n = 1, 2, . . .} be for every ε > 0 a sequence of i.i.d. random variables taking values in R 1 × R 1 × [0, ∞). Furthermore, we need nonrandom functions n ε > 0 for which n ε → ∞ as ε → 0.
We first introduce the components using nonrandom sample sizes, namely the extremal max process ξ ε (t) = max k≤1∨tnε ξ ε,k , t ≥ 0, the sum process γ ε (t) = k≤tnε γ ε,k , t ≥ 0, and the positive sum process κ ε (t) = k≤tnε κ ε,k , t ≥ 0. The last process induces a renewal stopping process τ ε (t) = sup(s : κ ε (s) ≤ t), t > 0, that will behave like a random time clock on the three separate components.
In the current article our attention goes to a thorough study of the maxsum process with renewal stopping (ξ ε (τ ε (t)), γ ε (τ ε (t)), κ ε (τ ε (t))), t > 0, because we will give general conditions for weak convergence of these processes and for their functional counterparts.
Before doing that we need to investigate in detail limit theorems for the three-dimensional mixed max-sum processes {(ξ ε (t), γ ε (t), κ ε (t)), t > 0}. Among others, we give conditions of weak convergence of such processes as well as conditions of their convergence in Skorokhod J -topology. We therefore first recall what is known about the separate components of this threevariate process. Because we definitely need marginal weak convergence of the max processes {ξ ε (t), t > 0} and of the two-component sum processes {(κ ε (t), γ ε (t)), t ≥ 0}, we automatically need a set of necessary conditions. They help in the formulation of the conditions for joint weak convergence, in particular for the corresponding limiting three-component mixed max-sum process.
The weak convergence and J -convergence of mixed max-sum processes is treated in Section 2. In Section 3 we deal with the weak and the Jconvergence of the max-sum processes with renewal stopping. In the final Section 4 we treat some examples.
2. Mixed max-sum processes. In this section we deal with general conditions for the weak and functional convergence of the mixed max-sum processes. We start with the extremal component. We then turn to the sum processes to finish this section with the mixed max-sum processes.
2.1. Weak convergence of max processes. We start with the extremal component. As usual, let us denote C f the set of continuity of a function f . The following condition is standard in papers dealing with limit theorems for extremes:
Condition A. As ε > 0, n ε P {ξ ε,1 > u} → π 1 (u) for all u ∈ R 1 which belongs to the set C π 1 for the limiting function π 1 (u).
The ingredients on the right satisfy a number of conditions.
• The function π 1 (u) acts from (−∞, ∞) into [0, ∞] and is nonincreasing and continuous from the right: if π 1 (u) = ∞, continuity is interpreted as π 1 (t) ↑ ∞ as t ↓ u; furthermore, π 1 (−∞) = ∞ and π 1 (∞) = 0.
• As such, these conditions imply that the function exp(−π 1 (u)) is a distribution function. If we define u π = sup(u : π 1 (u) = ∞) ≥ −∞, then exp(−π 1 (u)) takes positive values for u > u π and exp(−π 1 (u)) = 0 for u < u π , while exp(−π 1 (u π )) = exp(−π 1 (u π +)) can take any value in the interval [0, 1].
One of the important aspects of classical extreme value theory is the scalelocation model. Here the random variables ξ ε,n are represented in the form ξ ε,n = (ξ n − a ε )/b ε , where ξ n , n = 1, 2, . . . , are i.i.d. random variables, and a ε and b ε are some nonrandom centralization and normalization constants. In this case, the distribution exp(−π 1 (u)) belongs to one of three families of classical extremal distributions. See, for instance, Galambos (1978) , Leadbetter, Lindgren and Rootzén (1983) , Resnick (1987) and Berman (1992) .
This one-dimensional result can be extended. Denote by D 0 the space of step functions on (0, ∞) continuous from the right and with a finite number of only positive jumps in every finite subinterval of (0, ∞). It is known [see, e.g., Serfozo (1982) , Leadbetter, Lindgren and Rootzén (1983) , Resnick (1987) and Berman (1992) ] that Condition A is necessary and sufficient for the weak convergence
The limiting process {ξ 0 (t), t > 0} in (2.1) is called an extremal process. It has the following finite-dimensional distributions for 0 = t 0 < t 1 < · · · < t n , −∞ < u 1 ≤ · · · ≤ u n < ∞, n ≥ 1:
Referring to the notation u π above, let v π = inf(u :
Also, the process {ξ 0 (t), t > 0} is a stochastically continuous homogeneous Markov jump process whose trajectories belong to the space D 0 with probability 1. It has transition probabilities
where χ(A) is used for the indicator of event A.
2.2.
Weak convergence of sum processes. Let us consider the bivariate process {(γ ε (t), κ ε (t)), t > 0}. It is a process of step sums of i.i.d. random vectors. Conditions of weak convergence of these processes can be formulated with the use of the vector form of the classical criterion for weak convergence given in Skorokhod (1964) . These conditions involve the tail probabilities, the truncated means and the truncated variances of the random variables.
We use the abbreviation R = (R 1 × [0, ∞)) \ {(0, 0)} and we write B R for the Borel σ-algebra of subsets of R. Let Φ be the class of continuous bounded functions defined on R and vanishing in some neighborhood of the point (0, 0). The condition for convergence takes the following form:
for some v > 0 for which the points ±v are points of continuity of the function Π 2,3 ({v} × [0, ∞)).
(c) As ε → 0, n ε Eκ ε,1 χ(κ ε,1 ≤ w) → c(v) for some w > 0 which is a point of continuity of the function Π 2,3 (R 1 × {w}).
(d) As ε → 0 and then
This expression refers to two repeated limits of the form lim 0<v→0 lim sup ε→0 and lim 0<v→0 lim inf ε→0 .
We list a number of properties of the limits on the right.
• Π 2,3 (A) is a measure on the σ-algebra B R .
• The projection Π 2 (B) = Π 2,3 (B × [0, ∞)) is a measure on the Borel σ-algebra of subsets of R 1 \ {0} such that R 1 s 2 /(s 2 + 1)Π 2 (ds) < ∞, where is an integral over the corresponding interval with the point 0 excluded from the interval of integration.
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• The projection Π 3 (C) = Π 2,3 (R 1 × C) is a measure on the Borel σ-algebra of subsets of (0, ∞) such that (0,∞) s/(s + 1)Π 3 (ds) < ∞.
• a(v), v > 0 is a real-valued measurable function and Condition B(b) can, under Condition B(a), only hold simultaneously for all points v > 0 for which ±v are points of continuity of the function Π 2 ({v}) and for any such point the constant a = a(v)− |s|<v s 3 /(1 + s 2 )Π 2 (ds)+ |s|>v s/(1 + s 2 )Π 2 (ds) does not depend on the choice of v.
• Function c(w), w > 0, is a nonnegative nondecreasing function and Condition B(c) can, under Condition B(a), only hold simultaneously for all points w > 0 for which w is a point of continuity of the function Π 3 ({w}) and for any such point the constants c = c(w) − (0,w) sΠ 3 (ds) ≥ 0 and
The nonnegativity of the random variables κ ε,1 and Conditions B(a)-(c) imply that the repeated limits for variances of these random variables and covariances of random variables κ ε,1 and γ ε,1 , analogous to those in Condition B(d), are equal to zero. For this reason, the corresponding conditions are not included in Condition B.
According to a central criterion of convergence [see, e.g., Loève (1955) ], Condition B is necessary and sufficient for the bivariate weak convergence
Denote by D the space of functions on (0, ∞) without discontinuities of the second kind and continuous from the right. Let also D + be the space of nondecreasing functions from D and let D ++ be the space of nonnegative functions from D + .
The limiting process {(γ 0 (t), κ 0 (t)), t > 0} is a homogeneous stochastically continuous process with independent increments whose trajectories belong to the space D × D ++ with probability 1 and with the characteristic function for t > 0 given by
(2.5) 2.3. Weak convergence of mixed max-sum processes. We finally turn to the study of the joint behavior of the three components together. The following condition should be added to Conditions A and B to provide joint weak convergence of max and sum processes:
2,3 (A) is monotonic in u > u π , u ∈ C π 1 , because the prelimiting functions in the left-hand side in Condition C are monotonic in u for nonnegative φ ∈ Φ.
(a) Due to this property, there exist lim
2,3 (A) for every A ∈ B R , and u > u π , u / ∈ C π 1 , and also for
(b) The following estimates are valid:
These estimates can be verified by the limiting transition in the corresponding estimates for the prelimiting functions in the left-hand side in Condition C, for nonnegative φ ∈ Φ approximating in a proper way the indicators of sets A ∈ B R , and
, these estimates can be obtained for any A ∈ B R and u π < u 1 ≤ u 2 < ∞ and
It follows from these estimates that convergence in statement is uniform with respect to A ∈ B R . This implies that Π (u) 2,3 (A) is a measure for every u > u π and for
(c) These estimates also imply that Π (u) 2,3 (A), as a function in u for every A ∈ B R , is nondecreasing and right-continuous at any point u > u π and at
For u > u π and for u = u π if u π > −∞, π 1 (u π ) < ∞, we define a measure on the σ-algebra B R by the formulâ
Let us also define for the corresponding projections Π
, which are measures on the Borel σ-algebra of subsets of R 1 \ {0}, and also define Π (u)
2,3 (R 1 × C), which are measures on the Borel σ-algebra of subsets of (0, ∞).
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To be able to write down the representation of the limiting process, we define for u > u π or u = u π if u π > −∞, π 1 (u π ) < ∞ and t > 0 the characteristic function
where
Note also that the constants a, b, d, a (u) and d (u) and the measures Π 2,3 (A) and Π
Let us also define ϕ
Here is a first key result.
where {(ξ 0 (t), γ 0 (t), κ 0 (t)), t > 0} is a homogeneous, stochastically continuous Markov process whose trajectories belong to the space D 0 × D × D ++ with probability 1 and transition probabilities that have the hybrid characteristicdistribution form
(2.10)
Proof. The method that we use is based on application of the classical central criterion of convergence to distributions of sum processes conditioned in a special way with respect to the corresponding max components. This method was proposed in Chow and Teugels (1979) , where asymptotics of joint distributions of maxima and sums of i.i.d. random variables (ξ ε,k = γ ε,k , k = 1, 2, . . . ) was investigated for the case of the scale location model in the situation when the random variables belong to the domain of attraction of a stable law. Here, we deal with nonidentical random variables ξ ε,k and γ ε,k and a general triangular array model. This complicates the consideration. Nevertheless, the method still is the most effective one. It also yields explicit expressions for the corresponding limiting characteristics that are not easy to guess in advance.
By the definition of the processes ξ ε (t), γ ε (t) and κ ε (t) for any 0 = t 0 < t 1 < · · · < t m < ∞, −∞ < u 1 < · · · < u m < ∞,ȳ = (y 1 , . . . , y m ),z = (z 1 , . . . , z m ) ∈ R m , m ≥ 1, and for ε such that t 1 n ε ≥ 1,
It follows from (2.11) that (2.9) will result if we can show that when y, z ∈ R 1 , for every u ∈ C π 1 ,
This relationship is obvious for the case u < u π , since in this case the expression on the right-hand side in (2.12) tends to zero due to Condition A and the expression on the left-hand side in (2.12) is also equal to zero due to the same condition.
If u π is a point of continuity of the function π 1 (u), then π 1 (u π ) = ∞. In this case again the expression on the right-hand side in (2.12) taken for u = u π tends to zero due to Condition A and the expression on the left-hand side in (2.12) taken for u = u π is also equal to zero. So, the only case that needs to be considered is when u > u π , u ∈ C π 1 .
Obviously
From (2.13) and (2.14), relation (2.12) will be proved if we show that when y, z ∈ R 1 , for every u > u π , u ∈ C π 1 ,
With these sequences we can associate their natural sum processes defined by
0 (t)), t ≥ 0} is a homogeneous process with independent increments with the characteristic function ϕ (u) 2,3 (t, y, z). It was pointed out in Section 2.1 that Condition B is necessary and sufficient for (2.18) to hold. Of course, all of these conditions should be checked for the random vectors (γ
ε,1 ) rather than for the random vectors (γ ε,1 , κ ε,1 ). These conditions should be checked for every u > u π , u ∈ C π 1 . Comparison of (2.5) and (2.7) shows that we need constants a (u) , b, d (u) and measuresΠ (u) 2,3 (A) to replace constants a, b, d and measures Π 2,3 (A) in these conditions. We deal with all of them in separate steps.
(i) Let us first treat the asymptotic relationship in Condition B(a). Note first that Condition A implies that for every u > u π ,
Using Conditions B(a) and C and (2.19) we have, for every u > u π , u ∈ C π 1 and every function φ ∈ Φ,
(2.20)
(ii) We turn to the asymptotic relationships given in Conditions B(b) and (c) which have the same structure. We restrict attention to the more general Condition B(b) because the proof of Condition B(c) is analogous.
Using Conditions A and B(b) we have, for every u > u π , u ∈ C π 1 and 0
We use (2.20) again together with (2.21) to see that for every u > u π , u ∈ C π 1 and 0 
This relationship enables us to calculate the corresponding constant a (u) in (2.7) that replaces a. Indeed, according to relationships (2.20) and (2.23) and the defining formula for the constant a, we have 
(2.27) Note that the constant b does not depend on u > u π . By combining the above determinations, the proof is complete.
2.4. J -convergence of mixed max-sum processes. We turn to convergence in J -topology. Let D k be the space of functions on (0, ∞), taking values in R k , that are right-continuous and have no discontinuities of the second kind. The symbol {ζ ε (t), t > 0} J → {ζ 0 (t), t > 0} as ε → 0 is used to indicate that the processes ζ ε (t), whose trajectories belong to the space D k with probability 1, converge in Skorokhod J -topology to a process ζ 0 (t) on any interval [t ′ , t ′′ ], where 0 < t ′ < t ′′ < ∞ are points of stochastic continuity of the process {ζ 0 (t), t > 0}.
We refer to the books by Billingsley (1968) and Gikhman and Skorokhod (1971) as well as to the articles by Stone (1963) and Lindvall (1973) , where one can find the basic definitions and general facts concerning J -convergence for random processes on finite and infinite intervals.
Our interest lies in the process {ζ ε (t) = (ξ ε (t), γ ε (t), κ ε (t)), t > 0} which has phase space R 1 × R 1 × [0, ∞) and trajectories that by definition belong to the space D 3 with probability 1. It is a Markov process. We denote the transition probabilities of this process by P ε ((u, v, w) , t, t + s, A).
The following theorem is our second main result.
Theorem 2.2. Let the Conditions A-C hold. Then
Proof. Let {x(t), t > 0} be a function from the space D k and 0 < T < T ′ < ∞, c > 0. Denote the modulus of compactness for topology J by
Whereas the weak convergence of the processes {ζ ε (t), t > 0} has been proven in Theorem 2.1, Theorem 2.2 will follow if we can show that, for all 0 < T < T ′ < ∞ and δ > 0,
Note that the first component {ξ ε (t), t > 0} is a nondecreasing process with probability 1. We use this property to reduce the phase space of the first component to the interval [h, ∞). This is an essential part in the proof of the J -compactness relationship (2.29).
Let us choose:
We introduce the truncated random variablesξ
. . , and the corresponding max processeŝ
The three-variate process {ζ ε (t), γ ε (t), κ ε (t)), t > 0} has the phase space [h, ∞) × R 1 × [0, ∞) and its trajectories belong to the space D 3 with probability 1. It is a Markov process which has for (u, v, w) ∈ [h, ∞) × R 1 × [0, ∞) the same transition probabilities P ε ((u, v, w), t, t + s, A) as the process {ζ ε (t), t > 0}.
Note that Theorem 2.1 can be applied to max-sum processes {ζ ε (t), t > 0} because all conditions of Theorem 2.1 are satisfied. The only difference is that in the current case the corresponding limiting functions and measures in Conditions A-C should be changed. We introduce new functions indexed by a lower index h as follows: π 1;h (u) = π 1 (u), Π 2,3;h (A) = Π 2,3 (A) for u ≥ h, while π 1;h (u) = ∞, Π 2,3;h (A) = Π 2,3 (A) for u < h. Note that only in the case when u π = −∞ are the changes genuine, while in the case u π > −∞ and h = u π the new functions coincide with the old ones.
According to Theorem 2.1, the following relationship holds:
This relationship also follows directly from (2.9) since according to (2.30) the random variableξ (h) ε (t) is a continuous function of the random variable ξ ε (t) for every t > 0 and h ∈ R 1 .
The limiting process {ζ (h) 0 (t), t > 0} is fully similar to the process described in Theorem 2.1 with the only changes that h is the lower index in the limiting characteristics. Moreover, it can be easily shown that the process {ζ (h) 0 (t), t > 0} can be constructed from the process {ζ 0 (t), t > 0} by simple truncation of the first component of this process, that is, {ζ 
Let us now use the inequality
One can always choose δ/2 ≤ δ h ≤ δ in such a way that the point h − δ h is a point of continuity of function π 1 (u). Then we get, for ε such that n ε T ≥ 1,
(2.34) Inequalities (2.33) and relationship (2.34) imply that for any 0 < T < T ′ < ∞ and δ > 0,
In the case u π > −∞, the internal limiting expression on the left-hand side in (2.34) is equal to zero. In this case additional external limit transitions given in (2.34) and (2.35) are not required.
Relationships (2.32) and (2.35) imply that (2.29) will follow if we show that for any h, chosen as described above, and any 0 < T < T ′ < ∞ and δ > 0,
We showed in (2.31) weak convergence of processes {ζ
As is known [see Gikhman and Skorokhod (1971) ], in this case (2.36) follows from the following relationship that should be proved for any 0 < T < T ′ < ∞ and δ > 0:
We now exploit the fact that the process {ξ ε (t), t > 0} is nondecreasing and that the two processes {γ ε (t), t > 0} and {κ ε (t), t > 0} are processes with independent increments. We get the estimate
(2.38)
We are now in a position to use the truncation of the phase space described above, and Conditions A-C.
Indeed, for every h, chosen according to choice (d) or (e), δ/2 ≤ δ h ≤ δ can be chosen such that
Conditions A-C and (2.39) applied to (2.38) yield
The proof is complete.
3. Mixed max-sum processes with renewal stopping. In this section we deal with general conditions for the weak and functional convergence of the mixed max-sum processes with renewal stopping.
3.1. Joint weak convergence of max-sum processes and renewal stopping processes. To start the discussion we need some results about the renewal counting processes. We introduce the renewal stopping processes {τ ε (t) = sup(s : κ ε (s) ≤ t), t > 0}, where κ ε (t) = k≤tnε κ ε,k , t ≥ 0, have been introduced in Section 1. We interpret the sequence κ ε,k as the times between renewals, and hence τ ε (t)n ε − 1 is the number of renewals in the interval [0, tn ε ].
We assume the basic Condition B. To exclude the trivial case where the process {κ 0 (t) = 0, t > 0}, we also assume the following condition on the measure Π 3 (C) and the quantity c from Condition B:
If we look at the inverse process {τ 0 (t) = sup(s : κ 0 (s) ≤ t), t > 0}, then Condition D implies that κ 0 (t) P → ∞ as t → ∞ and therefore τ 0 (t) is an a.s. finite random variable for every t > 0. Conditions B and D obviously imply that, for every ε small enough (say ε ≤ ε 0 ), κ ε (t) P → ∞ as t → ∞ and therefore also the renewal stopping process τ ε (t) is an a.s. finite random variable for every t > 0. Furthermore, by definition, the trajectories of the processes {τ ε (t), t > 0} a.s. belong to the space D ++ for every ε ≤ ε 0 .
Let us denote by V the set of points of stochastic continuity of the process {τ 0 (t), t > 0}. This process is stochastically continuous, that is, V = (0, ∞) if one of the following conditions hold: ∞) ) is a continuous function. If all three conditions (i)-(iii) are violated, then the set V is (0, ∞) excluding perhaps some countable or finite set. Namely, the set V = (0, ∞) \ V = {v 1 l 1 + · · · + v m l m : l 1 , . . . , l m = 0, 1, . . . , l 1 + · · · + l m ≥ 1, m ≥ 1}, where {v 1 , v 2 , . . .} is the set of discontinuity points of the function Π 3 ((v, ∞) ). The process {τ 0 (t), t > 0} is a.s. continuous if the process {κ 0 (t), t > 0} is strictly monotone, that is, if at least one of the conditions (i) or (ii) holds.
Preparing the results for the mixed max-sum processes with renewal stopping, we formulate conditions for the joint weak convergence of max-sum processes and renewal stopping processes.
Proof. Use the definition of the processes {ζ ε (t), t > 0} and {τ ε (t), t > 0} to write that, for any 0 < s 1 < · · · < s m , 0 < t 1 < · · · < t m and u l , v l , w l ∈ R 1 , l = 1, 2, . . . , m, m ≥ 1,
Choose some countable set of points X = {x 1 , x 2 , . . .} ⊂ (0, ∞) dense in (0, ∞). Since any distribution function has at most a countable set of discontinuity points, we can choose a countable set Y = {y 1 , y 2 , . . .} ⊂ V dense in (0, ∞) such that P {κ 0 (x i ) = y j } for all i, j ≥ 1, and then a countable set Z = {z 1 , z 2 , . . .} ⊂ R 1 dense in R 1 for which P {ξ 0 (y j ) = z k } = P {γ 0 (y j ) = z k } = P {κ 0 (y j ) = z k } = 0 for all j, k ≥ 1. By Theorem 2.1 and (3.2) we have, for points s l ∈ X, t l ∈ Y, u l , v l , w l ∈ Z, l = 1, . . . , m, m ≥ 1,
Note that Condition D implies that all random variables in (3.3) are proper for ε small enough. Taking into account that the weak convergence of distribution functions of random vectors follows from their convergence on some countable set everywhere dense in the corresponding phase space, we get from (3.3) that
The processes {ζ ε (t), t > 0} J -converge while the processes {τ ε (t), t > 0} are monotonic. Therefore, (3.4) can be extended by obvious arguments to (3.1).
3.2. Weak convergence of max-sum processes with renewal stopping. We are in a position to formulate and prove our third main result.
Theorem 3.1. Let Conditions A-D hold. Then,
Proof. We are going to use Theorem 2.7.1 from the book by Silvestrov [(1974), page 82] . This theorem provides the proper conditions for the weak convergence for cadlag processes stopped in Markov type moments. Here, the Markov processes are {ζ
, κ ε (t)), t > 0} while the stopping moments are given by τ ε (t), t > 0. By definition, for every t > 0 the random variable τ ε (t) is a Markov moment for the Markov process {ζ (h) ε (t), t > 0}. Moreover, also by definition, P {τ ε (t) > 0} = 1, t > 0, for all ε ≥ 0.
As was mentioned above, Theorem 2.1 can be applied to hybrid max-sum processes {ζ (h) ε (t), t > 0}. Also Lemma 3.1 can be applied to these processes and renewal stopping processes τ ε (t), t > 0. All conditions of Lemma 3.1 are satisfied. According to Lemma 3.1 the following relationship holds:
Again it is useful to note that (3.6) also follows directly from (3.1) becausê ξ (h) ε (t) = ξ ε (t) ∨ h is a continuous function of random variable ξ ε (t) for every t > 0 and h ∈ R 1 .
As was mentioned above, the process {ζ (h) 0 (t), t > 0} can be constructed from the process {ζ 0 (t), t > 0} by simple truncation of the first component of this process, that is, {ζ
As far as the limiting renewal stopping process is concerned, it can again be defined as {τ 0 (t) = sup(s : κ 0 (s) ≤ t), t > 0}.
Next, define
It is easy to see that, for any 0 < T < t < T ′ and for all c > 0 such that c < t, T ≤ t − c, t + c ≤ T ′ ,
Because of this, (2.37) implies that for all t > 0,
According to Theorem 2.7.1 from Silvestrov (1974), (3.6) and (3.8) imply that
as ε → 0.
We are now prepared to complete the proof of the theorem. Let us use the following inequality, which holds for any t > 0 and 0 < T < T ′ < ∞:
For any t ∈ V, points 0 < T < T ′ < ∞ can be chosen in such a way that they are continuity points of the distribution functions of random variable τ 0 (t). Moreover, for an arbitrary σ > 0, the points T and T ′ can be chosen, respectively, so small and so large that P {τ 0 (t) < T } + P {τ 0 (t) > T ′ } ≤ σ.
We use inequality (3.10), relationship (2.35) and the remark concerning the choice of T, T ′ made above to conclude that for any 0 < t ∈ V and δ > 0,
As was already mentioned above, the process {ζ (h) 0 (t), t > 0} can be constructed from the processes {ζ 0 (t), t > 0} by truncation of the first component of this process, that is, {ζ
0 (t) = ξ 0 (t) ∨ h, t > 0, and the limiting renewal stopping process can be defined as {τ 0 (t) = sup(s : κ 0 (s) ≤ t), t > 0}. The representation of the limiting processes described above yields that (3.12) Note that in the case u π > −∞ and h = u π , the representation described above yields thatξ (h) 0 (t) ≡ ξ 0 (t), t > 0, so that in the sequelζ (h) 0 (τ 0 (t)) ≡ ζ 0 (τ 0 (t)), t > 0. For this reason, the additional external limit transitions given in (3.11) and (3.12) are not required.
Relationships (3.9), (3.11) and (3.12) imply (3.5).
3.3. J -convergence of renewal processes. In this section we treat conditions for J -convergence of max-sum renewal processes with renewal stopping. We again go through a two-step procedure.
There are two cases when Condition B provides the J -convergence relationship
The first case is when the following condition holds:
In this case {κ 0 (t), t > 0} is an a.s. strictly monotonic process and therefore τ 0 (t) is an a.s. continuous process. Also, by the definition, the processes {τ ε (t), t > 0} and {τ 0 (t), t > 0} are nondecreasing.
Since Condition D 1 is stronger than Condition D, Lemma 3.1 guarantees that the processes τ ε (t) weakly converge to the processes τ 0 (t) on the set V , which is in this case the interval (0, ∞). As is known [see Billingsley (1968) ], the weak convergence of monotone processes to a continuous process on the dense set implies their J -convergence. Thus (3.13) holds.
The second case is when the following condition holds:
In this case the process κ 0 (t) is a compound Poisson process. Note first that J -convergence of the processes τ ε (t) can be derived from conditions for J -convergence on monotonic processes as given in Silvestrov (1974) and in Jacod and Shiryaev (1987) .
Alternatively, J -compactness of the processes τ ε (t) can be obtained by direct estimates for the modulus of J -compactness ∆ J (τ ε (·), c, T, T ′ ) obtained by using the fact that the processes κ ε (t) and κ 0 (t) are both step processes with a finite number of jumps in any finite interval. Take 0 < T < T ′ < ∞ as two points that do not belong to the set V . Define θ ε [T, T ′ ] to be the minimal length of the intervals between jump points of the process τ ε (t) in the interval [T, T ′ ] if there are at least two such points; otherwise put θ ε [T, T ′ ] = T ′ − T . Conditions B and D 2 give the joint weak convergence of the consecutive moments and values of the jumps for the processes κ ε (t) to the corresponding functionals for the processes κ 0 (t). However, this implies the same joint weak convergence for the consecutive moments and values of the jumps for the inverse processes τ ε (t) and τ 0 (t). It easily follows from the remark made above that the random variables θ ε (T, T ′ ) ⇒ θ 0 [T, T ′ ] as ε → 0 and that the random variable θ 0 [T, T ′ ] > 0 with probability 1. Relationship (3.14) now follows from these two observations and the obvious fact that
Combining all of this information together tells us that
It is clear that Condition D 2 implies Condition D. Thanks to Lemma 3.1, the processes τ ε (t) weakly converge to the processes τ 0 (t) on the set V , which is in this case the interval (0, ∞) except at most a countable set. Therefore, Conditions B and D 2 imply the requested J -convergence (3.13).
We refer to the recent work by Silvestrov (2002) , where one can find a more detailed presentation of the proof. To indicate the relevance of some of the above conditions, an example is given where the process κ 0 (t) is a compound Poisson process and where the processes τ ε (t) weakly converge but do not J -converge when Condition B holds but Condition D 2 fails.
3.4. J -convergence of max-sum processes with renewal stopping. Everything is ready to prove the fourth key result of the paper. Proof. The weak convergence of the processes {ζ ε (τ ε (t)), t ∈ V } was proved in Theorem 3.1. Recall that the set V is dense in the interval (0, ∞). Therefore, we need only to check J -compactness. More precisely, for any 0 < T < T ′ < ∞, we need that We go through the proof under the two alternatives.
(i) Assume first that Condition D 1 holds. Then we can use results given in Silvestrov (1972b Silvestrov ( , 1973 Silvestrov ( , 1974 , where conditions for J -convergence and J -compactness of the composition of cadlag processes have been obtained. Actually, we can apply Theorem 2.2.3 from Silvestrov [(1974) , page 96] to processes {ζ ε (t), t ≥ 0} and {τ ε (t), t ≥ 0}. Whereas we need to consider intervals of the form [T, T ′ ] rather than [0, T ], we repeat here the necessary estimates.
Let {x(t), t > 0} be a function from the space D 1 and let 0 < T ′ < T ′′ < ∞, c > 0. The modulus of compactness for the uniform topology U is defined and denoted by ∆ U (x(·), c, T, T ′ ) = sup |t ′ −t ′′ |≤c,T ≤t ′ ≤t ′′ ≤T ′ (|x(t ′ ) − x(t ′′ )|).
For any 0 < S < S ′ < ∞ and c, C > 0 we have P {∆ J (ζ ε (τ ε (·)), c, T, T ′ ) ≥ δ} ≤ P {τ ε (T ) < S} + P {τ ε (T ′ ) > S ′ } + P {∆ U (τ ε (·), c, T, T ′ ) ≥ C} + P {∆ J ((ζ ε (·)), C, S, S ′ ) ≥ δ}. (3.17)
Now, J -convergence of the processes {ζ ε (t), t ≥ 0} was proved in Theorem 2.2. As was mentioned above, the weak convergence of the processes {τ ε (t), t ∈ V } to a.s. continuous process {τ 0 (t), t ∈ V } implies the J -convergence. Since the limiting process is a.s. continuous, J -convergence is equivalent to convergence of these processes in the uniform topology. Also by Theorem 2.1, the processes {τ ε (t), t ∈ V } converge weakly.
It therefore suffices to prove (3.16) only for those 0 < T < T ′ < ∞ for which T, T ′ ∈ V . Choose S and S ′ continuity points for the distribution functions of the random variables τ ε (T ) and τ ε (T ′ ), respectively. By using convergence of processes {τ ε (t), t ≥ 0} in uniform topology, we get, from (3.17), Due to J -convergence of processes {ζ ε (t), t ≥ 0}, the expression on the right-hand side can be made less than any σ > 0 by first choosing S small enough and S ′ large enough and then by choosing C small enough. This proves (3.16).
(ii) Next assume that Condition D 2 holds. In this simpler case, the process {ζ ε (τ ε (t)), t > 0} has stepwise trajectories since the internal stopping processes {τ ε (t), t > 0} has such trajectories. Moreover, both processes have the same jump points. For this reason {∆ J (ζ ε (τ ε (·)), c, T, T ′ ) > 0} ⊆ {θ ε [T, T ′ ] ≤ c}.
Using this relationship we get as with (3.14) that The proof is complete.
4. Examples and remarks. In this section we discuss some variations of results given above and consider examples.
