Detailed procedure of statistical analysis Statistical analysis was performed using the R 3.1.1 software (R Foundation for Statistical Computing, Vienna, Austria). In statistical testing, two-sided p value ≤ 0.05 was considered statistically significant. The distributional properties of categorical variables were presented by frequency and percentage, and the survival curves of survival outcomes were estimated by the Kaplan-Meier method. The differences in the distributions of categorical variables between the TP53 wild and mutant groups of patients with breast cancer were examined using chi-square test. In the univariate analysis, the effects of each potential predictive factor for the relapse-free survival (RFS) outcome in NTUH cohort and breast cancer specific survival (BCSS) were examined using log-rank test. Next, multivariate analysis was conducted by fitting Cox's proportional hazards models to estimate the adjusted effects of predictors on the RFS and BCSS outcome.
1 prediction. To ensure the analysis quality, basic model-fitting techniques for (1) variable selection, (2) goodness-of-fit (GOF) assessment, and (3) regression diagnostics and remedies were used in our regression analyses. Specifically, the stepwise variable selection procedure (with iterations between the forward and backward steps) was applied to obtain the best candidate final Cox's proportional hazards model. All the univariate significant and non-significant relevant covariates and some of their interactions were put on the variable list to be selected. The significance levels for entry (SLE) and for stay (SLS) were set to 0.15 (or larger) for being conservative. Then, with the aid of substantive knowledge, the best candidate 
