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Abstract
The Fréchet derivative퐿푓 (퐴,퐸) of the matrix function 푓 (퐴) plays an important role
in many different applications, including condition number estimation and network
analysis. We present several different Krylov subspace methods for computing low-
rank approximations of 퐿푓 (퐴,퐸) when the direction term 퐸 is of rank one (which
can easily be extended to general low rank).We analyze the convergenceof the result-
ing method for the important special case that 퐴 is Hermitian and 푓 is either the
exponential, the logarithmor a Stieltjes function. In a number of numerical tests, both
includingmatrices from benchmark collections and from real-world applications, we
demonstrate and compare the accuracy and efficiency of the proposed methods.
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1 INTRODUCTION
Matrix functions 푓 ∶ ℂ푛×푛 → ℂ푛×푛 are an increasingly important part of applied mathematics with a wide variety of applications.
The matrix exponential, 푓 (퐴) = 푒퐴, arises in network analysis1 and exponential integrators2–4; whilst the matrix logarithm,
푓 (퐴) = log(퐴), occurs in models of bladder carcinoma5 and when computing the matrix geometric mean6.
Also of importance is the Fréchet derivative of a matrix function, defined as the unique operator 퐿푓 (퐴, ⋅)∶ ℂ
푛×푛
→ ℂ
푛×푛 that
is linear in its second argument and, for any matrix 퐸 ∈ ℂ푛×푛, satisfies
푓 (퐴 + 퐸) − 푓 (퐴) = 퐿푓 (퐴,퐸) + 표(‖퐸‖),
where ‖ ⋅ ‖ denotes the matrix two-norm and 표(‖퐸‖) represents a remainder term that, when divided by ‖퐸‖, tends to zero as‖퐸‖→ 0. For small-scale matrices and analytic functions 푓 , a simple way to compute the Fréchet derivative is via the relation
(see7, Thm. 2.1)
푓
([
퐴 퐸
0 퐴
])
=
[
푓 (퐴) 퐿푓 (퐴,퐸)
0 푓 (퐴)
]
. (1)
As this formula requires the evaluation of a function of a 2푛× 2푛 matrix (which will typically result in a dense matrix), it is not
feasible for large, sparse matrices.
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The Fréchet derivative is primarily used to calculate the relative condition number of computing 푓 (퐴) via the formula8, Chap. 3.
cond(푓, 퐴) = lim
휖→0
sup‖퐸‖≤휖‖퐴‖
‖퐿푓 (퐴,퐸)‖‖푓 (퐴)‖ .
However, in recent years the Fréchet derivative has also been required in applications including nuclear activation9, complex
network analysis10, decomposition of tensor grids11 and when solving optimization problems involving matrix functions12.
Recently Kandolf and Relton13 proposed a block Krylov method to form approximations of 퐿푓 (퐴,퐸)b where 퐸 = 휂yz
퐻 is
of rank one. They found that even for large matrices 퐴 and 퐸 the Fréchet derivative multiplied by a vector could be computed
accurately within very few iterations. The primary goal of this work is to extend their work to approximate the entire matrix
퐿푓 (퐴,퐸) with a low-rank representation: this allows us to compute not only 퐿푓 (퐴,퐸)b for multiple vectors b , but to also speed
up the applications mentioned above.
The remainder of this work is presented as follows. In section 2, we first present a general framework for computing low-rank
updates of the Fréchet derivative for functions which are either represented via the Cauchy integral formula or belong to the
class of Stieltjes functions. We then give details for various specific methods arising from this framework, depending on the
properties of 퐴 and on the subspaces used. The convergence of the resulting methods is analyzed in section 3 for the case that
퐴 is Hermitian positive or negative definite. Section 4 deals with applying the discussed techniques to the matrix logarithm,
which does not fit into this framework. The computation of a posteriori error estimates that can be used as stopping criteria is
covered in Section 5. In section 6 we perform a battery of numerical experiments to test the accuracy and performance of our new
algorithms on problems taken from benchmark collections and real-world applications. Finally we present some conclusions
and ideas for future work in section 7.
2 APPROXIMATING THE FRÉCHET DERIVATIVE
In this section, we show how Krylov subspace methods can be used for constructing low-rank approximations of the Fréchet
derivative 퐿푓 (퐴,퐸) of a matrix function. We first introduce a general framework for this without going into algorithmic details
and afterwards discuss various possible choices of specific Krylov methods.
In the following, we assume that the direction matrix 퐸 is of rank one, i.e., 퐸 = 휂yz퐻 , where 휂 ∈ ℂ and y , z ∈ ℂ푛. Our
approach can be extended to direction matrices of higher rank either by using the linearity of the Fréchet derivative with respect
to퐸 (i.e., by separately applying themethod several times to rank 1 direction terms), or by using block Krylov subspacemethods.
One of the main tools we use—both for the derivation of algorithms and for their convergence analysis—is an integral repre-
sentation of the Fréchet derivative, which can be derived in cases where the function 푓 itself admits an integral representation
involving a resolvent.
In the following, we therefore focus on two classes of functions which arise frequently in applications. The first class consists
of analytic functions represented via the Cauchy integral formula, i.e.,
푓 (퐴) =
1
2휋푖 ∫
Γ
푓 (푡)(푡퐼 −퐴)−1 d푡 (2)
where Γ is a path in the complex plane that winds around spec(퐴), the spectrum of 퐴, exactly once. The most prominent and
widely used function belonging to this class is the matrix exponential 푓 (퐴) = exp(퐴). The second class we consider is the class
of Stieltjes functions, which are defined by the integral transform
푓 (퐴) =
∞
∫
0
(퐴 + 푡퐼)−1 d휇(푡) (3)
where 휇 is a nonnegative, monotonically increasing function satisfying
∞
∫
0
1
1 + 푡
d휇(푡) < ∞.
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and we assume spec(퐴) ∩ ℝ−
0
= ∅. Examples of practically relevant functions belonging to this class are the inverse fractional
powers 푓 (퐴) = 퐴−휎 , 휎 ∈ (0, 1) represented as
퐴−휎 =
∞
∫
0
푡−휎(퐴 + 푡퐼)−1 d푡,
which occur, e.g., in the solution of fractional differential equations14, in lattice quantum chromodynamics15, 16 or in statistical
sampling17.
To avoid unnecessary repetition, we derive the Krylov subspace approximation for the Fréchet derivative only for functions
of the form (2), and mention that the case (3) can be handled analogously, with obvious modifications.
Differentiating (2) using the chain rule, one finds the representation
퐿푓 (퐴, 휂yz
퐻) =
휂
2휋푖 ∫
Γ
푓 (푡)(푡퐼 − 퐴)−1yz퐻 (푡퐼 −퐴)−1 d푡 (4)
for the Fréchet derivative (see8, 13). Using the short-hand notations
x (푡) = (푡퐼 − 퐴)−1y and u (푡) = (푡퐼 −퐴)−퐻z (5)
for the solutions of the (shifted) linear systems in the integrand of (4), we can write this compactly as
퐿푓 (퐴, 휂yz
퐻) =
휂
2휋푖 ∫
Γ
푓 (푡)x (푡)u (푡)퐻 d푡. (6)
An approximation for 퐿푓 (퐴, 휂yz
퐻) can now be found by replacing the exact solutions x (푡),u (푡) of the shifted linear systems
by approximate solutions
x̃ (푡) ≈ (푡퐼 −퐴)−1y and ũ (푡) ≈ (푡퐼 − 퐴)−퐻z . (7)
There are several important things to consider when choosing the specific approximations to use in (7): it should be possible to
easily evaluate the integral
퐿̃ =
휂
2휋푖 ∫
Γ
푓 (푡)x̃ (푡)ũ(푡)퐻 d푡 (8)
without needing to choose a contour Γ and use a numerical quadrature rule, and the resulting matrix 퐿̃ should be of low rank,
as it will in general be a full matrix which is impossible to store explicitly for larger values of 푛. Approximations chosen from
Krylov subspaces are natural candidates for the approximations (7) as Krylov subspace methods are among the most widely
used methods for solving shifted linear systems; additionally, it is well-known that the same Krylov subspace 푚(퐴, y ) can be
used for efficiently approximating (푡퐼 − 퐴)−1y for all values of 푡 (see, e.g.,18, 19).
In the following, we discuss various choices of Krylov subspace approximations for (7) and their computational and theoretical
implications.
2.1 Lanczos approximation for Hermitian 퐴 and 퐸
When 퐴 is Hermitian and 퐸 = 휂yy퐻 , 휂 ∈ ℝ, the two families of linear systems in (5) coincide, i.e., x (푡) = u (푡), and it is
reasonable to choose x̃ (푡) as Lanczos approximations. First, an orthonormal basis 푉푚 = [v1,… , v푚] of the Krylov subspace
푚(퐴, y ) ∶= span{y , 퐴y , 퐴2y ,… , 퐴푚−1y}
is computed via the short-recurrence Lanczos method20, collecting the orthonormalization coefficients in a tridiagonal,
Hermitian matrix 푇푚. The matrices 푉푚 and 푇푚 satisfy the Lanczos relation
퐴푉푚 = 푉푚푇푚 + 푡푚+1,푚v푚+1e
퐻
푚
, (9)
where e푚 denotes the 푚th canonical unit vector. Given these quantities, the Lanczos approximation is given as
xLan
푚
(푡) ∶= ‖y‖푉푚(푡퐼 − 푇푚)−1e1. (10)
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Substituting (10) into (8) in place of x̃ (푡) gives the 푚th Lanczos approximation for the Fréchet derivative,
퐿Lan
푚
∶=
휂
2휋푖 ∫
Γ
푓 (푡)‖y‖2푉푚(푡퐼 − 푇푚)−1e1e퐻1 (푡퐼 − 푇푚)−1푉 퐻푚 d푡
= 푉푚
휂
2휋푖 ∫
Γ
푓 (푡)‖y‖2(푡퐼 − 푇푚)−1e1e퐻1 (푡퐼 − 푇푚)−1 d푡푉 퐻푚
= 푉푚퐿푓 (푇푚, 휂‖y‖2e1e퐻1 )푉 퐻푚 . (11)
Thus, computing the approximation (11) amounts to computing the Fréchet derivative of the compressed matrix 푇푚 with respect
to the direction term 휂‖y‖2e1e퐻1 . As typically 푚 ≪ 푛, this can be done by standard methods for the Fréchet derivative of a
small, dense matrix. In addition, it is directly obvious from the representation (11) that the Lanczos approximation 퐿Lan
푚
is of
rank at most 푚. We summarize the outlined approach in Algorithm 1.
Algorithm 1 Lanczos approximation of 퐿푓 (퐴, 휂yy
퐻) for Hermitian 퐴.
1: Input: 푚 ∈ ℕ, 퐴 ∈ ℂ푛×푛 Hermitian, 휂 ∈ ℝ, y ∈ ℂ푛, function 푓
2: Output: Rank 푚 approximation 퐿Lan
푚
= 휂푉푚푋푚푉
퐻
푚
≈ 퐿푓 (퐴, 휂yy
퐻)
3: compute 푉푚, 푇푚 via 푚 Lanczos steps for 퐴 and y
4: compute 푋푚 ← 퐿푓 (푇푚, 휂‖y‖2e1e퐻1 )
5: if desired then
6: form 퐿Lan
푚
← 휂푉푚푋푚푉
퐻
푚
7: else
8: return low-rank factors 푉푚, 푋푚
9: end if
Remark 1. It is often not necessary to form the approximation 퐿Lan
푚
explicitly, e.g., when only matrix-vector products with it
need to be performed. In that case, storing the low-rank factors 푉푚 and푋푚 requires memory of(푚푛+푚2). If 푚 ≪ 푛 (as it will
typically be the case in practice), this is significantly lower than (푛2) needed for storing the full matrix 퐿Lan
푚
.
Matrix-vector products with 퐿Lan
푚
can then efficiently be computed as
퐿푓 (퐴, 휂yz
퐻)b ≈ 푉푚(푋푚(푉
퐻
푚
(휂b))) (12)
with computational complexity (푚푛 + 푚2).
Let us briefly compare this to the Krylov algorithm from13 for approximating 퐿푓 (퐴,퐸)b . In this approach, the vector b is
part of the Krylov iteration so that the method needs to be run again if a matrix-vector product with a vector different from b
needs to be approximated. In contrast, by computing 푉푚, 푋푚 only oncewith Algorithm 1 and then using (12), we can efficiently
approximate the action of 퐿푓 (퐴, 휂yy
퐻) on any number of vectors. ⋄
Remark 2. There are other possible motivations for arriving at the approximation (11). One way is to consider the projection of
the original problem of computing 퐿푓 (퐴, 휂yy
퐻) onto the tensorized Krylov subspace푚(퐴, y )⊗푚(퐴, y ), i.e.,
퐿Lan
푚
∶= 푉푚(퐿푓 (푉
퐻
푚
퐴푉푚, 푉푚휂yy
퐻푉 퐻
푚
)푉 퐻
푚
which coincides with (11) as 푉 퐻
푚
퐴푉푚 = 푇푚 and 푉푚y = ‖y‖e1. This shows that our approach is closely related to projection
techniques for matrix equations21 or low-rank updates of matrix functions22. We chose the above approach based on the inte-
gral representation as this leads to a more natural generalization to the non-Hermitian case, which will be covered in the next
subsection.
Another way of arriving at this approximation—which also handles the non-Hermitian case—is based on a general Krylov
framework for bivariate matrix functions introduced by Kressner in23. In particular, Algorithm 2 in23, Section 5, which was
discovered independently from this work, coincides with our Algorithm 2 discussed below. ⋄
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2.2 Arnoldi approximation for the non-Hermitian case
In the non-Hermitian case 퐴 ≠ 퐴퐻 , no short-recurrence method for generating the Krylov basis vectors v1,… , v푚 exists in
general. Instead, one can use theArnoldi methodwhich explicitly orthogonalizesv푖 against all previous basis vectors v1,… , v푖−1.
In contrast to the Hermitian case, the two linear systems (5) do not coincide, so that two Krylov subspaces 푚(퐴, y ) and푚(퐴퐻, z ) have to be built. Note that it is possible to use different numbers 푚1 ≠ 푚2 of steps for the two Krylov subspaces,
but for ease of presentation we always assume 푚1 = 푚2 = 푚. Denoting the bases of 푚(퐴, y ) and 푚(퐴퐻, z ) by 푉푚 and푊푚,
respectively, and collecting the corresponding Arnoldi orthonormalization coefficients in two upper Hessenberg matrices 퐺푚
and퐻푚, we obtain the Arnoldi relations
퐴푉푚 = 푉푚퐺푚 + 푔푚+1,푚v푚+1e
퐻
푚
(13)
퐴퐻푊푚 = 푊푚퐻푚 + ℎ푚+1,푚w푚+1e
퐻
푚
. (14)
The corresponding Arnoldi approximations for (5) are then—analogously to (10)—given by
xArn
푚
(푡) = ‖y‖푉푚(푡퐼 − 퐺푚)−1e1 and uArn푚 (푡) = ‖z‖푊푚(푡퐼 −퐻푚)−1e1. (15)
Plugging the approximations (15) into (8) gives the 푚th Arnoldi approximation for 퐿푓 (퐴, 휂yz
퐻),
퐿Arn
푚
∶= 푉푚
휂
2휋푖 ∫
Γ
푓 (푡)‖y‖‖z‖(푡퐼 − 퐺푚)−1e1e퐻1 (푡퐼 −퐻퐻푚 )−1 d푡푊 퐻푚 . (16)
Here—in contrast to the Hermitian case—the obtained approximation is not defined as the Fréchet derivative of a matrix of size
푚×푚. Therefore it is at first sight not completely clear how to evaluate (16) in an efficient manner. The following result, which
was independently from this work also proven by Kressner in23, Lemma 4, allows us to evaluate the integral in (16) by computing a
function of a 2푚×2푚 block matrix; see also22, Lemma 2.2 for a similar result in the context of low-rank updates of matrix functions.
Lemma 1. Let 푓 be of the form (2) and let 퐺푚, 퐻푚 from (13)–(14) be such that 푓 (퐺푚), 푓 (퐻
퐻
푚
) are defined. Let
퐵 ∶=
[
퐺푚 휂‖y‖‖z‖e1e퐻1
0 퐻퐻
푚
]
. (17)
Then
푓 (퐵) =
[
푓 (퐺푚) 푋푚
0 푓 (퐻퐻
푚
)
]
with 푋푚 =
휂
2휋푖 ∫
Γ
푓 (푡)‖y‖‖z‖(푡퐼 − 퐺푚)−1e1e퐻1 (푡퐼 −퐻퐻푚 )−1 d푡. (18)
Proof. For the inverse of 푡퐼 − 퐵, where 퐵 is a a block matrix of the form (17), block Gaussian elimination yields
(푡퐼 − 퐵)−1 =
[
(푡퐼 −퐺푚)
−1 (푡퐼 − 퐺푚)
−1퐸푚(푡퐼 −퐻
퐻
푚
)−1
0 (푡퐼 −퐻퐻
푚
)−1
]
.
Integrating this componentwise for 푡 ∈ Γ gives the desired result.
We have hence arrived at a rank 푚 approximation of the Fréchet derivative, which can be compactly written as
퐿Arn
푚
= 휂푉푚푋푚푊
퐻
푚
. (19)
The resulting method is summarized in Algorithm 2. Note that if 퐴 is Hermitian but y ≠ z , we can use a variant of Algorithm 2
in which the Arnoldi process in lines 3 and 4 is replaced by the Lanczos process.
Remark 3. We briefly remark that the result of Lemma 1 can be seen as a generalization of the formula (1) which relates the
Fréchet derivative to the (1,2)-block of 푓 evaluated on a block matrix. In particular, when 퐴 = 퐴퐻 , y = z , we have 푉푚 = 푊푚
and both matrices 퐺푚 and퐻
퐻
푚
coincide with the tridiagonal matrix 푇푚 from the Lanczos process. Thus, the matrix (17) has the
form [
푇푚 휂‖y‖2e1e퐻1
0 푇푚
]
,
so that by (1), we find
푋푚 = 퐿푓 (푇푚, 휂‖y‖2e1e퐻1 ),
i.e., the approximation (19) agrees with (11) in the Hermitian case. ⋄
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Algorithm 2 Arnoldi approximation of 퐿푓 (퐴, 휂yz
퐻).
1: Input: 푚 ∈ ℕ, 퐴 ∈ ℂ푛×푛, 휂 ∈ ℂ, y , z ∈ ℂ푛, function 푓
2: Output: Rank 푚 approximation 퐿Arn
푚
= 휂푉푚푋푚푊
퐻
푚
≈ 퐿푓 (퐴, 휂yz
퐻)
3: compute 푉푚, 퐺푚 via 푚 Arnoldi steps for 퐴 and y
4: compute푊푚, 퐻푚 via 푚 Arnoldi steps for 퐴
퐻 and z
5: compute 푋푚 via (18)
6: if desired then
7: form 퐿Arn
푚
← 휂푉푚푋푚푊
퐻
푚
8: else
9: return low-rank factors 푉푚,푊푚, 푋푚
10: end if
2.3 Two-sided Lanczos for non-Hermitian 퐴
An alternative to using the Arnoldi method when퐴 ≠ 퐴퐻 , y ≠ z is to use the two-sided Lanczos method24, Section 7.1 (sometimes
also called non-Hermitian Lanczos). If y퐻z = 1 (which we can always assume without loss of generality as long as y and z
are not orthogonal to each other), this method uses a coupled three-term recursion to compute bi-orthonormal bases 푉̂푚, 푊̂푚
of 푚(퐴, y ) and 푚(퐴퐻, z ), respectively, i.e., 푉̂ 퐻푚 푊̂푚 = 퐼 . Note that one iteration of the two-sided Lanczos process requires
performing twomatrix vector products, one with퐴 and one with퐴퐻 , so that the number of matrix vector products for computing
the bi-orthonormal bases 푉̂푚 and 푊̂푚 in the two-sided Lanczos method is the same as that of computing the orthonormal bases
푉푚,푊푚 in the Arnoldi method outlined in section 2.2.
We denote by
푇̂푚 = 푊̂
퐻
푚
퐴푉̂푚,
the orthogonal projection of 퐴 onto 푚(퐴, y ) along 푚(퐴퐻, z ), which is tridiagonal and contains the coefficients from the
bi-orthonormalization procedure. Then, we have the following two-sided Lanczos relations
퐴푉̂푚 = 푉̂푚푇̂푚 + 푡̂푚+1,푚v푚+1e
퐻
푚
,
퐴퐻푊̂푚 = 푊̂푚푇̂
퐻
푚
+ 푡̂푚,푚+1w푚+1e
퐻
푚
.
The corresponding approximations for the solutions of the shifted linear systems (5) are then given by
x̂푚(푡) ∶= ‖y‖푉̂푚(푡퐼 − 푇̂푚)−1e1 and û푚(푡) ∶= ‖z‖푊̂푚(푡퐼 − 푇̂푚)−퐻e1. (20)
As before, we substitute the approximations (20) into (8) and obtain the approximation
퐿̂푚 = 푉̂푚퐿푓 (푇̂푚, 휂‖y‖‖z‖e1e퐻1 )푊̂ 퐻 ,
for 퐿푓 (퐴, 휂yz
퐻). We will refrain from giving an explicit algorithm for this approach, as it is a completely straight-forward
modification of Algorithm 1.
Remark 4. A potential disadvantage of the two-sided Lanczos method when compared to the standard Arnoldi and Lanczos
method is the possibility of a serious breakdown. This happens when v̂퐻
푗
ŵ푗 = 0 with v̂푗 ≠ ퟎ and ŵ푗 ≠ ퟎ for some 푗. In that
case, the two-sided Lanczos iteration in its most basic form cannot be continued. We will, however, not go into detail on this
topic, as serious breakdowns very rarely appear in practice, and standard look-ahead techniques for avoiding breakdowns, as
discussed in, e.g.,25, 26, can be straightforwardly used in our setting. While there are also so-called incurable breakdowns that
cannot be prevented by look-ahead techniques26, these techniques typically work well in practical situations.
2.4 Block Lanczos for Hermitian 퐴
When퐴 is Hermitian, but y ≠ z , Algorithm 1 cannot be used. Instead of using the Arnoldi-based Algorithm 2, it is also possible
to use a block Lanczos approach, see, e.g.,24, or27, 28 for recent work concerning the usage of block Krylov subspace methods
in the matrix function context.
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Collecting the two vectors y , z in a block vector 푌 = [y , z ] ∈ ℂ푛×2, we construct an orthonormal basis 푉 □
푚
of the block
Krylov subspace
□
푚
(퐴, 푌 ) ∶= span{푌 , 퐴푌 , 퐴2푌 ,… , 퐴푚−1푌 }. (21)
We give one possible basic implementation of the block Lanczos method as Algorithm 3. For ease of presentation, we assume
that all 푉푗 computed throughout the algorithm are linearly independent, i.e, that the block Krylov subspace (21) is of full
dimension 2푚. If this is not the case, special care has to be taken in order to remove linearly dependent vectors, a process known
as deflation, see, e.g.,29.
Algorithm 3 Block Lanczos process for a Hermitian 퐴.
1: Input: 푚 ∈ ℕ, 퐴 ∈ ℂ푛×푛 Hermitian, 푌 ∈ ℂ푛×2
2: Output: Orthonormal base □
푚
= [푉1,… , 푉푚] of □푚 (퐴, 푉 ), block tridiagonal matrix  □푚 = (□)퐻푚 퐴□푚
3: for 푗 = 1, 2,… ,m do
4: 푇푖푗 ← 푉
∗
푖
퐴푉푗 , 푖 = 1,… , 푗
5: 푖0 ← max{1, 푗 − 2}
6: 푊푗 ← 퐴푉푗 −
∑푗
푖=푖0
푉푖푇푖푗
7: Compute QR decomposition푊푗 = 푉푗+1푇푗+1,푗
8: end for
9:  □
푚
← (□
푚
)퐻퐴□
푚
= (푇푖푗)
푚
푖,푗=1
10: □
푚
← [푉1,… , 푉푚]
The block tridiagonal matrix  □
푚
of (block-)orthogonalization coefficients satisfies a block analogue of (9)
퐴□
푚
= □
푚
 □
푚
+ 푉푚+1푇푚+1,푚퐸
퐻
푚
where 푇푚+1,푚 ∈ ℂ
2×2 and 퐸푚 = [e2푚−1, e2푚]. In particular  □푚 = (□푚 )퐻퐴□푚 . As
□
푚
(퐴, 푌 ) = 푚(퐴, y ) ∪푚(퐴, z ),
approximations to both x (푡) and u (푡) from (5) can be extracted from □
푚
(퐴, 푌 ). The standard choice for these approximations
is given by
x□
푚
(푡) ∶= □
푚
(푡퐼 −  □
푚
)−1(□
푚
)퐻y ,
u□
푚
(푡) ∶= □
푚
(푡퐼 −  □
푚
)−1(□
푚
)퐻z .
An approximation to the Fréchet derivative is then obtained in the usual way as
퐿□
푚
= □
푚
퐿푓 ( □푚 , 휂y푚z퐻푚 )퐻푚 ,
where y푚 = (□푚 )퐻y , z푚 = (□푚 )퐻z . We again refrain from giving an explicit algorithm for this approach.
Remark 5. There are two main advantages of using a block Krylov approach over the standard Krylov approach from section 2.2:
The standard Arnoldi method requires 2푚 matrix vector products with 퐴, while the block Lanczos algorithm requires 푚 matrix
block vector products with blocks of size 푛 × 2. While mathematically, this amounts to the same number of operations, one can
typically implement matrix block vector products such that they benefit from more cache-friendly memory access and require
less computation time then an equivalent number of individual matrix vector products, see, e.g.,30.
In addition, the block Krylov space □
푚
(퐴, 푌 ) is the union of the Krylov subspaces for y and z , the approximate solution
for one system can also use information contained in the Krylov subspace for the other system. Therefore, a smaller overall
subspace dimension may potentially suffice to reach the desired accuracy. In31, savings of up to 35% in the number of iterations
are reported (for block sizes larger than two). This largely depends on the vectors y , z though and is difficult to quantify in
advance.
On the other hand, block Krylov methods are much more complicated to implement efficiently, especially if one wants to take
proper care of issues like deflation. ⋄
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2.5 Extended and rational Krylov subspace methods
All approaches outlined so far have been based on standard (polynomial) Krylov subspaces. Of course, we can also use other
projection spaces in our methods. In recent years, rational Krylov subspaces have been successfully applied in matrix function
computations (see e.g.,32–35) and often have much better approximation properties than polynomial Krylov spaces. Therefore,
it is natural to also consider these subspaces in our projection approach. Rational Krylov subspaces are of the form
푚(퐴, y ) = 푞푚−1(퐴)−1푚(퐴, y ),
where 푞푚−1(푧) = (푧− 휉1)(푧− 휉2)⋯ (푧− 휉푚−1) is a polynomial of degree푚−1. The scalars 휉1,… , 휉푚−1 ∈ ℂ∪{∞} are called the
poles of the rational Krylov subspace. Similarly to the polynomial case we can define an approximation for 퐿푓 (퐴, 휂yz
퐻) based
on rational Krylov subspaces.We just briefly summarize the approach for the Hermitian case, the extension to the non-Hermitian
case is then straightforward.
For this, let 푉̃푚 denote an orthonormal basis of 푚(퐴, y ), which can be computed by the rational Arnoldi method (see
e.g.,36, 37) and let 푇̃푚 = 푉̃
퐻
푚
퐴푉̃푚 denote the compression of 퐴 onto 푚(퐴, y ). Then, an approximation for 퐿푓 (퐴, 휂yy퐻) is
obtained completely analogously to the polynomial case as
퐿Rat
푚
∶= 푉̃푚퐿푓 (푇̃푚, 휂‖y‖2e1e퐻1 )푉̃ 퐻푚 . (22)
The rational Arnoldi algorithm requires (for finite poles) the solution of a (shifted) linear system with 퐴 in each iteration, in
addition to a matrix-vector product. Also note that, even in the Hermitian case, no short recurrences for the basis vectors exist
in general. An exception to this are extended Krylov subspaces which only use the poles 0 and∞ (see e.g.,32, 38, 39).
The efficiency of using rational Krylov subspace methods thus largely depends on how efficiently shifted systems with 퐴 can
be solved, and how often the poles vary—when using a direct solver, one Cholesky factorization needs to be computed per pole.
In cases where 퐴 is banded with rather small bandwidth, rational Krylov methods are thus particularly attractive. An additional
benefit of the lower iteration number when using a rational Krylov method in our setting is that it also implies that the resulting
approximation 퐿Rat
푚
is of lower rank than when using a polynomial method, such that it requires less storage and subsequent
matrix-vector products with it are less costly.
Remark 6. The usage of rational Krylov subspaces can of course be combined with a block Krylov approach similar to that
of section 2.4, leading to a rational block Krylov method, see, e.g.40. A combination of rational Krylov subspaces with a two-
sided approach as in section 2.3 is in principle also possible, but as there are no short recurrences even in the Hermitian case,
there also do not exist short-recurrence two-sided rational methods for the non-Hermitian case. The approach of using bi-
orthonormal bases thus does not seem very attractive in this setting. An exception is the extended Krylov case, for which a
two-sided short-recurrence method was recently derived by Schweitzer in41. ⋄
3 CONVERGENCE ANALYSIS FOR HERMITIAN 퐴
In this section, we investigate the convergence behavior of the proposed Krylov subspace methods for approximating the Fréchet
derivative. We restrict ourselves to the case of Hermitian퐴 and standard polynomial Krylov methods. An extension of the result
to block Krylov methods is possible in a straight-forward way. Let us note that Kressner also provides a convergence result for
Krylov approximations to the Fréchet derivative in23, Corollary 1, which relates the error of the Krylov approximation to the error
of a polynomial approximation of 푓 ′; see also recent work by Crouzeix and Kressner42, Corollary 6.1.
We begin by stating a result for the exponential function of a Hermitian negative semidefinite matrix. The technique of proof
used for this result largely resembles that of the famous convergence result of Hochbruck and Lubich for exp(퐴)b , see2. We
state the result for the approximation 퐿Arn
푚
from (16) in order to cover the more general case y ≠ z . Of course, it holds in the
same way for 퐿Lan
푚
from (11) when y = z .
Theorem 1. Suppose 퐴 is Hermitian negative semidefinite with its spectrum inside the interval [−4휌, 0]. Then, we have for the
error 휀푚 ∶= ‖퐿푓 (퐴, yz퐻) − 퐿Arn푚 ‖ the bound
휀푚 ≤ 10 (4휌휏)
2
푚2
푒−푚
2∕(5휌 푡)‖y‖‖z‖, √4휌 푡 ≤ 푚 ≤ 2휌 푡,
휀푚 ≤ 40휌 푡 푒−휌 푡
(푒휌 푡
푚
)푚 ‖y‖‖z‖, 푚 ≥ 2휌푡. (23)
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Proof. Recall first the notation
x푚(푡) = ‖y‖푉푚(푡퐼 − 푇푚)−1e1 and u푚(푡) = ‖z‖푊푚(푡퐼 − 푇푚)−퐻e1.
By adding and subtracting (푡퐼 − 퐴)−1y u푚(푡) in the integrand, we see that
퐿푓 (퐴, 푦푧
퐻) − 퐿Arn
푚
=
1
2휋푖 ∫
Γ
푓 (푡)
[
(Δ푚(푡)yu푚(푡)) + (푡퐼 − 퐴)
−1yz퐻Δ푚(푡)
]
d푡, (24)
where
Δ푚(푡) = (푡퐼 −퐴)
−1 − 푉푚(푡퐼 − 푇푚)
−1푉 퐻
푚
.
Then, using the bounds
‖(푡퐼 −퐴)−1‖ ≤ 1
푑(푧, (퐴)) and ‖푉푚(푡퐼 − 푇푚)−1푉 퐻푚 ‖ ≤ 1푑(푧, (퐴)) , (25)
the problem of bounding ‖Δ푚(푡)y‖, and ‖Δ푚(푡)z‖,
can be turned into a polynomial approximation problem on the complex plane, as in43 and2. To obtain the bounds (23) we
inspect Lemma 1 and Theorem 2 of2. From (25) it clearly follows that
‖u푚(푡)‖ ≤ ‖z‖푑(푧, (퐴)) and ‖(푡퐼 − 퐴)−1y‖ ≤ ‖y‖푑(푧, (퐴)) . (26)
Take 피 to be a convex set in the complex plane satisfying the conditions of2, Lemma 1. From (24), (26) and Lemma 1 of2, we see
that for the norm of the first term of (24), i.e., for
휀1,푚(푡) ∶=
‖‖‖‖‖‖‖
1
2휋푖 ∫
Γ
푓 (푡)Δ푚(푡)yu푚(푡) d푡
‖‖‖‖‖‖‖ ,
the bound Lemma 1 of2 holds with the constant푀 replaced by푀 = 퓁(휕피)∕[푑(휕피) ⋅푑(Γ)2] (and multiplied by ‖z‖‖y‖). Then,
choosing the contour Γ as in proof of2, Theorem 2, we see that instead of the bound (3.4) of2, Theorem 2, we have
휀1,푚(푡) ≤ 푒
2휌휏휖푟−푚
휖
⎛⎜⎜⎝1 + 휖휌휏휖 +
√
(2 + 휖)휋
휌휏휖
⎞⎟⎟⎠ ‖z‖‖y‖,
where 휖 can be chosen freely. We choose as in2, Theorem 2
휖 =
푚2
8(휌휏)2
.
For 휖 ≤ 1
2
, i.e., for 푚 ≤ 2휌휏, we have the bound (3.1) of2, Theorem 2 multiplied by 휖−1. When 푚 ≥ 2휌휏, 휖−1 ≤ 2, and we have the
bound (3.2) multiplied by 2. The second term of (24) can be bounded similarly, from which the bound (23) follows.
Example 2. Consider the following simple numerical example to illustrate the bound given by Theorem 1. Set 퐴 = 10 ⋅
diag(1, −2, 1) ∈ ℝ푛×푛, and take randomly y ∈ ℝ푛 and z ∈ ℝ푛. Set 푛 = 100. Figure 1 shows the convergence of the
approximation (16) v.s. the bound given by Theorem 1. ⋄
Next, we prove a result for the class of Stieltjes functions. It is based on the classical convergence result for the conjugate
gradient method (CG)44. It bounds the energy norm
‖e‖퐴 = √e퐻퐴e
of the error, and we restate it here for the sake of completeness.
Theorem 3 (see, e.g.,24). Let 퐴 ∈ ℂ푛×푛 be Hermitian positive definite and x0, y ∈ ℂ
푛. Further, let x ∗ denote the exact solution
of the linear system 퐴x = y , let x푚 be the 푚th CG iterate with initial guess x0 and let 휅 denote the Euclidean norm condition
number of 퐴. Then the error in the CG method satisfies
‖x ∗ − x푚‖퐴 ≤ 2(√휅 − 1√
휅 + 1
)푚 ‖x ∗ − x0‖퐴.
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FIGURE 1 Convergence v.s. a priori bound (23), for Example 2.
The proof of the following result, based on Theorem3, can be seen as a combination of ideas used in45 for proving convergence
of restarted Krylov subspace methods for approximating Stieltjes matrix functions and techniques used for analyzing conver-
gence of Krylov subspace methods for Lyapunovmatrix equations in46. We again use themore general case of the approximation
퐿Arn
푚
from (16).
Theorem 4. Let퐴 ∈ ℂ푛×푛 be Hermitian positive definite, let y , z ∈ ℂ푛 with ‖y‖ = ‖z‖ = 1 and let 푓 be a Stieltjes function (3).
Then the iterates 퐿Arn
푚
of Algorithm 2 satisfy
‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ ≤ 4|휂 푓 ′(휆min)|
(√
휅 − 1√
휅 + 1
)푚
, (27)
where 휆min is the smallest eigenvalue of 퐴 and 휅 denotes the Euclidean norm condition number of 퐴.
Proof. Subtracting the integral representations (6) and (16)—modified to account for the fact that 푓 is a Stieltjes function—gives
퐿푓 (퐴, 휂yz
퐻) − 퐿Arn
푚
= 휂
∞
∫
0
x (푡)u (푡)퐻 − x푚(푡)u푚(푡)
퐻 d휇(푡)
= 휂
∞
∫
0
x (푡)
(
u (푡) − u푚(푡)
)퐻
+
(
x (푡) − x푚(푡)
)
u푚(푡)
퐻 d휇(푡)
Taking the Euclidean norm on both sides then allows to estimate
‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ ≤ |휂|
∞
∫
0
‖x (푡)‖‖u (푡) − u푚(푡)‖ + ‖u푚(푡)‖‖x (푡) − x푚(푡)‖ d휇(푡). (28)
We proceed by looking at the integrand‖x (푡)‖‖u (푡) − u푚(푡)‖ + ‖u푚(푡)‖‖x (푡) − x푚(푡)‖,
for fixed 푡 ≥ 0. In order to be able to use the conjugate gradient convergence result from Theorem 3 to bound the right-hand
side of (28), we bound the Euclidean norm by the energy norm induced by the shifted matrix 퐴 + 푡퐼 , using the relation
‖v‖ ≤ 1√
휆min + 푡
‖v‖퐴+푡퐼 .
From this, we obtain
‖x (푡) − x푚(푡)‖ ≤ 2√
휆min + 푡
(√
휅(푡) − 1√
휅(푡) + 1
)푚 ‖x (푡) − x0(푡)‖퐴+푡퐼
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FIGURE 2 Convergence v.s. a priori bound (23), for Example 5.
where 휅(푡) denotes the Euclidean norm condition number of퐴+ 푡퐼 . As the iterates x푚(푡) correspond to choosing an initial guess
x0(푡) = ퟎ, we have ‖x (푡) − x0(푡)‖퐴+푡퐼 = ‖x (푡)‖퐴+푡퐼 ≤ 1√
휆min + 푡
,
and the same estimates can obviously be performed for the term ‖u (푡) − u0(푡)‖.
Further estimating ‖x (푡)‖ ≤ 1
휆min+푡
and ‖u푚(푡)‖ ≤ 1휆min+푡 , we obtain
‖x (푡)‖‖u (푡) − u푚(푡)‖ + ‖u푚(푡)‖‖x (푡) − x푚(푡)‖ ≤ 4
(휆min + 푡)
2
(√
휅(푡) − 1√
휅(푡) + 1
)푚
. (29)
Inserting (29) into (28), we find
‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ ≤ |휂|
∞
∫
0
4
(휆min + 푡)
2
(√
휅(푡) − 1√
휅(푡) + 1
)푚
d휇(푡).
Using the fact that (
√
휅(푡) − 1)∕(
√
휅(푡) + 1) is monotonically decreasing in 푡 and noting that
푓 ′(푧) = −
∞
∫
0
1
(푡 + 푧)2
d휇(푡),
see, e.g.,47, we obtain the desired result.
Remark 7. Let us note that it would be possible to obtain a result similar to that of Theorem 1 from the work by Kressner23 and
Crouzeix and Kressner42, but that this is indeed not easily possible for the case of Stieltjes functions treated in Theorem 4 as
this would require a polynomial approximation result for derivatives of Stieltjes functions, which to our knowledge is not readily
available in the literature. ⋄
Example 5. We shall now illustrate the bound from Theorem 4 using a small numerical experiment. Let 퐴 ∈ ℝ푛×푛, 푛 = 100 be
a diagonal matrix with equidistantly spaced eigenvalues in [0.1, 10] and take y ∈ ℝ푛 and z ∈ ℝ푛 at random. Figure 2 shows the
convergence of the approximation (16) v.s. the bound given by Theorem 4. At the beginning, the convergence slope is captured
very accurately, but due to the nature of the bound (27), it cannot predict the superlinear convergence occurring in later iterations
due to spectral adaption. This is a typical shortcoming of many similar bounds for Stieltjes matrix functions. ⋄
Remark 8. In the proof of Theorem 4, we have used the simple worst case upper bound for the CG error, as this gives rise to
a simple, a priori bound for the error in the approximation of the Fréchet derivative. Of course, any other upper bound for the
error in the CG method could be used in the same manner, and in particular one can expect superlinear convergence of the
approximation 퐿Arn
푚
whenever superlinear convergence occurs for x푚(푡) and u푚(푡). ⋄
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To also briefly touch on rational Krylov subspaces, we conclude this section by showing a simple result on the speed of
convergence for the extended Krylov case (i.e., a rational Krylov subspace in which the poles 휉푖 are alternatingly chosen at 0
and∞). This result uses a similar approach as the one used in the proof of Theorem 4. More refined results could be obtained by
using techniques similar to those applied in48 to the case of the Lyapunov equation, but this is far beyond the scope of this paper.
Theorem 6. Let 퐴 ∈ ℂ푛×푛 be Hermitian positive definite, let y , z ∈ ℂ푛 with ‖y‖ = ‖z‖ = 1, let 푓 be a Stieltjes function (3)
and let the poles in the rational Arnoldi method be chosen as 휉2푖−1 = ∞, 휉2푖 = 0, 푖 = 1,… , 푚. Then the rational Krylov iterates
퐿Rat
푚
satisfy
‖퐿푓 (퐴, 휂yz퐻) − 퐿Rat푚 ‖ ≤ |휂|푓 (휆min)퐶
(
4
√
휅 − 1
4
√
휅 + 1
)푚
(30)
where 휆min is the smallest eigenvalue of 퐴, 휅 denotes the Euclidean norm condition number of 퐴 and 퐶 > 0 is a constant that
is independent of 푚 and 푛.
Proof. Similarly to the proof of Theorem 4, we arrive at
‖퐿푓 (퐴, 휂yz퐻) − 퐿Rat푚 ‖ ≤ |휂|
∞
∫
0
‖x (푡)‖‖u (푡) − uRat
푚
(푡)‖ + ‖u푚(푡)‖‖x (푡) − xRat푚 (푡)‖ d휇(푡) (31)
where now, xRat
푚
(푡) and uRat
푚
(푡) denote the rational Arnoldi approximations for the solutions of the shifted linear systems (5).
We again have the estimates ‖x (푡)‖ ≤ 1
휆min+푡
and ‖u푚(푡)‖ ≤ 1휆min+푡 . In addition, by using the fact that the resolvent is a Stieltjes
function, we can employ a result of Beckermann and Reichel43, Section 6.1 to estimate
‖x (푡) − xRat
푚
(푡)‖, ‖u (푡) − uRat
푚
(푡)‖ ≤ 퐶|Φ푡(√(휆max + 푡)(휆min + 푡))|푚 (32)
where 퐶 > 0 is a constant that is independent of 푡, 푚 and 푛1 and Φ is the scaled inverse Zhukovsky function
Φ푡(푧) =
푧 − 훾(푡)
훿
+
√(
푧 − 훾(푡)
훿
)2
− 1
with
훾(푡) =
휆min + 휆max + 2푡
2
and 훿 =
휆max − 휆min
2
.
Inserting (32) together with the straight-forward estimates into (31), we find
‖퐿푓 (퐴, 휂yz퐻) − 퐿Rat푚 ‖ ≤ 퐶|휂|
∞
∫
0
1
(휆min + 푡) ⋅ |Φ푡(√(휆max + 푡)(휆min + 푡))|푚 d휇(푡). (33)
Now, we have that |Φ푡(√(휆max + 푡)(휆min + 푡))| = |휁(푡) +√휁(푡)2 − 1| with 휁(푡) = √휅(푡) + 1√
휅(푡) − 1
,
which, after standard algebraic manipulations, yields
|Φ푡(√(휆max + 푡)(휆min + 푡)|−푚 = ( 4√휅(푡) − 1
4
√
휅(푡) + 1
)푚
. (34)
The right-hand side of (34) is clearly monotonically decreasing in 푡, so that we can bound it by the value
|Φ푡(√휆max휆min)|−푚 = ( 4√휅 − 1
4
√
휅 + 1
)푚
. (35)
Inserting (35) into (33) concludes the proof of the theorem.
1We remark that the constant in the result of 43 does indeed depend on the spectral interval of the matrix 퐴 + 푡퐼 and thus on 푡, but as it is bounded from above for
푡 ∈ [0,∞], we can replace it by a constant that is independent of 푡.
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FIGURE 3 Convergence v.s. a priori bound (30), for Example 7.
Example 7. We now illustrate the bound from Theorem 6 by a small numerical experiment, using the same setup as in
Example 5. Figure 3 shows the convergence curve of the approximation (22) (with poles 휉2푖−1 = ∞, 휉2푖 = 0, 푖 = 1,… , 푚)
together with the bound from Theorem 4. Note that we only give the slope of the bound, as the constant in (30) is not explicitly
known. We observe that our a priori bound slightly overestimates the slope of the error norm reduction, but not by as much as
in Example 5, as no superlinear convergence effects take place. ⋄
4 THE SPECIAL CASE OF THE MATRIX LOGARITHM
Another matrix function of interest, which does not fit into the framework considered so far, is the matrix logarithm log(퐴).
While the logarithm cannot be represented by the Cauchy integral formula, we have the representation
log(퐴) =
1
∫
0
(퐴 − 퐼)
(
푡(퐴 − 퐼) + 퐼
)−1
d푡,
which holds for any 퐴 having no eigenvalues on ℝ− (see e.g.8). From this representation, we find an integral representation of
the Fréchet derivative as
퐿log(퐴, 휂yz
퐻) = 휂
1
∫
0
(
푡(퐴 − 퐼) + 퐼
)−1
yz퐻
(
푡(퐴 − 퐼) + 퐼
)−1
d푡.
Similar to what we outlined in section 2, this is again the integral over outer products of solutions of two families of parameterized
linear systems, i.e.,
퐿log(퐴, 휂yz
퐻) = 휂
1
∫
0
x̄ (푡)ū(푡)퐻 d푡.
where
x̄ (푡) =
(
푡(퐴 − 퐼) + 퐼
)−1
y and ū 푡) =
(
푡(퐴 − 퐼) − 퐼)
)−퐻
z .
Replacing x̄ (푡) and ū(푡) by their Arnoldi approximations
x̄Arn
푚
(푡) = ‖y‖푉푚(푡(퐺푚 − 퐼) + 퐼)−1e1 and ūArn푚 (푡) = ‖z‖푊푚(푡(퐻푚 − 퐼) + 퐼)−1e1
then directly gives an Arnoldi approximation for the Fréchet derivative of the logarithm via
퐿̄Arn
푚
∶= 휂푉푚
1
∫
0
‖y‖‖z‖(푡(퐺푚 − 퐼) + 퐼)−1e1e퐻1 (푡(퐻퐻푚 − 퐼) + 퐼)−1 d푡푊 퐻푚 =∶ 푉푚푋̄푚푊 퐻푚 . (36)
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A statement analogous to that of Lemma 1 holds for the integral in (36), that is,
log
([
퐺푚 −휂‖y‖‖z‖e1e퐻1
0 퐻퐻
푚
])
=
[
log(퐺푚) 푋̄푚
0 log(퐻퐻
푚
)
]
. (37)
When 퐴 is Hermitian and y = z , we have (using the notation from section 2.1)
퐿̄Lan
푚
∶= 휂푉푚퐿log(푇푚, 휂‖y‖2e1e1)푉 퐻푚 .
Furthermore, in the Hermitian positive definite case, we can derive a convergence result for the logarithm which is very similar
to the one for Stieltjes functions given in Theorem 4.
Theorem 8. Let 퐴 ∈ ℂ푛×푛 be Hermitian positive definite and let y , z ∈ ℂ푛 with ‖y‖ = ‖z‖ = 1. Then the approximations
퐿̂Arn
푚
defined in (36) satisfy
‖퐿log(퐴, 휂yz퐻) − 퐿̄Arn푚 ‖ ≤ 4휂휆min
(√
휅 − 1√
휅 + 1
)푚
,
where 휆min is the smallest eigenvalue of 퐴 and 휅 denotes the Euclidean norm condition number of 퐴.
Proof. Proceeding analogously to the proof of Theorem 4, we obtain
‖퐿log(퐴, 휂yz퐻) − 퐿̄Arn푚 ‖ ≤ |휂|
1
∫
0
‖x̄ (푡)‖‖ū(푡) − ūArn
푚
(푡)‖ + ‖ū푚(푡)Arn‖‖x̄ (푡) − x̄Arn푚 (푡)‖ d푡.
The smallest and largest eigenvalue and condition number of the matrices 퐴̄(푡) ∶= 푡(퐴 − 퐼) + 퐼 are given by
휆̄min(푡) = 푡(휆min − 1) + 1, 휆̄max(푡) = 푡(휆max − 1) + 1, 휅̄(푡) =
푡(휆max − 1) + 1
푡(휆min − 1) + 1
,
where 휆min and 휆max are the largest and smallest eigenvalue of 퐴.
Using similar arguments as in the proof of Theorem 4 together with the relation
‖v‖ ≤ 1√
푡(휆min − 1) + 1
‖v‖퐴̂(푡),
we obtain
‖x̄ (푡) − x̄Arn
푚
(푡)‖ ≤ 2√
푡(휆min − 1) + 1
(√
휅̄(푡) − 1√
휅̄(푡) + 1
)푚 ‖x̄ (푡)‖퐴̂(푡).
Using the estimates ‖x̄ (푡)‖퐴̄(푡) ≤ 1√
푡(휆min − 1) + 1
, and ‖x̄ (푡)‖ ≤ 1
푡(휆min − 1)
,
(and analogous versions for ū (푡), ūArn
푚
(푡)), we finally obtain
‖x (푡)‖‖u (푡) − uArn
푚
(푡)‖ + ‖uArn
푚
(푡)‖‖x (푡) − xArn
푚
(푡)‖ ≤ 4
(푡(휆min − 1) + 1)
2
(√
휅̄(푡) − 1√
휅̄(푡) + 1
)푚
.
Combining this with (28), we find
‖퐿log(퐴, 휂yz퐻) − 퐿̄Arn푚 ‖ ≤ |휂|
1
∫
0
4
((푡(휆min − 1) + 1)
2
(√
휅̄(푡) − 1√
휅̄(푡) + 1
)푚
d푡.
Now since 휅̄(푡) is monotonically increasing on [0, 1] we know that 휅̄(1) = 휅 which, when combined with
1
∫
0
1
(푡(휆min − 1) + 1)
2
d푡 =
1
휆min
,
gives us the desired error bound.
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FIGURE 4 Convergence v.s. a the a posteriori estimates (39) and (40), for Example 9.
5 A POSTERIORI ERROR ESTIMATES
In this section we derive a heuristic a posteriori error estimate for the Arnoldi approximation (16). First, consider the Krylov
subspace푚(퐴, y ) and the basis matrix 푉푚 and the Hessenberg matrix퐺푚 given by the Arnoldi iteration, satisfying the relation
(13). A commonly used a posteriori error estimate (see e.g.49, Sec. 5.2) for the Arnoldi approximation of the matrix exponential
is given by ‖ exp(푡퐴)y − 푉푚 exp(푡퐺푚)e1‖y‖‖ ≈ 푔푚+1,1e퐻푚 휑1(푡퐺푚)e1‖y‖,
where휑1(푧) = (푒
푧−1)∕푧. Using the Cauchy integral formula for휑1(푧) (see
50, Thm. 5.1), and choosing a contour Γwhich encircles
{0} ∪ spec(퐺푚), this estimate can be written as
푔푚+1,1e
퐻
푚
휑1(푡퐺푚)e1‖y‖ = ‖y‖∫
Γ
푒푡휆
푔푚+1,1
휆
e퐻
푚
(휆퐼 −퐺푚)
−1e1 d휆. (38)
Next, we consider an analytic function 푓 and the Krylov subspaces 푚(퐴, y ) and 푚(퐴퐻, z ) and the bases 푉푚 and푊푚 and the
corresponding Hessenberg matrices 퐺푚 and퐻푚 satisfying the relations (13) and (14). Motivated by (38), we estimate the error
of the Arnoldi approximation (16) of the Fréchet derivative 퐿푓 (퐴, 휂yz
퐻) by a heuristic estimate
‖퐿푓 (퐴, 휂yz퐻 ) − 퐿Arn푚 ‖ ≈ 휂 ‖y‖‖z‖∫
Γ
푓 (휆)
푔푚+1,푚ℎ푚+1,푚
휆2
e퐻
푚
(휆퐼 −퐺푚)
−1e1e
퐻
1
(휆퐼 −퐻퐻
푚
)−1e1 d휆.
This estimate can be evaluated using a 4 × 4-block matrix, because it follows from block Gaussian elimination that
휆−2(휆퐼 − 퐺푚)
−1e1e
퐻
1
(휆퐼 −퐻퐻
푚
)−1 = (휆퐼 − 퐺̃푚)
−1
1∶푚,3푚+1∶4푚
,
where
퐺̃푚 =
⎡⎢⎢⎢⎢⎣
퐺푚 −e1e
퐻
1
0 0
0 퐻퐻
푚
퐼 0
0 0 0 퐼
0 0 0 0
⎤⎥⎥⎥⎥⎦
.
Thus, for an analytic function 푓 , we use as an estimate‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ ≈ 푔푚+1,푚ℎ푚+1,푚e퐻푚 (푓 (퐺̃푚)1∶푚,3푚+1∶4푚)e1 = 푔푚+1,푚ℎ푚+1,푚푓 (퐺̃푚)푚,3푚+1. (39)
Notice that this approach is not directly applicable to, e.g., the matrix logarithm, as the matrix 퐺̃푚 is singular.
A simple and efficient estimate for the error ‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ can also be obtained by comparing subsequent Krylov
subspace approximations. This means that for 푑 ∈ ℤ+, we estimate‖퐿푓 (퐴, 휂yz퐻) − 퐿Arn푚 ‖ ≈ ‖퐿Arn푚+푑 − 퐿Arn푚 ‖. (40)
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FIGURE 5 Error norm and error bounds when approximating 퐿푓 (퐴,퐸) by several of our proposed methods where 퐴 is the
discretization of the two-dimensional Laplace operator, 푓 (푧) = 푧−1∕2 and 퐸 is a random rank one matrix.
The estimate (40) can be evaluated using small dimensional matrices since
‖퐿Arn
푚+푑
− 퐿Arn
푚
‖ = 휂 ⋅ ‖푉푚+푑푋푚+푑푊 퐻푚+푑 − 푉푚푋푚푊 퐻푚 ‖ = 휂 ⋅ ‖푋푚+푑 − [푋푚 00 0
] ‖;
see also22, Section 2.3 and23, Section 3.
Example 9. Consider the following simple numerical example to illustrate the estimates (39) and (40). Set 푡 = 5, 퐴 =
diag(1, −2, 1) + 1.5 ⋅ diag(−1, 0, 1) ∈ ℝ푛×푛, and take randomly y ∈ ℝ푛 and z ∈ ℝ푛. Set 푛 = 100. Figure 4 shows the actual
convergence of the approximation (16) and the estimate (39) and the estimate (40) for 푑 = 1. For later iterations, both estimates
are very accurate, while for early iterations, the estimate (39) overestimates the actual error norm, while (40) underestimates it.
In particular in situations where it is crucial to reach a certain accuracy, it is advisable to be careful when using estimate (40) as
stopping criterion as it might severly underestimate the actual error when convergence is slow. ⋄
6 NUMERICAL EXPERIMENTS
In this section we will compare our algorithms against alternatives in the literature in a number of different scenarios. All
experiments in this section are run on a Linux machine running MATLAB 2016b. In order to increase the reliability of the
timings we use only a single core, and run MATLAB with no GUI (using the –nojvm option).
In our first experiment we compare the different proposed algorithms to each other for two simple model problems. Next, we
compare our new algorithms against alternatives when computing 퐿푓 (퐴,퐸)b over a set of difficult test problems. Finally, we
compare our new algorithms to existing alternatives when computing퐿푓 (퐴,퐸) in the context of a physics application: obtaining
the sensitivity of nuclear activation and transmutation to the system input parameters.
6.1 Comparison of our methods for simple model problems
We begin by performing two simple experiments, one involving a Hermitian matrix and one involving a non-Hermitian matrix,
in order to compare all the different methods that we proposed in Section 2. First, let퐴 ∈ ℂ푛×푛, 푛 = 322 be the Hermitian positive
definite matrix corresponding to the discretization of the two-dimensional Laplace equation on a square grid with Dirichlet
boundary conditions. We consider a rank-one direction term 퐸 = yz퐻 , i.e., 휂 = 1, where y and z are random vectors of unit
norm and the inverse square root function 푓 (푧) = 푧−1∕2. We compare the basic polynomial Krylov method from Algorithm 2
(where the Arnoldi process is replaced by the Lanczos process) to the block Lanczos method presented in Section 2.4 and the
extended Krylov method from Section 2.5 and aim for an approximation error below 10−8. The error norms of the corresponding
approximations are given in Figure 5 together with the slopes of the convergence bounds from Theorem 4 and 6. The Lanczos
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FIGURE 6 The 20 largest singular values of the Fréchet derivative 퐿푓 (퐴,퐸) where (left) 퐴 is the discretization of the two-
dimensional Laplace operator and 푓 (푧) = 푧−1∕2 and (right) 퐴 is the discretization of a two-dimensional convection diffusion
operator and 푓 (푧) = exp(−푡푧). In both cases, 퐸 is a random rank one matrix.
method reaches the desired accuracy after 86 iterations, while the block Lanczos approach requires 74 iterations (i.e., about 15%
less than the standard Lanczos method), showcasing the larger approximation power of block Krylov spaces. As is expected,
the extended Krylov method converges fastest in terms of subspace dimension, finding an accurate approximation in a space
of dimension 26, but requires 13 linear system solves with 퐴. Concerning the quality of our convergence estimates, it can be
observed that the bound (27) quite accurately predicts the slope of the real error norm, but of course fails to predict the superlinear
convergence caused by spectral adaptation in later iterations. The bound (30) for the extended Krylov subspace method predicts
convergence that is much faster than that of the polynomial methods but overestimates the actual slope by quite some margin.
To gauge the approximation power of the extended Krylov subspace, from which we find a rank 26 approximation of 퐿푓 (퐴,퐸),
we also plot the singular values of 퐿푓 (퐴,퐸) in Figure 6 (left). This plot reveals that it is (in theory) possible to approximate
퐿푓 (퐴,퐸) to accuracy 10
−8 by a matrix of rank 9. It is of course unrealistic to expect an iterative Krylov method to find this
optimal low-rank approximation (in particular with non-optimized poles).
For testing the methods geared towards non-Hermitian problems, in particular the short-recurrence two-sided Lanczos
method,we performa similar experiment as before, but this time consider퐴 stemming from a semi-discretization of the following
two-dimensional convection diffusion equation
휕푢
휕푡
− Δ푢 + 휏1
휕푢
휕푥1
+ 휏2
휕푢
휕푥2
= 0 on (0, 1)2 × (0, 푇 ),
푢(푥, 푡) = 0 on 휕(0, 1)2 for all 푡 ∈ [0, 푇 ],
푢(푥, 0) = 푢0(푥) for all 푥 ∈ (0, 1)
2.
In particular, using central differences with uniform discretization step size ℎ for the differential operator −Δ푢 + 휏1
휕푢
휕푥1
+ 휏2
휕푢
휕푥2
yields the matrix
퐴 = −
1
ℎ2
(
퐼 ⊗ 퐶1 + 퐶2 ⊗ 퐼
)
∈ ℝ푛
2×푛2 (41)
with
퐶푖 =
⎡⎢⎢⎢⎢⎢⎢⎣
−2 1 −
휏푖ℎ
2
1 +
휏푖ℎ
2
−2 1 −
휏푖ℎ
2
1 +
휏푖ℎ
2
⋱ ⋱
⋱ ⋱ 1 −
휏푖ℎ
2
1 +
휏푖ℎ
2
−2
⎤⎥⎥⎥⎥⎥⎥⎦
∈ ℝ푛×푛, 푖 = 1, 2.
The convection coefficients 휏푖, 푖 = 1, 2 are chosen such that the Péclet numbers Pe푖 =
휏푖ℎ
2
are equal to Pe1 = .5 and Pe2 = .25,
respectively. We aim to approximate 퐿푓 (퐴,퐸), where 푓 (푧) = exp(−푡푧) for a time step 푡 = .005 and 퐸 is a random rank one
matrix. We compare the standard Arnoldi method, Algorithm 2, the two-sided Lanczos method from Section 2.3 and a shift-
and-invert Krylov method, i.e., a rational Krylov method with a single repeated pole. As all eigenvalues of 퐴 from (41) are real
and positive, we heuristically choose the shift 휉 =
√
휆min휆max, a choice that is often employed in the Hermitian case.
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FIGURE 7 Error norm when approximating 퐿푓 (퐴,퐸) by several of our proposed methods where 퐴 is the discretization of a
two-dimensional convection diffusion operator, 푓 (푧) = exp(−푡푧) and 퐸 is a random rank one matrix.
The results of this experiment are depicted in Figure 7, and the largest singular values of 퐿푓 (퐴,퐸) are given in Figure 6
(right). The Arnoldi method and two-sided Lanczos method require roughly the same subspace dimension for reaching the
target accuracy, but the convergence curve of the two-sided method is very nonsmooth compared to that of the Arnoldi method,
and in particular non-monotonic. The shift-and-invert method requires a little more than half the subspace dimension of the
polynomial methods and produces a rank-22 approximation of 퐿푓 (퐴,퐸). From the singular values, it can be seen that the best
possible approximation reaching the target accuracy has rank 10.
6.2 Accurate computation of 퐿푓 (퐴,퐸)b
In our next experiment we will compare the accuracy of three competing algorithms when aiming to approximate 퐿푓 (퐴,퐸)b ,
where 푓 (푧) = 푒푧 and 퐴 is a matrix taken from the Matrix Computation Toolbox51. This toolbox contains a selection of difficult
test matrices, i.e. matrices that are known to be ill-conditioned or have ill-conditioned eigenvalues. The matrices 퐴 from the
toolbox are scaled to have unit 2-norm whilst 퐸 and 푏 have elements drawn from a Normal 푁(0, 1) distribution. Note that the
condition number of 퐿푓 (퐴,퐸)b is not clearly related to the condition number of 퐴 itself, so even this scaling resulted in some
matrices that were too ill-conditioned to return sensible results.
There are three algorithms that we compare to one another within this section. The first is our algorithm 2; to which we make
a minor modification by multiplying the result by the vector 푏, and iteratively increasing the rank 푚 until the relative difference
between two iterates is less than the desired tolerance. The second algorithm we consider is taken directly from Kandolf and
Relton13. They use a Krylov subspace approach to approximate 퐿푓 (퐴,퐸)b directly, without forming 퐿푓 (퐴,퐸). We will call
this the “KR algorithm”. Our final algorithm is multiplying the result of the 2 × 2 block approach in equation (1) by the vector
[0, 푏]푇 , from which we can obtain 퐿푓 (퐴,퐸)b as the upper half of the resulting vector. By computing this latter vector using the
MATLAB function expmv (by Al-Mohy and Higham52) we do not need to form 퐿푓 (퐴,퐸) in full.
We take as the “exact” answer, for comparison, the result obtained by applying the 2 × 2 block algorithm using 100 digit
arithmetic, making use of the Symbolic Math Toolbox in MATLAB.
The results of the experiment are shown in Figure 8. We can see that all algorithms tend to obtain the desired relative error,
although all algorithms struggled to obtain double precision accuracy on problem number 10 and our algorithm did not obtain
double precision accuracy in a few of the other test cases. This is not completely unexpected: we use a rather simple stopping
criteria for our iterative method (examining the relative difference between two iterates) whilst the KR algorithm has rigorous
a priori error analysis13 and the block method is backward stable52. Further experimentation with these test cases showed that
allowing our method to perform a few more iterations allowed us to reach the desired accuracy, so we are merely terminating
early rather than performing an unstable computation.
We also see that, especially for single and half precision, our algorithm was often the most accurate despite the backward
stable nature of the block algorithm.
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FIGURE 8 Relative error obtained by the three competing algorithms when aiming for half, single, and double precision
accuracy over a range of test problems.
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FIGURE 9 Time (in seconds) required by the three competing algorithms when aiming for half, single, and double precision
accuracy over a range of test problems.
In Figure 9 we plot the time required for each of the computations performed by all the algorithms. For half and single
precision accuracy we find that the either our new algorithm or the block algorithm are fastest, with the KR algorithm trailing
behind. When aiming for double precision accuracy our new method is often slower than the KR algorithm which, in turn, is
slower than the block algorithm.
This is also to be expected, both our algorithm and the KR algorithm are based upon Krylov methods and low-rank approxi-
mation, which tend to work best on large sparse problems as opposed to the small dense problems considered here. Furthermore,
our algorithm approximates the entire Fréchet derivative (using a Krylov space which is independent of the vector) which is then
multiplied by a vector. Therefore the cost of applying our new method to multiple vectors is essentially the same as for a single
vector. By contrast the KR algorithm builds a Krylov space dependent upon the vector andmust be entirely rerun should this vec-
tor change. In the next subsection we require the computation of the entire Fréchet derivative, a situation in which Algorithm 2
excels.
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FIGURE 10 The relative error (left) and the time in seconds (right) when computing a low-rank approximation to the Fréchet
derivative for the wmixmatrix. The rank of the approximation is given on the 푥-axis.
6.3 Nuclear activation and transmutation
One application requiring the entire Fréchet derivative is the computation of the sensitivity of nuclear activation and transmu-
tation events. To briefly summarize, we are interested in the sensitivity of f 푇x (푡) to perturbations in the matrix 퐴, where x (푡)
and 퐴 satisfy the Bateman equation
푑x
푑푡
= 퐴x (푡), x (0) = x0 .
The solution to this equation is clearly x (푡) = exp(푡퐴)x0 . Within this application x (푡) gives the time-varying nuclide numbers
and the matrix퐴 (which is sparse and nonsymmetric) contains the coefficients associated to various nuclear reactions. Since the
elements of the matrix 퐴 are determined via physical experiments they are inherently noisy and it is important to check that the
quantity f 푇x (푡) is not overly sensitive to perturbations in these values. In the appendix of9 it is shown that the 푘 most sensitive
entries of 퐴 are the 푘 largest elements of
퐿exp(푡퐴
푇 , 퐸) = 퐿exp(푡퐴, 퐸
푇 )푇 , where 퐸 = f x0
T .
By combining recent work from Higham and Relton53 with efficient algorithms for 퐿exp(푡퐴, 퐸
푇 )b presented in13 and the
previous sections, the largest 푘 elements of 퐿exp(푡퐴, 퐸
푇 ) can be found without forming the entire Fréchet derivative itself.
However, one often requires all the sensitivities and therefore needs to compute the entire Fréchet derivative.
We will test the relative error and the time to compute these Fréchet derivative using our new methodology, on three real test
problems from nuclear physics, when compared against the block 2 × 2 approach and the code expm_frechet_pade, found
in the Matrix Function Toolbox8,54. Since the vectors f and x0 arising from this application are not equal we use the Arnoldi
algorithm. In each case we simply use the value 푡 = 1.
Our first test problem results in a matrix of size 69 × 69 named wmix. In Figure 10 we give the relative error in comparison to
the block method and the time to compute each approximation. Since the block method and expm_frechet_pade compute the
exact Fréchet derivative instead of a low-rank approximation their timings are constant as the rank changes. We see that even
a rank 7 approximation is numerically identical to the solution returned by the block method and is much faster than the other
approaches.
The next problem, rwmix, in Figure 11 requires a matrix of size 62 × 62. We see that only a rank 7 approximation is required
to obtain full double precision accuracy and the method is once again much faster than the alternatives.
Finally the results for the wmixcool problem are shown in Figure 12. This is again a 69 × 69 matrix. As before we see that
full double precision accuracy is obtained by a rank 7 approximation and our new method by far the least time consuming.
Although we only have access to small examples here, it is not unusual for matrices in this domain to be have thousands of
rows and columns and to be rerun for many different time points 푡. This growth in the matrix size and number of time points
will severely punish the time required to obtain an accurate answer for the block method and expm_frechet_pade, since they
treat 퐴 as a dense matrix. By contrast, using a low-rank approximation will require us only to work with dense matrices of a
much smaller size and save large amounts of time.
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FIGURE 11 The relative error (left) and the time in seconds (right) when computing a low-rank approximation to the Fréchet
derivative for the rwmixmatrix. The rank of the approximation is given on the 푥-axis.
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FIGURE 12 The relative error (left) and the time in seconds (right) when computing a low-rank approximation to the Fréchet
derivative for the rwmixcoolmatrix. The rank of the approximation is given on the 푥-axis.
7 CONCLUSIONS
We have presented different Krylov subspace methods for computing low-rank approximations of the Fréchet derivative
퐿푓 (퐴,퐸) for rank one direction matrices 퐸. The algorithms are applicable for various properties of 푓 , 퐴 and 퐸: The Lanczos
algorithm can be used when both퐴 and 퐸 are Hermitian, Arnoldi and two-sided Lanczos in the general case and block Lanczos
in case only퐴 is Hermitian. We have givenmethods that are applicable when 푓 is an analytic function or a Stieltjes function, and
separately treated the case of the logarithmic function. In addition to the standard polynomial versions of these algorithms, we
have also illustrated the use of extended and Krylov subspaces in conjunction with these methods. Various a priori convergence
results given for all of these functions and Hermitian 퐴 illustrate the converge properties of the algorithms. For analytic 푓 and
the Arnoldi approximation, we have proposed a way to carry out a posteriori error estimation and also numerically illustrated
the efficiency of the estimate. Finally, we illustrated the effectiveness of our approaches in comparison to several established
methods by various numerical experiments. We emphasize that all of our algorithms can be generalized to the case of low rank
퐸 (i.e., not necessarily rank one), either by linearity of the Fréchet derivative or by employing block approaches. We believe
that this unified treatment of the problem will help to choose an appropriate numerical method for approximating the Fréchet
derivative 퐿푓 (퐴,퐸) when 퐴 is sparse and 퐸 has a low rank structure.
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