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1. Introduction
It is well known that comparison principles play an important role in the qualitative theory of differential equations, for
example, they are essential for developing themonotone iterativemethod, a powerful theoretical method, which permits us
to construct a sequence of approximate solutions converging to a solution of certain differential equation problems [1–12].
So the study of comparison result has attracted the interest of many researchers, see [13,3,9] and the relevant references
therein. It should be noted that recent progress in the development of the qualitative theory of impulsive differential
equations has been stimulated primarily by a number of interesting applied problems [14–19].
Recently, He and Yu [4], and He and Ge [5] have considered the following impulsive functional differential equations
with periodic boundary value conditions
x′(t) = f (t, x(t), xt), t 6= tk, t ∈ [0, T ],
∆x(tk) = Ik(x(tk)), k = 1, 2, . . . , p,
x(t) = x(0), t ∈ [−τ , 0],
x(0) = x(T )
(1.1)
where f ∈ C([0, T ] × R× D, R),D = {ψ : [−τ , 0] → R;ψ is continuous everywhere except for a finite number of points t¯
at whichψ(t¯−) andψ(t¯+) exist andψ(t¯−) = ψ(t¯)}, Ik ∈ C(R, R),∆x(tk) = x(t+k )−x(t−k ), x(t+k ) and x(t−k ) denote the right
limits and the left limits of x(t) at t = tk respectively, 0 < t1 < t2 < · · · < tp < T , τ = constant > 0, for every t ∈ [0, T ],
xt ∈ D is defined by xt(s) = x(t + s), s ∈ [−τ , T ].
Let J ⊂ R be an interval, we define PC(J, R) = {x : J → R; x(t) is continuous everywhere except for some finite points tk
atwhich x(t−k ) and x(t
+
k ) exist and x(t
−
k ) = x(tk)}; PC1(J, R) = {x ∈ PC(J, R) : x(t) is continuously differentiable everywhere
except for some tk at which x′(t−k ) and x′(t
+
k ) exist}. LetΩ = PC([−τ , T ], R) ∩ PC1([0, T ], R).
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In [4,5], a comparison result and the existence and uniqueness of solutions for a linear periodic boundary value problem
related to an impulsive function differential equation are presented, and the monotone iterative technique is used to obtain
two sequences which approximate the extremal solutions of (1.1) between a lower and upper solution.
In this paper, we mainly investigate the maximum principle related to an impulsive function differential equation and
present new some comparison results which generalize/improve previous known results.
2. Maximum principles
Theorem 2.1. Assume that there exist M > 0, N ≥ 0 and Lk > −1, k = 1, 2, . . . ,m and τ > 0 such that
m′(t) ≥ Mm(t)+ N
∫ t
t−τ
m(s)ds, t 6= tk, t ∈ [0, T ],
∆m(tk) ≥ Lkm(tk), k = 1, 2, . . . , p,
m(t) = m(0), t ∈ [−τ , 0],
m(0) ≥ m(T ).
(2.1)
Suppose in addition that
Nτ
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds ≤
(
p∏
k=1
(1+ Lk)eMT
)−1
< 1. (2.2)
Then m(t) ≤ 0 for t ∈ [0, T ].
Proof. Suppose that there exists t∗ ∈ [0, T ] such thatm(t∗) > 0 and distinguish two cases.
Case 1.m(t) ≥ 0, t ∈ [0, T ],m 6≡ 0. Let v(t) =
(∏
0<tk<t
(1+ Lk)
)−1
m(t)e−Mt , t ∈ [−τ , T ]. Then
v′(t) ≥ N
∫ t
t−τ
( ∏
s≤tk<t
(1+ Lk)
)−1
e−M(t−s)v(s)ds ≥ 0, t 6= tk, t ∈ [0, T ],
v(t+k ) ≥ v(tk), k = 1, 2, . . . , p,
v(t) =
( ∏
0<tk<t
(1+ Lk)
)−1
e−Mtv(0), t ∈ [−τ , 0],
v(0) ≥ v(T )
p∏
k=1
(1+ Lk)eMT .
Hence
v(T ) ≥ v(0) ≥ v(T )
p∏
k=1
(1+ Lk)eMT .
If v(T ) = 0, since v is nondecreasing in [0, T ], then v ≤ 0 and so v ≡ 0, which is a contradiction. If v(T ) > 0, then∏p
k=1(1+ Lk)eMT ≤ 1, contradicting condition (2.2).
Case 2.m(t) < 0 for some t ∈ [0, T ]. Take u(t) = m(t)e−Mt , t ∈ [−τ , T ]. Then (2.1) is reduced to
u′(t) ≥ N
∫ t
t−τ
e−M(t−s)u(s)ds ≥ 0, t 6= tk, t ∈ [0, T ],
∆u(tk) ≥ Lku(tk), k = 1, 2, . . . , p,
u(t) = u(0)e−Mt , t ∈ [−τ , 0],
u(0) ≥ u(T )eMT .
Obviously, the functionsm and u have the same sign. Let u(t¯) = inft∈[0,T ] u(t) = −λ, (λ > 0). If t − τ ≥ 0, then
u′(t) ≥ N
∫ t
t−τ
u(s)e−M(t−s)ds ≥ −λN
∫ t
t−τ
e−M(t−s)ds
= −λN
M
(1− e−Mτ ), t 6= tk, t ∈ [τ , T ].
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If t − τ < 0, then
u′(t) ≥ N
∫ 0
t−τ
u(s)e−M(t−s)ds+ N
∫ t
0
u(s)e−M(t−s)ds
≥ N
∫ 0
t−τ
u(0)e−Mse−M(t−s)ds− λN
∫ t
0
e−M(t−s)ds
≥ −λNe−Mt(τ − t)− λN
M
(1− e−Mt)
≥ −λNτ , t 6= tk, t ∈ [0, τ ],
since maxt∈[0,τ ]
{
e−Mt(τ − t)+ 1M (1− e−Mt)
} = τ . Hence, we have
u′(t) ≥ min
{
−λN
M
(1− e−Mτ ),−λNτ
}
= −λNτ , t 6= tk, t ∈ [0, T ].
Set v(t) =∏0<tk<t(1+ Lk)−1u(t). Then
v′(t) ≥ −
∏
0<tk<t
(1+ Lk)−1λNτ , t 6= tk, t ∈ [0, T ],
v(t+k ) ≥ v(tk), k = 1, 2, . . . , p,
v(t) =
( ∏
0<tk<t
(1+ Lk)
)−1
e−Mtv(0), t ∈ [−τ , 0],
v(0) ≥ v(T )
p∏
k=1
(1+ Lk)eMT .
Hence, if t¯ > t∗, then
−λ = v(t¯) ≥ v(t∗)− λNτ
∫ t¯
t∗
∏
0<tk<s
(1+ Lk)−1ds
> −λNτ
∫ t¯
t∗
∏
0<tk<s
(1+ Lk)−1ds,
we obtain that
Nτ
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds ≥ Nτ
∫ t¯
t∗
∏
0<tk<s
(1+ Lk)−1ds > 1,
which is a contradiction. If t¯ < t∗, then
− λ = v(t¯) ≥ v(0)− λNτ
∫ t¯
0
∏
0<tk<s
(1+ Lk)−1ds, (2.3)
and
v(T ) ≥ v(t∗)− λNτ
∫ T
t∗
∏
0<tk<s
(1+ Lk)−1ds
> −λNτ
∫ T
t∗
∏
0<tk<s
(1+ Lk)−1ds. (2.4)
Since v(0) ≥ (∏pk=1(1+ Lk)) v(T )eMT , (2.3) and (2.4) yield
−λ ≥
(
p∏
k=1
(1+ Lk)
)
v(T )eMT − λNτ
∫ t¯
0
∏
0<tk<s
(1+ Lk)−1ds
≥ −λNτ
p∏
k=1
(1+ Lk)eMT
∫ T
t∗
∏
0<tk<s
(1+ Lk)−1ds− λNτ
∫ t¯
0
∏
0<tk<s
(1+ Lk)−1ds.
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Note that−λ < 0,∏pk=1(1+ Lk)eMT > 1 and t¯ < t∗, we have
−λ > −λNτ
p∏
k=1
(1+ Lk)eMT
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds.
This yields
Nτ
p∏
k=1
(1+ Lk)eMT
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds > 1,
which is a contradiction. The proof is complete. 
Remark 2.1. In Theorem2.1, we extend the condition Lk ≥ 0, k = 1, 2, . . . , p, which is a requirement in the literature [4], to
Lk > −1, so our result is more general. Moreover, even if Lk ≥ 0, k = 1, 2, . . . , p, our result also improves the corresponding
conclusions.
Corollary 2.1 ([4], Lemma 2.2). Assume that there exist M > 0, N > 0 Lk ≥ 0, k = 1, 2, . . ., and τ > 0 such that m ∈ Ω
satisfies (2.1) and
N
(
τ + 1
M
(1− e−Mτ )
)
(eMT + 1) ≤
{ p∏
k=1
(1+ Lk)−1
}2
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds
. (2.5)
Then m(t) ≤ 0, t ∈ [0, T ].
Proof. Estimate (2.2) holds since
Nτ
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds ≤ N
(
τ + 1
M
(1− e−Mτ )
)∫ T
0
∏
0<tk<s
(1+ Lk)−1ds
≤
(
p∏
k=1
(1+ Lk)−1
)2
(eMT + 1)−1
≤
p∏
k=1
(1+ Lk)−1e−MT < 1.
By Theorem 2.1,m(t) ≤ 0 for t ∈ [0, T ]. 
Example 2.1. In (2.1), letM = 12 ,N = 14 , τ = 2, L1 = 13 , t1 = 12 , p = 1, T = 1. Then
Nτ
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds = 716
.= 0.4375,
(
p∏
k=1
(1+ Lk)MT
)−1
= 3
4
√
e
.= 0.4545,
which show (2.2) holds. By Theorem 2.1,m(t) ≤ 0 for t ∈ [0, 1]. But
N
(
τ + 1
M
(1− e−Mτ )
)
(eMτ + 1) = e+ 1
2
− 1
e
>
9
14
=
{ p∏
k=1
(1+ Lk)−1
}2
∫ T
0
∏
0<tk<s
(1+ Lk)−1ds
.
Condition (2.5) does not hold.
Theorem 2.2. Assume that there exist M > 0, N ≥ 0 and Lk < 1, k = 1, 2, . . . ,m and τ > 0 such that
m′(t) ≤ −Mm(t)− N
∫ t
t−τ
m(s)ds, t 6= tk, t ∈ [0, T ],
∆m(tk) ≤ −Lkm(tk), k = 1, 2, . . . , p,
m(t) = m(0), t ∈ [−τ , 0],
m(0) ≤ m(T ).
(2.6)
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Suppose in addition that
N
M
(eMτ − 1)
∫ T
0
∏
0<tk<s
(1− Lk)−1 ≤
p∏
k=1
(1− Lk)e−MT < 1. (2.7)
Then m(t) ≤ 0 for t ∈ [0, T ].
Proof. Suppose that there exists t∗ ∈ [0, T ] such thatm(t∗) > 0 and distinguish two cases.
Case 1.m(t) ≥ 0, t ∈ [0, T ],m 6≡ 0. Let v(t) =
(∏
0<tk<t
(1− Lk)
)−1
m(t)eMt , t ∈ [−τ , T ]. Then

v′(t) ≤ −N
∫ t
t−τ
( ∏
s≤tk<t
(1− Lk)
)−1
eM(t−s)v(s)ds ≤ 0, t 6= tk, t ∈ [0, T ],
v(t+k ) ≤ v(tk), k = 1, 2, . . . , p,
v(t) =
( ∏
0<tk<t
(1− Lk)
)−1
eMtv(0), t ∈ [−τ , 0],
v(0) ≤ v(T )
p∏
k=1
(1− Lk)e−MT .
Hence
v(T ) ≤ v(0) ≤ v(T )
p∏
k=1
(1− Lk)e−MT .
If v(T ) = 0, then v = 0. Thus v ≤ 0 on [0, T ] and so v ≡ 0, which is a contradiction. If v(T ) > 0, then∏pk=1(1−Lk)e−MT ≥ 1,
which is also a contradiction.
Case 2.m(t) < 0 for some t ∈ [0, T ]. Take u(t) = m(t)eMt , t ∈ [−τ , T ]. Then (2.6) is reduced to
u′(t) ≤ −N
∫ t
t−τ
eM(t−s)u(s)ds, t 6= tk, t ∈ [0, T ],
∆u(t+k ) ≤ −Lku(tk), k = 1, 2, . . . , p,
u(t) = u(0)eMt , t ∈ [−τ , 0],
u(0) ≥ u(T )e−MT .
Obviously, the functionsm and u have the same sign. Let u(t¯) = inft∈[0,T ] u(t) = −λ, (λ > 0). If t − τ ≥ 0, then
u′(t) ≤ −N
∫ t
t−τ
u(s)eM(t−s)ds ≤ λN
M
(eMτ − 1), t 6= tk, t ∈ [τ , T ].
If t − τ < 0, then
u′(t) ≥ −N
∫ 0
t−τ
u(s)eM(t−s)ds− N
∫ t
0
u(s)eM(t−s)ds
≤ −N
∫ 0
t−τ
u(0)eMseM(t−s)ds+ λN
∫ t
0
eM(t−s)ds
≤ λNeMt(τ − t)+ λN
M
(eMt − 1)
≤ λN
M
(eMτ − 1), t 6= tk, t ∈ [0, τ ]
since maxt∈[0,τ ]
{
eMt(τ − t)+ 1M (eMt − 1)
} = 1M (eMτ − 1). Hence, we have
u′(t) ≤ λN
M
(eMτ − 1), t 6= tk, t ∈ [0, T ].
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Set v(t) =∏0<tk<t(1− Lk)−1u(t). Then
v′(t) ≤
∏
0<tk<t
(1− Lk)−1 λNM (e
Mτ − 1), t 6= tk, t ∈ [0, T ],
v(t+k ) ≤ v(tk), k = 1, 2, . . . , p,
v(t) =
( ∏
0<tk<t
(1− Lk)
)−1
eMtv(0), t ∈ [−τ , 0],
v(0) ≤ v(T )
p∏
k=1
(1− Lk)e−MT .
We consider the two subcase.
(1) v(T ) > 0, then
0 < v(T ) ≤ v(t¯)+ λN
M
(eMτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds
≤ −λ+ λN
M
(eMτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds,
which implies
N
M
(eMτ − 1)
∫ T
0
∏
0<tk<s
(1− Lk)−1ds ≥ NM (e
Mτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds ≥ 1,
which contradicts to (2.7).
(2) v(T ) ≤ 0. If t¯ < t∗, the proof is similar to (1). Let t¯ > t∗, then
0 < v(t∗) ≤ v(0)+ λN
M
(eMτ − 1)
∫ t∗
0
∏
0<tk<s
(1− Lk)−1ds (2.8)
and
v(T ) ≤ v(t¯)+ λN
M
(eMτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds
≤ −λ+ λN
M
(eMτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds. (2.9)
Since v(0) ≤ v(T ) (∏pk=1(1− Lk)) e−MT and (∏pk=1(1− Lk)) e−MT < 1, from (2.8) and (2.9) to obtain
0 < −λ
(
p∏
k=1
(1− Lk)
)
e−MT +
(
p∏
k=1
(1− Lk)
)
e−MT
λN
M
(eMτ − 1)
×
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds+ λNM (e
Mτ − 1)
∫ t∗
0
∏
0<tk<s
(1− Lk)−1ds,
and so
p∏
k=1
(1− Lk) ≤
(
p∏
k=1
(1− Lk)
)
N
M
(eMτ − 1)
∫ T
t¯
∏
0<tk<s
(1− Lk)−1ds+ NM (e
Mτ − 1)eMT
∫ t∗
0
∏
0<tk<s
(1− Lk)−1ds
<
N
M
(eMτ − 1)eMT
∫ T
0
∏
0<tk<s
(1− Lk)−1ds
which is a contradiction. The proof is complete. 
Remark 2.2. In Theorem 2.2, we do not require Lk > 0, k = 1, 2, . . . , p as in the literature [5], so our result is more general.
Moreover, even if 0 ≤ Lk < 1, k = 1, 2, . . . , p, our result also is different from the corresponding conclusions in [5].
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