We employ newly computed grids of spectra reprocessed by dust for estimating the total dust production rate (DPR) of carbon stars in the Small Magellanic Cloud (SMC). For the first time, the grids of spectra are computed as a function of the main stellar parameters, i.e. massloss rate, luminosity, effective temperature, current stellar mass and element abundances at the photosphere, following a consistent, physically grounded scheme of dust growth coupled with stationary wind outflow. The model accounts for the dust growth of various dust species formed in the circumstellar envelopes of carbon stars, such as carbon dust, silicon carbide and metallic iron. In particular, we employ some selected combinations of optical constants and grain sizes for carbon dust which have been shown to reproduce simultaneously the most relevant color-color diagrams in the SMC. By employing our grids of models, we fit the spectral energy distributions of ≈3100 carbon stars in the SMC, consistently deriving some important dust and stellar properties, i.e. luminosities, mass-loss rates, gas-to-dust ratios, expansion velocities and dust chemistry. We discuss these properties and we compare some of them with observations in the Galaxy and LMC. We compute the DPR of carbon stars in the SMC, finding that the estimates provided by our method can be significantly different, between a factor ≈ 2 − 5, than the ones available in the literature.
INTRODUCTION
Carbon-rich (C) stars on the thermally pulsing asymptotic giant branch (TP-AGB) are characterized by luminous and cool atmospheres with plenty of spectral features from C-bearing molecules, and by extended dust-rich circumstellar envelopes (CSE). Dust grains can deeply modify the emerging spectral energy distributions (SED) of such stars, because they absorb the photospheric stellar radiation and re-emit it at longer wavelength. In addition to that, photons are also scattered by dust grains. As a consequence, C-rich stars are extremely relevant for the interpretation of the nearand mid-infrared colors (NIR and MIR) of both resolved and unresolved stellar populations. This is especially true at the lowerthan-solar metallicities that characterize most dwarf galaxies, for which a large fraction of the TP-AGB stars evolves through a Crich phase.
Legacy Program "Surveying the Agents of Galaxy Evolution in the tidally stripped, low metallicity SMC" (SAGE-SMC, Gordon et al. 2011) , from which about 5800 TP-AGB stars have been classified (Boyer et al. 2011 (Boyer et al. , 2015 . A revised version of the original catalog by Boyer et al. (2011) is presented in the TP-AGB candidate list by Srinivasan et al. (2016) .
In the latest years, different groups aimed at estimating the total dust production rate (DPR) and the individual massloss rates of AGB stars in the MCs employing the SED fitting technique (van Loon 2006; Groenewegen et al. 2007 Groenewegen et al. , 2009 Srinivasan, Sargent & Meixner 2011; Gullieuszik et al. 2012; Boyer et al. 2012; Riebel et al. 2012; Matsuura, Woods & Owen 2013; Srinivasan et al. 2016; Goldman et al. 2017) . Pre-computed grids of spectra for dusty AGB stars, employed for the SED fitting procedure, are available in the literature (Groenewegen 2006; Srinivasan, Sargent & Meixner 2011) . In the standard approach adopted in the literature, the SEDs of AGB stars are fitted by choosing a priori a given optical data set and a certain grain size or grain size distribution. However, the typical grain size of carbon dust is uncertain and several optical data sets for carbon dust, very different from each other, are available in the literature (Hanner 1988; Rouleau & Martin 1991; Zubko et al. 1996; Jager, Mutschke & Henning 1998) . As discussed in Nanni et al. (2016) both the optical data set and grain size heavily affect the emerging spectra of dust-enshrouded C-rich stars and the carbon dust optical constants need to be constrained by reproducing most of the NIR and MIR color-color diagrams (CCDs) simultaneously. In the context of hydrodynamical models, optical constants and grain sizes of carbon dust have been also discussed by Andersen, Loidl & Höfner (1999) . In addition to that, the SED fitting technique relies on assumptions related to dust chemistry, gas-to-dust ratio (usually assumed to be fixed), outflow expansion velocity, dust condensation temperature, and shell geometry. The evaluation of the dust mass-loss rate is also sensitive to the dust temperature at the boundary of the inner shell, which is usually fixed, and to the typical size of dust grains, which also needs to be assumed.
In this work, we present a new grid of dusty models based on a physically grounded scheme for dust growth, coupled with a stationary wind (Nanni et al. , 2014 . By using such a grid of models, we fit the SEDs for all the carbon stars in the catalog of the SMC by Srinivasan et al. (2016) , and we compute their total DPR. In contrast to the standard approach used so far in the literature, our dust model consistently computes the gas-to-dust ratio, dust chemistry and outflow expansion velocity, without the need of relying on assumptions or scaling relations for these quantities. We also investigate the variations on the final dust budget produced by employing different optical data sets and grain sizes for the SED fitting. Such combinations are the ones which reproduce the most importan NIR and MIR colors simultaneously in the SMC and have been selected in Nanni et al. (2016) .
MODEL AND SED FITTING METHOD
In this Section we recall the basic equations of our dust growth model and discuss the sample of carbon-rich stars fitted as well as the SED fitting method.
Dust growth scheme
We adopt the dust growth scheme described in Nanni et al. (2013 Nanni et al. ( , 2014 which is an improved version of the description by Ferrarotti & Gail (2006) also employed, in its original formulation, by other groups (Ventura et al. 2012 (Ventura et al. , 2014 (Ventura et al. , 2016 Dell'Agli et al. 2015a,b) . Our code requires as input quantities the stellar parameters (luminosity, L, effective temperature, T eff , photospheric spectrum, actual stellar mass, M, element abundances in the atmosphere and mass-loss rateṀ), plus the seed particle abundance in the CSEs, the optical data set of the dust species, and the initial conditions, which are the initial grain size a 0 = 10 −3 µm, which is assumed to be the same for all the dust species and the initial outflow velocity v i = 4 km s −1 . In case the outflow is not accelerated, the dust production is computed assuming a constant value of the velocity v exp = v i . The value of the initial velocity is selected in order to reproduced the observed C-and X-stars in stellar population synthesis models (Pastorelli et al., in preparation) .
We include as dust species amorphous carbon (amC), silicon carbide (SiC) and metallic iron. For amorphous carbon we select the combinations of optical data sets and grain sizes which well reproduce several of the observed color-color diagrams in the NIR and MIR bands, on the base of Nanni et al. (2016) . Such combinations are listed in Table 1 . The optical data sets for SiC and metallic iron are taken from Pegourie (1988) and Leksina & Penkina (1967) , respectively.
The seed abundance is assumed to be proportional to the carbon-excess ǫ C − ǫ O :
where ǫ s is a free model parameter . The quantities ǫ C and ǫ O are the number densities of carbon and oxygen atoms in the stellar atmosphere normalized by the number of hydrogen nuclei. The quantity ǫ s,C is assumed to be the same for all the dust species formed. Given the input quantities, the code integrates a set of differential equations describing the dust growth of various dust species, the stationary, spherically symmetric, outflow and the envelope structure.
For any combination of the stellar quantities, our dust scheme provides as output the outflow structure in terms of density profile, outflow velocity, dust condensation radius and dust properties, such as the chemical composition, the gas-to-dust ratio and the dust temperature at the boundary of the inner shell.
The photospheric spectra, taken from Aringer et al. (2016) , are reprocessed by dust. The radiative transfer calculation is performed by means of the code More of dusty (MoD; Groenewegen 2012), based on dusty (Ivezic & Elitzur 1997) . Some of the quantities computed by our dust formation code, as the optical depth at a given fiducial wavelength, τ λ , the average optical properties consistently computed for the chemistry and grain size of the different dust species and the dust temperature at the inner boundary of the shell, are taken as input in MoD.
We briefly recall in the following the most useful equations describing the dust growth process in CSEs (Nanni et al. , 2014 .
For the dust growth calculation along the CSE, the basic equations are the following.
• Gas temperature profile:
where W(r) is the dilution term: 
and τ L is defined by the differential equation:
where κ is the average opacity of the medium computed as fully described in Nanni et al. (2013 Nanni et al. ( , 2014 , R * is the stellar radius, r is the distance from the center of the star and the quantity τ L has to be zero at infinity. Note that the temperature structure determines by Eq. 2 is dependent on the amount of dust produced through the term τ L , which contains the quantity κ.
• Growth rate of the dust grain radius. Once the seed particle abundance is assumed, the grain growth proceeds through the addition of molecules on the grain surface. The differential equation which describes such a process is:
where J gr i and J dec i are the growth and decomposition rates, respectively and V 0,i is the volume of one monomer of dust. The term J gr i is provided by the rate of effective collisions of the molecules impinging on the grain surface, while J dec i can be provided by pure sublimation of the dust grains due to heating from the stellar radiation and/or by the inverse reaction between H 2 molecules at the grain surface (chemisputtering). For carbon dust the chemisputtering term is assumed to be negligible following the scheme by Cherchneff, Barker & Tielens (1992) in which carbon dust accretes below a certain threshold gas temperature, T gas = 1100 K. For such a gas temperature the sublimation process of carbon grains is usually not at work. Iron dust does not react with H 2 molecules and only sublimation is included in the decomposition term for this dust species. For SiC chemisputtering is more efficient than pure sublimation and is included in the decomposition term. We define the condensation radius of a certain dust species, i, R c,i , as the distance at which J gr i J dec i . In the case of carbon dust, the condensation radius is depending on the gas temperature profile which is also dependent on the amount of dust produced through Eq. 4.
• Expansion velocity profile for a spherically symmetric, stationary outflow
where G is the gravitational constant and the quantity
is the ratio between the radiation pressure and the gravitational pull of the star. The constant c is the speed of light.
Eqs. 4, 5 (one equation for each dust species) and 6 provide the complete set of differential equations to integrate.
• Gas profile, described by the mass conservation equation:
where the velocity, v, changes along the CSE according to Eq. 6.
• The dust-to-gas ratio, δ i , for any of the dust species, i:
where X k,i , is the mass fraction of the key-element 1 , m k,i is its atomic mass, f i is the number fraction of condensed key-element particles over the total, n k,i is the number of atoms of the keyelement in one monomer of dust and m i is the mass of the monomer. The quantity f i for each dust species is computed following the grain growth in Eq. 5 and it changes along the CSEs.
• Dust density profile, derived from Eq. 8:
• Dust mass-loss rate, given by the contribution of all the dust species, i,
• Total gas-to-dust ratio Ψ dust , given by the ratio between the gas and dust mass-loss rates:
For the a posteriori radiative transfer calculation, the input quantities are the following.
• The optical depth at a given wavelength is computed as
where R c is the condensation radius of the first dust species condensed, expressed in units of stellar radii R * , andṀ is assumed to be constant. The quantity Q ext is the dust extinction coefficient, defined as:
where g is defined as g = < cos θ > and θ is the scattering angle. The quantity g × Q sca,i (a i , λ) provides the degree of forward scattering. The quantities Q abs (a amC , λ) and Q sca (a amC , λ) are computed from the n, k optical constants under the assumption of spherical dust grains by means of the code bhmie by Bohren, Huffman & Kam (1983) , based on the Mie theory.
• Dust temperature at the inner boundary of the shell, T inn . The code MoD can only deal with a single temperature for all the dust species formed. We take as representative temperature the carbon dust temperature at its condensation radius (R c,amC ) plus one stellar radius, as explained in Nanni et al. (2016) . Carbon dust in fact is usually the most abundant of the dust species formed in carbon-rich stars. The carbon dust temperature is computed from the balance between the absorbed and emitted radiation.
• Optical quantities representative for the dust mixturē
where Q ext,i (a i , λ) is computed for the final grain size of each species, i, obtained by our dust formation model.
Grids of dusty models
We select the six combinations of optical data sets and grain sizes for amorphous carbon dust listed in Table 1 and discussed in Nanni et al. (2016) . For SiC and metallic iron the optical data sets are fixed. Different assumptions of optical data sets and grain sizes yield different inner temperatures for the dust zone and different values of optical depth at λ = 1 µm, τ 1 , for the same input of the stellar quantities, because of different optical properties. We then built six grids of models (one for each of the opacity set) by selecting a large range of stellar luminosity and massloss rates and some selected values of the actual stellar mass and carbon-excess, C ex = log(ǫ C − ǫ O ) + 12. The adopted metallicity is Z=0.004 with scaled solar abundances for the elements in the atmosphere (excluding carbon).
The range and spacing of the stellar parameters are summarized in Table 2 . They cover typical values for TP-AGB stars as predicted by stellar evolutionary models (Marigo et al. 2017 . We compute the grids for all the effective temperatures available in the new grid of photospheric spectra presented in Aringer et al. (2016) . The values of C/O have been interpolated in the grid of photospheric spectra for a metallicity value suitable for SMC stars. We limit our calculation to spectra for which the combination of the stellar parameters produces models with 10 The data provided in the online grids of models consist on the input stellar quantities: -Mass-loss rate,Ṁ, in M ⊙ yr −1 ; -Current stellar mass, M, in M ⊙ ; -Effective temperature, T eff , in K; -Stellar luminosity, L, in L ⊙ ; -Carbon excess, C ex ; -C/O ratio; -metallicity, Z, in mass fraction.
The output quantities available for each combination of the input stellar parameters are:
-Dust temperature at the inner boundary of the shell, T inn in K; -Mass-loss in dust for the different species,Ṁ amC ,Ṁ SiC ,Ṁ iron in M ⊙ yr −1 ; -outflow expansion velocity, v exp , in km s −1 ; -optical depth at different wavelengths, τ λ ; -spectrum reprocessed by dust, normalized for the total luminosity.
As an example, we show in Table 3 the first lines of the online tables. The format of the files containing the spectra is the default one provided by the code dusty (Ivezic & Elitzur 1997 ).
Comparison with previous approaches
Without a description for dust formation, the optical depth is estimated from Eq. 13 by assuming a) constant outflow velocity, v exp , b) fixed dust chemical composition for evaluatingQ ext (λ, a) in Eq. 15, c) same grain size (or grain size distribution) for all the dust species, d) a certain dust density,ρ d , averaged for all the dust species usingṀ i as weight. Under the above assumptions, Eq. 13 reads as:
The total DPR for each of the sources,Ṁ dust , is then evaluated inverting Eq. 16 once the value of τ λ is found from the SED fitting procedure:
The condensation radius R c is usually consistently computed by assuming a certain dust temperature at the boundary of the inner shell.
In the grid of models by Groenewegen et al. (2007) the value of T inn is set to be 1000 K. In the Grid of RSG and AGB ModelS (GRAMS) by Srinivasan, Sargent & Meixner (2011) , the value of R c is independent of T inn and is derived from the fitting procedure. The grain size are assumed to be all of the same size a ≈ 0.1 µm by Groenewegen et al. (2007) . On the other hand, Srinivasan et al. (2016) assumed the grain size distribution by Kim, Martin & Hendry (1994) . The average size of the distribution by Srinivasan et al. (2016) is around a ≈ 0.1 µm. The value ofQ ext (λ, a) is of course both dependent on the optical data set adopted and by the grain size.
The value of v exp is either assumed to be v exp = 10 km s −1 as in Groenewegen et al. (2009) or scaled with the stellar luminosity and the gas-to-dust ratio, Ψ dust : where the quantity Ψ dust can be either set equal to 200 for C-rich stars in the SMC (Groenewegen 2006; Groenewegen et al. 2007 Groenewegen et al. , 2009 Gullieuszik et al. 2012; Boyer et al. 2012; Srinivasan et al. 2016) or is determined employing some scaling relations (Bressan, Granato & Silva 1998; Marigo et al. 2008 ). The power α and β can be theoretically derived (Habing, Tignon & Tielens 1994) or empirically determined (van Loon 2006; Goldman et al. 2017 ).
In the works by Boyer et al. (2012) and Srinivasan et al. (2016) the value of the expansion velocity is assumed to be v exp = 10 km s 1 for a star with luminosity L = 30000 L ⊙ and Ψ dust = 200. The final DPR for each star is scaled according to Eq. 18.
Once the quantityṀ dust is evaluated through Eq. 17 the massloss rate is estimated by assuming a certain value of the gas-to-dust ratio.
Our dust formation scheme allows us to avoid some assumptions adopted in the previous calculations of dusty spectra models and grids. The most important difference with respect to the previous approach, relies on the consistent evaluation of τ λ , Ψ dust , v exp . In particular, the optical depth at a given wavelength, condensation radius, dust temperature at the boundary of the dust condensation zone, dust-to-gas ratios and dust density and velocity profiles are computed by our code.
Sample of C-rich stars
Unless specific filters are used to probe the presence of either Oor C-bearing molecules (e.g. Palmer & Wing 1982; Boyer et al. 2013) , the identification of C-rich stars in photometric samples is not straightforward. Fortunately, in the case of the Magellanic Clouds most of the C-rich stars are known to stand out in a particular region of the K s vs. J −K s color-magnitude diagram (CMD); they are simply indicated as "C-stars" in Boyer et al. (2011) . These stars are only mildly reddened by the dust present in their CSEs. Stars more dust-enshrouded are instead selected on the base of their MIR colors and are classified as "extreme" (X-) stars. For 81 stars the spectra from Spitzer's Infrared Spectrograph (IRS) are available (Ruffle et al. 2015) .
In addition, the catalogue by Boyer et al. (2011) contains a distinct class of objects, called "anomalous" AGBs (aAGBs) classified on the base of their position in the [8] vs J−[8] diagram. Optical medium-resolution spectra were obtained by Boyer et al. (2015) using the AAOmega/2dF multi-object spectrograph (Lewis et al. 2002; Saunders et al. 2004; Sharp et al. 2006) for 273 sources, which included 246 aAGBs. On the base of the analysis performed on the spectra of aAGBs, Boyer et al. (2015) concluded that nearly half of the aAGB sample is expected to consist of C-rich stars. We exclude from the present analysis the sample of aAGBs classified as O-rich and S on the base of the spectral classification, we include instead those for which the classification is uncertain.
We exclude from the SED fitting five sources classified as C- rich on the base of the photometry but not on the base of their IRS or optical spectra. On the other hand, we include in our analysis five sources photometrically classified as O-rich but as C-rich on the base of their optical spectra plus one source for which the spectral classification is uncertain. The DPRs of these latter sources are included in the C-stars sample. The catalog by Boyer et al. (2011) includes 360 sources classified as FIR sources. This list has been cleaned by Srinivasan et al. (2016) on the basis of the IRS classification when available and taking into account the identifications of such sources from other studies. The remaining 33 FIR sources have been divided into 7 groups on the basis of their SED shape and the information on optical/IR variability (see Section 2.4.1 in Srinivasan et al. 2016) . The FIR sources considered as evolved star candidates and included in the dust budget by Srinivasan et al. (2016) belong to groups 1÷4 (17 sources). Here we exclude the 6 FIR sources spectroscopically classified as O-rich by Ruffle et al. (2015) .
The number counts of C-rich sources included in our SED fitting are shown in Table 4 by color class.
In the catalog by Srinivasan et al. (2016) the 2MASS NIR photometry is available together with the MIR IRAC, MIPS 24 µm, AKARI (S11 and L15 filters) survey of the SMC (Ita et al. 2010) , the WISE (W3 filter) All-Sky data release, the Magellanic Clouds Photometric Survey (MCPS; Zaritsky et al. 2002) for the U and B bands and the Optical Gravitational Lensing Experiment (OGLE) survey for V and I bands, plus the variability information (OGLE-III; Udalski et al. 2008) .
For the NIR bands, the 2MASS photometry of the SAGE-SMC list is matched to data from the InfraRed Survey Facility (IRSF; Kato et al. 2007 ) when the photometry is available.
For the MIR bands (IRAC and MIPS 24 µm bands), the two epochs of SAGE-SMC have been matched with S 3 MC epoch for each source.
SED fitting procedure
From each of our six grids of spectra we select the best fit model of the sources in Table 4 by computing the reduced χ 2 between the modeled and observed photometry, similarly to Groenewegen et al. (2009 ), Gullieuszik et al. (2012 , Riebel et al. (2012) , and Srinivasan et al. (2016) :
where F i,obs and F i,th are the observed and predicted fluxes for the i band, e i,obs is the error of the observed flux and N obs is the number of observed photometric points. The distance of the SMC assumed to compute F i,th is d SMC ≈ 60 kpc (de Grijs & Bono 2015) . The minimum value of χ 2 , corresponding to the best fitting model, is indicated as χ 2 best . For a few sources it is necessary to exclude some of the observed photometric points from the SED fitting procedure. The criteria for the photometry selection is described in the Appendix.
To evaluate the uncertainties of the quantities derived from the SED fitting procedure, we need to estimate the possible variations of the modeled fluxes due to the photometric errors and to the intrinsic stellar variability. While the photometric errors can usually be described by Gaussian distributions, for large-amplitude variables, with observations spanning longer than a period, the distribution of photometric points will have peaks at the extremes of the measured distribution -just as those expected from sinusoidal-like variations. It is however impossible to identify the dominant factor in determining the error distribution, without performing a star-bystar analysis of the likely periods, amplitudes, and the timespan of the observations in each passband. Therefore, as a compromise between the expected Gaussian and/or sinusoidal distributions, we decide to simply adopt a flat distribution of errors, distributed over the magnitude interval of the observations. This conservative assumption probably provides an upper limit to the actual error distribution.
We therefore generate 100 sets of N ph random numbers, r i , where N ph is the number of photometric bands, extracted from a uniform distribution of values between −1 and 1. For each star, we only consider the valid photometric points, i, and we add to our best fit spectrum the quantity r i × e i,obs :
For all the 100 sets of random generated numbers we then recalculate the χ 2 of F i,th+err through Eq. 19. We finally extract the minimum and the 34 th χ 2 values corresponding to 1σ variation, which provides an estimate of variation of the χ 2 within 1σ (∆χ 2 ). We compute the quantity χ 2 max = χ 2 best +∆χ 2 and we extract, for each star, the models in the grid with χ 2 χ 2 max . We then compute the average value of each of the quantities for the valid models, i.e. expansion velocity, gas-to-dust ratio, as well as the input stellar quantities, i.e. luminosity and effective temperature. For estimating the uncertainties over each of the quantities, we calculate the dispersion σ from the average value. If the number of models with χ 2 χ 2 max is 3, we assume as average value the quantity corresponding to the χ 2 best while we set the uncertainty equal to zero. 
RESULTS

Trends in the grids of dusty models
We here discuss some trends between the optical depth at λ = 1 µm, τ 1 , where the spectra of TP-AGB stars peak, and the main stellar parameters such as L, carbon-excess, M, T eff , and massloss rate. We opt to show τ 1 because, as discussed in other works (e.g., Bressan, Granato & Silva 1998; Nanni et al. 2016) , the SED of a dust enshrouded star is mainly shaped by this quantity. From Eqs. 13 and 16 we can see that τ 1 is dependent on several quantities, such as δ i , R c and v exp which, in turn, are correlated with the stellar parameters.
In Fig. 1 we plot τ 1 againstṀ for different L computed for R12 optical data set. Thick black lines represent the trends derived from our models, whilst the thin red lines are the linear fits between τ 1 andṀ. The mass-loss has large impact on the final optical depth, as can be also seen from Eqs. 13 and 16. However, the dependence of τ 1 on the mass-loss rate depends on the value of the luminosity, with a flatter trend for larger luminosity. Such a trend depends on the fact that the fraction of the condensed dust, which determines δ i in Eq. 13, is not constant in our models but changes as a function of the input stellar parameters.
In Figs. 2 and 3, τ 1 is shown as a function of the luminosity and carbon-excess, respectively, for different choices of the massloss rate. In these two figures, we show models computed for the R12 optical data set.
We can clearly see from Figs. 2 and 3, that, for a given value ofṀ, the quantity τ 1 is mostly changed by the stellar luminosity, while the carbon excess usually produces only a secondary effect in the range of values considered, except for the smallest mass-loss rate. The strong dependence of τ 1 on the stellar luminosity is qualitatively in agreement with the scaling relations found by Bressan, Granato & Silva (1998) and Ivezić & Elitzur (2010) . We note, however, that the dependence of τ 1 on the quantity L is slightly stronger than the one predicted by Bressan, Granato & Silva (1998); Ivezić & Elitzur (2010) . Assuming a dependence τ 1 ∝ L −α we obtain α = −1.45, −1.22, −1.16 for logṀ = −6, −5.5, −5, respectively, rather than α = −0.85 of Bressan, Granato & Silva (1998) or α = −1 of Ivezić & Elitzur (2010) . The dependence of τ 1 as a function of L is related to the behaviour of R c , v exp and δ i as a function of L and for different massloss rates (Eqs. 13 and 16). In particular, by inspecting the models shown in the figures, we find that R c increases more steeply with L for the lowest mass-loss rate than for the larger ones, whilst the condensation fraction decreases more rapidly for the lowest mass-loss rate plotted. On the other hand, the outflow is not accelerated for logṀ = −6 so that the velocity does not depend on the luminosity for this specific case.
For the largest mass-loss rates considered, the velocity increases as a function of the luminosity and the condensation of dust is partially inhibited by the outflow acceleration, which dilutes the gas. However, the gas density is always large enough that the amount of dust condensed decreases less rapidly as a function of L than for the low mass-loss case. All these trends between the different stellar quantities and L explain the steeper dependence recovered between τ 1 and L for the lowest mass-loss rates with respect to the larger ones.
We always find a mild dependence of τ 1 on M, with τ 1 only slightly increasing as a function of the stellar mass. Finally, the effect of T eff on τ 1 is also quite mild, even though for the largest mass-loss rates τ 1 tends to decrease for increasing T eff .
Quality of the fit
The six grids of models produced are able to provide a good SED fit for most of the sources. In order to guarantee a good estimate of the total DPR, we analyze the χ 2 best of the most dust producing stars among the C-and X-stars, yielding ≈ 80% of the total DPR. The procedure is similar to the one applied by Srinivasan et al. (2016) . The χ 2 best of these sources is 1 for the ≈ 42 − 52% of the sample considered and 10 in the ≈ 94 − 98% of the cases. Only one among the most dust-enshrouded stars (IRAS 00350-7436) is very poorly fitted by all the optical data sets of carbon dust (χ 2 best > 100). This source has also been suggested to be a Post-AGB star by Matsuura et al. (2005) and was discussed by Srinivasan et al. (2016) , who also were not able to provide a good fit.
In Figs. 4 and 5 we show two examples of well fitted C-rich stars, with χ 2 best ≈ 0.1, and two examples of stars with a poor fit, respectively. The valid observed photometric data points and uncertainties are plotted with red diamonds, whilst the photometric points excluded with the criteria described in the Appendix, are plotted with green triangles. The IRS spectrum of each source has been overplotted when available (black crosses). The solid black line is the theoretical spectrum from our grid of models corresponding to the best fit. The cyan lines are the spectra of models producing a χ For the aAGBs sample χ 2 best is 1 and 10 for about the ≈ 20% and ≈ 95% of the cases, respectively. Even though Boyer et al. (2015) argued that half of these stars are possible oxygen-rich we are able to provide an acceptable fit for all of them employing our carbon-rich models.
On the other hand, the fit is not always that satisfactory for the FIR, with χ 2 best 10 for five sources.
Dust properties and stellar quantities
From the SED fitting procedure we can derive some important stellar quantities and dust properties.
Luminosity function
In Fig. 6 the luminosity function of the C-and X-stars is shown. The optical data set selected is R12, but the result does not change significantly with a different data set. The absolute bolometric magnitude ranges between M bol ≈ −3.2 and M bol ≈ Figure 4 . Two examples of carbon-rich stars well fitted with R12 data set for carbon dust. Red diamonds represent the valid observed photometric data points, overplotted with their uncertainties (error bars). The black solid lines represent the best-fitting spectra. The spectra overplotted in cyan correspond to models producing an acceptable χ 2 , as explained in the text. The values of J−K s and χ 2 best for each star are written in the figures. The IRS spectrum of each star is also overplotted with black crosses. −6.2 while the peak of the distribution is around M bol ≈ −4.5. Our distribution is in excellent agreement with the one obtained by Srinivasan et al. (2016) through SED fitting applied to same sample of stars. For comparison we also show the luminosity function of C-stars in the SMC obtained from the catalog of Rebeirot, Azzopardi & Westerlund (1993) , which includes 1707 Cstars identified on GRISM plates. We obtain the bolometric magnitudes from the visual magnitudes at 5220 Å using the corrections by Westerlund, Azzopardi & Breysacher (1986) and assuming a true distance modulus for the SMC µ 0 = 18.9 mag. For consistency of comparison we exclude the faintest (M bol > −3.2) C-stars from the Rebeirot, Azzopardi & Westerlund (1993) catalog since our sample includes C-star brighter than the RGBtip. We note that the peak location of the luminosity function of Rebeirot, Azzopardi & Westerlund (1993) agrees with ours and with Srinivasan et al. (2016) at M bol ∼ −4.5, but the distribution is broader, extending towards fainter and brighter magnitudes. The reason for this difference is not clear, likely related to the different methods. Fig. 4 , but for two carbon-rich stars not well fitted by the theoretical spectra. Red diamonds represent the valid observed photometric data points over plotted with their uncertainties, whilst the two green triangles are the photometric points excluded from the fit on the base of the criteria discussed in the Appendix. The source in the upper panel is IRAS 0035-7436, discussed in the text. No IRS spectrum is available for the source in the lower panel. Only one valid theoretical spectrum is derived from the analysis, drawn in solid black.
Mass-loss rates
In the six panels of Fig. 7 the linear, normalized density maps of all the sources are plotted against the J −K s color. The different classes of stars are contour lined with different styles.
The mass-loss rates derived for aAGBs are typically lower than the ones of C-stars. The FIR sources are not located in a specific place in the diagram and their position depends on J −K s . The separation between C-and X-stars occurs around logṀ ≈ −6 at J −K s ≈ 2. Stars with J −K s 3 reach the largest mass-loss rates of −4.6 logṀ −4.4, where the exact values depend on the optical data set considered.
The mass-loss rates for the different classes of stars with R13 and H11 are respectively the largest and the lowest derived by our analysis. With R13 we obtain logṀ ≈ −6.3, for aAGBs, −6.2 logṀ −5.8, for C-stars, and −5.6 logṀ −4.8, for X-stars. For H11, aAGBs are located around logṀ ≈ −6.8, C-stars between −6.8 logṀ −6.3 and X-stars between −5.9 logṀ −5.2. For R12, J1000, Z12 and J400 each class of stars occupies approximately the same region in the plot. For these data sets, aAGBs are concentrated around logṀ −6.4, whilst most of the C-and X-stars are located between −6.5 logṀ −6 and −5.8 logṀ −5, respectively.
The uncertainty affecting the mass-loss estimate is between ≈10 and ≈60% for the least dust-rich stars and between ≈20 and ≈40% for dust enshrouded stars.
In Fig. 8 we plot the ratio of the mass-loss rates derived for R13 and H11, as a function of the J −K s . As discussed before, these two data sets yield the maximum and minimum typical values of the mass-loss rates. The figure points out that the mass-loss rates of the least dusty stars are typically between ≈ 1.5 − 5 times larger for R13, whilst, for the dustiest stars, the mass-loss rate is typically a factor of ≈ 2 larger for R13. For few C-stars, not visible in the density plot, the mass-loss rates derived with R13 can be up to ≈7-8 times larger than the ones obtained with H11. Larger mass-losses for the R13 data set, implies that a higher density than for H11 is needed to produce approximately the same dust extinction.
In Fig. 9 the normalized distributions of mass-loss rates derived for all the optical data sets are shown for both groups of Cand X-stars. These two classes of stars are compared to those of a Galactic samples taken from the literature. Dust enshrouded stars are taken from Groenewegen et al. (2002) , while optically-bright C-stars are from (Schöier & Olofsson 2001) . The most dusty stars in our Galaxy share comparable distributions with X-stars in the SMC, especially for R13 and J400 data sets, even though the peak of the SMC distribution is shifted to lower values of the massloss rates. Optically-bright C-stars in the SMC are characterized by somewhat larger mass-loss rates compared to the Galactic ones, whose distribution is broader and extends down to lower values. The only exception is represented by H11, for which the mass-loss distribution of C-stars in the SMC is similar to the one of optically bright Galactic sources.
Gas-to-dust ratios
We consistently derived the values of the gas-to-dust ratio (Eqs. 9, 11 and 12) and the associated uncertainties for the fitted stars.
In Fig. 10 we show the gas-to-dust ratios as a function of the mass-loss rate for all the optical data sets. The value of Ψ dust can differ considerably from the constant value of 200 usually adopted (Groenewegen 2006; Groenewegen et al. 2007 Groenewegen et al. , 2009 Gullieuszik et al. 2012; Boyer et al. 2012; Srinivasan et al. 2016) . In fact, Ψ dust spans a large range of values, especially for the sources with logṀ −6. The value of the mass-loss rate log(Ṁ) ≈ −6 (J −K s ≈ 2) roughly corresponds to the the separation between Cand X-stars, appearing around Ψ dust ≈ 800−2000, depending on the optical data set. For logṀ −6, Ψ dust increases steeply as a function of the mass-loss rate with progressively less dust in CSEs. Stars with logṀ −6, form dust more efficiently in their CSEs. This result indicates that dust condensation is more efficient in denser environments, which correspond to larger values of the mass-loss rate. Furthermore, the dependence between Ψ dust and the mass-loss rate is much milder than for logṀ −6 and Ψ dust tends to saturate. Most of X-stars have gas-to-dust ratios of 800 Ψ dust 2000, depending on the selected opacity. The quantity Ψ dust for X-stars derived with R12 and J400 is less scattered than the other data sets. The lowest value of Ψ dust also depends on the opacity adopted, but it is usually no lower than ≈ 500, with only few exceptional stars. In any case, Ψ dust is never as low as the value of 200, usually assumed in the literature.
The predicted values of Ψ dust of aAGBs are much larger than the ones of C-and X-stars, as also expected from the analysis performed by Boyer et al. (2011) . Anomalous AGBs are in fact expected to be very inefficient dust producers. On the other hand, FIR sources are not placed in specific regions of the plots.
The uncertainty associated to the gas-to-dust ratio, is larger for the least dusty stars, usually between ≈ 20 and ≈ 80%, whilst it is between ≈ 30 and ≈ 40% for the dustiest sources. The largest uncertainty in the gas-to-dust ratio for the least dust enshrouded stars is not surprising, since large values of the gas-to-dust ratio are always expected to correspond to almost dust-free spectra, which yield equally good fits for almost dust-free stars.
In Fig. 11 we show the ratio between Ψ dust obtained with R13 and R12. These data sets yield among the most different values of Ψ dust , especially for the dustiest stars. For the least dusty stars, the gas-to-dust ratio for R13 is between ≈ 1.2 − 2.8 times larger than the one obtained with R12. For some sources, not visible in the density plot, Ψ dust is up to ≈ 7 times larger for R13. For X-stars, the Ψ dust of R13 is usually between ≈ 40 and ≈ 90% larger than the one of R12. This result implies that dust condensation is expected to be more efficient if the type of dust formed has optical constant similar to R12 rather than R13.
The spread in the values of Ψ dust predicted by our analysis is also found in the most updated grid of dynamical models by Eriksson et al. (2014) , in which the value of Ψ dust can vary by a factor 30, with 330 Ψ dust 10000. The value of Ψ dust is expected to be related to the carbon excess, with lower Ψ dust for larger values of the carbon-excess (Mattsson, Wahlin & Höfner 2010; Nanni et al. 2013; Eriksson et al. 2014 ). This result again shows that a unique value of Ψ dust for all the C-rich sources might not be a realistic choice, as also noticed by Eriksson et al. (2014) .
Dust chemistry
The growth of all the dust species included in our model (amorphous carbon, SiC and metallic iron) is followed with Eq. 5. Since the growth rate of a certain dust species is proportional to the number density of the dust-forming molecules in the CSEs, we expect the mass fraction of SiC and iron to be dependent on the starting abundance of Si and Fe atoms, respectively, on the density of the outflow, determined through the mass-loss rate and the velocity (Eq. 8), and on formation sequence of the dust species. The abundances of Si and Fe depend on the metallicity of the SMC. On the other hand, the formation of carbon dust is, in many cases, able to accelerate the outflow and to reduce the density. The condensation sequence of dust in our model, usually predicts SiC to form first, before that the outflow acceleration, followed by amorphous carbon and iron. This latter dust species is formed after that the outflow is accelerated, when this process occurs. Similarly to the the amorphous carbon dust, the final grain sizes of SiC and iron are also dependent on the seed particle abundance.
In Fig. 12 the mass fractions of SiC over the total dust produced is plotted against J −K s for R12 data set. The trend found is not much dependent on the adopted set of optical constants. This figure highlights a trend between the SiC mass fraction and J −K s for X-stars, which saturates around J −K s ≈ 3 and never becomes larger than ≈ 10%. This trend suggests that more SiC is formed in denser environments, since larger values of J −K s corresponds to larger mass-loss rates. In fact, since SiC forms before carbon dust, this dust component forms before the onset of the dust driven-wind and more condensation is expected for larger densities. On the other hand, the mass-fraction of SiC is limited by the initial abundance of Si, dependent on the metallicity. As a consequence, an upper value of the SiC mass fraction is attained around J −K s ≈ 3. For less dust rich stars, a reversed trend between the SiC mass fraction and J −K s is visible. However, since the values are always below ≈ 1% the trend is not well defined. The uncertainty associated to the SiC mass fraction can be large even for dust enshrouded stars. For J −K s ≈ 3 the uncertainty is between ≈ 20 and ≈ 100% and it decreases with J −K s , down to ≈ 30%.
We do not find a clear trend between the iron dust mass fraction with the J −K s color, and its fraction is always below 1% for all the classes of stars. The low amount of iron dust is an expected result, since this dust species is formed later than amorphous carbon when to the outflow density decreases following the accelerated expansion. Figure 8 . Ratios between the mass-loss rates derived for R13 and H11 data sets as a function of J−K s color. The color code for the different classes of stars is the same as in Fig. 7 . The blue dashed line indicates a constant ratio, = 1, corresponding to the same mass-loss rate for the two data sets.
Grain sizes
In Fig. 13 we plot the size of carbon grains obtained for the sources fitted with R13 against J −K s for the different classes of stars. Stars with increasing dust content attain larger grain sizes. For R13 data set, amC dust grains in CSEs of aAGBs are usually around 0.03 a amC 0.04 µm. On the other hand, the bulk of C-and X-stars are fitted with models with final grain sizes between 0.06 a amC 0.1 and 0.11 a amC 0.14 µm, respectively. The maximum grain size is attained for the reddest X-stars and is around ≈ 0.16 µm. As discussed in Nanni et al. (2016) , the final grain size is mostly dependent on the choice of the seed particle abundance and is expected to roughly follow the relation:
where ǫ s is the adjustable parameter of Eq. 1. The grain sizes are therefore expected to be a factor of ≈ 2 smaller than the ones of R13, if log(ǫ s ) = −12 (R12, Z12, J400, J1000), and ≈ 4.6 smaller, if log(ǫ s ) = −11 (H11). In Fig. 14 we show the ratios between the grain sizes obtained with R13 and the ones derived from H11 and R12, as a function of J −K s . From the figure we conclude that the expected scaling factors between the grain sizes are roughly recovered. The final grain sizes obtained from our models are clearly different between the various classes of stars and can be also very different from the value of a amC ≈ 0.1 µm usually adopted in the literature.
For all the optical data sets considered, the uncertainty associated to the size of carbon grains is usually below few per cents and anyway within ≈30%, for the least dust enshrouded stars, while is always around 3 − 4% for the reddest stars.
The trend of SiC grain size as a function of J −K s is qualitatively similar to the one recovered for carbon dust, but the final size of SiC grains are always 0.04 µm. The reason for this low value of the grain size is that SiC is limited by the silicon abundance. The uncertainty associated to the SiC grain size is typically between ≈ 10% and ≈ 40% for the least dust-enshrouded stars and it decreases for the dustiest stars, down to ≈ 15%.
Expansion velocities
In this Section we discuss the expansion velocities obtained by our SED fitting procedure.
In Fig. 15 the expansion velocities against the mass-loss rates are plotted for all the optical data sets. Only the stars for which the outflow is accelerated (v exp 5 km s −1 ) are shown. For all the data sets, the expansion velocity increases with the mass-loss rate for C-stars and it flattens for X-stars attaining a maximum value around −5.7 Ṁ −5.6. The scatter of the velocities of X-stars is always large. Due to the low amount of dust produced in their CSEs, few aAGBs are accelerated through dust-driven wind, but only for H11, J1000 and J400. FIR sources show different velocities which are related to the dust content in their CSEs. The dust-driven wind is sustained for different minimum values of the mass-loss rate for the different optical data sets.
The trends of the expansion velocity and the density distributions of the stars are similar for J1000, Z12 and J400. Among these data sets, the scatter of the velocities of X-stars obtained with J400 is the largest. The bulk of C-stars show velocities of 11 v exp 19 km s −1 and mass-loss rates −6.5 log(Ṁ) −6. For mass-loss rates lower than log(Ṁ) −6.5 ( −6.7 for J400) the outflow is not efficiently accelerated. Most of X-stars show velocities between 15 v exp 21 km s −1 for J1000 and Z12 and 13 v exp 21 km s −1 for J400 with −6 log(Ṁ) −5. Only few, heavily mass-losing stars, exhibit velocities up to v exp ≈ 30 km s −1 . For R12 data set, the velocities of C-stars are similar to J1000, Z12 and J400, but the bulk of these stars show larger mass-loss rates −6.2 log(Ṁ) −5.8. The mass-loss required for accelerating the outflow is also slightly larger with respect to the ones previously discussed. On the other hand, X-stars reach slightly lower expansion velocities, usually below ≈ 20 km s −1 for −6 log(Ṁ) −5. Only few sources reach larger velocities, v exp ≈ 27 km s −1 . The velocities obtained with R13 are the lowest. For this data sets, the velocities of most of the C-stars are between 10 v exp 16 km s −1 with −6 log(Ṁ) −5.8. The minimum mass-loss rate for the wind acceleration is log(Ṁ) ≈ −6.2. for most of the C-stars and are concentrated in a range of mass-loss rates broader than the ones of the other data sets, −6.7 log(Ṁ) −6. The outflow acceleration starts to be efficient at log(Ṁ) −6.9. The velocities of X-stars are the largest obtained and are concentrated around 19 v exp 26 km s −1 . The maximum expansion velocity attained (for few sources) is up to ≈ 30 − 35 km s −1 . The uncertainty associated to the expansion velocity is usually between ≈ 10% and ≈ 70% for the least dusty stars, and between ≈ 30% and ≈ 40% for most of the dustiest sources.
The panels of Fig. 15 are compared with observations, shown in Fig. 16 . In this figure, the expansion velocities are plotted against the mass-loss rate derived from observations in our Galaxy ( In the lower panel of each chart, X-stars in the SMC are compared to a sample of Galactic highly-obscured C-stars (Groenewegen et al. 2002) .
are infrared luminous, dust rich sources. In particular, the stars in the sample in Groenewegen et al. (2016, Table 4 ) have been named as "Galactic extreme", as also reported in the figure. By comparing Fig. 15 and Fig. 16 , we can see that the trend between v exp anḋ M derived for carbon stars in the SMC is quite similar to the one observed for Galactic sources.
The observed velocities of Galactic stars exhibit quite a large scatter, especially at the largest mass-loss rates. This effect is also predicted by our analysis for the SMC carbon stars. In the range of mass-loss rates −7 logṀ −6.5 the stars observed in our Galaxy already show expansion velocities of 6 v exp 10 km s Excluding the Galactic stars with v exp 25 km s −1 and the ones with −7 logṀ −6.5, the observed velocities of C-rich stars in our Galaxy are in general comparable to the ones derived for the SMC. This finding indicates that there is not a large difference in the predicted velocities of carbon stars for different metallicity. Our result is in line with the analysis performed by means of hydrodynamical simulations by Mattsson, Wahlin & Höfner (2010) and Eriksson et al. (2014) . These authors concluded that the carbon-excess, rather than metallicity, is one of the key parameters which determines the properties of the dust-driven wind of carbon stars. In particular, the expansion velocities predicted by theoretical models is expected to be dependent on the choice of the carbon excess, with larger expansion velocities for larger values of carbonexcess.
In Fig. 17 (2016) with the assumption v exp = 10 km s −1 for L = 30000 L ⊙ and Ψ dust = 200. The expansion velocity correlates with the luminosity, as predicted by the theory of dust-driven wind (Elitzur & Ivezić 2001; Ivezić & Elitzur 2010) . For all the data sets, the outflow acceleration occurs at about the same value of the luminosity, L ≈ 2000 L ⊙ . The linear trend between the velocity and luminosity is particularly evident for the dustiest stars, which reach their maximum expansion velocity for the largest luminosity, L ≈ 25000 L ⊙ .
In Fig. 18 we plot the observed velocities as a function of the luminosity for the same Galactic and LMC samples of L 10000 L ⊙ , whereas the maximum value reached by our models is v exp ≈ 39 km s −1 for higher luminosities L ≈ 25000 L ⊙ and only with H11.
We again find that the dynamical properties of SMC carbon stars are in general comparable to the ones of Galactic sources and they are not significantly related to the initial metallicity.
In Fig. 19 we plot the average velocities of the stars as a function of the luminosity, color coded with log Ψ dust for R12 data set. The results for a selected value of Ψ dust ≈ 800 are also overplotted. The general trends recovered are analog for different data sets. For a given luminosity, larger velocities are found at increasing dust content, corresponding to lower values of Ψ dust , as also assumed in Eq. 18 and predicted by the wind theory. However, for the plotted value of Ψ dust = 800 and for a given luminosity, the scatter of the velocities is up to ≈ 7 − 8 km s −1 . The predicted spread is expected since other quantities, such as the T inn , T eff andṀ, change among the plotted sources, affecting the velocities ( lighted if the variation in Ψ dust spans a large range of values, which is more than one order of magnitude in Fig. 19 . In the upper panel of Fig. 20 we plot the ratios between the velocities obtained with R13 and the value adopted in Groenewegen et al. (2009) theory). The velocities we predict for the least dust-rich stars are typically less than one half of the assumed value of 10 km s −1 . For these stars the dust-driven wind is expected to be inefficient with R13. On the other hand, the typical velocities of the dustiest stars are between ≈ 1.1 − 1.7 times larger than the assumed ones.
In the lower panel of Fig. 20 , the expansion velocities obtained for Z12 are compared with the one assumed by Srinivasan et al. (2016) who adopted the ACAR data set by Zubko et al. (1996) with typical spherical grain size of a ≈ 0.1 µm. Similarly to the upper plot, the bulk of the dust-poor stars are not efficiently accelerated and show velocities lower than the assumed ones. On the other hand, the predicted velocities of the most dust-rich sources are between ≈ 1.9 − 2.7 times larger than the assumed ones.
Carbon excess
On the base of the analysis presented we do not find a clear trend between the value of the carbon excess and J −K s . This can be explained by the small dependence usually found between τ 1 and the carbon excess compared to other stellar parameters, as the massloss rate, as shown in the Section 3.1. As a consequence, the carbon excess is not well constrained and the values considered in our grids are almost equally probable for the majority of the sources for all the data sets considered. Different combinations of the mass-loss rates and carbon excess produce a valid fit of the selected source. In particular, for larger values of the mass-loss rate, the corresponding carbon excess increases, whilst for lower values of the mass-loss rate the carbon excess increases. Such a result suggest that there is a degeneracy between the mass-loss rate and the carbon excess.
Current stellar mass
As well known, the current stellar mass has a minor effect on the emerging stellar spectra. For this reason, we are unable to constrain the current stellar mass by our analysis similarly to what we find for the carbon excess. A better constrain on the current stellar mass might be provided from independent observational determination of the expansion velocities and mass-loss rates of carbon stars in the SMC.
Dust production rates
We here discuss the DPRs derived for the different optical data sets selected for carbon dust. Our DPRs are shown for the various dust species formed (amC, SiC and iron) and for the different classes of stars, photometrically classified. For aAGBs, we report only half of the DPRs derived from the fitted sources, since about half of the aAGBs are carbon-rich (Boyer et al. 2015) . Our DPRs are compared with the ones found in the literature. Table 4 ), and in the LMC , represented with different colors and symbols listed in the legend. Stars named as "Galactic extreme" are taken from Table 4 of Groenewegen et al. (2016) .
DPRs for the different dust species
The DPRs for the different dust species and optical data sets for carbon dust are listed in Table 5 . For all the optical data sets, the total amount of dust produced is dominated by carbon dust for all the type of stars. The amount of iron dust is low and very uncertain. The smallest uncertainty in the iron dust production is found for the most dust poor stars and it is between ≈ 50 − 72% depending on the optical data set. The total amount of SiC condensed is as well rather uncertain for the most dust poor stars. The lowest uncertainties are between ≈ 33 and ≈ 56%, depending on the data set, for X-stars and FIR. The large uncertainties affecting the amount of SiC and iron dust is not surprising since these dust species are affecting the SED of carbon-rich stars less than carbon dust. Moreover, as discussed in Section 3.3.3, a larger uncertainty in the gas-to-dust ratio is expected for the least dusty stars, for which we expect a larger degeneracy in the parameters producing a spectrum which is almost dust-free. Most of the SiC is produced in CSEs of X-stars. The total amount of SiC can vary up to a factor ≈ 2.7 for the different optical data sets (see J1000 and J400). The SiC mass fraction over the total is between ≈ 4 and ≈ 8% (see R13 and H11). On the other hand, the total iron dust produced is always negligible.
Contribution of the different classes of stars to the total DPR
In Table 6 the values of the DPRs are shown for the different classes of stars. As far as aAGBs are concerned, we list as final DPR half of the total amount obtained from our analysis, since, as discussed by Boyer et al. (2015), only about half of the aAGBs are expected to be C-rich.
The largest contribution to the total DPR is always provided by X-stars (≈ 82 − 87%) and the remaining DPR is mainly due to C-stars. In fact, aAGBs always yield a very small amount of dust with respect to the total (≈ 0.1%). The DPR of the FIR sources is usually larger than the one of all the aAGB stars, even though the value is rather uncertain. The DPR of FIR is only ≈ 2% of the DPRs of all the other sources. However, the amount of dust produced by the FIR is surprisingly large if compared with the one of aAGBs, since FIR are only 11, while aAGBs are ≈ 550. The average DPR of FIR is about ≈ 3 − 7 × 10 −9 M ⊙ yr −1 , depending on the optical data set. This value is close to the one of X-stars and is typically ≈ 20 times larger than the one of C-star. On the other hand, the average DPR of aAGBs is typically ≈ 10 −11 M ⊙ yr −1 or less.
Total DPRs for the different optical data sets and compared with the literature
The total DPRs obtained for different optical data sets are shown in Table 6 together with other results found in the literature. Depending on the optical data set, we find that the first ∼250 most dust producing stars provide the ≈80% of the total DPR. The two most extreme values of the DPRs are obtained for J1000 (≈ 1.65 × 10 −6 M ⊙ yr −1 ) and J400 (≈ 4.0 × 10 −6 M ⊙ yr −1 ), respectively. The variation between these two values is of a factor ≈ 2.4.
For all the optical data sets, the typical uncertainty of the total dust production is around ≈ 30%. Since the uncertainties were estimated by analyzing the variation of the photometry due to a random variation within the photometric error, we conclude that the precision of the photometry allows for a determination of the total DPR which is typically no better than ≈ 30%. Within the estimated uncertainties, the DPRs for the different data sets are compatible except for the one computed with J1000.
We compare the results of our investigations with others in the literature. In the works by Boyer et al. (2012) and Srinivasan et al. (2016) the optical data set adopted for the SED fitting procedure is the ACAR sample by Zubko et al. (1996) . Differently from our approach, a grain size distribution is assumed, with a typical grain size of a ≈ 0.1 µm. The grains are also assumed to be spherical. The most natural comparison between Boyer et al. (2012) , Srinivasan et al. (2016) and our work is with Z12 (see Table 1 ). Our DPRs can only be compared with the DPRs of Boyer et al. (2012) and Srinivasan et al. (2016) computed for C-and X-stars. In fact, in Boyer et al. (2012) and Srinivasan et al. (2016) a fraction of aAGBs and FIR sources are treated as O-rich and the DPR is computed for the complete sample including C-and O-rich stars. For this reason, the value of the DPRs of aAGBs and FIR for Boyer et al. (2012) and Srinivasan et al. (2016) are not listed in Table 6 .
From Table 6 we can appreciate that the DPRs computed by Boyer et al. (2012) , Srinivasan et al. (2016) are ≈ 3 times lower than Z12 for both C-and X-stars. The average DPRs computed for Z12 are also in line this result. By employing Z12, our average DPR for C-stars is ≈ 1.9 × 10 −10 M ⊙ yr −1 , to be compared with Boyer et al. (2012) , ≈ 7.8 × 10 −11 M ⊙ yr −1 , and with Srinivasan et al. (2016) , ≈ 7.1 × 10 −11 M ⊙ yr −1 . On the other hand, the average DPR of X-stars with Z12 is ≈ 5.8 × 10 −9 M ⊙ yr −1 , which is again almost three times larger than the one derived by Boyer et al. (2012) and Srinivasan et al. (2016) , ≈ 2.0×10 −9 M ⊙ yr −1 . Furthermore, the DPRs of Boyer et al. (2012) and Srinivasan et al. (2016) are about ≈ 5 times lower than the largest DPR obtained employing our grid of models (J400). Our lowest DPR, obtained with J1000, is still a factor of ≈ 2 larger than the ones estimated by Boyer et al. (2012) and Srinivasan et al. (2016) . . Expansion velocity as a function of the stellar luminosity for all the optical data sets of carbon dust. For comparison, the expansion velocities derived from the scaling relation in Eq. 18, as in Boyer et al. (2012) and Srinivasan et al. (2016) are also plotted with full black squares (see text for more details). The color code for the different classes of stars is the same as Fig. 7 .
The differences between our DPRs and the ones derived by Boyer et al. (2012) and Srinivasan et al. (2016) for comparable dust opacities are dependent on several factors. First of all, as shown in Fig. 17 and in the lower panel of Fig 20 there are considerable differences in the expansion velocities, up to a factor three for the most dust-enshrouded, X-stars. The final velocity affects the estimate of the dust mass-loss rate as can be seen from Eq. 17. The possible differences arising as consequence of different assumptions on the expansion velocity, was already pointed out by Srinivasan et al. (2016) when comparing their results with the ones by Matsuura, Woods & Owen (2013) . In addition to that, we do not expect to obtain the same condensation radius, R c , from our model and from the fitting procedure by Srinivasan et al. (2016) . Moreover, as shown in Section 3.3.5 carbon stars fitted with our models can yield grain size quite different from the standard assumption of 0.1 µm, which also affects the absorption, scattering and extinction properties of dust grains.
On the other hand, Matsuura, Woods & Owen (2013) estimated the total DPR for carbon-rich stars basing their analysis on the work by Groenewegen et al. (2009) . In Groenewegen et al. (2009) , the optical data set selected for carbon dust is the one by Rouleau & Martin (1991) . A single value of the grain size of 0.1 µm is also adopted. In Groenewegen et al. (2009) the optical properties of dust grains are not calculated for spherical grains, but for a continuous distribution of hollow spheres. This choice accounts more consistently for the possible porosity of dust grains, which is not taken into account assuming spherical grains. The most natural choice is then to compare the total DPR derived by Matsuura, Woods & Owen (2013) with R13, even though we employ spherical grains, for which the optical properties are calculated with the Mie theory. The total DPR estimated by Matsuura, Woods & Owen (2013) is in fair agreement with both R13 and R12 within the uncertainty. The DPR of Matsuura, Woods & Owen (2013) is however ≈ 2.4 times larger than the lowest value predicted by our analysis (J1000). Furthermore, we never obtain a DPR larger than the one of Matsuura, Woods & Owen (2013) for any of the data sets considered. (5.38 ± 0.79) × 10 −7 (2.87 ± 0.89) × 10 −6 (6.9 ± 3.4) × 10 −9 (7.3 ± 3.2) × 10 −8 (3.42 ± 0.98) × 10 −6 R12 (6.7 ± 1.1) × 10 −7 (3.2 ± 1.1) × 10 −6 (7.4 ± 3.7) × 10 −9 (7.4 ± 3.2) × 10 −8 (3.9 ± 1.2) × 10 −6 J1000 (2.57 ± 0.50) × 10 −7 (1.39 ± 0.42) × 10 −6 (2.4 ± 1.3) × 10 −9 (3.2 ± 1.3) × 10 −8 (1.65 ± 0.47) × 10 −6 J400 (5.0 ± 1.3) × 10 −7 (3.5 ± 1.2) × 10 −6 (4.5 ± 2.8) × 10 −9 (7.8 ± 3.4) × 10 −8 (4.0 ± 1.3) × 10 −6 Z12 (3.31 ± 0.63) × 10 −7 (1.97 ± 0.61) × 10 −6 (3.3 ± 1.7) × 10 −9 (4.9 ± 1.9) × 10 −8 (2.30 ± 0.67) × 10 −6 H11 (3.52 ± 0.82) × 10 −7 (1.89 ± 0.57) × 10 −6 (2.8 ± 1.5) × 10 −9 (4.2 ± 1.6) × 10 −8 (2.24 ± 0.66) × 10 −6
Srinivasan et al. (2016 loss rates around logṀ ≈ −6, which correspond to J −K s ≈ 2. Anomalous AGBs are always characterized by logṀ −6 for all the data sets considered. The mass-loss rates can vary up to a factor of ≈ 2 for different optical data sets for the most dust-enshrouded X-stars and up to a factor ≈ 7 − 8 for C-stars, in the most extreme cases. Our distribution of mass-loss rates for X-stars is similar in terms of shape to the one derived from the observations of dustenshrouded Galactic stars by Groenewegen et al. (2002) , especially for R13 and J400 data sets. However, the position of the peak is shifted to lower mass-loss rates for our distributions. On the other hand, the distribution of C-stars is compared to the one derived from the Galactic observations by Schöier & Olofsson (2001) , for a sample of optically bright carbon stars. Our distributions are more peaked than the one of optically bright carbon stars with the peak shifted to larger values of the mass-loss rate.
• Gas-to-dust ratios. The majority of X-stars have gas-to-dust ratios lower than C-stars. The value of Ψ dust is never as low as the value usually adopted in the literature (Ψ dust = 200). The range of possible values of Ψ dust is quite large, with 500 Ψ dust 800 − 2000, for X-stars, and Ψ dust 800 − 2000, for C-stars. The large values of Ψ dust for aAGBs is consistent with a low amount of dust in the CSEs of these stars, in agreement with Boyer et al. (2011) . C-and X-stars are separated around Ψ dust ≈ 800 − 2000, depending on the optical data set for carbon dust. The gas-to-dust ratio obtained with different optical constants can vary up to a factor of ≈ 1.4 − 1.9, for the dustiest stars, and up to ≈ 7, in the most extreme cases, for dust poor sources. The large range of possible values of Ψ dust suggests that the choice of a unique value for Ψ dust , as usually assumed, might not in general be suitable for all the C-rich stars, as also noticed by Eriksson et al. (2014) . The gas-to-dust ratio anti-correlates with the mass-loss rates. Such a trend suggest that the dust condensation efficiency increases with the density in the CSEs. The relation between Ψ dust andṀ is very steep for logṀ −6 and it tends to saturate for logṀ −6. Indeed, for mass-loss rates larger than this threshold value, the dependence between Ψ dust andṀ is milder.
• Grain sizes. For all the carbon dust optical data sets considered, larger grain sizes are predicted for redder stars. The most important parameter affecting the final grain size is the seed particle abundance. The scaling relation between these two quantities is a amC ∝ (ǫ s ) −1/3 , as roughly recovered in our analysis.
• Outflow expansion velocity. The final velocity of the outflow is dependent on the optical data set assumed for carbon dust and on the seed particle abundance. Expansion velocities are expected to increase as a function of the mass-loss rate and of the luminosity. Above a certain value ofṀ, which depends on the set of optical constants, the outflow is accelerated. ForṀ above this threshold, the velocity increases with the mass-loss rate, attaining its maximum value around −5.7 Ṁ −5.6. Typical values of the maximum velocity attained are between 20 v exp 25 km s −1 However, the predicted velocities for the dustiest stars show a large scatter. The velocities of the stars analyzed linearly scales with the stellar luminosity and with the gas-to-dust ratio, as predicted by the wind theory. For all the optical data sets, the outflow is accelerated above
The velocities of the dustiest stars are typically ≈ 1.9 − 2.7 times larger than the ones adopted by Boyer et al. (2012) and Srinivasan et al. (2016) and ≈ 1.1 − 1.7 times larger than the value of v exp = 10 km s −1 , assumed by Groenewegen et al. (2007) . The trends between v exp andṀ and between v exp and L are in general comparable to the ones observed for Galactic stars. This result suggests that the dynamical properties of the outflow for carbon stars is rather independent of the metallicity. Such a trend is in agreement with the predictions of hydrodynamical calculations according to which the critical parameter determining the outflow expansion velocity is the carbon-excess, rather than the metallicity (Mattsson, Wahlin & Höfner 2010; Eriksson et al. 2014 ).
• Other stellar quantities. Input stellar quantities such as the carbon excess and the current stellar mass are not constrained by our analysis. Some degeneracy is expected among some of our models.
From the SED fitting analysis we compute the DPRs of the selected stars for the different optical data sets selected. We compare the results with the ones of the literature. The main results are summarized below.
• The bulk of the dust produced is made of solid carbon for all the classes of stars. The amount of SiC dust can be up to ≈ 8% of the total. The amount of metallic iron produced is always negligible.
• The total DPR is dominated by X-stars for which the contribution to the dust budget in mass is ≈ 85%. The DPRs obtained for different optical data sets of carbon dust are comparable within the estimated uncertainties, except for J1000 data set for which the DPR is lower. The variation of the total DPR computed with different optical constants is up to a factor ≈ 2.4.
• Our DPR is in good agreement with the one derived by Matsuura, Woods & Owen (2013) for comparable optical constants of carbon dust. However, the DPR estimated by these authors can be up to a factor ≈ 2.4 times larger than the the one derived by our analysis (see J1000). On the other hand, none among our data sets yields a DPR larger than the one by Matsuura, Woods & Owen (2013) . The DPRs of Boyer et al. (2012) and Srinivasan et al. (2016) are ≈ 3 times lower than the one we obtain for comparable optical constants of carbon dust. Moreover, the largest and the lowest DPRs predicted by our analysis are respectively ≈ 5 and ≈ 2 times larger than the ones by these authors. The difference found with these works for similar optical data sets can be due to several factors. For example, the predicted expansion velocities of our models are larger than the ones they adopted. Part of the discrepancy could also be ascribed to the assumptions related to the grain size distributions and to differences in the condensation radii and dust temperatures.
Our grids of models, including the spectra and other relevant dust and stellar quantities are publicly available at http://starkey.astro.unipd.it/web/guest/dustymodels. finding that in some cases the photometric points of the optical bands (U BV I), and, more rarely, of some bands in the NIR, cannot be associated to the SED of an AGB star. Some examples in which the optical photometry is at odd with the NIR bands one is shown in Fig. A2 . The disagreement found between the optical and NIR photometry can be due to a mismatch of the sources in different catalog or to the presence of a binary system. The observed photometry in the visual bands which are not in agreement with the NIR bands has been removed from our fitting procedure. For one particular source (SSTISAGEMAJ011219.72-735125.9), plotted in the upper panel of Fig. A2 , we also exclude the J and H bands from the SED fitting procedure. The list of sources for which some of the optical bands have been excluded from the SED fitting procedure are listed in Table A1 .
The photometry for the AKARI S11, L15 and WISE W3 is available for a sample of 117 sources in the catalog by Srinivasan et al. (2016) . For W3 a systematic offset towards fluxes lower than L15, which is around the same wavelength, is found by Srinivasan et al. (2016) . In Fig. A1 we show the fluxes obtained from the photometry listed in Srinivasan et al. (2016) (red diamonds) overplotted with the IRS spectra (black crosses) and with the corresponding fluxes convolved with the S11 and L15 filters (black traingles). For comparison, we also plot the flux of the AKARI bands obtained from the photometry in the catalog by Ita et al. (2010) , indicated with blue asterisks. For the stars shown, Ita et al. (2010) only contains data in the S11 filter. From the two panels we notice that there is inconsistency between the photometry listed in Srinivasan et al. (2016) and Ita et al. (2010) . For the reasons discussed above, we exclude from the SED fitting procedure the AKARI S11, L15 and the WISE W3 fluxes. The exclusion of these photometric points is expected to produce only a minor effect on the results of the SED fitting.
For the MIR bands we consider in the fit the IRAC photometry at 4.5 and 5.8 µm only for dust enshrouded stars with J −K s 2. In fact, as discussed in Nanni et al. (2016) , the 4.5 and 5.8 bands of C-stars with a low amount of dust are affected by the C 3 feature, for which the available molecular opacity does not fit the feature.
Another star (J012606.02-720921.0) is instead characterized by an observed photometry that cannot be reproduced by a SED from an AGB star, as already concluded by the fitting procedure of Srinivasan et al. (2016) .
We exclude from the fit the photometry at 24 µm for all the FIR sources, since by definition FIR sources are more luminous at 24 µm than at 8 µm and the 24 µm flux cannot be fitted by the SED of an AGB. The additional optical and NIR photometry excluded from the fitting procedure is listed in Table A1 .
For one additional source photometrically classified as C-rich (J011032.12-714146.3) the photometry at 24 µm appears to be unrelated to the SED. Figure A1 . Two examples of sources showing the photometric data points taken from Srinivasan et al. (2016) (red diamonds) and from Ita et al. (2010) (blue asterisks). The AKARI S11 and L15 fluxes, computed convolving the filters with the observed IRS spectra, are represented by black triangles. The IRS spectra are also plotted with black crosses. Figure A2 . Two examples of sources for which the optical photometric data points are not in agreement with the NIR ones. The observed photometric points, taken from the catalog by Srinivasan et al. (2016) , are plotted with red diamonds, if the points are included in the fit, and with green triangles, if they are excluded. The uncertainty bars are also over plotted. The best fitting spectra among our grid of models are over plotted with a black solid line for each of the sources.
