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Summary
There has been a fast growth in the telecommunications industry in the past decades. 
W ith the increasing demand in the transmission of speech over bandwidth-lim ited me­
dia, such as mobile or satellite communication links, and storage of spoken information 
in bit-rate-lim ited media, such as silicon memory, efficient compression of speech has 
become an im portant issue. Although there are speech coding standards producing 
high quality speech above 4 kbps, there is still room for improvement at lower bit 
rates especially a t 2.4 kbps and below. Especially for military wireless communica­
tions where some of the bandwidth is required for error correction, or for applications 
where speech is embedded into other speech or non-speech data, achieving good speech 
quality and intelligibility at very low bit-rates is im portant.
Param etric coders, such as sinusoidal coders, are used extensively at low bit-rates. 
In this work, relaxing the delay, memory and complexity constraints, strategies for 
lowering the bit-rates of sinusoidal coders while maintaining good speech quality are 
discussed. These strategies include the extension of the previous work in the literature 
on combining several frames within a metaframe and variable bit-allocation schemes 
as well as a new voicing estimation algorithm from the spectral envelope. Moreover, 
the use of phonemes in speech coding is investigated for further bit reductions. A 
method for producing highly intelligible speech with modest quality at a very low 
bit-rate is presented. Coding of any extra information in order to achieve high quality 
is also discussed.
These strategies have been implemented in the SB-LPC vocoder in order to  perform 
param eter quantisation a t several bit-rates. In listening tests, it has been found th a t 
the proposed techniques have been effective in lowering the bit-rate from 2.4 kbps to
1.2 kbps, from 1.2 kbps to 0.8 kbps, and from 4.0 kbps to  1.8 kbps while m aintaining 
the speech quality. In addition to those, a coding scheme is also designed operating 
at 309 bps and producing speech whose intelligibility is similar to  th a t of the MELP 
operating at 600 bps. Finally, discussions about the performance of the strategies 
proposed in this thesis as well as possibilities for improvement are given.
K ey  w ords: Speech, Sinusoidal Coding, Low Bit-Rate, Metaframe, Mode-Based, 
Phoneme
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Chapter 1
Introduction
1.1 Background
The most im portant and the most natural form of communication between human 
beings is speech. Since the invention of the telephone by Alexander Graham  Bell in 
1876, it has been the most widespread and prim ary means of communication world­
wide. The main problem with the transmission of speech signals over long distances 
was the fact th a t speech signals are analogue in nature and the accumulation of noise 
over the transmission channel corrupted the signal making it unusable and thus lim- 
iting the transmission distance and overall quality. This has been overcome by the 
transition to digital communication systems, where speech is sampled and quantised 
into a bit-stream . Digital systems have the advantage of regeneration and flexible 
manipulation, such as multiplexing, encryption, forward error correction and storage.
The bandwidth of speech signals has traditionally been limited to  300-3400 Hz for 
transmission over the Public Switched Telephone Network (PSTN). As a result, dur­
ing digitization, speech signals have to be sampled a t 8 kHz in order to satisfy the 
Nyquist rate. Using 8 bits per sample, this led to the logarithmic Pulse Code Mod­
ulation (PGM) system operating at 64 kbps. This is, however, much greater than 
the bandwidth of the analogue speech signal, and therefore is limited to  broadband 
channels. Later, using adaptive quantisation techniques, the bit-rate has been lowered 
to 32 kbps in Adaptive Differential Pulse Code M odulation (ADPCM). This b it-rate
1.2. Thesis Outline
is acceptable only on trunk telephone links.
In the last few years there has been a rapid increase in the use of mobile communication 
networks. These include satellite systems and cellular telephony where the bandwidth 
is limited. Especially with the increase in the number of users, there has been a great 
demand for a more efficient use of the available bandwidth. W ith the advances in 
electronic hardware technology, research has focused into the compression of speech 
signals at very low bit-rates for bandw idth efficiency.
One of the main challenges of speech coding has been maintaining the output speech 
quality while reducing the bit rate. Several speech coding algorithms have been devel­
oped operating a t various bit rates and offering various qualities. These include very 
low bit-rate coders operating below 1 kbps with synthetic speech quality to medium- 
to-high bit-rate coders operating at 8 kbps or higher producing speech sounding same 
as the original. W ith the growing mobile telephone industry, there is a demand for 
even lower bit rates with high speech quality.
The work presented in this thesis focus on efficient quantisation strategies for reducing 
the bit-rates of speech coding systems and to be used in a variety of applications. 
These applications include mobile telephony, mobile military communications, secure 
communication applications, digital watermarking, storage and internet telephony.
1.2 Thesis Outline
The research work described in this thesis focuses mainly on new quantisation stra te ­
gies or the extension or combination of the existing ones. The strategies th a t have 
been developed have then been implemented using the Split-Band Linear Predictive 
Coding (SB-LPC) vocoder for testing purposes. Using these strategies have resulted 
in significant reductions in bit-rates while the output speech quality is maintained.
Chapter 2 gives a brief overview of speech coding as well as some fundam ental prin­
cipals. The main criteria for the design of speech coding algorithms, such as bit-rate, 
quality, delay are discussed. The three main speech coding paradigms are also pre­
sented along with brief discussions. Moreover, the main applications for speech coders
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are given with examples and standard speech coders are mentioned. Quantisation of 
param eters is a key concept in low bit-rate speech coding. After the introduction 
of basic quantisation techniques, the speech production model is presented. This is 
a powerful model used by many speech coders. The modulation part of this model 
is modelled using a Linear Predictive (LP) filter which effectively removes the short 
term  correlations existent between speech samples. The representation of the LP filter 
coefficients by Line Spectral Frequencies (LSF) is also discussed.
Chapter 3 covers the low bit-rate speech coding algorithms and b it-rate reduction 
strategies. Beginning with early param etric speech coders, main low bit-rate speech 
coders are briefly mentioned. Sinusoidal coding is an efficient coding scheme for low 
bit-rate applications, and a short description of sinusoidal coding is given with exam­
ples of sinusoidal coders. After the discussion of the advantages and disadvantages 
of sinusoidal coders, existing strategies for efficient param eter quantisation are pre­
sented. The use of metaframes for joint-quantisation and correlation exploitation 
between successive frames, variable bit-rate coding schemes using mode-base coding 
and bit-allocation, and finally phoneme-based speech coding are presented along with 
examples, as they form the basis for the work presented in this thesis.
Chapter 4 investigates the extension and combination of metaframe-based and mode- 
based coding techniques. An optimum metaframe size is given, and an effective 
meta-frame classification technique is presented. Moreover, an alternative m ethod for 
voicing status and strength determination for very low bit-rate coders is introduced. 
Finally, the application of this method to metaframe and mode-base quantisation 
scheme is discussed.
Chapter 5 presents the quantisation of param eters based on the strategies described 
in Chapter 5. The advantages of metaframe and mode-based quantisation is further 
illustrated here. Two coding schemes based on the Split-Band LPC coder are devel- 
oped, operating at 1.2 kbps and 800 bps. The performance of these coding schemes 
are given by comparing them  to the original SB-LPC operating a t 2.4 kbps and 1.2 
kbps respectively as well as a standard coder, the Mixed-Excitation Linear Predictive 
(MELP), a t various bit rates.
1.3. Original Contributions
Chapter 6 investigates the use of phonemes as tem plates in low bit-rate speech coding. 
For speaker independent operation, a large database is used. The criteria for choosing 
the phoneme tem plate is discussed. By using the param eters from a carefully chosen 
tem plate phoneme, and a little side information, an intelligibility-oriented speech 
coder is produced. Moreover, a high quality coding scheme is also presented where 
residual information on top of the phoneme tem plate is encoded. The performance of 
both coding schemes are discussed with possible extensions.
Chapter 7 gives a summary of the discussions in the previous chapters. Most signif­
icant achievements are highlighted. In addition to highlighting the most significant 
achievements of this project, possible areas for future research are suggested.
1.3 Original Contributions
The original contributions included in this thesis can be summarized as follows;
•  Investigation of the effect of metaframe size on quantisation efficiency and find­
ing an optimum metaframes size.
•  Combination and extension of metaframe and mode-based coding schemes fea­
turing an effective metaframe classification method.
• A novel voicing estimation algorithm for estimating the voicing status and 
strength from the spectral shape which enables the voicing information recovery 
at the decoder with no extra bits.
•  Extension of the voicing estimation algorithm to  metaframes for the estimation 
of metaframe class and voicing strengths of the frames within the metafram e at 
the decoder w ithout the transmission of any bits.
• Designing mode-based joint-quantisation schemes for the parameters.
• Development of two very low bit-rate quantisation schemes effectively reducing 
the bit-rate significantly while maintaining the quality.
1.3. Original Contributions
Investigation of the use of phoneme tem plates from a database for the use of 
low bit-rate speech coding.
Developing criteria for choosing a suitable phoneme tem plate and duration mod­
ification.
Development of an intelligibility-oriented very low bit-rate codec as well as a 
quality oriented higher bit-rate codec.
Chapter 2
R eview  of Speech Coding
2.1 Introduction
Digital signals enjoy many benefits over analogue signals, such as ease of regeneration, 
security and flexibility. Therefore representing the speech signals in digital format is 
very advantageous. In Digital Speech Coding, the digital speech signals are processed 
using sophisticated signal processing techniques to  achieve efficient compression in 
order to be used for transmission or storage.
The invention of Pulse Code M odulation (PCM) in 1938 was the first example of 
digital speech communication systems. PCM  became very popular later with the 
availability of the necessary hardware and was applied to private and public switched 
telephone networks. Today almost all of the Public Switched Telephone Network 
(PSTN) are based upon PCM  and its spin-off technologies.
The use of PCM, however, requires more bandw itdh than  the original analogue signal 
does. This poses a problem especially in communication links where the bandwidth 
is limited, such as satellite or cellular mobile radio systems. As the user demand on 
such systems has grown, there has been extensive research interest in order to develop 
signal processing algorithms aiming at efficient compression of the source speech data. 
Especially with the advancements in Very Large Scale Integration (VLSI) technologies, 
new Digital Signal Processing (DSP) hardware has been produced, fuelling rapid
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developments in the speech compression area, which then has allowed the widespread 
acceptance and use of these technologies by the end user.
There are different approaches to  efficiently code the speech signals. However, for im­
proved efficiency, and simultaneously high quality, some kind of a param etric model 
mimicking the human speech production mechanism is required instead of sample-by- 
sample coding of the waveform. This param etric model makes use of the repetitions 
and correlations between the consecutive speech samples. The short term  correlations 
between speech samples can be removed by using Linear Predictive Coding (LPC), 
which is a powerful tool and used extensively in speech coding. The param eters 
obtained as a result have to  be quantised to be either stored or transm itted. It is im­
portant to perform the param eter quantisation with minimum distortion. Otherwise, 
quantisation may cause degradations in the output speech quality. For transparent, 
i.e., with no audible distortion, quantisation of the Line Spectral Frequencies (LSF), 
for example, the following criteria need to  be met [1]:
•  The average Spectral Distortion (SD) should be less than  1 dB.
• The percentage of the outliers at 2 dB should be less 1%.
• There should be no outliers a t 4 dB.
2.2 Design Criteria
There are several criteria which need to be considered when designing a speech coding 
algorithm. These criteria are often conflicting, and improving the algorithm with 
respect to one criteria may result in degradation with respect to another. Therefore, 
a balance must be sought during the design process with an optimal trade-off between 
the criteria depending on the needs of the application [2].
2.2.1 B it-R ate and Quality
Bit R ate and Speech Quality are probably the most im portant design criteria, which 
are usually conflicting, since a drop in bit-rate is usually accompanied by a degradation
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in quality. Generally, there is an optimum operating range in term s of the bit-rate 
for each coding algorithm; exceeding the upper limit brings little or no benefit, while 
operating below the lower limit causes severe degradation. For example, there are 
waveform coders such as G.721 ADPCM operating at 32 kbps [10] and producing 
near-transparent quality, hybrid coders such as G.729 Algebraic Code Excited Linear 
Predictive (ACELP) [16] operating a t 8 kbps and producing toll speech quality, and 
param etric coders such as M ixed-Excitation Linear Predictive (MELP) [11] operating 
at 2.4 kbps and producing communication speech quality.
It is very difficult to  find an objective assessment of the speech quality. Especially at 
low bit-rates, where matching the input and synthetic speech waveform is usually not 
possible, human subjects are usually used for determining the suitability of a speech 
coder to a specific application. Often different assessment techniques are used where 
a different aspect of quality is measured. One of these techniques is the Diagnostic 
Rhyme Test (DRT) [3] which measure intelligibility, since it is very im portant in low 
bit-rate coding. For subjective evaulation of the output quality of speech coders a t all 
rates the Mean Opinion Score (MOS) [4] can be used. The MOS test is a widely used 
procedure where test subjects are required to score individual coded speech samples 
on a scale of 1 to  5, as shown in Table 2 .1. The average score is used as the final MOS 
score for a system.
Grade Subjective Opinion Quality
5 Excellent Imperceptible Transparent
4 Good Perceptible, but not annoying Toll
3 Fair Slightly annoying Communication
2 Poor Annoying Synthetic
1 Bad Very annoying Bad
Table 2 .1: The MOS speech quality scale
Informal listening tests can be organised following the procedures listed in the stan­
dards in order to assess the coder performance. Formal assessment of speech coders, 
on the other hand, are carried out by specialised institutions, such as D ynastat [5].
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2.2.2 D elay
Delay is an im portant criterion for designing real-time speech communication appli­
cations. Most modern speech coders operate on blocks of speech data  called speech 
frames. This introduces some delay, since at least one speech frame is buffered for 
analysis. Using more frames can lead to more efficient coding by removing the redun­
dancies between them. In some speech coding algorithms, future values of speech are 
used for redundancy removal, and as a result look-ahead delay occurs. In addition 
to the buffering delay, the processing time required by the encoder and the decoder 
also incur delays on the system. Delays may also be introduced in the transmission 
channel.
W hen the end-to-end delay of the system becomes too much, typically over 250 ms, 
two-way conversation may become uncomfortable. Another problem with delay oc­
curs in the case of an impedance mismatch between the switching equipment and 
telephone hybrid circuits. This results in signal reffections and together with the de­
lay of the system causes an annoying echo effect. In such cases, sophisticated echo 
cancellation hardware must be used to  control this effect. Delay over mobile and 
satellite communication systems is very large and therefore there is a requirement for 
echo cancellation. On the other hand, in land based systems delay is usually very low. 
However, when a speech coding algorithm is combined in such a system, the delay 
of the system increases significantly, which requires the use of echo cancellation. For 
example, in the United Kingdom the maximum delay allowed on the PSTN is 5 ms 
[6J. Since many speech coders operate on frames of 20 ms typically, combined with 
the processing, buffering and look-ahead delays, the to tal delay can exceed 50 ms. In 
order to limit the complexity of the echo cancellation systems, it is im portant to  keep 
the delay a t minimum.
2.2.3 Im plem entation C om plexity and Cost
The complexity of an algorithm determines whether the algorithm can practically be 
implemented or not. W ith the recent advances in the DSP technology, it has been 
possible to  implement more complex algorithms. However, the cost and the power
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consumption issues are still im portant for mass market applications, especially where 
speech coding is extensively used, such as mobile telephony.
Similarly, the amount of memory required for an algorithm is also an issue when 
it comes to  implementation. For buffering and internal processing, fast memory is 
needed, which is usually expensive and can become a problem with mass market 
applications.
In summary, sometimes the complexity and implementation costs become the major 
criteria rather than  the quality for speech coders. Processing speech depends on the 
CPU architecture. As a rough guide, speech is generally given in term s of Million In­
structions Per Second (MIPS). Typical complexity figures for existing speech codecs 
are in the range 20-50 MIPS [1]. The memory requirements, mostly due to the quanti­
sation tables to be held in Read Only Memory (ROM), are measured in words. As an 
example, memory and complexity requirements for the NATO standard coders based 
on MELP at various bit-rates are given in Table 2.2 [46].
Requirements MELP 2.4 kpbs MELP 1.2 kpbs MELP 0.6 kpbs
Program Memory (kWord) 20 30 30
Data Memory (kWord) 20 53 60
Complexity (MIPS) 54 66 70
Table 2 .2 . Memory and complexity requirements for the three M ELP-based standard  
speech coder bit-rates
2.2.4 R obustness to  Input Signal Variations
Sometimes there are non-speech signals on speech communication channels. For ex­
ample, PSTN applications require the ability to  carry non-human signals, such as 
modem tones or signalling tones used in Dual Tone Multi-Frequency (DTM F).
Moreover, the input signal levels or speech characteristics can vary. Speech coders are 
often required to  cope with these variations as well as background noise.
2.2. Design Criteria 11
2.2.5 R obustness to  A coustic N oise
Speech coders usually use a specific speech production model and expect the input 
to  be compatible with th a t model. In many cases, however, speech is contaminated 
with acoustic background noise with characteristics very different from speech, and 
this may result in poor quality. Especially a t low bit-rates where accurate param eter 
estimation becomes very im portant, speech coders are generally more sensitive to 
acoustic noise.
A popular method for solving this problem is to use noise reduction techniques which 
make use of the different statistical properties of the speech signal and the acoustic 
noise to differentiate between noise and speech. The aim is to  reduce the amount 
of noise present in the speech before passing it on to the encoding stage [7]. Sig­
nificant improvements can be obtained in low bit-rate coders operating under heavy 
background noise.
2.2.6 R obustness to  Channel Errors
In most cases, the bitstream  encoded by speech coders are transm itted over a commu­
nication channel. In case of an error in the channel, depending on the bits affected, 
severe degradations might occur, such as annoying blasts in the output due to unstable 
filter coefficients.
At low Bit Error Rates (HER), such as 10“  ^ to  10“  ^ present in PSTN, designing 
inherently robust algorithms may solve the problem. However, with higher HER, 
such as 1% to  5% in mobile and satellite communication channels, it is necessary to 
include Forward Error Correction (EEC) techniques. This is achieved by introducing 
high degrees of redundancy into the bitstream. There are also frame substitution 
and muting strategies to be used when the conditions become worse than  the channel 
coding can handle.
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2.3 General Speech Coding Paradigms
Speech coders are generally classified into three categories depending on the exploita­
tion of the speech signal:
•  Waveform Coding
• Param etric Coding
• Hybrid Coding
As illustrated in Figure 2.1, each technique has a preferred operation region.
2.3.1 W aveform Coding
In Waveform Coding, the algorithm tries to m atch the original speech waveform on 
a sample-per-sample basis. This allows the quality to be measured using Signal-to- 
Noise Ratio (SNR). Waveform coders provide high quality, however the bit-rates are 
quite high as well. As an example, toll quality speech requires sampling the speech at
Hybrid Cpders
Parametric (Sodefs
Fair
Poor
64
Coding Bit Rate in kb/s
Figure 2.1. Preferred operation region for speech coding techniques
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8 kHz with a 13-bit accuracy, resulting in bit-rates around 100 kbps. Number of bits 
allocated for each sample can be reduced using logarithmic companding techniques, 
such as A-law or /i-law [8]. This has led to the widely used ITU G.711 64 kbps PCM  
standard [9].
Further reduction in bit rate can be achieved by exploiting the high correlation be­
tween consecutive speech samples. This has led to the ITU G.721 32 kbps Adaptive 
Differential Pulse Code Modulation (ADPCM) standard [10].
W ith decreasing bit-rate, the quality of the waveform coders decrease rapidly.
2.3.2 Param etric Coding
In Param etric Coding, which will be explained in more detail in Section 3.2, instead of 
matching the original speech waveform, the speech signal is characterized by a number 
of param eters which are then quantised and sent to  the decoder. A t the decoder speech 
is synthesized using the transm itted param eters which is ideally perceptually identical 
to  the input speech.
Very low bit rates can be achieved by exploiting the fundamental properties of speech. 
The quality is, however, limited by the speech production model and the param eter 
estimation and quantisation accuracy. W ith recent developments, good quality speech 
can be produced a t around 2.4 kbps [11].
Low bit-rate coders require a speech production model and expect human speech, 
resulting in loss of quality with non-human speech or acoustic background noise. 
W ith param etric coders low quality speech can be obtained at rates as low as 800 bps 
while natural sounding speech is possible with 4.8 kbps.
2.3.3 H ybrid Coding
Hybrid coders combine the benefits of the both  param etric and waveform coding 
techniques. Similar to param etric coders, they employ a speech production model in 
order to exploit the correlations between the neighbouring speech samples. After tha t.
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waveform coding of the residual signal is performed. Therefore the final transm itted 
signal includes the predictor coefficients for redundancy removal and the waveform 
coded residual. At medium bit rates, hybrid coders are the most popular coding 
schemes, providing near toll quality.
The Analysis-and-Synthesis (AaS) models used in early schemes find the speech pro­
duction model param eters and then inverse filters the input speech using these param ­
eters. Long term  correlations are then removed from the original signal or the residual 
using long term  prediction. At the decoder, the quantised residual is combined with 
the long term  correlations and used to excite the speech production model. Notable 
examples include the Adaptive Predictive Coder (AFC) [12] and the Residual Excited 
Linear Prediction (RELP) coder [13]. The main differences between these two lie in 
the technique used for the quantisation of the residual signal. APC operates at 16 
kbps producing high quality speech while RELP offers good speech quality a t 9.6 
kbps.
W ith the advances in the DSP technology, a closed loop approach for finding the 
optimum excitation is proposed, aiming at lower bit-rates and better quality. In the 
Analysis-by-Synthesis (AbS) method, the error between the synthetic and original 
speech samples are minimized. The most notable example of AbS coders is the Code 
Excited LPC (CELP) [14] where the coarse and fine spectral information is represented 
using time varying linear filters. The optimal excitation sequence is chosen as the 
codebook entry which produces the minimum error upon synthesis. In its original 
form, the CELP algorithm was computationally very intensive. Later feasible versions 
have been developed, such as VSELP [15] and ACELP [16], utilizing efficient codebook 
structures.
2.4 Fundamental Techniques in Speech Coding
In the previous section, different approaches to efficiently code the speech signals have 
been briefly presented, and it was stated th a t for param etric coders perform better 
at low and very low bit-rates. Param etric coders use a model for representing the
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human speech production system, and try  to  estimate several param eters for this 
model. One such popular model is the source-hlter model. In this model, the vocal 
trac t is represented by an all-pole Linear Predictive (LP) filter.
After the model param eters have been obtained, they have to be quantised for either 
storage or transmission.
2.4.1 Q uantisation
Most speech coders, especially the ones operating a t medium or low bit-rates, employ 
a speech production model for exploiting the redundancies in the speech signal. Upon 
estimation, the param eters of this model have to  be encoded into a bitstream  for either 
transmission to  the decoding side or storing digitally, quantisation is the process in 
which the param eters of the speech production model are converted into a suitable 
form for transmission or storage. During quantisation, a continuous or a discrete 
value signal with an infinite range is mapped to  a set of levels with a finite range. The 
difference between the initial value and the mapped value is known as the quantisation 
error or noise. The main goal of a quantisation scheme is to  represent the param eters 
in such a way th a t the quantisation noise is imperceptible to the listening human 
subjects.
Param eter quantisation can be performed using scalar or vector quantisation.
2.4.1.1 Scalar Quantisation
In scalar quantisation, a single continuous value is mapped to  the nearest level from 
a possible number of levels. If I is the number of possible levels, and D  is the finite 
range, then the number of bits for representing the selected level is given as
B  = log2{p) (2.1)
The spacing between levels can be uniform with D /I  or non-uniform. Uniform quan­
tisation suits the situations where the distribution of the values is even. However,
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this may not always be the case, and usually the param eter values are distributed 
unevenly. In th a t case, the quantisation levels should be determined by taking the 
statistical distribution of the values. For example, in places with a concentration of 
values more levels could be assigned for more accurate representation of the values.
2.4.1.2 Vector Q uantisation
Scalar quantisers are simple and efficient in term s of memory usage. However, in 
term s of achieving more efficient quantisation, vector quantisation performs better 
than  scalar quantisation. In vector quantisation, a group of values are combined in a 
vector and quantised jointly. Vector quantisation can exploit the correlations existing 
between the values, which leads to an improved quantisation efficiency.
If X  is an N  dimensional vector with real valued elements given by
^  ~  [^ij ^2) 2:3, ...ajjv, ] (2 .2 )
it is then mapped onto another N  dimensional real valued vector, y. y  is the quantised 
version of x  typically chosen from a finite set of values, y  =  1 <  i Gj, where
Vi = [yn,yi2,yi3, -yiN]- The set of vectors y  is called a codebook with size C, which 
is usually chosen to  be a power of 2.
Designing a codebook requires optimal partitioning of an N  dimensional space into C  
regions. Each region is represented by a code vector y^ which is generally the centroid 
of the region. Figure 2.2 illustrates partitioning of a two dimensional space.
One of the most popular methods for Codebook design is the Linde Buzo Gray (LEG) 
algorithm [17] which is an iterative algorithm for obtaining optimum partitions and 
code vectors.
W hen the number of bits used for a codebook becomes too large, codebooks for 
LSF quantisation for example, the complexity and storage requirements may render 
the system impractical for implementation. For a vector quantiser consisting of L  
codebook entries with a size of V , the complexity of a full-search is given by:
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a  = N L  = N 2 B (2.3)
where B  is the number of bits allocated. The memory requirement of this system can 
be given by:
M  = N L  = N 2 ^ (2.4)
in words.
For large codebooks, sub-optimal design and search techniques exist. One of the most 
common techniques is Split-Vector Q uantisation (SVQ). In this scheme, the vector is 
divided into sub-vectors, which use their own codebooks. Due to the reduced vector 
size, L, and the number of entries, N ,  each codebook has significantly lower complexity 
and memory requirements. Hence the to tal complexity and memory requirements 
are less than the non-split case. There are, however, disadvantages of this system. 
Since the sub-vectors are treated  separately, the intra-vector correlations cannot be 
exploited properly. Moreover, the splitting of the vector into sub-vectors may not
Ceokolds (CodsbookEatnes)
Figure 2.2: An example of the partitioning of a two dimensional space
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optimal. For example, during LSF quantisation, sometimes an LSF pair corresponding 
to a formant can be split into different sub-codebooks. As a result, quantisation may 
not be very efficient. Finally, the bit allocation scheme for each sub-codebook is fixed 
and can only cater for the perceptual im portance of each value in a limited fashion. 
For example, in a case where all the elements of a sub-vector are of low importance, the 
number of allocated bits remains the same, and as a result the quantisation efficiency 
is lowered.
Another technique which addresses the problems of the SVQ is the Multi-Stage Vector 
quantisation (MSVQ) technique, where the combination of smaller codebooks is used 
to quantise the input vector [18]. In MSVQ, the vectors in each codebook has the 
same length as the input vector, which makes it possible to exploit the intra-vector 
correlations as well as perceptual weighting of the values within each vector. However, 
testing each combination of vectors from each stage can be com putationally very 
complex. Instead, the stage codebooks can be search sequentially, finding the best 
index for each stage and searching for the best one at the next stage, minimizing 
the residual error at each stage. The disadvantage of this m ethod is the fact th a t 
the combination with the lowest intermediate distortion may not result in the lowest 
overall distortion.
An optimum trade-off between complexity and quantisation efficiency can be achieved 
using an M-Best tree search algorithm. In this search technique, M indices of the first 
stage are kept. The residual for each of the M-indices are then searched a t the next 
stage, and again M indices are kept resulting in the lowest distortion. Therefore, at 
each stage the codebook is searched M-times, one for each previously kept M indices. 
This results in M candidate paths giving the lowest interm ediate distortion. Finally, 
the candidate path  resulting in the lowest overall distortion is chosen.
W hen designing codebooks for MSVQ, LEG algorithm can be used on the input 
training set for the first stage and on the residual of the previous stage for the next 
ones. Finally, these codebooks are jointly-optimized using several iterations.
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2.4.2 LP M odelling o f Speech
Linear Predictive Coding (LPC) [19] is one of the most powerful analysis techniques. 
There is usually a significant amount of correlation between successive speech sam­
ples, known as short term  correlations. The amount of short term  correlations depend 
on the characteristics of the speech signal. LPC analysis tries to model these corre­
lations using a short order filter. The filter order is usually 10 for narrowband and 
14 for wideband speech. Due to the modelling of the sample-to-sample correlations 
(formants), the LPC is also called Short Term Prediction (STP). An example of the 
spectrum  of a speech segment and the corresponding formant structure can be seen 
in Figure 2.3.
2.4.2.1 The Source-Filter M odel
The m ajority of low bit-rate speech coders employ a speech production model mim­
icking the human speech production mechanism, and is formed of two parts: the 
excitation and the modulation. Excitation can either be voiced or unvoiced. During 
voiced excitation, the vocal folds open and close at regular intervals, breaking the 
air forced from the lungs into quasi-periodic pulses whose frequency is controlled by
50
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Figure 2.3. An example of speech spectrum  (solid) and the corresponding formant 
structure (dotted)
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pitch. Unvoiced excitation, on the other hand, is caused by turbulent air from the 
lungs. The excitation signal then passes through the vocal trac t which acts as the 
modulation filter. The shape of the modulation filter depends on the positions of the 
tongue, velum, lips and the nasal cavity.
Figure 2.4 shows the popular Source-Filter model which is widely used in speech 
coding [20]. This model is assumed to be linear with independent excitation and 
modulation parts. This way a simple and practical implementation is possible.
2.4.2.2 Linear Prediction
The accuracy of the modelling of the modulation filter in the source-filter model is 
critical for good performance. While there are many different techniques developed 
for the modelling of this modulation filter. Linear Prediction (LP) is the most widely 
used one [22].
In LP, the combined effects of the vocal trac t, glottal flow and the lips represented 
by the time varying filter is modelled as a pole-zero filter whose transfer function is 
given by:
Impulse Train
\oicewUnvoiced 
Selector
Vitrjr'ing
Noise
Gam GGenerator
Output Speech
Figure 2.4: The source-filter speech production model
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J J M  =  =  g ( l  -  E ” i (2.5)
Finding the optimal coefficients for this filter w ith both poles and zeros is a challenging 
task, as it requires complex numerical optimisation techniques [21]. However, this 
filter can be simplified to  an all-pole model with a high-enough order due to the 
human speech production mechanism. Since there are no more than  4 or 5 formants 
in human speech limited to 4 kHz in bandwidth, an 10^  ^order filter is usually sufficient, 
representing each formant with two poles. The p  order all-pole filter transfer function 
is then given by:
H{z) =
G G
E U A(z)
where.
(2 .6)
A{z) = l ~ Ÿ ^ a j Z  ' 
In the sample domain, this equation becomes:
(2.7)
s{n) = Gx{n)  -f Q'js{n — j ) (2 .8)
which is the LPC difference equation, where the output s(n) is expressed as a weighted 
sum of the past outputs, s{n — j ) ,  and the current input, x{n). W ith a finite number 
of coefficients, the predicted values s{n) fails to represent the output s{n) completely, 
resulting in the prediction error e(n) which is also called a residual:
e(n) =  s{n) -  s{n) = s{n) -  ^  ajs{n -  j )
;=i
(2.9)
The main objective here is to determine the optimal coefficients aj which minimizes 
the Mean-Squared Error (MSB), i.e..
m i n E  = e [e^(n)] =  e [(s(n) — s(n))^] =  e
3=1
(2.10)
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where e is the expectation of the residual. The coefficients aj minimizing the to tal E 
can be calculated by taking the derivative of E with respect to  and equating it to 
zero:
—  =  > s(n)s(n — k) — y
N
' = 0  (2 .11)
n = l
Equation 2.11 can be expressed using autocorrelation (/){ij), which leads to:
d E
= (f){0,k)-^^laj( j){0,k)]  = 0 (2.12)
;=1
Although this equation is very complex, due to  the characteristics of the autocor­
relation m atrix, there are efficient algorithms for a solution. The most widely used 
technique is the Levinson-Durbin algorithm [23] which employs a recursive solution.
2.4.2.3 LSF R epresentation of the LP Coefficients
W hen using the LP coefficients ak in speech coders, they have to be quantised and of­
ten interpolated. However, this causes some problems. Since these are the coefficients 
of an HR filter, their sensitivity to small changes is very large. This is especially a 
problem during quantisation where some addition of quantisation noise is unavoidable. 
As a result, the resulting filter may be completely different or even unstable. Lack 
of a stability check for the LP coefficients is an im portant shortcoming in this case. 
Moreover, interpolation between two sets of LP coefficients is very difficult due to 
the unpredictable relation between the filter coefficients and the associated frequency 
response. The result of an interpolation between two sets of LP coefficients may have 
no resemblance to either set.
In order to overcome the difficulties discussed above, an alternative form of represen­
tation for the LP coefficients is required. The most common form of representation 
are the Line Spectral Frequencies (LSF) which are easier to  manipulate, robust to 
small distortions, open to interpolation, and have a stability check. The conversion 
between the LP coefficients and LSF is a lossless transformation.
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LSF have strong relations to  the speech spectrum. For speech sampled at 8kHz, the
LSF are limited to the range (0, 4000) Hz. Two consecutive LSF come closer near
the formant frequencies where their distance depends on the strength of the formant. 
This fact causes the LSF sets to  contain the redundancies in the speech spectrum 
as a result of the correlations between successive speech frames. Another im portant 
property of the LSF is the convenient stability check. The corresponding filter is 
guaranteed to  be stable when the LSF are in an increasing order, i.e. :
0 < L 6 'F i  <L 6 'F2  <  ••• <L S 'F io  <  4000 (2.13)
2.5 Applications of Speech Coding
There are mainly two types of applications of speech coding: Voice Storage and 
Telecommunications. The use for the Voice Storage systems are archiving, or answer 
phones. Telecommunication applications can further be classified as terrestrial and 
satellite systems.
2.5.1 Terrestrial System s
Public Switched Telephone Networks (PSTN), Integrated Services Digital Networks 
(ISDN) and cellular mobile radio systems are all terrestrial voice communication sys­
tems. The first generation PSTN employed the ITU G.711 companded PCM  at 64 
kbps [9]. Later it was replaced by a more efficient version, the ITU G.721 ADPCM  at 
32 kbps [10]. As the number of subscribers grew and more bandwidth efficient coding 
was required, the ITU G.728 Low Delay Code Excited Linear Prediction (LD-CELP) 
at 16 kbps [15] was introduced. Then the ITU G.729 at 8 kbps [16] was developed, 
producing near toll quality with a higher delay due to the 10 ms frame sizes.
In ISDN, speech and data  are integrated, using two channels a t 64 kbps for data, 
voice or video, and one control channel at 16 kbps.
Cellular telephony is a major application area for speech coding with a very large 
number of subscribers on a limited-bandwidth radio link. The speech coders to  be
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used must provide good speech quality under a high BER, with delay kept reasonably 
low. The GSM standard which was set up by the European Telecommunication 
Standards Institu te (ETSI) in 1988 employs the GSM Full Rate (FR) [24] operating 
at 22.8 kbps gross rate  with 13 kbps used for speech coding and the rest for channel 
coding. There is also the ETSI Enhanced Full R ate (EFR) [25] coder with better 
speech quality than the GSM FR, and operates a t 22.8 kbps gross rate with 12.2 kbps 
used for speech. The Half-Rate GSM (HR-GSM) [26] operates at 11.4 kbps with 5.6 
kbps used for speech, although EF and EFR are used more frequently. Finally, the 
Adaptive M ulti-Rate (AMR) standard [27] has been introduced operating a t a gross 
rate of 22.8 kbps or 11.4 kbps.
2.5.2 Satellite C om m unications
Satellite systems are mainly used for long distance communications since they have 
wide area coverage and allow point-to-point and point-to-multi-point connection. The 
International Telecommunications Union (ITU) defines three main types of satellite 
services. These are the Fixed Satellite Service (FSS) which provides television, relay, 
telephony and data  communication services to  fixed earth  stations, the Mobile Satel­
lite Service (MSS) which provides services such as maritime, aeronautical or land to 
fixed and mobile terminals, and Broadcast Satellite Service (BSS) which broadcasts 
television and radio services to home users.
The highly erroneous and bursty channel as well as long delays are the main problems 
of the satellite systems. FSS and BSS require broadcast audio quality and therefore 
provide high bit rates, generally more than  32 kbps. MSS systems, on the other hand, 
use lower bit-rate systems. One of the main standards for MSS is the Inm arsat-M  
Improved M ulti-Band Excitation (IMBE) [28] speech coder operating at a gross rate 
of 6.4 kbps with 4.15 kbps used for speech coding. The Iridium system, which is a 
constellation of 66 low earth orbit satellites providing telephony and da ta  services 
from any location on Earth, use an improved version of this coder.
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2.6 Standardisation
Since the 1960s, there has been a large amount of research activity in the field of 
speech coding, resulting in a large number of speech coding algorithms. At first, 
many companies developed and employed their own speech coders in their products 
and private networks. W ith the use of speech coders becoming publicly available in 
telecommunications service, the necessity of making speech coders compatible with 
one another has arisen. By standardisation, it has also been possible for equipment 
manufacturers to  combine their research efforts and also compete with each other, 
resulting in lower prices. A number of standardisation bodies exist which set require­
ments for the next generation systems, and choose the speech coder catering for these 
requirements best as the new standard. Table 2.3 shows some of the well known 
coding standards for telephone band speech.
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Standard Year Algorithm Bit rate* MOS** Delay***
G.711 1972 Companded PCM 64 4.3 0.125
G.726 1991 VBR-ADPCM 16/24/32/40 toll 0.125
G.728 1994 LD-CELP 16 4 0.625
G.729 1995 CS-AGELP 8 4 15
G.723.1 1995 A/M P-M LQ GELP 5.3/6.3 toll 37.5
ITU 4 - - 4 toll 25
GSM FR 1989 RPE-LTP 13 3.7 20
GSM E FR . 1995 AGELP 12.2 4 20
GSM/2 1994 VSELP 5.6 3.5 24.375
IS54 1989 VSELP 7.95 3.6 20
IS96 1993 Q-CELP 0.8 /2 /4 /8 .5 3.5 20
JDC 1990 VSELP 6.7 commun. 20
JD C /2 1993 PSI-CELP 3.45 commun. 40
Inmarsat-M 1990 IMBE 4.15 3.4 78.75
FS1015 1984 LPG-10 2.4 synthetic 112.5
FS1016 1991 CELP 4.8 3 37.5
New FS 2.4 1997 MELP 2.4 3 45.5
Table 2.3: A comparison of some telephone band speech coding standards
* Bit rate is given in kbps.
** The MOS Figures are obtained from different formal subjective tests using different 
test material. The MOS figures given here are for guidance only.
*** Delay is the to tal algorithmic delay, i.e. the frame length and look ahead, and 
given in milliseconds.
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2.7 Conclusion
The three main types of speech coding schemes (waveform coding, hybrid coding and 
param etric coding) have been mentioned. The research presented in this thesis falls 
into the category of param etric coders. Moreover, the main factors regarding the 
design of speech coding systems have been presented. Due to  their conflicting nature, 
the design process usually involves an optimum trade-off between the criteria depend­
ing on the application requirements. The main application areas for speech coding 
have been discussed briefly along with the main standards used in the telecommunica­
tions area. Finally some fundamental concepts in speech coding have been presented. 
The source-filter speech production model is a widely used model in speech coding for 
a param etric representation of speech signals. Using linear prediction for modelling 
the vocal tract, most of the short-term  correlations can be removed. As a result of 
using LPC analysis, a considerable amount of speech information can be represented 
by a small number of filter coefficients. The param eters obtained during the analysis 
of speech have to be quantised for transmission or storage. Efficient quantisation is 
im portant for lowering the required bit-rate w ithout compromising the quality. Es­
pecially in low bit-rate speech coding, joint-vector quantisation of param eters is an 
effective way for improving the quantisation efficiency, as will be discussed in the next 
chapters. W hen the vector sizes become too large, due to the increased complexity, 
MSVQ schemes can be used for practical considerations.
Chapter 3
Low B it-R ate Speech Coding
3.1 Introduction
Efficient transmission and storage of speech signals can be attained with the knowledge 
of the human speech production and perception system. The capabilities of the speech 
production system limit the possible speech waveforms and not all the details of a 
speech waveform are necessary perceptually. This argument leads to an efficient speech 
compression method where the speech signal is analysed in order to  find suitable 
param eters for the linear speech model. These param eters are then transm itted  across 
the communication channel and are used in the synthesis of speech using the linear 
speech model. Speech coders which follow this m ethod are called param etric coders 
or vocoders (from voice coders). W ith sufficient param eter update rate, much of the 
information in the original speech signal can be reproduced by the synthesizer.
Sinusoidal coders trea t the speech signal as a sum of sinusoidal waves [29] and try  to 
extract the features describing the sinusoidal waves in order to code the input speech. 
Moreover, although not necessary in principle, incorporating the param etric speech 
coding approach into their coding schemes enables the sinusoidal coders to encode 
speech at much lower rates.
W^hen further bit reductions are necessary, additional techniques must be developed 
in order to m aintain the speech quality. In this chapter, after a brief discussion of
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common vocoding algorithms, some techniques th a t have been developed for achieving 
improved quantisation efficiency are presented.
3.2 Vocoder M odels
3.2.1 Channel Vocoder
Channel Vocoder [30] was presented in 1930s and was the first practical vocoder. 
10 frequency channels are used as a bank of bandpass filters, and the vocal trac t is 
modelled by the average power in each frequency channel. The excitation signal to the 
filter bank is controlled by a voicing decision making the excitation either random noise 
or periodic pulse train  whose period is determined by a pitch value. Since the human 
hearing system is generally considered to  be insensitive to the phase information 
of the speech signal, this information was discarded in the channel vocoder. The 
channel vocoder suffered poor speech quality due to the technological limitations 
at the time. However, the advances in signal processing devices has allowed more 
successful versions of the channel vocoder later [31].
3.2.2 Formant Vocoder
The Formant Vocoder [32] is based on the Channel Vocoder. Instead of using fixed 
frequency channels, the formant vocoder transm its the frequencies and bandwidths of 
the formants in the speech spectrum. In this way, the speech spectrum  is modelled 
more accurately and therefore the synthesized speech has better quality. Moreover, 
since the human speech generally contains 3 or 4 formants, the required number of 
bits is also reduced. The main problem with the Formant Vocoder lies in the reliable 
estimation and tracking of the formants which results in annoying errors.
3.2.3 LPC Vocoder
The shortcomings of the Formant Vocoder as a result of the difficulties in the formant 
estimation and tracking can be avoided by using more poles to describe the entire
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speech spectrum. Linear Predictive Coding (LPC) vocoders [33, 34] are based on 
this principle and use an all-pole linear predictive filter to  model the speech spectrum  
whose transfer function is given by Equation 3.1.
^  1 -  E U
Due to the all-pole nature of the LPC filter, representation of zeros, for example in 
nasal sounds, can be problem. This is usually overcome by using a sufficiently high 
order for the filter which allows approximation of the zeros. As discussed in Section
2.4.2, there are efficient algorithms for the com putation of the filter coefficients. As a 
result of all these, using LPC modelling in speech coding is common. Some example 
speech coders using LPC modelling are the LPC-10 US Federal Standard coder [35], 
MELP [36] and the SB-LPC vocoder [37].
3.2.4 M ixed E xcitation  Linear P rediction  (M ELP) Coder
The MELP coder [36] aims at more-robust LPC synthesis by using mixed excitation. 
It also incorporates aperiodic pulses, adaptive spectral enhancement for matching 
formant waveforms and a pulse dispersion filter for matching the natural excitation 
characteristics more efficiently.
MELP uses a m ixture of pulses and noise as the excitation signal in each frequency 
band. The pulse train  and the noise sequence are passed through separate spectral 
shaping filters and then added together to give the final full-band excitation.
Additionally, the use of aperiodic pulses is introduced in order to remove the buzziness 
caused by the erratic glottal pulses. This is done by adding uniformly distributed jitte r  
to pulse positions. •
Moreover, an adaptive spectral enhancement filter is used in order to prevent the 
prem ature decaying of the synthetic waveform in formant regions so th a t a better 
match to the natural speech waveform can be achieved. The pulse dispersion filter, 
on the other hand, improves the match of between the synthetic and natural waveforms 
in the frequency bands without a formant resonance.
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3.2.5 W aveform Interpolation Coding
Waveform Interpolation (WI) coders are based on the fact th a t the excitation wave­
forms will be similar from one pitch period to the next due to  the slowly evolving 
nature of the speech waveform [38, 39]. Therefore, these excitation waveforms can be 
extracted at a slower rate and interpolation can be used during synthesis.
The linear speech model is used by the W I coders at low bit rates. Additionally, the 
input waveform is decomposed into a slowly evolving waveform (SEW) and rapidly 
evolving waveform (REW) by a low-pass and high-pass filter. The SEW represents 
the excitation with quasi-periodic nature, i.e., voiced excitation, while the unvoiced 
excitation is represented by the REW.
3.2.6 Sinusoidal Coding
In sinusoidal coding, the speech signal is modelled as a sum of sine waves as in 
Equation 3.2.
=  (3.2)
where is the number of sine waves for the kth. frame and yf =  represents
the Ith. complex am plitude [29], with A f  being the magnitude, and 9f being the phase.
Estim ating the sine wave param eters in order to reconstruct a speech signal which 
is close to the original one is very difficult unless the speech signal is stationary. 
Although speech is non-stationary, it is generally considered to  be quasi-stationary 
over short segments (typically 5-20 ms) [40]. For this reason, speech frames are formed 
by windowing the input speech signal prior to analysis. It is also assumed th a t the 
frequencies of the sine waves are multiples of the fundamental frequency (o;f = IuJq).
Sinusoidal coders generally use the following parameters:
•  Pitch is the lag between periodic excitation pulses.
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•  Voicing defines which harmonic components have periodicity. The excitation for 
voiced harmonics is modelled as periodic pulses while th a t of the unvoiced ones 
is modelled as noise.
•  Linear Prediction Coefficients (LPC) are the coefficients of the all pole filter 
representing the human vocal trac t shaping the excitation. For an easy filter 
stability check and enabling predictive coding, LPC are usually converted into 
other forms prior to  quantisation such as Line Spectral Pairs (LSP) or Line 
Spectral Frequencies (LSF) [41].
•  Harmonic Amplitudes are the amplitudes of the harmonic components. They 
compensate for the limitations of LPC modelling of the spectral envelope.
•  Energy is the energy of the speech signal or the LPC residual signal depending 
on the implementation.
•  Phases are the phases of the complex amplitudes. They are usually not trans­
m itted at low bit rates due to  the fact th a t human ear is mostly insensitive to 
phase. ^
Synthesizing speech from the sinusoidal model param eters is challenging since dis­
continuities might occur between the frames having different sine wave param eters. 
One solution to this problem is interpolating the amplitudes, phases and frequencies 
from one frame to another [29]. Although this technique works well for well-behaved 
signals, a more generalized solution involving the birth  and death of sine wave tracks 
is developed to handle complex cases.
A simpler technique to  overcome discontinuities is synthesizing speech using the pa­
rameters from the previous frame and the current frame. The two synthesized signals 
are then overlapped and added together using a weighted windowing function, such 
as the Hanning or Hamming windows [2].
3.2.6.1 M ulti-Band Excitation Vocoder
One of the main problems with the LPC vocoder is the buzziness in the output speech. 
The M ulti-Band Excitation (MBE) vocoder [42] addresses this issue by treating the
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voiced speech as a sum of sine waves instead of a simple pulse excitation. W ith this 
approach, an individual voicing decision can be made for each sine wave. The resulting 
signal therefore contains a m ixture of periodic and noise-like signals simultaneously, 
resulting in higher speech quality than  conventional vocoders.
The MBE assumes the sine waves to  be harmonics of a single fundamental frequency, 
represented by the pitch of the input signal. Once the pitch value is determined, 
the harmonics of the sine waves in the frequency domain can be found. Using the 
harmonic locations,the speech spectrum  is divided into a number of harmonic bands 
each with a separate voicing decision. Finally, the pitch value, and the voicing decision 
and amplitudes for each harmonic are transm itted along with phase information. 
Later, the Improved M ulti-Band Excitation (IMBE) vocoder [28] was presented. In 
IMBE, the harmonic bands are combined into groups of three bands for bit reduction. 
Moreover, the phase information is not transm itted but replaced by a phase generator 
at the synthesizer as this is found to be sufficient for perceptual quality.
3.2.6.2 Split-Band LPC Coder
The Split-Band Linear Predictive Coding (SB-LPC) vocoder is a sinusoidal coder 
developed a t the University of Surrey, and produce high quality speech a t low bit 
rates [37]. The SB-LPC encoder performs param eter extraction with frames of 10 ms 
(4.0 kbps version) or 20 ms (1.2 and 2.4 kbps version) [43].
The param eters extracted for each frame are as follows:
•  10^  ^ order LP coefficients
•  Pitch period
• Voicing cut-off frequency
•  Spectral amplitudes
• Speech energy
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In the SB-LPC coder, instead of sending many bits for the voicing statuses of each 
harmonic, a simple voicing cut-off frequency is used. This cut-off frequency divides 
the speech spectrum  into two bands. All the harmonics below this frequency are 
declared voiced and all the ones above this are declared as unvoiced. The position of 
the cut-off frequency is determined by using 8 values, 1 for the unvoiced case and the 
remaining 7 for the mixed voiced case, and is optimized using complex methods so 
th a t this does not result in loss of quality.
3.2.6.3 Performance of Sinusoidal Coders
Sinusoidal coders and CELP coders are the most common speech coders at medium 
to low bit rates. Each scheme has their own strengths and weaknesses.
Since CELP is a hybrid coder, it tries to m atch the original speech waveform, and 
produces speech time-aligned with the original. As a result, the phase information 
is implicitly retained, taking up bandwidth. In sinusoidal coders, on the other hand, 
phase is not transm itted but generated a t the decoder. Since human hearing system 
is generally considered to  be insensitive to  phase variations, this does not cause any 
problems but enables bit savings.
The speech production model of the CELP coders is less specific than  th a t of the 
sinusoidal coders. Due to the limitations of the speech production model of the 
sinusoidal coders, such as the requirement th a t all the sine waves be harmonically 
related for voiced speech, not all types of input speech signals can be represented 
fully. Accurate param eter extraction becomes very im portant in such situations for 
the sinusoidal coders to operate efficiently. On the other hand, CELP coders are 
more resilient to  input speech variations due to their a ttem pt to  m atch the original 
waveform. This is especially useful in the presence of background noise in which case 
CELP coders usually represent the speech and noise better.
CELP coders do not transm it explicit voicing information, whereas sinusoidal coders 
require voicing parameters. Although this information may require a lot of bits, using 
simpler representation methods, such as split band voicing, reduces this to a small 
number w ithout quality loss.
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The spectral envelope is represented by the spectral amplitudes obtained directly 
from the input speech in sinusoidal coders whereas Linear Prediction is used in CELP 
coders for vocal trac t modelling. However, using an all-pole filter in sinusoidal coders 
is also possible and can lead to significant bit savings.
Overall, at low bit rates, sinusoidal coders can produce better speech quality than 
CELP coders provided th a t the param eters are estimated accurately.
3.3 Efficient Parameter Quantization
For low bit-rate coding, in addition to  using a param etric speech model, efficient 
quantisation of param eters is also necessary. One simple approach to this is to update 
the param eters less frequently. For example, the param eter update rate  of the 4 kbps 
SB-LPC vocoder is 10 ms, while it becomes 20 ms with the 2.4 kbps version.
Further coding efficiency can be achieved by using the fact th a t the characteristics of 
the speech signal generally evolves slowly over time. As a result, the speech param eters 
of neighbouring frames are not the same but similar with correlations between them.
One of the popular ways for exploitation of inter-frame correlation is using prediction. 
In this method, rather than  using the param eter to  be quantised directly, the residual 
value after prediction is used. If the prediction is good enough, then the residual 
should contain little information and thus need fewer bits for quantisation.
If the param eter to be quantised is y  and the prediction value is ÿ, the residual value 
r is calculated as:
'r =  y - y  (3 .3)
For the LSF vector, this is done on each param eter. For more convenience, it is 
customary to remove the mean beforehand. Thus Equation 3.3 can be rew ritten as:
rk = ^ k -  Xk (3.4)
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where x  is the mean-removed version of y  and the subscript k  is used for each index 
of the LSF vector. Note th a t Equation 3.4 is a more generalized version of 3.3. 
Continuing with the generalized version, the decoded values are then given by:
X k ^ h P X k  (3.5)
where f  is the quantised residual vector r. As can be seen from this equation, knowl­
edge of X, the predicted value, should be available at the decoder. This is usually 
achieved by making the prediction dependent on the previously decoded values:
(3X^ 1
The prediction factor ak can be calculated and optimized using a large speech da­
tabase. The performance can be increased by using a higher order prediction, and 
hence more past values, at a slight expense of memory.
The m ajor drawback of using prediction is the increased error sensitivity. In case of 
an error, the decoded value will be affected by this which will in tu rn  the decoded 
value in the next step and the error will propagate indefinitely.
In order to  decrease error sensitivity, the prediction can be performed on the quantised 
residual h -  This is called a Moving Average (MA) predictor. In a first order MA 
predictor, the decoder is given by:
(3.7)
As with ordinary prediction, higher order MA can be used for increased efficiency. 
Although MA is not as efficient as ordinary prediction, in case of an error only the 
current and the same number of future frames as the order of the MA will be affected.
3.3.1 U se o f M etafram es
The shortcoming of prediction is the fact th a t it is a one-way process. More quanti­
sation gains can be achieved if both backward and forward correlations are exploited
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simultaneously. This can be achieved by relaxing the delay constraint slightly and 
combining several consecutive frames together. This enables the quantisation of sev­
eral param eters jointly in a fixed block, called a superframe or a metaframe. Signifi­
cant quantisation gains be achieved using joint-quantisation of param eters, although 
this technique leads to  an increase in delay due to the buffering of several frames. 
For a metaframe using 3 frames of 20 ms, the extra delay is 40 ms.; similarly, for a 
metaframe using 4 frames of 22.5 ms, the extra delay is 67.5 ms.
Next, three speech coders are presented briefiy which operate at 2.4 kbps and use 
metaframes and joint-quantisation techniques to  reduce the bit ra te  to 1.2 kbps or 
lower.
3.3.1.1 M ELP Based Coding o f Speech at 2 .4 /1 .2 /0 .6  kbps
The MELP Coder, as discussed in previously in Section 3.2.4, extracts param eters 
using frames of 22.5 msec, and quantises them  using 54 bits in total, thus operating 
at 2.4 kbps. The bit allocation scheme of the MELP coder a t 2.4 kbps can be found 
in Table 3.1.
LPC Coefficients (10 LSPs) 34
Gain (2 per frame) 8
Pitch and Overall Voicing 7
Bandpass Voicing 5-1
Aperiodic Flag 1
Total 54 bits /  22.5 msec
Table 3.1: The bit allocation table for the MELP at 2.4 kbps
In order to lower the bit-rate of the MELP from 2.4 kbps to  1.2 kbps, a multi-frame 
version has been proposed in [44]. In this scheme, three consecutive frames of 22.5 
msec are grouped together and jointly quantised for better coding efficiency. Moreover, 
the statistical properties of the voiced (V) and unvoiced (U) frames are also taken 
into account in order to better exploit the metaframe structure.
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The LSF vector of an unvoiced frame are quantised using 9 bits whereas 25 bits are 
used for a voiced frame when the there is only one voiced frame in the metaframe or all 
the frames are unvoiced. W hen there are a t least two voiced frames, however, the LSF 
vector of the last frame is quantised first. For the remaining vectors, a simultaneous 
forward and backward prediction scheme is employed using the quantised LSF vectors 
from the last frames of the current and previous metaframes. 4 bits are used for the 
prediction coefficients and further 14-26 bits are spent on the joint quantisation of the 
two residual vectors.
The pitch and voicing param eters are also jointly quantised using mode selection based 
on the voicing combination. 12 bits are used for the coding of the pitch values when 
all the frames are voiced, while 9 bits are used when there are two voiced frames. For 
a single pitch value scalar quantisation is used.
A summary of the bit allocation scheme of the M ulti-Frame MELP operating a t 1.2 
kbps is given in Table 3.2. The output speech quality is reported to be close to  th a t 
of the MELP at 2.4 kbps [45].
Param eter V W
UVV
VUV
V W
UVV
UVU
v u u
UUU
Pitch & UV 12 12 12 12 12
LSFs 43 43 39 43 27
Gains 10 10 10 10 10
Bandpass Voicing 6 4 4 2 0
Fourier Magnitudes 8 8 8 8 0
Aperiodic Flag 1 1 1 1 0
Synchronization 1 1 1 1 1
Error Protection 0 2 6 4 31
Total 81 81 81 81 81
Table 3.2: The bit allocation table for the MELP at 1.2 kbps 
Later, a 600 bps version of the MELP coder has been proposed in [46]. In this version.
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four frames are combined in a metaframe, and joint quantisation of param eters is used 
extensively across the 6 different encoding modes defined by the voicing statuses of 
the frames. The LSF vectors are combined into 2 sub-vectors and each of them  is 
quantised jointly using MSVQ. Pitch values are first smoothed and then quantised 
using 5 bits for a single value and 3 bits for any additional values showing the pitch 
trajectory. 5 bits are used for the U /V  decisions with additional constraints on the 
bandpass voicing pattern  not allowing more than one transitions.
Table 3.3 gives the bit allocation table for the MELP coder operating at 600 bps. The 
quality is reported to be below the 1.2 kbps version but better than the LPCIO at 2.4 
kbps [46].
Param eter Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
Pitch & UV Decisions 0 6 8 8 8 8
Parity 0 0 0 0 0 0
LSFs 36 30 30 30 30 32 .
Gains 13 13 11 11 11 9
Bandpass Voicing 5 5 5 5 5 5
Total 54 54 54 54 54 54
Table 3.3: The bit allocation table for the MELP at 600 bps
MELP vocoder operating at 2.4 kbps has been chosen as the U.S. Federal S tandard 
by the Departm ent of Defense [11]. After tha t, MELP vocoder operating at 1.2 kbps 
became the NATO military standard [44]. Finally, in 2005 the 600 bps version of the 
MELP vocoder was added to  the NATO standard STANAG-4591 [46].
3.3.1.2 H SX Speech Coder O perating at 2 .4 /1 .2  kbps
The Harmonic & Stochastic Excitation (HSX) Speech Goder is a linear prediction 
based speech coder with mixed excitation [47]. It divides the spectrum  into two 
bands defined by a time-varying cut-off frequency where the excitation is composed 
of a pulse train  in the lower frequencies and noise in the upper ones. The HSX Speech
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Coder uses frames of 22.5 ms each. The bit allocation for the 2.4 kbps version can be 
found in Table 3.4.
Voicing Cut-Off Frequency Scalar Quan. 2
Pitch (log) Scalar Quan. 6
Energy Vector (4 values) Predictive Vector Quan. 7
Energy Control 1
LPC Filters (2*12 LSFs) Split-Vector Differential Quan. 37
Synchronization 1
Total 54 bits /  22.5 msec
Table 3.4: The bit allocation table for the HSX Coder a t 2.4 kbps
In order to  lower the bit-rate of the HSX coder from 2.4 kbps to 1.2 kbps, three 
consecutive frames are combined together to  form a metaframe of 67.5 msec [48, 49]. 
In this scheme, some of the least frequent voicing configurations are replaced by more 
frequent ones, and the remaining voicing cut-off values are jointly vector quantised. 
For the quantisation of pitch and energy values, some values are not transm itted  but 
reconstructed using interpolation/extrapolation a t the decoder. A summary for the 
bit allocation of the HSX coder operating a t 1.2 kbps is given in Table 3.5 which is 
reported to have the quality similar to the version a t 2.4 kbps.
3.3.1.3 SB-LPC Vocoder Operating at 2 .4 /1 .2  kbps
The 2.4 kbps version of the SB-LPC vocoder extracts and quantises pitch, voicing, 
energy, LSF and spectral amplitudes param eters using frames of 20 ms. A 1.2 kbps 
is also developed by combining 3 consecutive frames into a metaframe of 60 ms and 
using joint-quantisation techniques for improved quantisation efficiency [37, 50].
The pitch values and voicing statuses of the metaframe are quantised together. Addi­
tionally, voicing cut-off frequencies are combined into a vector and jointly quantised 
using 3 bits. A vector consisting of the energy values is formed. The average energy
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Voicing Cut-Off Frequency Vector Quan. 5
Pitch (log) Scalar Quan. 6
1^ * Energy Vector (3 values) Predictive Vector Quan. 6
2”  ^ Energy Vector (3 values) Predictive Vector Quan. 6
Energy Decimation Scheme 2
I'Z LPC Filters (10 LSFs) Split-Vector Differential Quan. 18
2nd LPC Filters (10 LSFs) Split-Vector Differential Quan. 18
3rd LPC Filters (10 LSFs) Split-Vector Differential Quan. 17
LPC Decimation Scheme 2
Synchronization 1
Total
.
81 bits /  67.5 msec
Table 3.5: The bit allocation table for the HSX Coder a t 1.2 kbps
value is quantised using 6 bits and the remaining energy shapes are jointly quantised 
using an additional 6 bits.
For the 1.2 kbps version 2 sets of LSF param eters are extracted each using a 30 ms 
window. They are then quantised using 22 bits each with an MSVQ quantiser. The 
spectral amplitudes are not transm itted in the 1.2 kbps version and are set to  unity 
at the decoder.
The output speech quality is reported to be acceptable although it is below th a t of 
the 2.4 kbps version (mostly due to  the spectral amplitudes being unity). The bit 
allocation schemes of the 2.4 and 1.2 kbps versions are given in Table 3.6.
3.3.2 Variable B it-R ate Coding
Another method for lowering the overall bit-rate of speech coders is the variable bit- 
rate coding method. In a variable bit-rate coder, different modes are defined, and 
instead of transm itting the param eters at a full rate in each mode, reduced bit rates 
are used in some modes. If the network allows such a coding scheme, for example
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Bit Rate 2.4 kbps 1.2 kbps
Update Rate 20 ms 60 ms
LPC 21 44
Pitch 7 3 6 3
Voicing 3 3
RMS Energy 7 64-6
Spectral Magnitudes 9 0 0 0
Synch. Bit 1 1
Total 48 72
Table 3.6: The bit allocation table for the SB-LPC at 2.4 and 1.2 kbps
EVRC-B for cdma2000 [67],it results in a much lower bit-rate on the average than 
using a fixed bit-rate for all the modes.
In general, the bit rate can be controlled in two ways [51]:
•  by the network: The data  rate is controlled by an external signal, generally
depending on the traffic levels.
• by the source: The short-term  characteristics of the input speech is analysed
and the data  rate is determined depending on this analysis.
An example of the network-controlled variable b it-rate coding is Variable R ate CELP 
codec (VR-CELP) for Adaptive M ulti-Rate (AMR) speech coding by Heinen et al. 
[52]. In this codec, when the network conditions worsen, a lower bit-rate speech codec 
is used, and more bits can be allocated for error protection. This particular codec 
uses 4 modes operating a t 6.1, 8.1, 9.5 and 13.3 kbps. Bit rate is varied by changing 
the number of bits allocated for excitation coding. As a result, robustness against 
transmission errors can be attained at a cost of a slight decrease in the reconstructed 
speech quality under bad network conditions.
Another example for network-controlled variable b it-rate coding is the multi-mode 
variable rate CELP coder by Lupini et al. [51]. An external signal is used to switch
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between rates of 4, 8 and 16 kbps. The interesting thing about this coder is the fact 
tha t, assuming the network is error free, it can be used in a source-controlled fashion, 
too. In this operation, first a Voice Activity Detector (VAD) is employed in order to 
determine whether the speech frame is composed of active speech or not. For speech 
active frames, the first order prediction gain values a t the pitch lag are computed over 
smaller subframes. They are then compared against several thresholds and m ajority 
voting is used for the final decision. 16 kbps is used for high prediction gain values, 
8 kbps for lower ones and 4 kbps for the lowest ones. For silent frames, which are 
detected by the VAD, a 925 bps configuration is used. This variable-rate coder is 
reported to operate at an average rate of 8 kbps and the speech quality is almost 
similar to  the same coder operating at a fixed rate of 16 kbps [51].
A nother way to determine the coding rate is to  use phonetic segmentation. This is 
a more complex bu t efficient method than the one described above [51]. Phonetic 
segmentation takes the differences among the speech frames into account and clas­
sifies them  according to some phonetic criteria. For each class, coding requirements 
may vary; therefore different coding schemes are employed. In these schemes, the 
param eters required for perceptual quality are emphasized and coded usually with 
more bits while other bits which are not so im portant are de-emphasized and coded 
with less bits. Further bits may be gained if there are some param eters which need 
not be transm itted at all.
In [53] such a coding paradigm is applied to the Vector Excitation Coder (VXC) 
resulting in the reduction of the bit-rate from 4.8 kbps to 3.45 kbps. Since the most 
common example of phonetic distinction is voicing [53], speech frames of 11.25 ms long 
are classified into voiced, unvoiced and onset categories. The voiced category is further 
divided into low pass voiced, transient voiced and steady-state voiced subcategories. 
Similar classification methods are used in most variable b it-rate coders [55]-[59]. For 
example, in [55], the speech frames are classified into and coded according to the 
following categories:
• The Noise Mode: This is the mode for the parts with no speech. This mode is 
coded with the lowest bit-rate.
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•  The Unvoiced Mode: In the unvoiced mode, the LSF param eters are coded at 
a lower bit-rate and the pitch value is om itted due to the lack of periodicity.
• The Voiced/ Transient Mode: This mode has the highest bit rate in order to rep­
resent the rapid changes in the speech characteristics. The spectral information 
and the pitch values need to be coded accurately along with accurate timing 
and energy information.
•  Steady-State Voiced Mode: This mode is for the parts of speech where the char­
acteristics evolve slowly from one frame to another. Due to the high correlations 
between the neighbouring frames, prediction between the frames can be used to 
increase the coding efficiency.
In summary, efficient param eter coding is possible using variable bit-rate coding tech­
niques where the speech frames are classified according to being either voiced or 
unvoiced and also according to  having rapid changes or steady-state characteristics. 
By transm itting only the required param eters and by adjusting the coding accuracy 
according to  the characteristics of the param eters in each mode, it is possible to lower 
the bit-rates of speech coders while maintaining the output speech quality.
3.4 Use of Phonem es
Phonemes are basic distinctive units of speech [60]. Phonemes are the result of the 
articulatory features which arise from the combination of vocal fold and vocal trac t 
configurations. The vocal fold features are whether the folds are open or vibrating. 
The vocal trac t configuration, on the other hand, takes into account the position 
and shape of the tongue, velum and lips. These configurations, however, are not 
entirely precise, but rather are affected by neighbouring phonemes, speaking rate  and 
emphasis.
Phonemes can be classified into the following groups:
•  Vowels: Vowels are the largest phoneme group. Depending on the position of
the tongue, vowels can be further classified as front, central or back vowels.
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A quasi-periodic air flow through the vocal folds vibrating at a fundamental 
frequency is the characteristic source for vowel production. Although each vowel 
corresponds to a specific configuration, the same vowel can vary a lot when 
spoken by different speakers due to the variances in the vocal trac t length and 
cross-section. Examples are /a h /  as in “bu t” and /o y / as in “boy” .
•  Nasals: During the production of nasals the source is quasi-periodic air pulses. 
As for the vocal tract, the velum is lowered, constricting the oral cavity. As 
a result, much of the air flows through the nasal cavity. The large volume of 
the nasal cavity causes low resonances with a large bandwidth due to the high 
viscose losses. The closed oral cavity also contributes its own resonances which 
cause anti-resonances by absorbing acoustic energy. Examples of nasals are /m /  
as in “m other” and / n /  as in “now” .
•  Fricatives: Fricative consonants can be either voiced or unvoiced. The source 
for the unvoiced fricatives is turbulent air flow through a constriction. The 
vocal folds are relaxed and non-vibrating in this case. The prim ary factor af­
fecting the spectral properties of the fricatives is the location of the constriction 
which divides the vocal trac t into front and back cavities, and the resulting 
filter characteristics. The voiced fricatives possess similar noisy sources and 
constriction-affected spectrum characteristics with the addition of a simultane­
ous vocal fold vibration. Examples are / s /  as in “sea” (unvoiced fricative) and 
/ z /  as in “zone” (voiced fricative).
•  Plosives: Plosives come in pairs as being voiced and unvoiced plosives. During 
the production of plosives, a to tal constriction occurs which results in a pressure 
build-up. During this build-up no sound is radiated. This is followed by a burst 
of air within a very short time. In unvoiced plosives, such as / g /  as in “goal” , 
the vocal folds do not vibrate. In voiced ones, such as / k /  as in “key” , vocal 
fold vibration occurs, which causes a low-frequency vibration due to the closed 
oral cavity.
•  Semi-Vowels. These are very similar to vowels with quasi-periodic excitation. 
Glides, such as /w /  as in way , usually occur before a vowel or between two
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vowels and are characterized by a fast formant transition. Liquids, such as / r /  
as in “ray” , are similar but are produced with a very specific tongue shape.
• Affricates: These are similar to fricatives. However, an oral cavity constriction 
occurs before them, as in plosives. Therefore affricates are considered to be 
a combination of plosives and fricatives, characterized by a rapid transition 
between them. There are two affricate phonemes: / j h /  as in “joke” which is a 
< combination of / d /  and /z / ;  and /c h /  as in “choke” which is a combination of 
/ t /  and /s / .
Although phonemes have distinct features, their properties are nevertheless affected 
by the neighbouring phonemes. Due to the nature of the human speech production 
system, the vocal folds or vocal trac t elements cannot move from one configuration 
to another instantaneously. In addition to  this dependency on the past states, there 
is also a dependency on the future ones since the brain anticipates the future config­
urations in order to make transitions easier. This phenomenon is known as “coartic­
ulation” [60].
Phonemes exhibit a great deal of speech properties, but there are also longer-term 
variations in speech which affect the meaning, stress and emotion in a sentence. These 
changes in pitch (intonation), amplitude (loudness) and timing (rate of articulation or 
rhythm ) are called prosody . For example, in a question the pitch contour increases 
towards the end whereas in a declarative statem ent it tends to  drop at the end of the 
sentence.
Phonemes are widely used in synthesizing speech from text, recognizing speech and 
very low bit-rate coding.
3.4.1 Text-to-Speech Synthesis
Although Text-to-Speech (TTS) synthesis systems are beyond the scope of this work, 
there are a few key concepts worth mentioning here.
Basically, TTS systems aim to  produce highly intelligible and natural sounding speech
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from text inputs [20]. There is usually a front-end, which converts the words to  phone­
mes and also try  to extract prosody information using complex linguistic algorithms.
One of the methods of synthesizing speech using phonemes is by concatenating the 
relevant waveforms. In order to preserve naturalness and intelligence as much as 
possible, waveforms are concatenated at their most stable points, which is usually the 
mid-points of the phonemes. This results in the use of “diphones” , formed by halves 
of two phonemes, from a fixed inventory. The prosody information is then added to 
the waveform by complex time and frequency domain modification techniques.
In order to cope with the lack of naturalness in limited corpus based synthesis systems, 
use of a very large database with a unit selection criteria has been proposed. At each 
step, a concatenation cost is calculated for each speech unit stored in the database. 
Finally, prosody modification is carried out on the concatenated speech. If the target 
u tter
Finally, in HMM-Based speech synthesis, each phoneme is modelled using a three- 
state Hidden Markov Model (HMM) [61]. Depending on the phoneme states, a set of 
param eters are extracted which can then be used for synthesizing speech.
3.4.2 Phonem e-B ased Speech Coding
There have also been some speech coders which use phonemes in order to  code speech 
at u ltra low bit-rates. The main motivation of using phonemes for bit ra te  reduction 
comes from the fact th a t much of the acoustic information is captured by the phone­
mes [62]. W ith the additional transmission of the fundamental pitch value and the 
gain contour, the prosody and the naturalness of the speech can be retained [63]. By 
encoding only the phoneme indices (which are around 50-60 depending on the repre­
sentation), durations, and some pitch and energy information, phonetic vocoders can 
achieve bit rates of around 250 bps with intelligibility of about 80% [63]. There may, 
however, be a significant degradation in the speech quality and the speaker recogniz- 
ability may suffer as well [64]. Therefore most of the phoneme-based speech coders 
use phonemes belonging to  the same speaker [65]. This requires extensive database 
training using a single speaker. Despite the additional pitch and gain information.
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maintaining the naturalness of the concatanated speech due to the discontinuities at 
the joining points even with the phonemes from the same speaker. Sophisticated unit 
selection and synthesis schemes are required to  alleviate this.
Another m ethod for using the phonemes in speaker-independent speech coding is to 
make use of param etric coders where most of the param eters can be estim ated from 
the recognized phoneme. This enables the coding of speech at around 300 bps with 
reasonable speech quality [66]. Additional information can also be transm itted  for 
quality improvement.
3.5 Conclusion
This chapter has presented a brief summary of speech coding from early vocoders to 
more recent ones. The speech quality of the early vocoders was poor, but advances in 
the speech production model has led to coders such as IMBE operating a t 4.15 kbps 
with good output speech quality.
At low bit-rates, codings schemes use a linear speech production model. For the pa­
rameters of this model, pitch (or frequency), gain (or energy), voicing information, and 
a vocal-tract filter in the form of LPC are extracted. Finally a spectral enhancement 
is applied as post-filtering in order to sharpen the formants. Each coding scheme has 
its own strengths depending on their perspective of the speech signal. MELP vocoders 
are extensions of the traditional vocoders and model the excitation as a sequence of 
pulses. As a result, pitch pulse characteristics can be better represented and exploited. 
Sinusoidal coders, such as SB-LPC, on the other hand, are based on the Fourier trans­
form of the speech signal, and can perform well in frame-based processing. Waveform 
Interpolation coders make use of the slowly and rapidly evolving components of the 
speech signal. Overall, accurate param eter estimation and representation is impor­
tan t for quality. The strategies presented in this work are implemented in and tested 
on the SB-LPC vocoder. However, the implementation of these strategies on other 
coding platforms is also possible.
Moreover, a number of methods for lowering the bit-rate are introduced. One of these
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methods is the use of metaframes. Due to  the slowly evolving nature of speech, neigh­
bouring frames are somewhat correlated. By jointly quantising consecutive frames, 
redundancies between can be removed and bit rates can be lowered. Metaframes of 
3 frames have been used by some coding schemes, such as MELP or SB-LPC, for 
reducing the bit-rate from 2.4 kbps to 1.2 kbps. However, this has resulted an in­
crease of about 22% in the complexity, and an increase of about 165% in the memory 
requirements of the MELP.
Another method for reducing the bit-rate is defining a number of modes with cer­
tain  characteristics. Segments of input speech can be assigned to each mode and 
mode-based coding can be performed. In this method, only perceptually im portant 
information is encoded, bits allocations depend on the resolution requirements for each 
mode. Coding each segment a t a different rate, the overall bit-rate can be reduced.
Using phonemes are another way to achieve intelligible speech a t very low bit-rates, 
by synthesizing speech firom carefully concatenated phonemes stored in an inventory.
If high quality is required, additional information can be encoded on top.
. The metaframe and variable bit-rate coding concepts can be combined to achieve 
high quantisation efficiency. In the next two chapters, strategies for extending the 
use of metaframes, defining several claases and designing coding schemes for each of 
them are developed and implemented. As a result, the bit-rate of the SB-LPC can be 
reduced from 2.4 kbps to  1.2 kbps, and from 1.2 kbps to  0.8 kbps while m aintaining 
the speech quality. However, there is an additional delay of 80 ms in the case of the
1.2 kbps coder and 40 ms in the caae of the 0.8 kbps coder. Morever, the memory 
requirements due to the quantisation tables increase to 120 kWords and 100 kWords 
for the 1.2 and 0.8 kbps coders respectively.
Finally, using a speaker independent database, param eters from a carefully chosen 
phoneme can be used as templates in order to lower the b it-rate significantly. C hapter 
6 discusses such a scheme where bit-rates on the order of 300 bps can be achieved 
with high intelligibility. Moreover, residual information can be encoded on top of the 
phoneme tem plate to achieve high quality speech a t around 1.8 kbps.
Chapter 4 
Joint Quantisation Strategies for 
Low B it-R ate Sinusoidal Coding
4.1 Introduction
In previous chapters, the im portance of using a param etric model for speech coding 
has been discussed. Sinusoidal coders, being param etric coders, extract certain pa­
rameters such as pitch, voicing, energy, linear prediction coefficients (LPC), spectral 
amplitudes, and phases (if they are to be transm itted) in order to  represent the input 
speech segment. Param eter extraction is based on the “source-filter speech production 
model” which models human speech production mechanism as an excitation source 
and a linear filter shaping this excitation.
After the param eters are extracted, they are quantised for transmission. Quantisation 
distortion is a key issue decreasing the speech quality at the output, especially a t very 
low bit rates.W hile a number of different vocoding algorithms have been developed to 
achieve bit rates as low as 2.4 kbps, further reductions in bit-rate require additional 
techniques in order to obtain good speech quality. In the literature, the most common 
techniques for this purpose have been the use of metaframes, variable b it-rate coding 
and the use of phonemes. The use of phonemes will be discussed later in C hapter 6.
Metaframes combine a number of consecutive speech frames. Since speech frames 
generally vary slowly compared to the frame update rate, which is around 10-30 ms,
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most speech frames will be more or less correlated with the neighbouring ones. By 
using joint-quantization or forward/backward prediction techniques in order to exploit 
these correlations and remove redundancy, the residual information can be quantised 
using fewer bits. The example coders presented in Section 3.3.1 have been able to 
reduce the bit-rate from 2.4 kbps to 1.2 kbps with a slight loss of quality, for example, 
in the case of MELP [44], the DRT score is lowered to 92.1 from 93.8 [45], and the 
MOS score is lowered to  2.89 from 3.02 [66].
In variable bit-rate coding, the key is to  consider the characteristics and requirements 
of speech frames and their respective param eters. Some parts of speech evolve slowly 
while some parts change rapidly. Some param eters may need high coding resolution 
whereas some param eters can tolerate less accurate representation or do not need 
to be transm itted  at all depending on the characteristics of the frame. Taking all 
these into account, speech frames can be classified and coded by considering the bit 
requirements of the class they belong to. As a result, each segment is coded with a 
different bit-rate. As stated in Section 3.3.2, the average bit-rate can be significantly 
lower than  the fixed-rate version.
Although source and filter parts of the speech production model are generally treated  
separately, there is usually a link between the voicing and the spectral envelope of 
a speech frame in non-whisper conversational speech which can be used to  classify 
voiced and unvoiced speech [35] [57] [70] [71]. Moreover, in our experiments, it has 
been observed th a t there is some correlation between the voicing level and formant 
structure of a voiced frame in English. Therefore, by examining the spectral shape 
of a speech frame, speech frames can be classified as (partially or fully) voiced or 
fully unvoiced. Furthermore, for the voiced ones, a voicing cut-off frequency can be 
estimated dividing the spectrum into two halves, where the harmonic components in 
the lower half are declared as voiced, and the ones in the upper half as unvoiced. This 
enables the regeneration of voicing param eters at the decoder w ithout transm itting  
any extra bits.
In this chapter strategies for reducing the bit-rate of sinusoidal coders while main­
taining the output quality are presented. These strategies are based on the use of 
metaframes and variable bit-rate coding techniques. They are, however, combined
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and extended for improved quantisation efficiency. The delay constraint is relaxed 
to enable the use of metaframes, which makes it possible to exploit the correlations 
between neighbouring speech frames, and optimum size for a metaframe is proposed 
compromising between the quantisation gains and delay. Afterwards metaframe clas­
sification is discussed and a method for classifying metaframes is presented so th a t 
several coding schemes can be developed for better speech quality. Finally, a novel 
voicing status and strength estimation algorithm which uses the spectral envelope of 
the speech frames is proposed. The application of this method to metaframes is also 
discussed along with any performance issues.
4.2 Use of M etaframes
4.2.1 F ixed-R ate M etafram es vs. Variable B it-R ate C oding
In Section 3.3.2, variable bit-rate coders were introduced. They are effective in re­
ducing the overall bit-rate by making use of characteristics of speech frames. Such 
coders can be implemented successfully in situations where the network allows, such 
as EVRC-B for cdma2000 [67]. However, in error-prone channels, such as wireless 
links, in case of an error in the header, loss of synchronization may occur. More im­
portantly, there are applications or networks which require fixed bit ra te  coding, such 
as NATO and DoD standard speech codecs.
The benefits of variable bit-rate coding can still be obtained in fixed-rate environment 
by using metaframes. Working with metaframes provides more flexibility and by 
looking at multiple frames at a time, certain characteristics and patterns can be 
observed, and from this information quantisation requirements can be deduced. For 
example, unvoiced frames do not need any pitch values to be transm itted, and can 
tolerate more inaccuracies in spectral shapes [57]. Highly voiced frames, on the other 
hand, exhibit high correlation with the neighbouring frames. Therefore, metaframes 
not only exploit the correlations between consecutive frames efficiently, they also 
enable variable bit distribution according to  the characteristics and requirements of 
these frames.
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4.2.2 D eterm ination  of an O ptim um  M etafram e Size
The main drawback of using metaframes instead of single frames is the fact th a t it 
introduces extra delay to the system. Delay can be tolerated up to a certain extent 
in communication systems. ITU recommendation G.114 states th a t in full-duplex 
systems one-way transmission delays can be tolerated up to 150 ms, and systems with 
delays up to 400 ms are still usable [68]. Longer delays can degrade the quality and 
effectiveness of the communication system.
Some applications may be more sensitive to  delay than  others, limiting the use of 
metaframes. W ithout any further constraint on delay, the optimum number of frames 
to  be combined within a metaframe is a trade-off between increased delay and im­
proved quantisation efficiency. The aim here is to exploit the correlations between 
successive frames efficiently w ithout causing too much delay. Therefore, the size of 
the metaframe is chosen as a compromise between delay and quantisation gains.
Experiments have been carried out to determine a good size for the metaframe. Speech 
samples are taken from the N TT database [69], downsampled to  8 kHz and filtered 
through Modified Interm ediate Response System (MIRS) in order to  simulate the 
frequency characteristics of telephone networks. Param eter extraction is done every 
20 ms using a Hanning window of 25 ms. Training a large number of LSF vectors for 
final codebook design can take very long, therefore only 50000 LSF vectors are used 
for comparison of different metaframe sizes. These LSF vectors are jointly quantised 
using 10 bits/fram e, each time with a different number of frames joint together. The 
choice of 10 bits/fram e is in line with the bit rates aimed for LSF quantisation in this 
work. Figure 4.1 shows the average Spectral Distortion (SD) values obtained. Only 
voiced frames have been taken into account for the average SD calculation.
The results indicate th a t significant quantisation gains can be achieved by combin­
ing 3 frames together. In Section 3.3.1, such a metaframe size has been used in the 
literature for the joint-quantisation of some parameters. Although the quantisation 
gains achieved diminish after 3 frames, there is still room for reduction in SD for up 
to 5 frames/metaframe. This is in line with the choice of 4 frames of 22.5 ms as the 
metaframe size in [46]. The quantisation gains become minimal after 5 frames com-
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Figure 4.1: Average SD of joint LSF quantisation for different metaframe sizes
bined together while delay continues to increase. Therefore, in order to  maximize the 
quantisation gains, but also taking the delay constraint into account, the metaframe 
size has been chosen as 5 frames of 20 ms in the proposed techniques which results in 
an increase of 80 ms in the system delay, with a to tal 115 ms buffered at the encoder 
(15 ms is for the look-ahead).
4.3 Classification o f M etaframes
4.3.1 Introduction
In order to develop coding strategies and bit allocation schemes for reduced bit rate 
and better speech quality, metaframes are classified. Each class should exhibit certain 
speech characteristics for the speech frames within a metaframe belonging to  th a t 
class.
In Section 3.3.2, different classification methods for rate allocation were discussed and 
it was stated  th a t using voicing status is a popular, simple and effective way of classi- 
speech frames for rate allocation. Previous work using metaframes incorporate 
voicing statuses for bit allocation schemes as well [49]. Moreover, the voicing statuses 
of the frames in a metaframe affect the behaviour of the other parameters. For pitch
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values, the length of the vector depends on the voicing, as for unvoiced values pitch 
values need not be transm itted but can be set to a certain value at the decoder. The 
calculation of the spectral amplitudes also depend on the voicing status, as will be 
explained in Section 5.4. In addition to those, the characteristics and quantisation 
accuracy requirements for LSF and energy param eters differ for voiced and unvoiced 
frames [54]. Therefore, in this work, classification of metaframes are done according 
to the voicing statuses of the frames within the metaframe.
Since there are 5 frames per metaframe, using their voicing statuses could result in 
upto 32 combinations. A metaframe class would then require 5 bits for representation 
if every class consists of a particular .combination. For very low bit-rate coding, 
saving a few bits by having fewer classes is im portant. Moreover, since each class 
will have its own coding scheme, quantisation will be easier and more convenient with 
fewer classes. Therefore, the number of classes should be less than  the number of 
combinations. However, care must be taken by not compromising the quantisation 
efficiency to be gained by the class-based coding schemes when reducing the number 
of metaframe classes. Therefore, there is a need for a good metaframe classification 
algorithm.
4.3.2 Proposed  M ethod  of C lassification
The simplest way to reduce the number of classes is to simply discard the less frequent 
combinations until the desired of number of final classes is reached. This is in line 
with the technique used in [48] as explained in Section 3.3.1.2.
A more efficient method is to take the distortions caused by reducing the number 
of classes into account while also keeping the combination frequencies in ihind. The 
proposed classification algorithm declares some of the combinations as “allowed” and 
the rest as “not allowed” . After tha t, while the “allowed” combinations are left 
as they are, the “not allowed” are converted into one of the “allowed” combinations. 
Finally, each “allowed” combination forms a metaframe class. Therefore, the proposed 
classification algorithm has to have the following components:
•  A criterion to separate the “allowed” and “not allowed” combinations
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•  The number of metaframe classes and the bit requirements for its representation
•  A method to convert each “not allowed” combination into a “allowed” combi­
nation and an associated distortion measure
W hen the frame energy is low, voicing determ ination may become less reliable. The 
voicing determ ination algorithm might declare some of the voiced frames as unvoiced 
and vice versa. Especially when there are rapid alternations between unvoiced and 
weakly voiced frames, some of them  might be erroneous considering the fact th a t it 
is very difficult for the human speech production system to produce excitation whose 
nature alternates between periodic and aperiodic at such a fast rate, i.e., in 20 ms. 
Even when the voicing determination is correct, it is assumed th a t in some cases 
the voicing status can be changed without introducing any audible distortion. This 
change involves declaring the weakly voiced frames as unvoiced and vice versa.
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Figure 4.2: The allowed metaframe combinations
Combining the above discussions, the proposed criteria to separate the “allowed” 
and “not allowed” combinations are their occurrence frequency and the number of 
voicing status transitions they have. From Table 4.1, it can be seen th a t the least 
frequent combinations are those which have more than  1 transition. Therefore, it is 
proposed th a t the “allowed” combinations are those which have only one transition or 
no transition at all in their voicing statuses. This results in 10 “allowed” combination 
in total, as illustrated in Figure 4.2. Going down from 32 to 10 may seem to save 
only 1 bit. However, a technique taking into account the bit requirements of each 
combination can be used to maximize the number of bits saved. This technique relies 
on the fact th a t coding of unvoiced frames usually takes fewer bits than  coding of 
voiced frames due to  the fact th a t for unvoiced frames pitch and voicing strength 
information is not required to be transm itted. Therefore, it is acceptable to  save
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fewer bits from the representation of “allowed” metaframe combinations which consist 
of fewer voiced frames. A bit allocation scheme for the representation of “allowed” 
metaframe combinations is proposed, which can be seen in Table 4.2, resulting savings 
of 3 bits for the all-voiced metaframes, 2 bits for the mixed-voiced ones containing 4 
voiced and 1 unvoiced frames, and finally 1 bit of the rest of the metaframes. These 
“allowed” combinations are then used to define the metaframe classes for developing 
different coding schemes.
No. Comb. Count Perc. No. Comb. Count Perc.
0 UUUUU 62969 9.04% 16 UUUUV 23299 3.34%
1 VUUUU 22783 3.27% 17 VUUUV 10019 1.44%
2 UVUUU 12360 1.77% 18 UVUUV 5900 0.85%
3 VVUUU 20515 2.94% 19 VVUUV 9118 1.31%
4 UUVUU 11906 1.71% 20 UUVUV 6119 0.88%
5 vuvuu 6301 0.90% 21 vu vuv 4346 0.62%
6 uvvuu 5889 0.85% 22 uvvuv 3986 0.57%
7 vvvuu 23890 3.43% 23 v w u v 12134 1.74%
8 uuuvu 12123 1.74% 24 uuuvv 21124 3.03%
9 vuuvu 5694 0.82% 25 vu uvv 9262 1.33%
10 uvuvu 4626 0.66% 26 u vuvv 5779 0.83%
11 vvuvu 6024 0.86% 27 VVUVV 10016 1.44%
12 uuvvu 5684 0.82% 28 uuvvv 24702 3.54%
13 vuvvu 4164 0.60% 29 vu v v v 11588 1.66%
14 uvvvu 5375 0.77% 30 u v vvv 30912 4.44%
15 vvvvu 30775 4.42% 31 v w w 267536 38.39%
Table 4.1. Number and percentage of metaframes according to their voicing statuses
The next step is to  develop an algorithm which converts a “not allowed” combination 
into one of the allowed combinations. The proposed metaframe classification algo­
rithm  defines a number of candidate combinations for each of the “not allowed” ones 
which have the least number of changes. For example, the combinations V V U V V  and
4.3. Classification o f Metaframes 58
Combination Representation
V W W 11
vvvvu 100
u vvvv 101
vvvuu 0110
VVUUU 0101
VUUUU 0100
UUUUV 0011
uuuvv 0010
uuvvv 0001
UUUUU 0000
Table 4.2: Bit-wise representation of the metaframe classes
U U V U U  are converted into V V V V V  and UUUUU  respectively. On the other hand, 
for the combinations such as U UU VU  or U VU VU ,  the choice is not th a t clear and 
more candidates should be identified. As an example, for U U U V U , the candidates 
are UUUUU  and U U U V V -, whereas for U V U V U ,  there are 5 candidates: UUUU,
yyuuu, uuuyy, yyyyu and uyyyy.
W hen choosing between the candidate combinations, the aim is to achieve the min­
imum distortion possible. An error metric is required for comparing the distortions 
caused by the possible conversion of the combination into the candidate combina­
tions. Energy can be used as a measure. Firstly, the distortions caused as a result 
of alterations of higher energy frames are more audible than  th a t of the lower ones. 
Secondly, higher energy increases the confidence in the voicing determ ination of the 
frame at hand.
Another distortion measure can be obtained from the spectral band energies. The 
change in voicing modifies the periodicity of some of the harmonic bands. By cal­
culating the spectral energy of the affected bands should give a good idea about the 
distortion caused by changing the voicing of a frame. This spectral energy is calcu­
lated simply as the area under the spectral envelope defined the LP filter coefficients.
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The spectral energy of the voiced harmonic bands, which are identified by a voicing 
cut-off frequency V,  is given by;
s{v) = r
Jo
:duj
where ak are LPC coefficients. From 4.1 it follows th a t the spectral energy of the 
bands affected by the change S  is calculated as:
(4.2)
It is proposed to combine the methods discussed above in the final distortion metric 
calculation. In this way, a good measure of the perceptual distortion can be obtained, 
and an optimum choice can be made for the “not allowed” combination amongst the 
allowed combinations. The to tal distortion caused by the change in a metaframe 
combination is then given by:
(4.3)
where i identifies the candidate combination while j  identifies the frames to  be altered 
for the combination change, and cj is the frame energy. The chosen candidate is the 
one resulting in the minimum to tal distortion Emin- The process is exemplified in 
Figure 4.3.
u u u V u
4  u u u V V
1 U u u u u
("min Final
Choice
Figure 4.3: An example of altering the voicing combination of a metaframe
Finally, when the metaframe combination is changed, it is necessary to modify the 
pitch values of the frames whose voicing has been altered, because the pitch values 
are only transm itted for the voiced frames. This is accomplished according to  the 
following:
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•  If a partially or fully voiced frame is converted into an unvoiced frame, the 
relevant pitch value is discarded and set to  a certain constant (80.0 in this 
case).
•  If an unvoiced frame between two voiced frames is converted into a weakly voiced 
frame, its pitch value (which was 80.0 initially) is calculated as the average of 
the neighbouring pitch values.
•  If the last frame is converted from being unvoiced to weakly voiced, since the 
next frame is unknown, its pitch value is simply copied from th a t of the previous 
frame.
The performance issues of the proposed algorithm are discussed in the next part.
4.3.3 Perform ance and D iscussions
Combination Percentage Before Percentage After
V V W V 47.19% 49.69%
UUUUU 6.91% 8.67%
VUUUU 2.85% 3.55%
VVUUU 2.94% 6.28%
VVVUU 3.76% 6.31%
VVVVU 4.90% 5.64%
uuuuv 2.94% 4.44%
uuuvv 3.23% 4.75%
uuvvv 3.88% 5.54%
UV.VVV 4.92% 5.13%
OTHER 16.48% 0.00%
Table 4.3: Initial and final percentages of the metafram e combinations as a result of 
classification
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The proposed algorithm for metaframe classification is run through the N TT database 
[69] of clean speech composed of 21 languages, 8 speakers in each, which is then 
downsampled to 8 kHz and MIRS filtered, corresponding to a to tal of 806400 frames 
of 20 ms. Silent frames are removed.
The initial and final percentages of the “allowed” combinations are shown in Table 4.3. 
The to tal percentage of the 22 “not allowed” combinations amounts up to  16.48%, 
and at the end all of them  are classified into one of the 10 “allowed” combinations, 
increasing their percentages by 1 — 2%.
The im portant .thing to analyse is the perceptual effect of this classification. The aim 
was to include low energy frames into the classification process rather than  the high 
energy ones, and affect the spectral bands with as little spectral energy as possible. 
Therefore the proposed distortion criteria was a combination of frame energy and the 
spectral energy affected as a result of the classification, given by Equation 4.3.
The average energies of the frames affected by the classification are shown in Table
4.4. The first row shows the average frame energies while the second row shows the 
average frame energies as a percentage of the respective to tal metaframe energy. As 
can be seen from this table, the average energies of the frames which have undergone 
voicing status alteration are usually low, considering the fact th a t energies of strongly 
voiced frames are usually around 300-350, and can be up to  700. The frames th a t have 
undergone alteration have about 15% of the whole metaframe energy on the average, 
although in some cases this maybe more.
The energies themselves do not provide enough perceptual information about the ef­
fects of the voicing status alteration for metaframe classification. Altering the voicing 
status changes the periodicity of some of the spectral bands, and observing the average 
spectral energy of those affected bands can provide additional information. In Table
4.5, the first row shows the average spectral energies of the frames whose voicing sta­
tuses have been altered as a percentage of the to tal spectral energy of th a t frame; and 
the second row shows the same thing as a percentage of the to tal spectral energy of 
the whole metaframe. According to the first row, there is about 20% spectral energy 
of the voicing-status-altered frame whose periodicity are affected. This is normal as
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Combination
Avg. Energy of 
an Altered Frame
Avg. Fere, of Affected 
Energy in the Metaframe
UVUUU 3.35 18.47%
UUVUU 5.03 21.60%
VUVUU 3.95 16.83%
UVVUU 3.94 1946%
UUUVU 5.60 17.86%
VUUVU 495 1&81%
uvuvu 3.36 3&52%
vvuvu 5.93 1&06%
uuvvu 3.83 18.10%
vuvvu 408 17.09%
uvvvu 4.57 1274%
vuuuv 11.60 14.99%
uvuuv ■ 5.56 19.59%
vvuuv 19.30 16.29%
uuvuv 4.83 15.72%
vu vuv 8.26 30.44%
uvvuv 4.44 16.00%
vvvu v 13.50 9.66%
vuuvv 14.69 14.81%
uvuvv 8.15 13.48%
w u w 14.33 10.91%
vu vvv 14.25 1203%
Table 4.4: The average values for the energy of an altered frame and their represen­
ta tion  as a percentage of the respective to tal metaframe energy.
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Combination
Avg. Perc. of Altered 
Spec. Energy in a Frame
Avg. Perc. of Altered 
Spec. Energy in a Metaframe
UVUUU 17.79% 3.51%
UUVUU 22.60% 4.65%
VUVUU 20.48% 3.95%
UVVUU 20.65% 4.35%
UUUVU 17.24% 3.40%
VUUVU 21.37% 4.93%
UVUVU 20.44% 8.00%
vvuvu 22.16% 4.03%
uuvvu 20.35% 4.12%
vuwu 23.43% 4.72%
,uvvvu 20.15% 3.72%
vuuuv 29.17% 6.33%
uvuuv 21.11% 4.96%
vvuuv 20.75% 5.04%
uuvuv 19.35% 3.76%
vuvuv 22.35% 8.51%
uvvuv 22.39% 4.44%
vw uv 21.70% 3.62%
vuuvv 22.22% 5.28%
uvuvv 20.27% 3.76%
vvuvv 22.56% 4.07%
vuvvv 21.43% 3.68%
Table 4.5: The average values of the affected spectral energies and their representation 
as a percentage of the to tal metaframe spectral energy.
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Combination
Avg. Perc. Spec. Energy 
of an Altered Frame
UVUUU 3.10%
UUVUU 5.13%
VUVUU 2.99%
UVVUU 3.87%
UUUVU 2.93%
VUUVU 3.96%
uvuvu &01%
vvuvu 2.56%
uuvvu 3.34%
vuvvu &85%
uvvvu 2.39%
vuuuv 3.93%
uvuuv 3.88%
vvuuv &04%
uuvuv 2.92%
vuvuv 6.33%
uvvuv 3.44%
vw uv E9196
vuuvv 2.96%
uvuvv 2.66%
w u w 2.44%
vu vvv 2.10%
Table 4.6: The average error as a result of metaframe classification.
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the voicing status alteration usually involves the bands up to  500 Hz or sometimes up 
to 1 kHz, and there is usually more spectral energy in the lower bands of the spectra 
than  in the higher bands. The average affected spectral energy as a percentage of the 
whole metaframe spectral energy is a more meaningful indication of the distortion 
and those numbers are much lower - being around 5%.
Finally, as discussed before, a combination of those measures is the proposed method 
for finding out how much distortion is caused and how audible this distortion is. This 
was given by Equation 4.3. The energy of the affected frame might be high, but if the 
spectral energies of the affected bands is low enough, then there will not be any audible 
distortion. The same argument holds for the other way round. The average distortion 
values as a percentage of the whole metaframe spectral energy times to tal metaframe 
energy are given in Table 4.6. Here it can be seen th a t the average distortion is around 
2-6%, which will be hardly audible perceptually. Informal listening tests back this up 
as well and show th a t the proposed process of voicing status alteration for metaframe 
classification introduces no audible distortion to the output speech quality.
4.4 An Alternative Approach to Voicing Estim a­
tion for VLBR Coding
4.4.1 Introduction
Although source and filter parts of the speech production system are separate, some 
correlation can be found in conversational speech excluding whispered speech. For ex­
ample, for voiced/unvoiced classification of speech, spectral information can be used 
[35] [57] [70] [71]. Moreover, in our experiments, an observation of speech spectra in 
Indo-European languages shows th a t voiced speech generally has high and narrow 
peaks especially in low frequencies while a fiatter spectrum  is more common for un­
voiced speech as well as high spectral energy in high frequencies, as can be seen in 
Figure 4.4. Therefore, it is proposed to develop a technique in order to  estim ate voic­
ing status from the spectral envelope of a speech frame and a cut-off frequency which
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Figure 4.4: Examples of (a-b) unvoiced and (c-d) voiced spectra
will divide the spectrum  into two where the lower band will be declared voiced and 
the upper one unvoiced.
The block diagram of the proposed voicing status and strength determ ination algo­
rithm  is given in Figure 4.5. The spectral envelope shape is obtained from the LSF 
param eters which are available at the decoder. The determ ination of the voicing 
status can be achieved by observing the spectral envelope of a speech frame and com­
paring it to  a number of predetermined shapes. The performance of this step can be 
improved using an additional step is where the frames are reclassified according to 
some criteria.
No further steps are needed for unvoiced frames. However, for voiced frames the 
strength of voicing has to be estimated, too. Voicing strength is represented by a 
cut-off frequency following the split-band voicing method. The main argument is th a t 
by including the high and narrow band peaks in the voiced section, although not 
perfectly, the voicing strength can be estim ated to a satisfactory accuracy. The error 
will mostly be in low amplitude regions which is not expected to  affect overall quality
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Figure 4.5: Block diagram of the proposed voicing cut-off estimation method
much. This technique is especially useful in very low bit-rate coders where the saved 
bits can be allocated in more im portant places for better overall quality.
Finally, the voicing status and strength determ ination method can be incorporated to 
the quantisation strategies using metaframes. Instead of estimating voicing status on 
a single frame basis, the relationship between successive frames can be utilized and 
the metaframe class type can be estimated. Moreover, the cut-off frequencies of the 
voiced frames can be estimated jointly for a metaframe increasing the accuracy and 
overall perceptual quality.
For the development of the proposed algorithm, the N TT training database [69] of 
clean speech is used, which is composed of 21 languages, 8 speakers in each, which 
is then downsampled to  8 kHz and MIRS filtered, corresponding to  a to tal of 806400 
frames of 20 ms. Silent frames are removed. The performance values are obtained 
from the N TT test database, which is also clean speech downsampled to  8 kHz and 
MIRS filtered with 3 languages, 4 speakers in each with a to tal of 75048 frames of 20
ms.
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4.4.2 Voicing Status E stim ation  from the Spectral Envelope
4.4.2.1 Sim ple Codebook Search
In our observations, it has been noted th a t most voiced and unvoiced frames differ 
in their spectral envelope shapes. This is illustrated in Figure 4.4. Therefore, the 
classification of speech frames as voiced or unvoiced can be done according to their 
spectral envelope shapes. In order to do this, a number of predetermined shapes are 
required.
The predetermined shapes are trained using codebook training methods. Codebooks 
for normalized envelope shapes of voiced frames and codebooks for normalized shapes 
of unvoiced frames are trained separately excluding near-silence values. These code­
books are then combined, so th a t half of the codebook represent voiced frames and 
the other half represent unvoiced frames. Since converting the LSF param eters to 
LPC, and calculating the spectral envelope shape from the LPC, and finally doing 
a codebook search can be very demanding computationally, it is best to use only a 
small number of predetermined shapes. In order to carry out proper comparison, the 
codebook entries and the shape going through codebook search are all normalized.
Voiced Unvoiced
2 95.94% 65.14%
4 96.05% 69.07%
8 94.14% 63.64%
16 90.96% 70.11%
32 86.90% 66.06%
64 85.90% 66.06%
128 86.53% 67.33%
256 88.90% 68.75%
Table 4.7: Estim ation accuracy of voiced and unvoiced frames with different codebook 
sizes
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Figure 4.6: Normalized spectral envelope shapes with 4 codebook entries representing 
(a-b) unvoiced and (c-d) voiced spectra
Table 4.7 shows the success rates for different sizes. The results are rather different 
from what is generally expected from codebook searches, since generally codebook 
search performs better as the bit-rate increases. In this case, however, the results 
seem to stay almost around the same values, and sometimes they get even worse. 
The reason for this peculiar behaviour lies in the fact th a t although envelope shapes 
for unvoiced and voiced frames differ mostly ,some times they might exhibit similar 
shapes. W hen 1 or 2 codebooks are used for each category, the distinctive shapes 
(for voiced frames high energy in lower frequencies and high narrow peaks; for un­
voiced frame flatter spectrum or high energy in higher frequencies) are separated. 
However, as the codebook levels increase, less distinctive and less frequent shapes 
are included in the searches. For example, with 4 codebook entries, the representa­
tive shapes are shown in Figure 4.6. However, as the codebook size increases to  16, 
less frequent shapes are also represented, which causes confusion and inhibits better 
performance. For example. Figure 4.6 shows 2 spectral envelope shapes which are rep­
4.4. An Alternative Approach to Voicing Estimation for VLBR Coding 70
resented with 16 codebook entries. Here, (a) has high spectral energy a narrow-band 
peak in low frequencies which suggests voiced behaviour according to the proposed 
argument, whereas (b) has high energy in higher frequencies suggesting unvoiced be­
haviour. While these exceptions are rare and usually occur in low energy frames, they 
nevertheless exist and are represented in the codebooks as the number of entries goes 
up.
Frequency (Hz) Frequency (Hz)
a (b)
Figure 4.7: Examples of normalized spectral envelope shapes with 16 codebook entries 
representing (a) unvoiced and (b) voiced spectra
Looking a t the results given in Table 4.7, 4 has been chosen as the codebook size 
for voicing status estimation, as the results do not seem to  be getting better with 
larger sizes. However, there is a need for improvement as there are too many voiced 
frames being classified as unvoiced. In the next part, some techniques for improving 
the performance of the proposed voicing estimation method are discussed.
4.4.2.2 Improvem ents for the Voicing Status E stim ation
W ith the codebook search, unvoiced frames are mostly classified as unvoiced, but 
there are too many voiced frames being incorrectly classified as unvoiced and they 
need to be re-classified as voiced. This can be accomplished by setting a few criteria 
and checking the frames which are classified as unvoiced against these criteria.
Observing the incorrectly classified frames, it has been found th a t they accumulate 
especially in one of the unvoiced codebook entries. Studying their characteristics, the 
following criteria are proposed for re-classifying these frames as voiced:
4.4. An Alternative Approach to Voicing Estimation for VLBR Coding 71
•  Low-Band to Full-Band Energy Ratio: Most the energy is usually in the lower 
part of the spectrum for voiced speech [35].
•  Spectral Flatness: It has been observed th a t unvoiced speech usually has a flatter 
spectral shape especially a t lower frequencies, therefore the spectral standard 
deviation of a voiced frame is_ generally larger than  th a t of an unvoiced frame. 
The spectral standard deviation is defined as
1 ^
■ ^  (4.4)
2 = 0
where a; is the average value of the spectral envelope in the frequency band until 
the frequency # .  1.5 kHz has been found to give satisfactory results.
• Total Spectral Energy: In our observations, it has been found th a t voiced speech 
usually has higher to tal spectral energy than  unvoiced speech.
• The Matching Error: During codebook search, as the matching error is larger, 
there is more possibility th a t the frames is wrongly classified.
Using heuristics, the above criteria are put together in various combinations both 
additive and multiplicative in order to come up with the best accuracy. The best 
results have been obtained by combining the above metrics in a multiplicative manner. 
A threshold is found experimentally resulting in optimum number of frames being re­
classified. The frames th a t are initially classified as unvoiced, and whose metrics are 
above the threshold are re-classified as voiced. Lowering the threshold would result in 
some unvoiced frames being incorrectly re-classified as voiced, and thus would decrease 
the overall performance.
The resulting success rates are depicted in Table 4.8 where the number of frames 
declared as voiced or unvoiced can be seen along with the percentage of successfully 
identified frames in parenthesis. The reclassification process has increased the suc­
cess rate of unvoiced declarations significantly with a slight decrease in the success 
rate of voiced declarations. However, as shown in Figure 4.8, it turns out th a t the 
voiced frames .which were wrongly left as unvoiced have much smaller energy than
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Figure 4.8: Energy histograms of the voiced frames classified as unvoiced initially and 
then (a) corrected or (b) left as unvoiced
the ones which were corrected. It should also be noted th a t wrong unvoiced declara­
tions generally have worse effect on the perceived speech quality than  wrong voiced 
declarations.
Classification
No. of Frames 
Initially Classified
Accuracy
No. of Frames 
Finally Classified
Accuracy
Unvoiced 26915 69.07% 24986 85.88%
Voiced 34656 96.05% 42599 92.70%
Overall 75048 82.04% 75048 90.06%
Table 4.8: Initial and improved performance of voiced/ unvoiced estimation
After the voicing status of a frame has been estim ated as being either voiced or 
unvoiced, for the voiced frames there needs to  be an algorithm which estimates which 
bands should have periodic excitation and which ones should not. The next part 
presents such an algorithm and discusses its performance.
4.4.2.3 Voicing Strength Determ ination
For the frames declared as voiced there is a need for estim ating the harmonic bands 
having periodic excitation. In this work, split-band voicing method, which is described 
in [43] and found to provide adequate quality with 7 levels, is used for representing the
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harmonic bands with periodic excitation. Therefore estimation of the harmonic band 
structure with periodic excitation simplifies to estimation of a cut-off frequency which 
splits the spectrum  into two parts, the lower having voiced and the upper having 
unvoiced excitation.
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Figure 4.9: Example spectral envelope shapes plotted using 64-point E FT  along with 
their cut-off frequencies.
Figure 4.9 shows some examples of voiced spectra plotted using 64-point F F T  along 
with their cut-off frequencies. It can be seen th a t dominant and narrow bandw idth 
peaks are generally included in voiced regions. Deducing from similar observations, it 
is proposed th a t by placing the cut-off frequency after the peaks which satisfy certain 
criteria, the voicing level of the frame can be estim ated up to a certain accuracy. 
Although this technique cannot guarantee to estim ate the exact cut-off frequency as 
the original voicing cut-off frequency, the bands with incorrect excitation should have 
low energy with respect to  the ones with correct excitation.
The following metrics are calculated for each peak:
Peak Amplitude: This is the value of the spectral shape at the peak.
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Peak Location; W hen the peak is in low frequencies, there is more possibility 
th a t it is included in the voiced region.
Peak Height: Peak height is measured from the bottom  of the peak to the top. 
The bottom  of the peak is taken to be the upper of the neighbouring valleys, as 
seen in Figure 4.10.
Figure 4.10: Calculating the height and width of a peak.
•  Peak W idth: It has been observed th a t peaks with narrow bandwidths are more 
likely to be in the voiced region. The width is calculated at halfway of the peak 
height, as seen in Figure 4.10.
If there exists a peak in the lower 1 kHz, it is to  be included in the voiced region. Its 
height and amplitude are set as reference values. For the remaining peaks, the above 
metrics are used to  decide whether the peak at hand should be included in the voiced 
region or not. For each peak.
Its height should be big enough compared to the reference peak. Shorter peaks 
are tolerated as the frequency increases as long as they comply with the other 
criteria.
Its amplitude should not be much bigger than the reference peak, especially in 
higher frequencies.
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•  Its height/w idth ratio should be big enough, meaning a dominant and narrow­
band peak.
The threshold which these criteria are compared against are found experimentally for 
each spectral band through observation over a database.
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Figure 4.11: Examples of spectra which contain high energy in middle and higher 
frequencies.
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Figure 4.12: Example of a double peak.
In addition to the above criteria, there are some exceptional cases to  be considered. 
The energies of the spectral bands should also be observed and if there is too much 
increase in the energies, the voicing cut-off frequency should be low. Figure 4.11 shows 
two such spectra with their proposed cut-off frequencies.
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A nother exception occurs in the case of double peaks, which are peaks very close to 
each other and are not separated by a deep valley. An example of such double peaks 
is shown in Figure 4.12. In such cases, these peaks should be treated  as one, since 
their height would be too small otherwise and they would be left out of the voiced 
region.
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Figure 4.13: Example results of the estim ated cut-off frequencies (vertical dotted) w ith 
the original values (vertical solid) and the respective the spectral envelope shapes
Some of the results are shown in Figure 4.13 with the original and estim ated cut-off’s 
plotted on the spectral envelope. In some cases, the estim ated and original cut-off’s 
are the same, as in (a). In others, the estim ated cut-off frequency may be higher 
or lower than the original one. However, the spectral bands within the original and 
estimated cut-off frequencies usually have low spectral energy. As a result, there is 
not a large distortion. Especially in very low bit-rate codecs, where there is already 
a lot of distortion originating from the quantisation of the spectral information, and 
pitch and energy values, this distortion should generally not be very audible. As a 
quantitative measure. Figure 4.14 shows the histogram of the spectral band energies
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Figure 4.14: D istribution of the percentage spectral energy of the bands affected from 
the voicing status and strength estimation
with incorrect voicing as a percentage of the to tal spectral energy of the frame. In this 
figure, originally unvoiced frames which are also declared as unvoiced are excluded 
since their spectral error is zero already. For the rest of the frames, the estimation 
of the voicing cut-off frequency do not usually result in large errors, and the average 
spectral error is observed as 19.60%. If the correctly estim ated unvoiced frames are 
also taken into calculation the average spectral error drops to 14.87%.
4.4.2.4 D iscussions
The aim of the techniques proposed in this section is to develop an algorithm for the 
determ ination of the voicing status from the spectral envelope and a further algorithm 
to estim ate a cut-off frequency for the frames declared as voiced thereby eliminating 
the need for the transmissions of bits containing voicing information.
The resultant error has been shown in the percentage of the energy contained within 
the spectral band affected from any incorrect voicing status or strength estimation. 
The average error has been found to be 14.87%. This shows th a t although this 
technique does not provide adequate accuracy for medium to high bit rate  coders 
which may require accurate voicing representation, it can nevertheless be used for
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low to very low bit rate coding where there is already some quantisation noise, the 
effects of this can be less audible. The bits saved through this technique can be used 
elsewhere with the intent of increasing the overall quality more.
4.4.3 A pplication o f the N ew  Voicing E stim ation  A lgorithm  
to  M et a-frame Classification
In the previous section, it has been shown th a t the voicing statuses and strengths 
(cut-off frequencies) of speech frames can be estim ated from their spectral envelopes at 
the decoder without transm itting any bits. As explained previously, the quantisation 
strategies proposed in this work use metaframes for improved performance. In Section 
4.3, a number of metaframe classes have been defined in order to develop coding 
schemes. If the proposed voicing sta tus/streng th  estimation algorithm is to  be used 
in a system using metaframes, it is necessary to estimate the correct metaframe class 
as well as the voicing strengths of the frames within the metaframe.
The voicing estimation algorithm described in the previous section is run over the 
test database in order to estim ate the voicing statuses/strengths of the frames within 
a metaframes individually, and then the metaframe is classified using the techniques 
described in Section 4.3. The accuracy of the estim ated metaframe classes are given in 
Table 4.9. At a first glance, the performance seems to  be poor as the overall estimation 
accuracy is 31.37%. The estimation accuracy of individual frames is actually 90.06% 
as shown in Table 4.8. The reason th a t the metaframe class estimation is lower is due 
to the accumulation of occasional errors. For example, after the voicing statuses of the 
frames are estimated, there is no metaframe with the combination V V V V U .  Instead, 
there are a large number of metaframes with the combination V W U V  which are 
then classified into either V V V U U  or V V W V  using the metaframe classification 
technique described in Section 4.3. Although perceptually this may not introduce 
large distortions, it causes the performance of the voicing estimation algorithm seem 
poor when metaframes are involved.
The main shortcomings of the proposed voicing s ta tus/streng th  estimation algorithm 
are the independency of the estimation algorithm from the neighbouring frames, there-
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Estim ated Combination Number of Metaframes Estim ation Accuracy
v w w 20714 80.69%
UUUUU 272 61.54%
VUUUU 49 40.16%
VVUUU 0 0.00%
VVVUU 12 14.46%
w w u 29 14.29%
UUUUV 22 9.40%
u u u v v 33 4.75%
u u v v v 2408 5.54%
u v v v v 0 0.00%
Overall
.
23539 31.37%
Table 4.9; Accuracy of metaframe classes with voicing estimation from the spectral 
shape
fore not taking the intra-metaframe correlation into account. Another problem is the 
fact th a t there are some speech frames which do not follow the main assumptions 
regarding the connection between the spectral shape and the voicing sta tus/ strength 
of the frame. This suggests th a t when metaframes are employed there can actually be 
used to  improve the performance of the voicing s ta tus/streng th  estim ation algorithm 
due to  the correlation between the frames within a metaframe.
As discussed in Section 3.3.1, there is usually strong correlation between the frames 
in a metaframe. Therefore when the voicing sta tus/ strength of a frame is estim ated, 
this information can be used in the estimation of the voicing status /s treng th  of the 
succeeding frame which is expected to be similar. For example, after a strongly voiced 
frame usually another voiced frame follows. Similarly, the voicing strength of a frame 
which is at a voiced/ unvoiced transition is usually low.
A similar method described in the previous section is proposed. Firstly a codebook 
search is performed to do an initial classification. Secondly, as an improvement step, 
for each entry, some metrics and thresholds are calculated and some metaframes are
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shifted into other classes accordingly. Finally, for voiced frames cut-off frequencies 
are estim ated from the peaks in their spectral envelopes.
4.4.3.1 E stim ation o f the Voicing Statuses and the M etafram e Class
As can be seen in Table 4.9, the method involving individual estimation of the voic­
ing statuses and strengths of frames within a metaframe and then classifying the 
metaframe has difficulty in separating metaframes whose combinations are close and 
similar looking. Instead, the voicing statuses of the frames within a metaframe can 
be estim ated altogether exploiting the correlations between these frames for better 
estimation, and this process can be combined with the classification process thereby 
eliminating any errors th a t might be introduced by erroneous classification of the 
metaframes.
The strategy remains the same as for estimation of voicing for individual frames. Since 
the idea is to classify the metaframes according to their spectral envelope shapes, 
codebooks for normalized spectral shapes for each metaframe class are prepared. The 
entries contain the spectral shapes of all the frames in the metaframe.
The biggest challenge in the metaframe classification via codebook search is the fact 
th a t there are now 10 candidates. Therefore it is more difficult to  separate the spec­
tral envelope shapes according to  their metaframes classes correctly. More number 
of entries may be needed for better performance than  the number of entries used for 
individual frame classification where there were only 2 options: voiced or unvoiced. 
However, as the number of entries increase, less frequent shapes begin to  be repre­
sented as discussed in Section 4.4.2.1.
In order to find the optimum number of entries required, codebooks with different 
number of entries are trained and the search is performed over the test database. 
According to the results which are depicted in Table 4.10. There seems to  be an 
increase in the overall performance until there are 8 entries for each class. After 
th a t the performance begins to fluctuate which is due to  the representation of less 
frequent spectral shapes making it more difficult to separate between spectral shapes
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of different classes. Therefore 8 is chosen as the number of entries to be used for each 
metaframe class during codebook search.
No. of Codebooks per Combination Overall Estim ation Accuracy
1 41.23%
2 43.54%
4 48.71%
8 51.35%
16 50.46%
32 49.08%
64 48.40%
128 48.75%
Table 4.10: Accuracy of metaframe class estimation from the spectral shape with 
different number of codebooks for each combination
Although the performance of the metaframe class estimation has increased when the 
estimation is done jointly rather than on individual frames, there is still room for 
improvement as corrections can be made for some metaframes using certain metrics 
similar to those used in Section 4.4.2.2. The metrics to  be used are as follows:
Total Spectral Energy: As discussed before in Section 4.4.2.2, the to tal spectral 
energy contained in voiced frames tend to  be higher than  in unvoiced frames. 
Therefore the to tal spectral energy in a metaframe can be used to separate 
metaframes which contain many voiced frames from the ones containing few. 
Also, the ratio of the to tal spectral energy contained in the first frame of the 
metaframe to  the one contained in the last frame can be used to differentiate 
between metaframes beginning with voiced (ratio being larger than  1.0) from 
the ones beginning with unvoiced (ratio being smaller than 1.0).
Low Band-to-Full Band Spectral Energy: As stated previously in Section 4.4.2.2, 
the ratio of the spectral energy in the low frequency (up to  1.5 kHz) bands to 
the to tal spectral energy of a frame is usually higher in voiced frames than  in
4.4. An Alternative Approach to Voicing Estimation for VLBR Coding 82
unvoiced frames. Therefore the average value of the low-to-full band spectral 
energy ratios in a metaframe can be used to separate metaframes which contain 
many voiced frames from the ones containing few. Also, the ratio of the value 
calculated for the first frame to tha t of the last frame can be used to  differentiate 
between metaframes beginning with voiced (ratio being larger than  1.0) from 
the ones beginning with unvoiced (ratio being smaller than 1.0).
•  Spectral Flatness: As mentioned in Section 4.4.2.2, unvoiced frames tend to 
have a flatter spectrum, especially in lower frequencies. The spectral flatness 
of a frame in the lower frequencies (up to  1.5 kHz) can be measured using 
spectral deviation (4.4), and the average value within a metaframe can be used to 
separate metaframes with many voiced frames from the ones with few. Moreover, 
the ratio of the standard deviation calculated in the first frame to  the one 
calculated in the last frame can be used to differentiate between metaframes 
beginning with voiced (ratio being larger than  1.0) from the ones beginning 
with unvoiced (ratio being smaller than  1.0).
• Error. W hen the matching error of the metaframe to the chosen codebook entry 
is high, the possibility of the metaframe classification being wrong increases.
In order to  optimize the improvement process, the distribution of the correct and 
erroneous metaframe combinations for each codebook entry is investigated. For each 
entry, candidate combinations are chosen to be separated. After th a t some of the 
metrics stated above are combined and compared against a threshold to discriminate 
between the candidate combinations. For example, for the codebook entry number 0, 
which corresponds to the metaframe class UUUUU^ initially only 14.52% are correct. 
By using the average spectral flatness, average low band-to-full band spectral energy, 
to tal spectral energy and the codebook matching error values, a threshold can be 
found to  separate most of the erroneous V V W V  metaframes, which am ount to 
55.06% initially. Similarly, for the codebook entry number 55, which corresponds to 
the metaframe class U U U V V , 17.85% of the metaframes are correct. Separating the 
erroneous UUUUU  metaframes which amount to 41.80% is more challenging and the
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ratios of the low band-to-full band spectral energy and the spectral flatness should 
also be used in addition to  the other metrics.
The exact combination of the metrics to be used and the individual thresholds are 
optimized over a large training database. The resulting algorithm is run over the test 
database and the initial and final accuracy figures are given in Table 4.11. As can 
be seen, the improvement step has increased the overall accuracy of the metaframe 
classification from 51.35% to 67.81%. In contrast with estimating the voicing of the 
frames individually and then classifying the metaframes, the accuracy has increased 
significantly from 31.37% to more than  double.
Initial Estimation Improved Estim ation
Estim ated No. of Estim ated Estim ation No. of Estim ated Estim ation
Combination Metaframes Accuracy Metaframes Accuracy
V W W 18149 92.47% 27150 89.29%
UUUUU 19588 66.99% 20942 73.12%
VUUUU 2935 22.63% 2294 39.41%
VVUUU 2935 20.37% 2462 41.35%
VVVUU 3736 19.11% 3202 41.88%
VVVVU 4913 19.05% 3711 45.76%
u u u u v 3738 23.60% 3452 41.98%
u u u v v 3958 24.96% 3515 43.90%
u u v v v 4615 21.89% 4045 44.87%
u v v v v 7981 16.33% 4271 36.62%
Total 75044 51.35% 75044 67.81%
Table 4.11: Initial and final results for the estimation of the metaframe class
Finally, even after the improvement step, there are still wrongly classified metaframes. 
W hen these are examined, around 90% of them  are confused with the nearest com­
binations which are very difficult to separate. For example, within the metafram e 
class U U U U V , a total of 4358 metaframes, which make 91.34% of the to tal erroneous 
metaframes for th a t metaframe class, consist of UUUUU  and U U U V V  m etafram e
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combinations.
4.4.3.2 E stim ation o f the Voicing Strengths
In Section 4.4.2.3, a voicing strength estimation algorithm has been proposed for 
individual frames. W hen the voicing status and strength is estim ated for individual 
frames, the average error, which is defined as the spectral energy of the bands affected 
from erroneous voicing status or strength estimation, has been found to  be 14.87%. 
W hen metaframes are used, estimation of the metaframe class can be improved, as 
discussed in the previous part. However, the 116.16% increase in the accuracy of the 
metaframe class estimation algorithm does not translate as such a high increase in 
the estimation of the voicing statuses of the individual frames, which was previously 
90.06%, as shown in Table 4.8. The accuracy of the voicing statuses has increased 
to 93.82%. This slight increase introduces some improvement to the results of the 
voicing strength estimation algorithm. Since more frames are correctly estim ated as 
being voiced or unvoiced, the average error decreases automatically. Figure 4.15(a) 
shows the distribution of the spectral band energy of the metaframe affected from 
erroneous voicing strength estimation as a percentage of the to tal metafram e band 
energy. The metaframes which are composed of all unvoiced frames and are correctly 
estim ated using metaframe class estimation algorithm are excluded from this graph 
as the error in this case is already 0. The average error is found to be 13.19% in this 
case.
W hen metaframes are used, the voicing strength estimation algorithm can be im­
proved by taking into account the correlation between the voicing strengths of the 
neighbouring frames within a metaframe. Usually, voicing strengths of the frames in­
crease gradually after the transition from unvoiced frames to  voiced frames, m aintain 
high values during fully voiced metaframes, and decrease gradually until unvoiced 
frames begin. An example of such characteristics can be seen in Figure 4.16.
After the voicing class of the metaframe is determined by the codebook entry and 
metric-based re-evaluation, the original voicing strengths of the metaframes falling 
into each class are observed. Therefore, it is proposed to take this into account by
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constraining the voicing cut-off frequencies within a metaframe to  a number of values 
depending on the metaframe class. This is accomplished by choosing a number of the 
most common cut-off frequency values for each codebook entry. The cut-off frequen­
cies are first estim ated for individual frames as described in Section 4.4.2.3, however 
these values are then matched to  the nearest predetermined cut-off frequency vector. 
The predetermined voicing strength vectors are optimized over a large training da­
tabase and the exact number of the vectors used varies depending on the codebook 
entry. For example, metaframes of class V V V V U  which are assigned to the code­
book entry 32 have been observed to  have medium-to-high voicing cut-off frequencies 
at the beginning mostly whereas the metaframes of the same class assigned to the 
codebook entry 38 usually have low-to-medium voicing cut-off frequencies a t the be­
ginning. In both cases the voicing strengths decrease gradually and 2 pre-determined 
voicing strength vectors have been defined for each case. The same logic applies to 
the reclassified metaframes by the metric-based re-evaluation method. For example, 
metaframes originally belonging to the V V V V V  class but are assigned to  the the 
codebook entry number 0 which represents UUUUU  have been observed to  be mainly 
composed of strongly voiced frames with occasional drops in the voicing strengths of 
frames at either ends. 4 pre-determined voicing strength vectors are used for this case. 
On the other hand the corrected V V V V V  metaframes initially assigned to  codebook
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entry number 1 are mostly of very weak voicing and are constrained into only 1 voicing 
strength vector.
The distribution of the resultant error as the to tal spectral band energy affected as 
a percentage of the to tal metaframe spectral energy is given in Figure 4.15(b). The 
average error has decreased from 13.19% to 10.23% in this case.
4 .4 .3 .3  D iscussions
In this part, the voicing status and strength estimation algorithms have been altered 
slightly to  be used with metaframes and to achieve better performance. Although the 
voicing status estimation algorithm works well on individual frames, occasional errors 
accumulate and the performance at the end of metaframe classification can be poor. 
Correct classification of metaframes is im portant as the rest of the coding schemes 
depend on metaframe classes.
Estim ating the metaframe class in one step instead of individual estimation and then 
classification has been shown to perform much better. A codebook size of 8 entries 
per metaframe class has been found to  yield optimum results as a larger codebook 
represents spectral shapes which occur rarely resembling the shapes of other classes 
and therefore confuses the class estimation algorithm. Moreover, similar to  the im­
provement step in the individual estimation algorithm, an improvement step has been 
implemented using a combination of metrics to reduce the class estimation errors. At 
the end of this step, the overall metaframe class estimation has improved significantly. 
This shows th a t correlation exists between the spectral shapes of the frames within a 
metaframe and the voicing statuses of those frames.
Although the voicing strength estimation errors have been lowered due to  the improve­
ment in the metaframe class estimation performance, there is still room for making 
the voicing strength estimation better by taking into account the general character­
istics of the voicing strengths for each metaframe class. P utting  constraints on the 
voicing levels for different codebook entries representing different metaframe classes 
results in more accurate estimation of the voicing strengths and lower spectral energy 
error.
4.5. Conclusion
The proposed voicing status and strength estimation algorithm from the spectral 
envelope is generally intended for low-to-very low b it-rate speech coders where there 
is already a lot of quantisation noise and the bits saved by applying this technique can 
be used elsewhere for improving the quality more than  the amount of distortion caused 
by erroneous voicing status or strength estimation. In this part, it has been shown th a t 
when metaframes are used, more accurate estimation and hence less distortion can 
be obtained, making the proposed algorithm a more viable technique for low-to-very 
low bit-rate coders.
4.5 Conclusion
In this chapter strategies for reducing the bit rate  of speech coders while maintaining 
the output speech quality have been proposed. It has been shown th a t combining 
several frames into a metaframe is useful for exploiting the correlations between the 
neighbouring frames and hence for bit rate reduction. However, this results in an 
increase in the delay of the system. W ithout any further constraints for delay, an 
optimum size for a metaframe has been found to  be 5 frames of 20 ms providing a 
trade-off between the quantisation gains and delay.
While joint-quantisation of param eters within a metaframe is an efficient way of ex­
ploiting the correlations between the speech frames within the metaframe, further 
improvements can be obtained using a mode-based coding approach where the char­
acteristics and coding requirements of the speech segments are taken into account as 
in variable bit-rate coding schemes. By applying this mode-based coding approach 
to metaframes, several metaframe classes can be formed each exhibiting different 
characteristics and each requiring different coding accuracy. A method for metafram e 
classification has been proposed where the number of the metaframe combinations are 
reduced into a certain number of classes for more convenient and bit-efficient coding. 
It has been shown th a t this method does not introduce any audible distortion. The 
resultant metaframe classes cover the speech events as being all-unvoiced, all-voiced, 
or a transition from unvoiced to voiced or vice versa. This mode-based approach will 
be used extensively along with the joint-quantisation techniques in order to  achieve
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improved quantisation efficiency in the next Chapter.
Finally, it has been shown th a t there is usually a link between the spectral envelope 
of a speech frame and its voicing. A new voicing status and strength estimation 
algorithm has been proposed which uses only the spectral envelope of the speech frame 
which is already present at the decoder and therefore does not require transmission 
of any information about voicing. W hen this method is used in conjunction with 
metaframes, strategies have been proposed to  increase the accuracy of metaframe class 
estimation drastically which also increases the accuracy of voicing status estimation. 
Using the general characteristics of the voicing cut-off frequencies for each metaframe 
class, voicing strength estimation algorithm has also been fine-tuned for use with 
metaframes by imposing constraints on the estim ated cut-off frequencies which results 
in reduced spectral error. While this method does not provide transparent voicing 
information, it can be used in low-to-very low bit-rate coders which already possess 
significant quantisation noise resulting from the other parameters. The bits saved by 
using this method can be used for the reduction of b it-rate or in the quantisation of 
other information which could potentially increase the overall speech quality.
Chapter 5
M ode Based SB-LPC Coding
5.1 Introduction
In the previous Chapter, strategies for improving the quantisation efficiency of low 
bit-rate sinusoidal coders have been developed. These strategies included the use of 
metaframes and metaframe classification. For each metaframe class based on voic­
ing statuses of the frames, the param eters exhibit certain characteristics and have 
different coding requirements. For example, in a metaframe where there is a tran ­
sition from unvoiced frames to voiced frames, the change in the energy values and 
voicing strengths is different than  those belonging to a metaframe with a transition 
from voiced frames to unvoiced ones. The perceptual im portance of the LSF param e­
ters depend on such a metaframe classification as well, and by allowing less accurate 
representation of the LSF param eters of some frames, an overall better performance 
can be obtained. Therefore, using carefully chosen metaframe classes it is possible to 
devise a mode-based coding scheme which take into account the characteristics and 
requirements of each class in order to achieve the same perceptual speech quality a t a 
lower bit-rate. In addition to  this, the param eters of each class can be jointly quan­
tised in order to  exploit the correlations between the frames within the metaframe for 
further quantisation efficiency.
The SB-LPC vocoder has been introduced in Section 3.3.1.3 as a low bit-rate sinusoidal 
coder developed by the University of Surrey. As stated  before, the SB-LPC vocoder
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has 3 narrowband versions operating at the following bit-rates:
•  4.0 kbps: This version uses a param eter update rate of 10 ms and quantises two 
sets of param eters every 20 ms.
•  2.4 kbps: This version updates and quantises param eters using individual frames 
of 20 ms.
1.2 kbps: In this version, param eters are extracted every 20 ms as in the 2.4 
kbps version, but then grouped together in metaframes of 60 ms for quantisation. 
Moreover, the spectral amplitudes are not transm itted but are set to  unity.
In this Chapter, the strategies proposed in the previous Chapter are used for develop­
ing a mode-based param eter quantisation scheme for the SB-LPC vocoder. W ith  the 
additional delay of forming the metaframe, the proposed quantisation scheme aims 
at lowering the bit-rate of the 2.4 kbps version to 1.2 kbps while providing the same 
output speech quality. Further lowering the bit-rate to 800 bps is more challenging. In 
addition to using fewer bits for param eters, spectral amplitudes are not transm itted, 
similar to  the 1.2 kbps version of the SB-LPC coder. Moreover, the voicing estimation 
algorithm proposed in the previous Chapter is also implemented so th a t further bit 
savings are possible by not transm itting the voicing status and strength information. 
Using a bit allocation scheme which takes into account the perceptual im portance of 
each param eter for each metaframe class, it is possible to deliver speech at 800 bps 
with quality comparable to  th a t of the 1.2 kbps SB-LPC version.
In the following sections, the proposed quantisation techniques for the quantisation of 
pitch, voicing, energy, LSF and the spectral amplitudes param eters are described in 
detail. The proposed coding schemes operating a t 1200 and 800 bps based on the SB- 
LPC vocoder are presented. A subjective listening test is organized for performance 
evaluation and the new versions of the SB-LPC are compared to the original versions as 
well as a standard vocoder for calibration purposes. Finally, the results are presented 
along with some discussions.
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5.2 Quantisation of P itch and Voicing
The excitation model of the speech production model relies heavily on the correct rep­
resentation of the pitch and voicing parameters. Inaccuracies in pitch values caused by 
quantisation may result in degraded speech and annoying artefacts causing unnatural­
ness in the output speech. Moreover, decoders often use the pitch values to determine 
synthesis windows. Because of these, there are complex algorithms for accurate pitch 
estimation. However, this accuracy must be maintained through quantisation as well. 
Therefore it is im portant th a t the estimated pitch values be represented fairly accu­
rately.
Pitch values are quantised and transm itted only for voiced frames. For unvoiced 
frames no pitch value needs to  be transm itted due to  the lack of periodicity. Instead, 
the pitch param eter is simply set to a certain constant at the decoder. In the case of 
the SB-LPC vocoder, the pitch values are set to 80.0 for unvoiced frames. ’
Voicing determines the nature of excitation. Traditionally frames are classified as ei­
ther voiced (periodic excitation) or unvoiced (aperiodic/noise-like excitation). Recent 
vocoders usually use mixed voicing where the harmonic bands in the speech spectrum  
are classified as voiced or unvoiced individually, and hence a speech frame can consist 
of both voiced and unvoiced parts. Correct classification of the speech frame as well 
as the accurate representation of the voicing structure in its spectrum is im portant for 
overall speech quality and intelligibility. Declaration of an unvoiced frame as voiced or 
assigning too many harmonic bands as voiced incorrectly causes the speech to sound 
buzzy and metallic. On the other hand, incorrect declaration of a voiced frame as 
unvoiced results in rough and less intelligible speech.
In this work, the split-band voicing representation is followed where a cut-off frequency 
is determined dividing the spectrum into two halves [43]. All the harmonics in the 
upper half are declared as unvoiced while all the ones in the lower half are declared 
as voiced. The SB-LPC vocoder represents this cut-off frequency by 8 values. An 
unvoiced frame (no voicing) has the voicing value as 0. For a voiced frame, on the 
other hand, one of the remaining 7 values is assigned, showing the level or strength of 
voicing. As stated  in Chapter 4, the quantisation strategies discussed in this work use
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metaframe classification based on the voicing status of the individual frames within 
the metaframe. W hen the metaframe type is sent to the decoder, the voicing statuses 
of the frames are obtained from it. Therefore, there is nothing else to be transm itted 
for an unvoiced frame, and only the voicing strength values need to be quantised and 
transm itted  for the voiced frames.
In low b it-rate coding, most of the available bits are used for the coding of spectral 
information, especially the LSF parameters. Due to  the bit allocation constrictions, 
more efficient pitch and voicing quantisation techniques must be sought in order to 
atta in  lower bit rates without compromising quality. Using metaframes enables the 
joint-quantisation and therefore improves quantisation efficiency. This is achieved 
by combining all the pitch and voicing strength values within a metaframes into 
single pitch and voicing strength vectors. Depending on the metaframe class, the 
number of voiced frames vary, resulting in variable-size pitch and voicing strength 
vectors. While it is possible to pad these vectors with zeros to make them  all equal 
length, 5 in this case, it is more advantageous to  use separate codebooks for differerit 
metaframe classes where pitch and voicing strength values exhibit certain behaviour. 
For example, for metaframes consisting of only voiced frames, which are referred to as 
"voiced metaframes” throughout this thesis, pitch values tend to vary slowly, showing 
high correlation between neighbouring frames. On the other hand, for metaframes 
consisting of a number of voiced and unvoiced frames, which are referred to  as “mixed 
metaframes” throughout this thesis, pitch values tend to vary faster as the number 
of unvoiced frames increase. Similarly, in mixed metaframes, voicing strength values 
become smaller close to  unvoiced frames. Using such a mode-based coding scheme, it 
is possible to  make use of the characteristics of pitch and voicing strength values for 
different metaframe classes, adding to the benefits of joint-quantisation.
In the remaining parts of this section, the proposed quantisation methods for pitch 
and voicing are explained in more detail.
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5.2.1 P itch
Quantisation of a single pitch value usually requires 7-9 bits [37, 42]. However, in the 
case of metaframes, quantisation of pitch values jointly using fewer bits is possible. 
For example, in [37], joint quantisation of 3 consecutive pitch values is accomplished 
using 12 bits. In [44] 9 bits are used for this purpose.
It should be noted here th a t larger pitch values are more tolerant to errors as far 
as perceptual quality is considered. This shows th a t relative errors are im portant in 
pitch quantisation rather than absolute ones. Therefore calculating the average pitch 
value in the metaframe and converting the pitch values to  a pitch shape vector is a 
reasonable step prior to  quantisation. If there is only one voiced frame and hence a 
single pitch value within the metaframe, it is left to be quantised individually.
The pitch average value is quantised first unless there are only one pitch value in which 
case it is quantised using 7 bits. In other cases, the average value does not require 
as much accuracy as it is supplemented with the shape vector anyway. Therefore, it 
is quantised using 6 bits, which is also in line with the quantisation of a single pitch 
value in [37]. After th a t, the quantised pitch value is used for the generation of the 
shape vector. The shape vector is obtained by simply dividing each pitch value by 
the quantised average pitch value.
The quantisation of the shape vectors are carried out separately for different lengths. 
For short shape vectors, smaller codebooks are sufficient. On the other hand, as the 
length increases, larger codebooks are required. However, as a result of an increase 
in the number of voiced frames, there are more correlation between the consecutive 
shape vector values, and this helps reduce the required codebooks sizes.
Finally for perceptual quality improvement, a weighting function is used during code­
book search. The weighting function is given by
' W k =  \
y/^min I f  '^ k  ^  ^min
y /e fn a x  if ^ ^m a x  (bT)
y/fik otherwise
where Wk is the weight, Uk is the energy, and Cmin and Cmax are clamping values, e^m 
is used to clamp near-silence values while Cmax is used for marginally high values.
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This weighting function is based on frame energies, since the errors in higher energy 
frames are more audible. In order to prevent unexpected results occurring due to 
very high or very low energy values, frame energies are clamped from above and from 
below prior to be used in the weighting function. It improves the perceptual quality 
of pitch quantisation significantly.
5.2.2 Voicing Strength
The 7 values representing the voicing cut-off frequency, i.e. voicing strength, would 
normally require 3 bits/fram e, however, within a metaframe, they can be combined 
to form a voicing vector and less bits can be used to achieve satisfactory results. For 
example, 5 bits per 3 frames are used in [48] with joint quantisation. Alternatively, 
with voicing status information embedded in pitch, 3 bits are used in [37] and up to 
6 bits are allocated in [44] for the voicing strengths of 3 frames.
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Figure 5.1: Change of the voicing strength along speech frames
As can be seen from Figure 5.1, after a transition from unvoiced to  voiced frames, 
voicing values increase slowly until they decrease slowly before a transition back to 
unvoiced frames. This observation suggests the use of separate codebooks for each 
metaframe class, except for the ones with a single voiced frame whose strength can be 
quantised using 3 bits. For the rest, joint vector quantisation is used with the number
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of allocated bits depending on the metaframe class.
In voicing quantisation any errors change the distribution of periodic components 
in the excitation structure. This excitation is then filtered through the vocal tract 
filter, i.e., the spectral shaping filter. If the errors resulting from the quantisation of 
voicing strength affects harmonic bands with high spectral energy then the distortion 
will be more audible. Therefore, the error criterion should be based on the spectral 
energy and is calculated as the spectral energy difference between the original and 
the modified voicing cases. The formula given by Equation (4.2) is used as the error 
criterion in the quantisation of voicing strength values.
Finally, for perceptual fine-tuning, a weighting function based on the frame energies 
is implemented. This is the same weighting function given by Equation 5.1 used in 
pitch quantisation.
5.3 Quantisation of Energy
The time envelope of the speech frame is usually modelled by vocoders using an en- 
Grgy param eter. In SB-LPC, this energy param eter is calculated directly from the 
input speech by computing the RMS values of the windowed speech. Alternatively, 
the energy param eter can be calculated from the energy of the linear prediction resid­
ual, however although second method is simpler, it can cause problems due to  the 
interactions between the excitation and the LPC filter [43].
Experiments show th a t accurate representation of energy values is very im portant 
and has direct effect on speech intelligibility and quality. In parts of speech which 
dem onstrate rapid transitions in energy, especially from low to high (onsets), errors 
caused by inaccurate energy representation may cause annoying artefacts such as pops 
and clicks, or even loss of certain consonants and hence intelligibility.
During the quantisation of the energy values, the error values from the quantisation 
of larger energy values can be relatively smaller than  those of the smaller ones. This 
results in inaccurate representation of the small energy values and causes distortions. 
This can be prevented by converting the average energy values into the log domain
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decreasing the discrepancies between values. W ithin a reasonable range, these log 
values are clamped from below to exclude values which are essentially silence in order 
to  provide comparable im portance to  all the values.
Transparent quantisation of an individual energy value can be accomplished by using 
7 bits [43]. By using joint quantisation, however, 3 energy values in a metaframe are 
quantised using 10 bits in [44], 9-13 bits in [46], 14 bits in [49], and 12 bits in [50].
Similar to  pitch and voicing quantisation schemes, all the energy values are brought 
together in an energy vector. Unlike the pitch and voicing vectors, however, the 
energy vector is fixed in size. Therefore it is not necessary to  train  several codebooks 
of different sizes.
Upon forming the energy vector, an average value is calculated and quantised sepa­
rately. By quantising the average value separately, the input range of the coder can 
be extended to include quieter and louder speech from outside the training database. 
Prior to quantisation of the average value, the values to be used for codebook train­
ing are increased and decreased by 10 dB each and these values are included in the 
training in order to cater for a wide range of input signals [43].
Quantisation of the average energy value uses 6 bits per metaframe which provides 
satisfactory performance. The quantised average energy value is then used to calcu­
late an energy shape vector. Observing the characteristics of different shape vectors 
belonging to different metaframe types, it can be seen th a t metaframes without a 
transition exhibit mostly steady energy shapes. On the other hand, metaframes with 
a transition have a sudden increase or decrease where the transition occurs, as il­
lustrated in Figure 5.2. This is in line with the fact th a t highly voiced frames are 
accompanied by steady and high energy values whereas the transition from a voiced 
block to a unvoiced block and vice versa are accompanied with a drop and jum p in 
energy respectively. It can be argued th a t almost all of these rapid energy changes 
occur where the change in voicing takes place. This information is already available 
in the metaframe type and can be used to increase the efficiency by training separate 
codebooks for the energy shape of each metaframe type.
Figure 5.3 shows the average logarithmic error obtained from the shape vector quan-
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Figure 5.2: Examples of energy shapes for different voicing combinations. Each line 
represents the change in the energy shape vector of the metaframe for the particular 
combination. A distinctive trend can be observed depending on the metaframe class 
based on voicing statuses.
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Figure 5.3: Average logarithmic quantisation error in the energy shapes obtained 
using a general codebook and dedicated codebooks for each combination
tisations. One of the curves has been obtained by using a general codebook for all 
energy shape vectors of all metaframe types, and the other curve has been obtained by 
using a dedicated codebook for the energy shape vectors of each combination. From 
the figure, it can be seen th a t separation of codebooks has allowed 1 b it saving per 
codebook.
Mean-Squared Error (MSE) is used as the error criterion with no perceptual weighting 
since the accurate representation of all of the energy values are of similar im portance 
especially after the log-domain transformation.
5.4 Quantisation of Spectral Information
The spectral information represents the vocal trac t filter shaping the excitation. The 
quantisation of the LSF vectors is very im portant for intelligibility and overall speech 
quality. Especially in low bit-rate vocoders around half of the bits are allocated for 
LSF quantisation [37]. Therefore in order to atta in  good speech quality a t lower bit 
rates, increasing the quantisation efficiency of the LSF param eters is a must. Joint- 
quantisation is a very effective tool in doing so.
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Additional spectral amplitudes are also transm itted in order to  compensate for the 
loss of the fine details th a t may have been lost where the all-pole LPC filtering is 
insufficient to represent the spectral information. Spectral amplitudes can be calcu­
lated by peak-picking at harmonic locations for voiced parts or taking the RMS value 
of the speech present in the harmonic band for unvoiced parts [2]. The challenge in 
their quantisation due to  the varying size of the spectral amplitudes vector which can 
become very large.
In the remaining parts of this section, quantisation of LSF and spectral amplitudes 
on a single frame basis and using metaframes are discussed.
5.4.1 LSF Param eters
Spectral distortion(SD) is a measure of the similarity between two sets of LSF values 
and is commonly used as an objective measure of perceptual quality. For transparent 
quantisation of the LSF param eters the following criteria should be met [1];
•  The average SD should be less than  1 dB.
•  The percentage of the outliers at 2 dB should be less 1%.
• There should be no outliers at 4 dB.
Transparent quantisation of the LSF vector of a speech frame consisting of 10 LSF 
param eters can be achieved using 24 bits [73]. Fewer bits can also atta in  transparent 
quantisation using sophisticated techniques [72].
Using metaframes, it is possible to  improve quantisation efficiency by joint quantisa­
tion by exploiting the correlations between successive frames. This is true especially 
for strongly voiced frames. There are several works in the literature on joint LSF 
quantisation. 3 sets of LSF param eters are jointly quantised using 27-43 bits in [44] 
depending on the phonetic group and 53 bits in [49]. 44 bits have been allocated for 
the joint quantisation of LSF param eters in [50] resulting in less than  1.26 dB SD on 
average [43]. In [46], the 4-frame superframe is divided into two and 30-36 bits is used
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in to tal for the LSF quantisation. In all of these MSVQ is employed due to the large 
number of bits.
Although SD provides a good measure of the similarity between two LSF sets, due 
to its com putational complexity it is avoided during codebook training or codebook 
search. As a result, MSE is used with proper weighting. These weighting techniques 
try  to emphasize the regions which are perceptually more im portant.
Among many different weighting techniques such as the Paliwal-Atal m ethod [73], the 
weighting scheme used in the GSM Enhanced Full Rate (EFR) standard  [25], using 
inverse LSF distances [74], and using a function based on the group delays of the LPC 
filter [75]. In [43], the performances of these weighting methods have been compared 
and group delays have been found to  perform better than  the others, and therefore 
used in this work as well. The weighting function for 8 kHz speech is given by [75]
I  <Dk< D^ax
1  “ (**)\/r375xD„„i: ^ 1= <  1-375
where
, - J 1 1.375 < X k <  1000
u{xk) — < (5.3)
1 — 30^ — 1000) 1000 < Xk < 4000
where Dk is the group delay of the LPC filter at the frequency x^ in milliseconds. 
The maximum group delay Dmax is experimentally found to be around 20 ms. This 
function emphasizes the frequencies at the formants and also reduces the higher fre­
quencies.
The proposed LSF quantisation scheme uses MSVQ with 32 entries at each stage 
and a tree search algorithm with M =8. The codebook for the joint vector of LSF 
param eters within a metaframe is searched using the weighting function based on 
group delays. Among the 8 candidates, SD is used to choose the best possible match. 
Since the errors in higher energy frames are more audible than  those in lower energy 
frames, during the calculation of the to tal SD value of the metaframe a weighting 
function using logarithmic energy values clamped from above and below are used.
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In the case of metaframes consisting both voiced and unvoiced frames, the accuracy 
requirements of voiced and unvoiced frames should be taken into account. Voiced 
frames need a more accurate representation of the fine structure while unvoiced frame 
are more tolerant to  quantisation errors and only a rough representation is usually 
sufficient [57]. In order to take this into account, the weighting of the SD values 
coming from unvoiced frames should be reduced in the final calculation. A reduction 
factor of 10 is found to  be sufficient.
In order to test the performance of the proposed quantisation scheme, which was 
explained above, a set of 50000 LSF vectors outside the training database were jointly 
quantised. Table 5.1 displays the resultant average SD values as well as outliers at 
2 and 4 dB. Here the average SD calculation comprises of both voiced and unvoiced 
frames, and therefore differ from the values in Figure 4.1. Considering the availability 
of bits, 50-55 bits/fram e have been chosen to quantise the 5 LSF vectors jointly.
Bits Avg.SD > 2dB > 4 d B
50 2.04 50.12% 0.041%
55 1.92 39.08% 0.021%
60 1.82 29.21% 0.011%
65 1.72 20.97% 0.009%
70 1.64 14.41% 0.005%
75 1.55 9.53% 0.0002%
Table 5.1; Performance of the LSF quantisation m ethod at different bit rates
Further increase in perceptual quality can be gained by using postfiltering techniques 
which aim at attenuation of the quantisation noise [56]. Such postfiltering can es­
pecially benefit the LSF quantisation which takes up most of the bits and suffers 
most of the bit reductions for lowering the bit rates. For dem onstration purposes, 
an LSF postfilter already built into the SB-LPC synthesizer is used. This postfilter 
uses a piecewise linear function in order to  attenuate the possible quantisation noise 
in the spectral valleys. For better perceptual quality, more sophisticated postfiltering 
techniques, such as described in [76] should be used.
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5.4.2 Spectral A m plitudes
Spectral amplitudes can be calculated by peak-picking a t harmonic locations for voiced 
parts or taking the RMS value of the speech present in the harmonic band for unvoiced 
parts [2] for a speech frame. The length of the amplitudes vector for a frame depends 
on the number of harmonics and is given by
^  ~  8000 ^  0.4625 x P  (5.4)
where P  is the pitch period and fc is the cut-off frequency set to 3.7 kHz. As can 
be seen from the Equation 5.4, there can be up to a to tal of 350 amplitudes for a 
metaframe for a pitch range of 15 to 150. This makes the quantisation of amplitudes 
very difficult, especially given the scarcity of bits. Therefore the number of amplitudes 
to be quantised must be reduced, and preferably to a fixed number in order to avoid 
dealing with variable-sized vector quantisation.
One way to reduce the amplitudes vector to  a shorter hxed-length vector is to choose 
the first N  amplitudes from each frame [11, 77]. This method relies on the fact th a t 
lower frequencies are perceptually more im portant. Although this technique is easy to 
implement, this technique may lose effectiveness as the number of chosen amplitudes 
decreases. Especially in male speech, due to the large number of amplitudes, only a 
small fraction of the harmonic bands can be represented and all the rest in the higher 
frequencies will be discarded regardless of their perceptual importance.
Another method of choosing amplitudes to form a fixed-length vector is to divide the 
speech spectra of each frame into a fixed number of harmonic bands and take the 
average of the amplitudes within each band. This way each band is represented to  a 
certain amount and none of the amplitudes are discarded. Furtherm ore the bands are 
defined using a mel-scale measure so th a t perceptual quality is also taken into account 
[78]. The main shortcoming of this method is the large number of bands (more than  
20) necessary for sufficient performance, which will be impossible to  do a t the aimed 
bit-rates.
W hen choosing only a small number of amplitudes from each frame to  form the 
metaframe spectral amplitudes vector, in order to  minimize any distortions introduced
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during the reduction of the number of amplitudes, perceptually the most im portant 
amplitudes should be selected. In this work, the m ethod suggested in [43] is adopted 
as it effectively reduces the number of amplitudes to 11 per frame and is reported to 
performed much better than  the other techniques mentioned above. The amplitudes 
picking algorithm focuses on three main points:
•  Amplitudes under the formants of the LPC shape are more im portant than  the 
ones under the valleys.
• Amplitudes in the lower frequencies are more im portant than  the ones in the 
higher frequencies.
•  Spectral amplitudes located where LPC modelling is poor are likely to  carry 
more information.
Taking all these into account, the size of the amplitude vector per frame is reduced by 
selecting three amplitudes for each im portant peak of the spectral envelope, especially 
the amplitudes corresponding to  the first two harmonics.
This reduced-size metaframe amplitude vector is quantised using MSVQ techniques. 
Similar to the LSF quantisation, 5 bits are allocated to  each stage and a tree search 
algorithm with M =8 is used. In order to cater for perceptual importance, a weighting 
function based on LPC shape [43] is employed.
5.5 Coding Schemes at 1200 and 800 bps
The strategies proposed in this paper aim at reducing the bit-rates of sinusoidal coders 
down to 1.2 kbps and lower. While doing th a t it is also im portant to  m aintain good 
speech quality. In Chapter 4, strategies to achieve this aim have been presented. These 
included use of metaframes and joint-quantisation of param eters, voicing grouping 
and classification and coding according to the characteristics and requirements of the 
classes, and voicing status and strength estimation from the spectral envelope. In the
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previous sections of this chapter, the application of these strategies to the param eters 
extracted by the SB-LPC encoder have been explained.
In this section, the findings of the previous sections are used to produce example 
coding schemes which use SB-LPC encoder and decoder for analysis and synthesis, 
but employ the proposed quantisation strategies in-between. The Codec under Test 
(CuT) has been developed with two versions operating at 1200 bps and 800 bps.
5.5.1 Coding Schem e at 1200 bps
The 1200 bps version is aimed at achieving the quality of the original SB-LPC vocoder 
at 2400 bps, thereby halving the bit rate. Figure 5.4 shows the block diagram of the 
coding scheme at 1200 bps. The extracted param eters from frames of 20 ms are 
combined in a metaframe of length 5. Voicing status information is used to  classify 
the metaframes as described in Section 4.3. According to  the metafram e class, bit 
allocations vary depending on the requirements of each metaframe class. Table 5.2 
summarizes the bit allocations for the 1200 bps version.
Pitch Quantization
Voicing Quantization
Coding Schem e 
Selection Energy Quantization20m s 20m s 20m s 20m s 20m s
LSF Quantization
Metaframe
Formation Spectral Amps 
Quantization
All Other 
Param eters
Pitch, Voicing, Energy, LSF and Spectral 
Amplitudes
Voicing
Metaframe
Classification
P aram eter Extraction
Quantized: 
Metaframe C lass, 
Pitch, 
Voicing, 
Energy,
Spec. Amps
Figure 5.4: Block diagram of the proposed coding schemes at 1200 bps
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Voie. Comb. Type Pitch Voie. Energy LSF Spec. Amps Padding Total
UUUUU 4 - - 16 55 30 15 105
VVVVV 2 16 6 16 55 25 0 120
UVW V
VVW U
3 14 5 13 55 30
0
120
UUW V
VVVUU
4 13 4 14 55 30
0
120
u u u w
v v u u u
4 12 4 15 55 30
0
120
u u u u v
v u u u u
4 7 3 16 55 30
0
115
Table 5.2: Bit alocation according to the voicing combinations for the 1.2 kbps version
Pitch Quantization
Energy Quantization
20m s 20m s 20m s 20m s 20m s
Metaframe
Formation
100ms
Pitch, Voicing, Energy, LSF and Spectral 
Amplitudes LSF Quantization
Voicing Estimation
Metaframe
Classification
Coding Schem e 
Selection
P aram eter Extraction
Quantized:
Pitch,
Energy,
LSF
Figure 5.5: Block diagram of the proposed coding schemes at 800 bps
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Voie. Comb. Pitch Energy LSF Total
UUUUU - 18 50 68
V W W 16 14 50 80
UVW V
VVW U
16 14 50 '80
U U W V
VVVUU
15 15 50 80
u u u w
v v u u u
14 16 50 80
u u u u v
v u u u u
7 16 50 73
Table 5.3: Bit allocation according to the voicing combinations for the 800 bps version 
5.5.2 Coding Schem e at 800 bps
In order to  lower the bit rate to 800 bps, a different coding scheme is adopted. The 
block diagram of the coding scheme at 800 bps is shown in Figure 5.5. No voicing 
information is sent in the 800 bps version. Voicing statuses and strengths for voiced 
frames are estim ated from the spectral envelope instead. Although this technique 
does not produce transparent voicing, it nevertheless provides adequate quality for 
the given bit rate, especially when the quantisation noise from the LSF param eters 
is taken into account. The bit savings are im portant though and justify the use of 
this technique. Therefore it is necessary to quantise the LSF param eters first. 5 
bits are taken off the LSF param eters as they would be using up 55 of the available 
80 bits per 100 ms, and codebooks using 50 bits are trained for the quantisation of 
the metaframe LSF vector. Then voicing status and strength are estim ated from the 
spectral envelope as described in Section 4.4. After th a t metaframe classification is 
performed and according to the metaframe class energy and pitch param eters are 
quantised. Bit allocations for energy and pitch are almost left unchanged apart from 
some small adjustments, as reductions in the number of bits used for these param eters 
have been found to cause too much distortion even with savings of only 1-2 bits. In
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some cases, extra bits can be allocated if the to tal number of bits falls slightly below 
80 per 100 ms. Significant bit savings are obtained by not transm itting the spectral 
amplitudes. Instead, the LP modelling is assumed to  provide adequate representation 
of the spectral envelope for this bit-rate, and the spectral amplitudes are all equated 
to 1 at the decoder. This choice is in line with the 1200 bps version of the original 
SB-LPC vocoder [37]. The bit allocation scheme for the 800 bps version can be seen 
in Table 5.3.
5.6 Performance Evaluation
Once the CuT versions operating at 1200 and 800 bps are produced, their performance 
should be assessed. A good understanding of their performance can be obtained by 
comparing the CuT employing the proposed quantisation techniques with the original 
codecs w ithout these techniques. The 1200 bps version of the CuT is compared to 
the original SB-LPC at 2400 bps, and the 800 bps version of the CuT is compared to 
the original SB-LPC at 1200 bps since they are thought to produce similar quantity. 
These comparisons aim at giving a good idea of how effective the proposed techniques 
are for bit-rate reduction.
In addition to th a t, an industry standard codec is included in the evaluation to  provide 
better insight to the performance of the proposed techniques. The Mixed Excitation 
Linear Prediction (MELP) codec [44] is used for these purposes. M ELP and SB- 
LPC were candidates in a competition for determining the new generation NATO 
Standard for low bit-rate speech coding in 2000. The CuT version operating a t 1200 
bps is compared to  the MELP codec operating at 2400 bps, and the CuT version 
operating at 800 bps is compared to the MELP codecs operating at 1200 bps and 600 
bps. The CuT versions at 1200 and 800 bps are expected to provide similar quality to 
the MELP codecs a t 2400 and 1200 bps respectively, while CuT at 800 bps is expected 
to  provide better quality than the MELP codec at 600 bps.
For calibration purposes, SB-LPC and MELP operating a t 2400 and 1200 bps are 
compared to each other as well. Taking all these into account, a subjective listening
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test using the Comparative Category Rating method as described in [79] has been or­
ganised in order to evaluate the performance of the proposed quantisation techniques.
5.6.1 Preparation for th e  Subjective Evaluation
The subjective evaluation has been carried out in a special listening room. For the 
listening test 2 male and 2 female test sentences have been chosen from the N TT 
database [69]. Each sentence is 8 seconds long. These sentences have been downsam­
pled to  8 kHz and MIRS filtered. Afterwards they are encoded and decoded using the 
following codecs:
•  SB-LPC original version operating a t 1.2 and 2.4 kbps.
•  SB-LPC, using the proposed quantisation techniques, operating at 0.8 and 1.2 
kbps.
•  MELP, operating a t 0.6, 1.2 and 2.4 kbps
The sentences to  be compared are paired and another pair with the reverse order is 
also used in order to prevent biasing towards the second sentence in the pair. 20 
listeners are asked to  compare the sentence pairs and note down their opinion. For 
each sentence pair being tested, the first sentence is identified as being much better, 
slightly better, slightly worse or much worse than, or about the same quality as the 
second sentence. These opinion scores are then mapped to  numerical values using 2, 
1, -1, 2 or 0 respectively, as summarized in Table 5.4
5.6.2 R esu lts and D iscussions
At the end of the listening test, the resultant scores for each comparison combination 
are calculated. The combined results are given in Table 5.5 with their 95% confidence 
intervals. A positive score means th a t the first codec has been found to  be somewhat 
better than  the second coded and a negative score means vice versa. As it becomes 
difficult to distinguish the two codecs being compared, the score gets closer to  0.
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Opinion Score
Much Better 2
Slightly B etter 1
About the Same 0
Slightly Worse .-1
Much Worse -2
Table 5.4: The scoring table for the comparison of the first sentence to  the second one
Comparison Score Confidence Interval
CuT 1.2/SBLPC 2.4 -0 .088 ±0.053
CuT 1.2/M ELP 2.4 -0 .063 ±0.045
CuT 0.8/SBLPC 1.2 -0 .188 ±0.073
CuT 0.8/M ELP 1.2 -0 .375 ±0.091
CuT 0.8/M ELP 0.6 1.138 ±0.064
SBLPC 2.4/M ELP 2.4 0.025 ±0.029
SBLPC 1.2/M ELP 1.2 -0 .088 ±0.053
Table 5.5: Listening test results
5.6. Performance Evaluation 111
Much
Better
Slightly
Better
About 
The Same
Slightly
Worse
Much
Worse
CuT 1.2 - 
SBLPC 2.4
2.50% 8.75% 70.00% 15.00% 3.75%
CuT 1.2 - 
MELP 2.4
1.25% 10.00% 72.50% 13.75% 2.50%
C uT 0.8 - 
SBLPC 1.2
1.25% 12.50% 57.50% 23.75% 5.00%
CuT 0.8 - 
MELP 1.2
0.00% 11.25% 56.25% 28.75% 8.75%
CuT 0.8 - 
MELP 0.6
35.00% 48.75% 11.25% 5.00% 0.00%
SBLPC 2.4 - 
MELP 2.4
2.50% 17.50% 63.75% 12.50% 3.75%
SBLPC 1.2 - 
MELP 1.2
5.00% 11.25% 61.25% 15.00% 7.50%
Table 5.6: Listening test results
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A more visual presentation of the test results can be found in Figure 5.6 where the 
final scores are plotted against the opinion spectrum  along with their 95% confidence 
intervals. If the marker is close to  the middle, th a t means the two codecs produce 
almost indistinguishable quality. As one of the codecs becomes more preferable, the 
marker moves away from the centre, closer to the preferred codec for each combination. 
The quantity of preference can be seen from how far the marker has moved.
C'"
;
o-
o-
- 2
Much W orse>0 Much Better Slightly Better About the S am e Slightly W orse
Figure 5.6: Listening test results
The subjective listening test results show th a t the quality of speech produced by the 
CuT at 1.2 kbps is almost indistinguishable from those of the original SB-LPC and 
MELP at 2.4 kbps. This shows th a t the proposed techniques have been effective in 
reducing the bit rate from 2.4 to 1.2 kbps w ithout any degradation in speech quality.
At 800 bps the CuT still produces speech th a t is similar to those produced by the 
original SB-LPC and MELP at 1200 bps in term s of quality. However, as can be seen 
from the final scores, in this case the original SB-LPC or MELP have been preferred 
slightly more than the new codec. This is due to the fact th a t these coders also employ 
metaframes (3 frames of 20 ms for SB-LPC and 3 frames of 22.5 ms for M ELP) and 
the quantisation gains achieved by joining 3 frames instead of single frames is larger 
than  those achieved by increasing metaframe size from 3 to  5 frames, as dem onstrated 
by Figure 4.1. The new codec a t 800 bps produces better quality speech than  MELP 
at 600 bps as expected.
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The comparison results between SB-LPC and MELP at 2.4 and 1.2 kbps are also 
provided for calibration purposes.
In order to  get a rough idea about the complexity requirements, the CuT versions at 
1.2 and 0.8 kbps, the MELP at 2.4, 1.2 and 0.6 kbps, and the SB-LPC at 2.4 and 1.2 
kbps are compared. A speech file consisting of male and female speech sampled a t 8 
kHz and 400 seconds long is processed using the speech coders mentioned above on a 
machine running on Intel Pentium  M processor a t 2 GHz and having 2 GB of RAM. 
The to tal processing times are given in Table 5.7.
Codec & Bit-Rate Total Processing Time (sec)
CuT 1.2 kbps 16&8
CuT 0.8 kbps 139.0
SB-LPC 2.4 kbps 132.4
SB-LPC 1.2 kbps 135.4
MELP 2.4 kbps 104.5
MELP 1.2 kbps 172.4
MELP 600 bps 162.0
Table 5.7: Total processing times for a speech segment of 400 sec using the CuT and 
the references codecs at different bit-rates
From Table 5.7, it can be seen th a t the CuT at 1.2 kbps has an increased complexity 
over SB-LPC at 2.4 kbps by about 23%. Although there is an increase in the com­
plexity in the CuT at 800 bps due to the voicing estimation from the LPC shape, 
due to the fact th a t in this version the spectral amplitudes are not calculated, and 
hence the size-reduction and quantisation do not occur either, there is a decrease in 
the overall complexity. Still, the CuT versions have been found to be along the lines 
of the MELP and SB-LPC vocoders with regards to  complexity.
As for the delay, the CuT at 1.2 kbps has an increase of 80 ms in delay over the 
SB-LPC at 2.4 kbps due to the buffering of the extra 4 frames of 20 ms. The to tal 
algorithmic delay is therefore 5 * 20 4-15 -b 20 =  135 ms, where the 15 ms is due to 
the look-ahead delay and there is only 20 ms of delay a t the decoder. The CuT at
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800 bps has an increase of only 40 ms in delay over the SB-LPC 1.2 kbps due to the 
buffering of the extra 2 frames of 20 ms. The to tal algorithmic delay of the CuT at 
800 bps is 135 ms as well.
There is an increase in the storage requirements due to the quantisation tables. The 
to tal storage requirement for the CuT at 1.2 kbps is about 120 kWords, and the CuT 
at 800 bps is about 100 kWords. W ith 16 bits/w ord implementation, these numbers 
translate to  234 kB and 195 kB respectively.
For guidance, complexity and memory requirements of the MELP coders for a specific 
implementation can be found in Table 2.2. The complexity of the SB-LPC is reported 
to  be 47.67 MIPS a t 2.4 kbps, and 47.27 MIPS at 1.2 kbps [50].
5.7 Conclusion
This chapter has presented the application of the quantisation strategies described in 
Chapter 4 to the SB-LPC vocoder in order to lower the bit-rates while maintaining the 
speech quality. The delay of the system has been relaxed in order to form metaframes 
which enable the exploitation of the correlation between consecutive frames and pro­
vide flexibility for mode-based quantisation. It has been shown tha t, by jointly quan­
tising the param eters within a metaframe improves quantisation efficiency. Especially 
with LSF and Spectral Amplitudes, significant bit savings have been achieved by us­
ing joint-quantisation. Joint-quantisation has improved the quantisation efficiency for 
the other param eters as well. Further quantisation gains have been possible by using 
mode-based quantisation schemes. For LSF param eters, this has been accomplished 
by biasing towards more accurate representation of voiced frames. For other param e­
ters, it has been shown th a t different metaframe classes exhibit certain characteristics 
and patterns. W ith a slight increase in storage requirements, separate codebooks for 
different metaframe classes have been designed. This has allowed better capturing 
of energy changes and voicing strength values during transitions as well as better 
exploitation of the increased correlation during fully voiced metaframes.
The performance of the proposed quantisation scheme has been justified in a listening
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test where the proposed Codec under Test (CuT) versions operating a t 1200 bps and 
800 bps have been compared against the original SB-LPC at 2400 bps and 1200 bps as 
well as MELP operating at 2400 bps, 1200 bps and 600 bps. The CuT at 800 bps uses 
the proposed voicing estimation m ethod for further bit reduction. The test results 
show th a t the CuT operating a t 1200 bps produces speech with almost the same 
quality as the original SB-LPC at 2400 bps and MELP 2400 bps, thereby effectively 
halving the bit-rate. The CuT operating a t 800 bps, on the other hand, provides 
comparable quality to  the original SB-LPC at 1200 bps and MELP at 1200 bps, while 
the speech quality is found to  be better than  the MELP at 600 bps, as expected.
Overall, with an increase in the delay of 40 ms (in the case of the CuT at 800 bps 
over the SB-LPC 1.2 kbps) and 80 ms (in the case of the CuT at 1.2 kbps over the 
SB-LPC 2.4 kbps), complexity of about 23% in the case of the CuT at 1.2 kbps 
over the SB-LPC at 2.4 kbps, and storage requirements due to the quantisation ta ­
bles of the speech coding system, it has been shown th a t the proposed techniques 
involving mode-based joint-quantisation of the speech param eters and an alternative 
voicing estimation algorithm have been effective in lowering the bit-rates from 2400 
bps to  1200 bps and lower without compromising the output speech quality. These 
techniques can be applied to  other sinusoidal coders operating around 2 kbps with 
possibly slight modifications in order to achieve bit-rates around 1 kbps. However, 
the proposed techniques may not be suitable for implementation in systems which are 
delay-sensitive or with memory or complexity constraints.
Chapter 6 
Phonem e-Based Scalable Speech  
Coding
6.1 Introduction
In the previous chapters, strategies based on the use of metaframes, mode-based 
coding and voicing estimation at the decoder have been used in order to  achieve 
better quantisation efficiency, and hence lower bit rates. While these strategies have 
been successful at lowering the bit rates down to 1200 bps, and then to 800 bps 
without transm itting the voicing and spectral amplitudes, further bit reductions can 
degrade the speech quality and intelligibility significantly. In order to  m aintain speech 
quality at even lower bit rates, a change of paradigm is necessary.
Text-to-Speech systems, as mentioned previously in Section 3.4.1, aim at producing 
intelligible and natural sounding speech from w ritten text. This is usually accom­
plished by converting the text to  phonemes and then concatenating the appropriate 
phoneme waveforms or synthesizing phoneme param eters [20] w ith slight modifica­
tions for retaining the prosody.
Phonemes have also been applied to speech coding and some examples were briefly 
presented in Section 3.4.2. However, speaker variations usually cause problems, and 
therefore most phoneme-based vocoders use a single-speaker database. In [66], a
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speaker-independent database is used for training, and phoneme information is used 
to extract param eters to be synthesized with MELP. A baseline vocoder is produced 
operating around 300 bps with modest intelligibility and quality. Additionally, resid­
ual information is encoded with 400 bps or 800 bps in order to increase the quality.
In this chapter, the aim is to  investigate the use of phonemes in very low bit-rate 
speech coding. For this purpose, the delay, storage and complexity constraints are 
relaxed. Additionally, it is assumed th a t phoneme recognition is already performed, 
and the phonemes and their durations in the input speech are readily available. For 
speech synthesis, param eters are taken from a comprehensive and speaker-independent 
database directly with any additional information.
6.2 M otivation
Phonemes are used extensively by systems which synthesise speech from text [20]. 
These systems convert the text to  phonemes using the language features. Phonemes 
in a large database recorded by a professional speaker are then concatenated to  form 
the speech waveform. There are challenges in these systems as to  choosing the suitable 
phoneme and making the necessary modifications prior to  appending.
There have also been uses of phonemes in speech coding, as described in Section 
3.4. Since many features of the speech can be defined by phonemes, most of the 
necessary information can be obtained by using phonemes as templates. W ith careful 
concatenation of phoneme templates, most of the intelligibility can be retained.
Finally, phonemes are similar to  metaframes with well defined boundaries and ex­
hibiting certain characteristics. Therefore quantisation of phoneme param eters can 
be considered as an extension to mode-based joint-quantization.
The aim of the work described here is to design two coding schemes. An intelligibility- 
oriented scheme operates at bit rates around 300-350 bps with little concern over qual­
ity and speaker recognisability. In order to avoid the extensive database preparation 
issues, a comprehensive database is used. Moreover, with the fiexibility of working in 
the param etric domain, each param eter can be modified individually with the aid of
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a little extra information for prosody. This way, prosody of the speech can also be 
maintained adequately so th a t intelligible speech can be synthesised.
For extra quality and fidelity to the original speaker, additional information can be 
encoded on top, resulting in a scalability. A high quality coding scheme can be 
achieved operating at low bit-rates where some of the information is taken from the 
phoneme tem plates thereby allowing a reduction in the bit rates.
In both coding schemes, it is assumed th a t phoneme recognition has already been 
carried out, since designing a phoneme-recogniser is beyond the scope of this work. 
Therefore the readily available phonetic labels in the TIM IT database [80] are used.
6.3 Database Analysis and Observations
One of the main objectives of the work presented here is to achieve a speech coding 
system which does not require extensive training for each speaker. Moreover, the high 
quality coding scheme is not a speaker-dependent speech coder. Therefore a readily 
available database should be used. For this purpose the TIM IT Speech Database [80] 
has been chosen due to its comprehensive coverage and phonetic labelling.
Prior to  the use for coding, the database has to be analysed, and the param eters 
for each phoneme in each sentence has to be extracted. For speech synthesis, the 
synthesiser of the SB-LPC coder operating a t 4.0 kbps is used, which works on frames 
of 10 ms. The reason for choosing shorter frames is to be able to capture rapid changes 
and short phonemes better.
For param eter extraction, the analyser of the SB-LPC coder has been modified to 
provide a set of param eters every 5 ms. This increases the flexibility by providing 
more than enough samples for each param eter, and is especially useful during phoneme 
duration alteration, where some of the phonemes need to be stretched. Besides, since 
these phonemes are stored, not transm itted, faster param eter update does not lead 
to higher bit rates.
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6.3.1 T he TIM IT Speech Corpus
The TIM IT Speech D atabase [80] consists of 136 female speakers and 327 male speaker 
for training, and 56 female and 112 male speakers for testing purposes. Each speaker 
u tters 10 sentences, 2 of which are the same in each speaker. 5 of these sentences are 
from a large sentence list and may be uttered by several speakers, while 3 of these 
sentences are unique to  the speaker.
The TIM IT database is a comprehensive representation of the American English (in­
cluding dialect). All of the sentences in this database are transcribed and labelled 
using a set of 60 phonemes. A complete list of phonemes can be found in the Ap­
pendix.
The TIM IT database does not cover emotionally affected speech utterances; all the 
samples are unaffected speech samples. In emotionally affected speech, the significant 
changes in the prosody may take place, resulting in rapid and unpredicted variations 
especially in energy and pitch values. In this work, the focus is coding unaffected 
speech and work on emotional speech is not covered.
6.4 Observations
Before going on to the discussion of how the extracted param eters can be used to 
produce intelligible and /or high quality speech a t very low bit rates, it is worth to 
take a time to  make some observations about the characteristics of the phonemes.
6.4.1 Phonem e Groups
The TIM IT speech database defines 7 groups for the categorization of phonemes. 
There are also symbols for pause, epenthetic silence (which is often found between a 
fricative and a semi-vowel or nasal) and non-speech events such as silence preceding 
or succeeding a sentence.
In this work, the characteristics of the phoneme groups from a coding perspective are 
the main focus. In previous chapters, it has been stated th a t the coding requirements
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of speech segments may vary depending on the characteristics of the param eters, such 
as status and strength of voicing. Therefore, the brief observations of the character­
istics for each phoneme class given here according the the general behaviour of the 
param eters extracted from those phonemes.
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Sam ples
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Figure 6.1: The time domain waveform of the words “she had” consisting of phonemes 
“h # /s h /iy /h v /a e /d c l /jh ” .
6.4.1.1 Vowels
Vowels are the largest group of phonemes. Figure 6.2 shows the extracted voicing and 
energy param eters for the phoneme “ae” in Figure 6.1.
f
(a) (b)
Figure 6.2: Extracted voicing and energy param eters of an “ae” phoneme.
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As can be seen from Figure 6.2, vowels usually have strong and steady voicing with 
high energy levels. There is high correlation and slow variation between the param e­
ters of a vowel phoneme.
2 100
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Length of P honem es in S am ples
Figure 6.3: The histogram of the length of “ae” phonemes in samples.
The vowels are usually long phonemes. Figure 6.3 shows the distribution of the 
durations for the phoneme “ae” . As can be seen from this figure, durations of 150-200 
ms are not uncommon for vowels.
6.4.1.2 Semivowels and Glides
i
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Figure 6.4: Extracted voicing and energy param eters of an “hv” phoneme.
This group of phonemes have a vowel-like nature. They have high and steady voicing 
and medium-to-high energy levels. The pitch values of this group of phonemes exhibit
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slow variation. Energy and voicing param eters of a sample “hv” phoneme are shown 
in Figure 6.4 as an example.
200 400 600 800 1000 1200 1400 1600 1800
Length of P honem es in Sam ples
Figure 6.5: The histogram of the length of “hv” phonemes in samples
As can be seen in Figure 6.5, semivowels are usually shorter than  vowels, with dura­
tions around 50-75 ms.
6.4.1.3 Nasals
Nasals have voicing levels of generally medium strength and low-to-medium ener­
gies. Figure 6.7 shows the energy and voicing param eters of the phoneme “m ” as an 
example.
As can be seen in Figure 6.8, duration of the nasals are usually around 50-75 ms.
6.4.1.4 Fricatives
Fricatives can be either voiced or unvoiced. In the case of a voiced fricative, the 
voicing is usually low-to-medium, with low energies. Figure 6.9 shows the voicing and 
energy param eters of an example “z” phoneme.
Unvoiced phonemes, such as “sh” whose energy values are shown in Figure 6.10, 
usually have low energy values.
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Figure 6.6: The time domain waveform of the word “romantic” consisting of phonemes 
“r /o w /m /a e /n /tc l/ t / ix /k c l/k ”
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Figure 6.7: Extracted voicing and energy param eters of an “m” phoneme 
As can be seen in Figure 6.11, fricatives can be around 100-125 ms long.
6.4.1.5 Affricates
Affricates are the smallest phoneme group, consisting only two phonemes. The 
phoneme “jh ” , whose energy and voicing param eters can be seen in Figure 6.12, gen­
erally has low voicing. The phoneme “eh” is the unvoiced affricate. Figure 6.13 shows 
an example set of the energy param eters of a “eh” phoneme. Both affricates have low 
energies and there is considerable amount of spectral energy in higher frequencies of 
their spectra.
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Figure 6.8: The histogram of the length of “m” phonemes in samples
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Figure 6.9: Extracted voicing and energy param eters of an “z” phoneme.
As can be seen in Figure 6.14, affricates are usually around 80-100 ms long.
6.4.1.6 Closure Intervals and Stops
Closure intervals usually come before stops and exhibit decreasing voicing strength 
and energy as can be seen from Figure 6.15. The stop phonemes are either unvoiced 
or have very low voicing levels.
As can be seen from Figure 6.16, stops are generally short phonemes with durations 
of 30-50 ms while the closure intervals are usually slightly longer and are about 50-60 
ms.
6.5. Coding for Intelligibilility 125
100
80
70
Im 60 
^  50
(U
I
20
20
Frame No
Figure 6.10: Extracted energy of an “sh” phoneme
6.5 Coding for Intelligibilility
6.5.1 Introduction
As units of speech, phonemes possess a lot of information about the message conveyed 
by the speaker. They mostly lack, however, speaker, speaking style and prosody infor­
mation. Therefore it is possible to design a speech coder based on phonemes, operating 
a very low bit-rates and aims at high intelligibility w ith little speaker recognisability. 
Although diphones can be used as units for concatenation, using diphones from dif­
ferent speakers causes severe discontinuities a t the mid points of the phonemes. This 
would require a sophisticated method for transforming and aligning the speaker char­
acteristics at such situation. Instead, it is proposed to  use phonemes themselves as 
concatenation units, since they have rather well-defined boundaries. While problems 
may still be occur at the concatenation points, these differences are rather small due 
to the fact th a t there is already a significant change in speech characteristics from one 
phoneme to another even in the original speech.
Although phonemes carry a lot of information about the message of the sentence, 
simple concatenation of phonemes does not produce any intelligible speech, since 
phoneme characteristics vary according to the speaker and the context where the
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Figure 6.11; The histogram of the length of “sh” phonemes in samples
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Figure 6.12: Extracted voicing and energy param eters of an “jh ” phoneme
phoneme comes from. While it is possible to  use phonemes from the same speaker, 
and hence minimize the mismatch during concatenation due to  the speaker, it requires 
extensive recording by the same speaker. Using a database composed of many speakers 
solves this problem but a method for avoiding the discontinuities caused by speaker 
variations is needed.
Due to coarticulation effects, phonemes taken from different contexts may not produce 
intelligible speech. W hen choosing and using a phoneme, the context which it belongs 
to  should also be considered.
Still there might be issues with intelligibility. For better understandability some 
prosody information is also required. An analogy to  text reading can be made. Al-
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Figure 6.13: Extracted energy param eters of an “eh” phoneme
though letters are the basic units for text, they are grouped together to  form words 
and separated from each other by spaces. Words are then linked using gramm atical 
rules to  form meaningful phrases. Finally, punctuation is used to  enhance the mes­
sage of the sentence. In term s of speech coding, additional information about the 
phonemes are required, such as duration, changes in loudness or intonation.
In this section a speech coding scheme is proposed where the main focus is the message 
conveyed in the speech. Phoneme duration and labelling information is assumed to 
be available, which is the case with the TIM IT database. Phonemes from the TIM IT 
training database are available at both the encoder and the decoder, w ith param eters 
extracted using 5 ms frame update. These phonemes are to be used as tem plates and 
modified according to the prosody information.
In the rest of the section, encoding the phoneme index and duration information is 
presented first. Afterwards a method is proposed for choosing a suitable phoneme 
tem plate from the database. Finally the extra information required for achieving 
better intelligibility is discussed.
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Figure 6.14: The histogram of the length of “eh” phonemes in samples
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Figure 6.15: Extracted voicing and energy param eters of an “tel” phoneme followed 
by the “t ” phoneme
6.5.2 Encoding the P honem e Index and D uration
The encoding of the phoneme indices is straightforward. Since there are 60 phonemes 
in to tal used in the TIM IT database, 6 bits are enough for the phoneme indices.
The duration of each phoneme is required so th a t the rhythm  of the speech is main­
tained and the phonemes are appended next to each other in a meaningful manner.
Due to. the usage of frames, encoding the phoneme durations is simpler, as there is 
a limited number of discrete values to be encoded. As can be seen in the duration 
histograms in Figure 6.17, the phoneme lengths for each phoneme has a bell-like
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Figure 6.16: The histogram of the lengths of (a) “tel” phonemes, (b) “t ” phonemes
shape. Due to  the concentration of phoneme lengths around the average frame length 
for each phoneme, it is im portant to  have an accurate representation for those values. 
Moreover, small errors due to the inaccurate duration value are likely to have a bigger 
impact when the duration values are small. Therefore it is necessary to have a better 
representation for the values smaller than the average duration than  the ones th a t 
are larger. It is proposed to  encode the duration values by storing the average value 
for each phoneme and then encoding the difference between the target and average 
values. 4 bits have been found to  be sufficient for this and the available 16 levels are 
unevenly distributed considering the statistical distribution of the duration values. In 
fact, from Figure 6.17 it can be seen th a t most of the actual duration values can be 
represented with 16 levels except a very small number of long ones.
A statistical study for the frequency of phonemes or phoneme pairs can be performed 
as well as their relative durations. For example, a closure interval is mostly likely 
to be succeeded by a stop. These patterns might lead to  a reduction in b it-rate by 
designing a sophisticated bit allocation scheme.
6.5.3 Changing the D uration
In order to preserve the rhythm  of the input speech, the duration of the source 
phoneme need to  be matched to the duration of the target phoneme. This pro­
cess might be challenging in the time domain, as it is difficult to  preserve the natural 
features of the phoneme [81]. Working in the param eter domain offers flexibility, as
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Figure 6.17: Histograms of the phoneme durations in term s of number of frames of 
10 ms for the phonemes (a) aa (b) m (c) r (d) s
each param eter can be handled separately. Since duration is expressed in term s of 
the number of frames in this work, changing the duration of param eters reduces to 
changing the number of param eters to be used. A simple algorithm is proposed where 
the param eters are treated  as a continuous stream  of values and the desired number 
of param eters are obtained by sampling this continuous stream  with equal intervals. 
The first and the last values are kept as they mark the beginning and the ending of the 
phoneme. The param eter values within the phoneme are obtained by interpolating 
between the available values according to the sampling points.
Due to  the slowly evolving nature of speech param eters, changing the duration with 
this method introduces no audible distortion. The integrity and natural features of 
the phoneme is preserved even when rapid changes occur since the param eters are 
updated every 5 ms, i.e., twice the normal rate.
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6.5.4 C hoosing the Tem plate Phonem e
The phoneme index and duration provides a lot of information about the message to 
be conveyed. However, simply taking the param eters from a phoneme, adjusting their 
duration and synthesising them  does not produce intelligible speech- This is partly  
due to the fact th a t the same phoneme may produce different sounds depending on 
the speaker, the speaking style and the context th a t it is spoken in, and partly  due 
to the discontinuity between the phonemes taken from different sentences spoken 
by different speakers mostly. Therefore there is a need for a criterion as to which 
instance of the phoneme should be taken from the database and used in synthesis. 
This is accomplished by first setting a candidate base, which are phonemes having 
the same index as the original phoneme, and then applying the selection criterion on 
them.
One of the ways to  reduce the effect of the context is to use the middle phoneme of a 
phoneme triple, th a t is, three phonemes together. As stated  before, phonemes are af­
fected heavily from the preceding and succeeding phonemes, and using a phoneme with 
the same set of neighbouring phonemes, i.e., phoneme triple, as the input phoneme 
helps preserving the intelligibility. Therefore it is beneficial to  narrow the candidate 
base to phoneme triples. Now, from the phonemes having the same index as the 
original, only the ones with previous and next indices matching the original ones are 
left in the candidate base. Due to the requirement of the succeeding phoneme index, 
there is an increase in the delay, which would be around two phonemes-long. It can 
be estim ated to be around 200 ms one way.
Even in phoneme triples, the middle phonemes may exhibit different characteristics 
and may sound differently. The main reason for this is the variations among speaker 
voice producing systems and speaking styles. In order to synthesize highly intelligible 
speech, the characteristics of the phonemes to  be synthesized should m atch the target 
context and should also be in harmony with the neighbouring phonemes, otherwise 
discontinuities at the phoneme boundaries may cause distorting artefacts and a loss 
of intelligibility.
It is therefore im portant to choose the right phoneme in the database as the tem plate
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for highly intelligible coding. Since the spectral envelope of speech, represented by 
the LSF param eters, carries a lot of information about the context and speaker, the 
similarity of spectral envelopes is proposed as the selection criterion for choosing the 
tem plate phoneme. As will be discussed later in the section, this choice usually results 
in the rest of the param eters of the chosen tem plate phoneme being similar to  the 
original ones.
It is common practice to measure the similarity between two sets of LSF param eters 
using spectral distortion. The encoder chooses the set of LSF param eters which have 
the lowest spectral distortion with the original LSF param eters among the candidates.
Although the TIM IT database is quite comprehensive, not all of the possible com­
binations exists. Occasionally there are some phoneme triples in the input which 
have no instances in the tem plate database. In this case, it is proposed to  extend the 
candidate base by replacing the previous phoneme with another one with similar char­
acteristics. For example, if the combination /z /o w /n /  does not exist, the candidate 
base for the phoneme /o w / can be extended using the combination /jh /o w /n /,  since 
/ j h /  is already a combination of / d /  and /z / ,  and this phoneme triple is therefore a 
reasonable replacement for the original one during the search. The shortcomings of 
using a replacement phoneme is minimized since the best fit to the original spectral 
envelope is still the main criterion. Moreover, this case is not very common, occurring 
around 5% of the time. In effect, no problems with intelligibility have been observed 
using this approach.
Finally, the index of the chosen phoneme must be encoded. The frequency of the 
phoneme triples rarely exceed 512. Therefore 9 bits have been allocated to  encode the 
chosen tem plate phoneme. In cases where there are more than  512 candidates, only 
the first 512 are used. This number is high enough to result in a sufficiently good 
template.
6.5.4.1 Encoding the Residual Excitation Param eters
In order to synthesise speech, the voicing and pitch param eters are also required. 
Correct type and level of voicing is required for intelligibility. Especially w ith in­
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sufficient voicing, the synthesized speech may sound rough and unintelligible at some 
parts. W hen the tem plate phoneme is chosen to  provide a suitable m atch to  the input 
spectral shape, as can be seen in Figure 6.18, the voicing param eters of the original 
and chosen phonemes are found to have great similarities. Informal listening tests 
shows th a t the voicing param eters of the chosen phoneme are sufficient for preserving 
the intelligibility. Therefore, it is proposed to  take the voicing param eters from the 
chosen phoneme tem plate directly with any necessary duration modification.
The pitch values are required for preserving the prosody of the input speech and hence 
intelligibility. Using the pitch value directly from the chosen phoneme is, however, 
not possible. The main reason for this is the dependency of the pitch values on the 
speaker. Therefore, the large differences in pitch values from one phoneme to another 
coming from different speakers cause annoying distortions and a loss of intelligibility.
The aim of the proposed coding scheme described here does not include transm itting 
the speaker specific information. The absolute values of the pitch, therefore, are not 
necessary. As far as the intelligibility is concerned, it is im portant to reflect the 
variation of the pitch values in the synthesized speech. It is proposed to trea t the 
pitch values as being composed of an average value and a shape.
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Figure 6.18; The comparison of the original (dotted) and tem plate (solid) voicing 
values over a number of frames
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The average value of the pitch values of the phonemes do not vary significantly from 
one phoneme to another. Moreover, a rough representation of this change is enough for 
m aintaining the intelligibility. The average pitch value of a phoneme is represented as 
the ratio to  the average pitch value of the previous phoneme. If the previous phoneme 
is unvoiced, then the last voiced phoneme is used. In the proposed scheme, 2 bits are 
allocated for the ratio of the average pitch values. In the first phoneme the 2 bits are 
used for the initial average value depending on the original pitch average. Since these 
2 bits have no other use in the first phoneme of the sentence, they can be used for a 
rough representation of the original pitch average. As shown in Table 6.1, the pitch 
average of the first phoneme is set according to  the average pitch value of the original 
phoneme.
Original Average Quantized Average
15-35 25
35-50 40
35-75 60
75+ 90
Table 6.1: The representation of the pitch average of the first voiced phoneme
Adjusting the average pitch value contributes greatly to  the intelligibility of the syn­
thesized speech even with the pitch shape taken from the chosen tem plate phoneme. 
Occasionally, however, large variations may occur in the pitch shape of the original 
phoneme. In those cases an adjustm ent to the pitch shape becomes necessary. This is 
accomplished by assigning 2 bits shape adjustm ent which either keeps the pitch shape 
of the tem plate phoneme as it is, or tilts it upwards or downwards slightly, or uses 
the reciprocal of it.
6.5.4.2 Encoding the Energy Values
Accurate representation of the energy values of the input speech contributes greatly 
towards preservation of the intelligibility, as they carry im portant prosodic features.
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Figure 6.19: The comparison of the original energy values (dotted) and those of the 
chosen tem plates (solid) in phonemes “k /e y /m /a x /p c l”
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Figure 6.20: The comparison of the original (dotted) and average-adjusted (solid) 
energy values in phonemes “k /e y /m /a x /p c l”
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The relative loudness of each phoneme in the sentence is crucial for the message to 
be understood clearly. Moreover, the discontinuities a t the phoneme boundaries may 
cause annoying artefacts in the synthesized speech, and may also result in a loss of 
intelligibility. The accuracy of the energy values become more im portant especially 
when the phonemes are characteristically of low energy, such as ” ‘b” ’ or ” ‘q” ’.
Energy values of the phonemes may vary greatly bu t show some similarities when 
they belong to  the same phoneme triple. This is another advantage of using phoneme 
triples. In fact, the energy values of the phonemes chosen for the LSF. param eters 
exhibit a lot of similarity with the original ones.
In spite of the similarities between the original and appended set of energy values, 
there is still need for residual information for improving the intelligibility. Especially 
for medium and high energy phonemes, the relative loudness of the input and tem plate 
phonemes may differ due to the speaking style. A rough adjustm ent to  the average 
energy value of the tem plate phoneme is therefore proposed by encoding the ratio of 
the average energy of the original phoneme to th a t of the chosen phoneme. Assigning 
3 bits for this purpose has been found to provide enough accuracy for intelligibility.
W ith the adjustm ent to the average energy values, the energy values of the chosen 
tem plate phonemes are found to be similar enough to  those of the original phone­
mes, and therefore the energy shapes can be used directly from the chosen tem plate 
phoneme.
6.5.4.3 Closure Intervals
An exceptional case is the phonemes from the group “closure intervals” . They mostly 
occur prior to stops and mark the ending of a phoneme for preparation of the stop. 
They are therefore somewhat linked to the previous phoneme, and their param eters 
begin as a continuation of the param eters of the previous phoneme, w ith rapidly 
decreasing energy and voicing strength. Towards the end, they have very low energies. 
It is proposed th a t instead of looking for a suitable tem plate for this group of phonemes 
and allocating bits for the adjustments, they can simply be chosen together w ith the 
previous phoneme. The phoneme duration and index are still required, bu t the pitch
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and energy averages can be used from the previous phoneme, resulting in bit savings. 
This way any discontinuities at the phoneme boundary is prevented as well.
6.5.4.4 Spectral A m plitudes
Spectral amplitudes are im portant components for high quality sinusoidal speech cod­
ing. They nevertheless require a lot of bits. Not encoding them  and simply setting 
them  at unity a t the synthesizer have been found to  have no adverse im pact on intel­
ligibility. Therefore they are not encoded in the proposed scheme at all.
6.5.5 Perform ance and D iscussions
The proposed algorithm described in this section which aims at coding speech at u ltra 
low bit-rates for intelligibility has been tested informally using the test sentences in the 
TIM IT database. The phoneme names and durations are taken from the transcriptions 
provided with the database. The summary of the bit allocation is given in Table 6.2 
for each phoneme except for the closure intervals which are taken together with the 
preceding phoneme.
Phoneme Index 6
Phoneme Duration 4
Chosen Template Index 9
Pitch Average Adjustment 2
Pitch Shape Adjustment 2
Energy Average Adjustment 3
Total 27 bits /  phoneme
Table 6.2: The Allocation Bits for Each Phoneme
The average phoneme length in the database is 7.37 frames of 10 ms per phoneme. 
However, only 10 bits are needed for the closure intervals. This reduces the average 
bit rate to 309 bps.
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Codec & Bit-Rate DRT Score Obtained Official DRT Score
CuT 309 bps 90.5 -
MELP 2.4 kbps 94.1 9&8
MELP 1.2 kbps 9&9 92.1/91.19
MELP 600 bps 90.6 8&24
Table 6.3: DRT scores comparing the performance of the CuT to M ELP-based stan­
dard coders at various bit-rates. Different figures for the official scores are obtained 
from different papers.
An informal Diagnostic Rhyme Test [3] was organised in order to assess the intel­
ligibility of the intelligibility-oriented coding scheme. As can be seen from Table 
6.3, the intelligibility of the CuT is similar to  th a t of MELP operating at 600 bps. 
Official DRT scores obtained from the relevant papers [45] [49] are also given for cal­
ibration purposes. Speaker recognisability is mostly preserved through the similar 
LSF sets and the rough pitch average. Also, im portant prosodic features are main­
tained. In [66], where feature vectors are used to provide the param eters for each 
phoneme state, the output speech is reported to have modest quality, intelligibility 
and speaker recognisability with pitch contours and state-paths unquantised. In the 
proposed techniques described here, since the param eters are taken directly from the 
phonemes in the database, the speech is natural and smooth within each phoneme. 
By imposing similarity of.spectral envelopes with the original phoneme, and slight 
modifications in energy and voicing, the discontinuities at phoneme boundaries can 
be minimised, although not totally avoided.
Reducing the speaker-dependent nature of the tem plate phonemes may be useful 
for increasing the quality and intelligibility. For example a mapping of the pitch 
and spectral envelope to those of a previously used phoneme may enable smooth 
transitions. However, transforming such speaker-related characteristics is not an easy 
task. A better solution could entail the creation of a universal speaker, where a set 
of phonemes or phoneme triples assembled from the  database, not resembling to  any 
speaker in the database, but are consistent with each other. Although this would lead
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to  the loss of the speaker identity, intelligibility and quality can be improved with a 
reduction in bit-rate due to the omission of the choice of templates.
A simple solution could be implemented by using larger parts of speech, i.e., a suc­
cession of phonemes, thereby decreasing the number of boundaries. Whenever this is 
not possible, the boundary can be smoothed using an overlapping diphone in addition 
to the concatenated phonemes. However, this should not result in higher bit-rates.
6.6 Coding for High Quality
6.6.1 Introduction
In the previous chapters, strategies have been introduced for reducing the bit rates 
of sinusoidal coders. These strategies rely on using metaframes for coding flexibility 
and redundancy removal. Further, these metaframes are classified according to  their 
characteristics, and there is a separate coding scheme for each of these classes.
Phonemes are similar to  metaframes. In fact, since each phoneme represents a par­
ticular speech event and can be separated from other phonemes, there are superior 
to using simple metaframe classification based on voicing status. Therefore, using 
phonemes in a similar way to  metaframes while coding may lead to better results.
Moreover, in the previous section it has been dem onstrated th a t a carefully chosen 
phoneme in the database can be used as a tem plate and has actually a lot of common 
features with the original phoneme. W ith only minimal prosody coding, it has been 
possible to  retain intelligibility.
Motivated by the intelligibility results, the aim is to  design a coder which is based on 
the same principles but producing speech th a t is not only intelligible but also of high 
quality. This can be achieved by encoding the residual information using extra bits.
The proposed coding scheme described here begins in the same way as the intelligi­
bility - oriented coder: choice of a suitable template. However, instead of using LSF 
param eters from the tem plate, a rough representation for pitch, voicing and energy.
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and setting the spectral amplitudes to  unity, these param eters are quantised with a 
high accuracy using extra bits.
6.6.2 Encoding of the Phonem e Index, D uration and Tem ­
plate Index
The phoneme indices and the index for the chosen tem plate phoneme are encoded 
the same way as the coding scheme for intelligibility, i.e., using 6 and 10 bits respec­
tively. Since the closure intervals are taken together w ith the preceding phoneme, the 
tem plate selection is not required for them.
As for the phoneme durations, although 4 bits are adequate for intelligibility, better 
accuracy may be needed to represent some occasional long phonemes, and therefore 
5 bits are assigned for th a t purpose.
6.6.3 Q uantisation of LSF Param eters
The LSF param eters chosen from the tem plate phoneme are sufficient for the intelli­
gibility. However, additional information is required for more accurate LSF represen­
ta tion which is essential for high quality coding.
Since the tem plate LSFs are chosen to be similar to  the original LSFs, the residual 
is usually low. Additionally, these residual LSFs are quantised as a block across the 
phoneme length, increasing the quantisation efficiency with joint-quantisation.
Each phoneme group are assigned a separate codebook due to the similarity within 
each group and also due to  the requirements of each group. Phoneme durations can 
change significantly within a phoneme group, but the codebook vectors are fixed in 
length. During quantisation, a common length is used, which is the average phoneme 
length for each group.
Residual LSF quantisation is performed in a similar way to  the LSF quantisation 
described in Section 5.4. Joint quantisation is carried out using MSVQ with tree 
search keeping the best 8 values out of the 32 entries a t each stage.
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6.6.4 Q uantisation o f P itch  and Voicing
During coding for intelligibility, the voicing values were used directly from the tem ­
plate phoneme. While the voicing values from the tem plate phoneme are sufficient 
most of the time, they can be made more accurate with some extra residual informa­
tion in order to  achieve high quality overall.
Similar to  the residual LSF codebooks, the residual voicing values are combined into 
a vector and separate codebooks are designed for each phoneme group with lengths 
corresponding to the average phoneme duration for th a t group. Quantisation is carried 
out in a similar fashion as in Section 5.2.2.
5 bits have been allocated to the residual voicing of the vowels, while 4 bits for nasals 
and semivowels, and 3 bits for the rest are found to be adequate.
In the coding scheme aiming at intelligibility, the speaker specific features of the pitch 
was discarded. Instead, a rough average value and some shape variation were kept for 
intelligibility. However, for high quality coding accurate pitch values are necessary. 
Therefore residual information about the pitch param eters are encoded.
The average pitch value is not recoverable from the phoneme tem plate, and therefore 
needs to be sent. 6 bits are used for encoding the average pitch value of each voiced 
phoneme. As for the shape, some similarity may exist between the original and 
tem plate pitch values. Nevertheless there is a need to  send the pitch shape vector as 
well. Separate codebooks are designed for each phoneme group. Although the pitch 
variation is usually low in vowels, due to their lengths they require many bits. 12 bits 
are assigned for the pitch shape vector for the vowels. For nasals and semivowels 10 
bits have been found to  be adequate, while 8 bits are used for the rest.
For closure intervals, the average pitch value is taken from the previous phoneme, and 
only the pitch shape residual is encoded using 6 bits.
6.6.5 Q uantisation o f Energy R esidual
During the design of the coder aiming a t high intelligibility, it was observed th a t w ith 
a carefully chosen phoneme template, there is a lot of similarity in energy values with
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the original phoneme. In fact, w ith a minor adjustm ent in the average energy value, 
an adequate representation of the energy could be achieved.
However, for high quality, a very accurate representation of the energy is required. 
This is achieved by encoding the residual energy for the average values and the shape 
vectors. Quantisation of the energy values are performed in the logarithmic domain 
in order to  prevent the domination of the large values, as discussed previously in 
Section 5.3. 4 bits are used to encode the difference between the average energies 
of the original and tem plate vowel and semivowel phonemes. 5 bits are assigned for 
this purpose in other phoneme groups as a more dispersion has been observed in the 
average energy differences in those cases.
For the shape vectors, vowels require a bigger codebook due to their length, and 10 
bits are used for them. 8 bits are assigned for the other groups.
6.6.6 Q uantisation o f Spectral A m plitudes
While spectral amplitudes were omitted in the coding scheme aiming high intelligibi­
lity, they are required for high quality coding. As mentioned previously in C hapter 5, 
they improve the representation of the original speech spectrum.
Due to the dependency of the spectral amplitudes on pitch and LSF param eters [2], 
and the fact th a t these two param eters may differ greatly between the original and 
tem plate phonemes, spectral amplitudes from the tem plate phoneme cannot be used.
The calculation of the spectral amplitudes as well as transforming them  into shorter 
and fixed size vectors are carried out as described in Section 5.4.2. Joint quantisation 
is perfornied using MSVQ with tree search, M =8, and consisting of stages of 5 bits.
Vowels are assigned 35 bits for the spectral amplitudes. 30 bits are used for the rest.
6.6 .7  B it A llocation
Since phoneme lengths are already variable, producing a fixed bit-rate coder based on 
the proposed methods described here is very difficult. Therefore a variable bit-rate
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coder is produced. Bits are allocated depending on the requirements of each phoneme 
group and the overall bit allocation scheme is given in Table 6.4.
Vowels Semi. Nasals Prie. Affric. Stops Clos. Int.
Phoneme Index 6 6 6 6 6 6 6
Duration 5 5 5 5 5 5 5
Template Index 9 9 9 9 9 9 -
LSF 55 55 55 55 55 55 55
Energy 4+10 4+8 5+8 5+8 5+8 5+8 8
Pitch 6+12 6+10 6+10 6+8 6+8 6+8 8
Voicing 5 4 4 3 3 3 3
Spec. Amps. 35 30 30 30 30 30 30
Total 147 137 138 135 135 135 115
Table 6.4: Bit allocation according to the phoneme groups
W ith the frequency and duration of each phoneme taken into account, the average bit 
rate is found to  be 1821 bps.
6.6.8 Perform ance and D iscussions
The proposed coding scheme described in this section relies on phoneme templates. 
The param eters coming from the phoneme tem plate are used as a basis. Then, the 
residual information is calculated for each param eter and for each phoneme. This 
residual information is quantised to achieve high quality, resulting in an average bit 
rate of less than 2 kbps.
The SB-LPC encoder and decoder of the 4 kbps version is used as the test platform 
having a frame update every 10 ms. An informal subjective test is organized where the 
listeners are asked to  state their preferred codec using 4 male and 4 female sentences 
chosen from the testing section of the TIM IT database. As can be seen from Table 
6.5, where A is the original SB-LPC operating at 4.0 kbps, B is the Codec under 
Test operating at around 1.8 kbps, and X denotes no preference, the quality of the
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proposed Codec under Test is very close to the original SB-LPC codec operating at 4 
kbps.
A X B
28.4% 58.5% 13.1 %
Table 6.5: Subjective comparison test results showing preference ratio of each codec
Further bit-rate reduction may be possible by trying to use more information from the 
tem plate phoneme. For example, although there may be no similarities between the 
spectral amplitudes of the original and and tem plate phonemes, it may be possible to 
find some correlation between the reduced-size amplitudes vector. Investigation the 
relationship between them  might provide interesting results.
Another possible bit-rate reduction may come from the tem plate index. W ith an 
algorithm choosing the appropriate tem plate using the information which is already 
available at the decoder can be developed, a reduction of 9 bits can be achieved.
6.7 Conclusion
The use of phonemes for speech coding has been investigated with the delay, memory 
and complexity criteria relaxed. A comprehensive and speaker-independent database 
has been used in order to  avoid extensive training for each speaker. It has been shown 
th a t phoneme groups exhibit certain characteristics, which can be used to remove the 
redundancies during param eter quantisation. A simple m ethod for manipulating the 
phoneme durations has been proposed which is required for maintaining the prosody 
of the input speech.
A scalable coding scheme has been presented and applied to the SB-LPC vocoder 
at 4.0 kbps. The intelligibility-oriented coder operating at around 300 bps has less 
concern over quality and speaker recognisability. It is based on using the phoneme 
param eters from the database. There are, however, several instances of the same 
phoneme in the database, each belonging to different contexts and speakers. It has
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been stated th a t although same phonemes exhibit great similarities, speaker or context 
related variations cause differences. It has therefore been necessary to develop a 
m ethod for choosing the most appropriate instance of the phoneme. The effects of 
CO-articulation have been minimised by considering the previous and next phonemes 
when choosing the tem plate phoneme from the database. Due to the requirement of 
the next phoneme, the delay of the system can be estim ated to  be up to 200 ms one 
way. Since both  the current and the next phonemes are used. The effects of speaker- 
variations, which cause distortions at phoneme boundaries, have been minimised by 
seeking similarity to  the original spectral envelope. Although this has led to  the 
transmission of the tem plate index, it has been found th a t the voicing and energy 
param eters of this this tem plate show significant similarities with the original ones. 
As a result, a few extra bits have been adequate to preserve the prosody. At around 
300 bps, high intelligibility and modest quality and speaker recognisability has been 
obtained. However, there is still room for improvement. W ith param eter smoothing 
between the phoneme boundaries, better quality and naturalness can be obtained. 
If a universal speaker model can be produced where the problems due to  speaker 
variations can be avoided, further improvements in the naturalness and smoothness 
can be achieved. A statistical study of the frequency of phonemes following each other 
as well as their relative durations can help reduce the bit-rate.
For high quality and speaker recognisability, extra information has been encoded on 
top of the coder a t 300 bps. It has been shown th a t a significant amount of information 
can be obtained from the. phoneme tem plate chosen according the spectral envelope, 
or LSF. The residual information has been encoded using joint vector quantisation. 
It can be argued th a t performing joint quantisation of param eters within a phoneme 
is similar to mode-based joint quantisation of param eters within a metaframe, since 
phonemes are like metaframe classes, exhibiting certain characteristics and with well- 
defined boundaries. W ith the addition of around 1.5 kbps, amounting to  a to tal of 
1.8 kbps, it has been possible to produce speech with quality comparable to  th a t of 
the original SB-LPC at 4.0 kbps. Overall, it has been shown th a t a carefully chosen 
phoneme instance from the database contains a good deal of information for the 
phoneme to be encoded, and therefore using its param eters as a tem plate can result
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in a significant reduction in bit-rate (1200 bps in this case). Further reduction in 
bit-rate can be achieved by choosing the tem plate phoneme using information readily 
available a t the decoder, or by investigating the possibility of exploiting the reduced- 
size spectral amplitudes of the tem plate phoneme.
Chapter 7
Conclusions
7.1 Preamble
The aim of the research presented in this thesis was to  reduce the bit rates of sinu­
soidal coders while maintaining the speech quality. Therefore the delay, memory and 
complexity constraints have been relaxed in order to investigate the use of several 
methods for this purpose. W ith the extension and combination of these methods as 
well as the development of new ones, a number of quantisation strategies were pro­
posed in order to achieve lower bit-rates w ithout compromising the output speech 
quality.
The first set of strategies included extending the use of metaframe and variable bit- 
allocation techniques by combining them  for improved quantisation performance. The 
correlations between the consecutive speech frames can be exploited by using joint 
vector quantisation within a metaframe, however a t the expense of an increase in 
delay. A method for determining the optimal metaframe size compromising between 
delay and quantisation gains was given, which can be adapted to  specific cases should 
there be other delay constraints. By classifying the metaframes according to certain 
characteristics, it was possible to perform mode-based quantisation and bit allocation 
in addition to joint-quantisation, which provided further improvement in quantisation 
efficiency. :
The second strategy was the voicing status and strength estimation from the spectral
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envelope represented by the LSF for use in very low bit-rate coders. It was shown 
th a t the voicing status and strength information could be estimated from the spectral 
envelope up to  a certain accuracy. Generating the voicing information a t the decoder 
from the already available LSF information enabled bit savings at a cost of a tolerable 
distortion. An extension of this technique to metaframes allowed the estimation of 
the metaframe class as well as the voicing strengths of the individual frames w ithout 
transmission of bits. Due to the intra-metaframe correlations, better accuracy could 
be obtained.
A final strategy involved the investigation of using phonemes in low bit-rate speech 
coding. Using a large database containing several instances from each phoneme spoken 
by several speakers, a suitable phoneme could be chosen to  act as a tem plate, thereby 
reducing the amount of information to be encoded. Speech synthesized from carefully 
chosen phoneme templates, with a little extra information for prosody modifications, 
provided a reasonable degree of intelligibility at a very low bit-rate. It was shown th a t 
significant amount of information could be obtained from phoneme templates. As a 
result, the residual error was encoded additionally using joint-quantisation techniques 
to obtain high speech quality at a relatively low bit-rate.
In order to assess the performance of the above mentioned strategies, a number of 
speech coders were designed based on the SB-LPC vocoder. A speech coding scheme 
operating at 1.2 kbps, based on the 2.4 kbps SB-LPC architecture, was developed 
using the joint mode-based quantisation strategies, w ith quality similar to those of 
the 2.4 kbps SB-LPC and 2.4 kbps MELP. W ith the addition of the voicing estim ation 
from LSF strategy, and further bit reductions, another coding scheme was developed, 
operating at 800 bps, and with quality similar to  those of the 1.2 kbps SB-LPC and 
1.2 kbps MELP.
The performance of the phoneme-based high quality coding strategy was tested by 
designing a coding scheme operating at around 1.8 kbps, based on the 4.0 kbps SB- 
LPC architecture, and with quality comparable to th a t of the 4.0 kbps SB-LPC.
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7.2 Concluding Overview
The thesis can be divided into three sections. The first section deals with basic 
speech coding techniques as well as the efficient quantisation strategies. In the second 
section, new strategies as well as improved or extended versions of the existing ones 
were proposed using mode-based joint-quantisation of param eters within a metaframe, 
as well as a voicing estimation algorithm from the LSF. Finally, the last section 
investigates the use of phonemes in speech coding, obtaining some of the required 
information from suitable instances of stored phoneme.
Chapter 2 gave a background on the history of speech coding. Main design criteria 
for speech coding were introduced, which include bit rate, delay, implementation cost, 
robustness to channel errors, acoustic noise and input signal variations. At times 
these criteria may be conflicting. For example, a reduction in bit-rate may result 
in a loss of quality. Similarly, increasing the robustness to  channel errors may be 
possible with the allocation of extra bits. Therefore, it is im portant to  consider the 
requirements of the specific application in order to  determine the design criteria. The 
aim of the research work presented in this thesis was to achieve lower bit-rates while 
maintaining the speech quality. While doing so, the constraints on delay, memory 
and complexity were relaxed in order to explore the benefits of several methods which 
led to improved quantisation efficiency. Moreover, during the tests, the input was 
taken to  be clean telephone-bandwidth speech, and the channel was assumed to  be 
error-free. In Chapter 2, the main types of speech coders were also presented, being 
waveform coders, param etric coders and hybrid coders. It was stated th a t each had 
their optimum operating region in terms of bit-rate, and param etric coders were able 
to produce better speech quality a t low and very low bit-rates. Param etric coders use 
a speech production model which mimic the human speech production system. The 
popular source-filter model was presented. In this model, the excitation is modelled 
by periodic pulses or random noise, and the vocal trac t is modelled by an all-pole LP 
filter. It was explained th a t the coefficients of this LP filter are converted in LSF for 
robustness and ease of manipulation. Upon the estimation of the model param eters, 
these param eters have to be quantised in order to be transm itted  to  the decoding side
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• or to  be stored digitally. It was stated th a t accurate quantisation of param eters is a 
key issue in param etric coding for high quality. Especially a t lower bit-rates, severe 
loss of quality may occur due to  the quantisation noise. Scalar and vector quantisation 
were introduced. Vector quantisation was used extensively in this research work due 
to its efficiency. However, with many bits vector quantisation may become difficult 
to implement. MSVQ was introduced which provides an effective m ethod in this case 
and was used whenever needed throughout this work. Finally, standardisation and 
application of speech coders were discussed.
Chapter 3 began with the presentation vocoding schemes aiming high speech qual­
ity a t medium-to-low bit-rates. Early and recent approaches to vocoder modelling 
were given with an emphasis on sinusoidal coding as SB-LPC vocoder, which is a 
sinusoidal coder, was used during the development and implementation of the quan­
tisation strategies presented in this thesis. For further reduction in bit-rate, two 
param eter quantisation techniques used in the literature were introduced. One of 
them is the use of metaframes, where a number of consecutive speech frames are 
combined and quantised together. Three example coding schemes were given, which 
combine 3 or 4 frames of speech in a metaframe, and exploit the redundancies within 
the metaframes in order to lower the bit-rates from 2.4 kbps to 1.2 kbps or to  600 
bps. The second technique is the variable bit-rate coding, where different speech seg­
ments are allocated a different number of bits according to the requirements of the 
speech segment, as long as the network allows such a scheme. As a result, significant 
reduction in the average bit-rate can be obtained. In the research work presented in 
this thesis, the concepts of metaframes and variable bit-rate coding were combined 
and extended further with a longer metaframe size, an effective metafram e classifi­
cation method and mode-based param eter quantisation depending on the metafram e 
classes in order to  achieve improved quantisation efficiency, and hence lower bit-rates. 
Finally, phonemes were introduced as the basic units of speech. It was mentioned 
briefly th a t concatenation of phoneme waveforms or features are used in order to  syn­
thesize speech from text. A similar approach has been taken in some speech coders, 
too, in order to produce single-speaker speech coding at bit-rates of around 250 bps. 
However, there are still issues with quality. An example coding scheme was presented
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operating at around 300 bps with modest intelligibility, quality and speaker recog­
nisability. It was stated th a t with extra information, the quality of this coder can 
be improved. The im portance of preserving the prosody of the speech was also men­
tioned. In the research work presented in this thesis, the use of phonemes for speech 
coding was further investigated with the possibility of using the param eters from a 
large, speaker-independent database as tem plates in 'order to a tta in  lower bit-rates.
In Chapter 4, effective strategies for improved quantisation efficiency were developed. 
These strategies included a combination of metaframe-based and mode-based quan­
tisation schemes. It was shown th a t with the increase in the metaframe size, better 
quantisation efficiency can be obtained. However, this results in an increase in the 
delay of the system at the same time. It was also observed th a t the quantisation 
gains decreased gradually with increasing metaframe size. An optimum metaframe 
size with a compromise between quantisation gains and delay was given to be 5 frames 
of 20 ms, provided th a t no other constraints on delay exist. It was argued th a t the 
benefits of using metaframes can be increased further by employing different quantisa­
tion schemes according to  the characteristics of each metaframe. Hence, a metaframe 
classification algorithm was proposed. It was stated th a t using voicing statuses of 
frames as the classification criterion is a convenient and effective m ethod which pro­
vides information about the behaviour of the other param eters as well. It was found 
th a t in some combinations, metaframes included more than  one transition between 
voiced and unvoiced frames. It was argued th a t by carefully assigning such combi­
nations into a number of classes, the number of required classes can be reduced with 
no audible distortion. As a result, 10 metaframe classes were defined, which repre­
sent unvoiced metaframes, voiced metaframes, and metaframes with transition from 
unvoiced to  voiced or vice versa. This method allowed bit savings in the representa­
tion of the metaframe classes as well as integrity and convenience for the design of 
mode-based quantisation schemes using these classes. Finally, a novel voicing deter­
mination algorithm was proposed which estimates the voicing information from the 
LPC shape which is readily available a t the decoder. It was shown th a t the positions 
and characteristics of the spectral peaks as well as the distribution of spectral energy 
in voiced and unvoiced frames exhibit differences, in a way linking the excitation and
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m odulation parts of the speech production system. By separating the frames accord­
ing to  their spectral shapes, it was possible to  classify most of the voiced and unvoiced 
frames correctly. Certain patterns were observed in the erroneously classified voiced 
frames, which led to  their re-classification. This resulted in an estimation accuracy of 
around 90%, with most of the erroneous frames having low energy. Further estimation 
of the voicing strength for voiced frames was performed, and the resultant spectral 
error found to  be slightly less than  15%. It was argued th a t the relationship between 
the voicing of the frames within a metaframe can be used to impose constraints on 
voicing status and strength estimation for metaframes. As a result, improvement in 
the accuracy of the metaframe class estimation was obtained, and the spectral error 
in the voicing strength estimation was lowered to 10%. While this m ethod may not 
provide transparent voicing information, it is a useful way of regenerating the voicing 
information a t the decoder w ithout transm itting any bits, and can be used in very 
low bit-rate coders where there is already a significant amount of quantisation noise 
arising from the quantisation of other parameters. The bits saved using this tech­
nique can be used to  lower the bit rate or increase the quantisation accuracy of other 
param eters where necessary which could potentially result in better overall speech 
quality.
The strategies proposed in Chapter 4 were implemented in the SB-LPC vocoder 
in Chapter 5. It was shown th a t the joint-quantisation of the param eters within 
a metaframe resulted in bit savings, especially with LSF and Spectral Amplitudes. 
Moreover, it was found th a t the param eters within each metaframe class exhibit simi­
lar characteristics and patterns. This enabled the mode-based quantisation for further 
quantisation efficiency. For pitch and voicing, training several codebooks depending 
on the metaframe classes helped avoid variable-length vector quantisation and allowed 
better exploitation of the redundancies between the speech frames. It was shown th a t 
the energy values have certain shapes depending on the metaframe class. Training 
dedicated energy shape codebooks for each metafram e class resulted in further sav­
ing of 1 bit. Depending on the metaframe class, a different spectral distortion bias 
towards better representation of the voiced frames was applied during the choice of 
the final LSF vector among the candidates, which leads to better perceptual quality.
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Finally, two bit-allocation schemes were presented resulting in the 1200 bps and 800 
bps versions of the modified SB-LPC vocoder. A listening test was organised in order 
to assess the performance of the proposed quantisation strategies. The result showed 
th a t the 1200 bps version of the Codec under Test (CuT) utilising the proposed strate­
gies provides the same speech quality as the 2400 bps version of the SB-LPC and th a t 
of the MELP, thereby halving the bit-rate a t the expense of an increase in the delay. 
Similarly, the quality of the 800 bps version of the CuT, which does not transm it 
the spectral amplitudes or the voicing information and estim ated voicing from the 
spectral envelope at the decoder, was found to be comparable to  the quality provided 
by the 1200 bps versions of the SB-LPC and the MELP, and was found to be better 
than  the quality provided by the 600 bps version of the MELP. This confirmed th a t 
the proposed quantisation strategies consisting of the use of metaframes, mode-based 
quantisation within the metaframe and voicing estimation from the LPC shape are 
effective at reducing the bit rates while maintaining the speech quality.
In Chapter 6, the use of phonemes have been investigated for low bit-rate speech 
coding. In order to avoid extensive training for each speaker, a comprehensive and 
speaker-independent database is employed. W ith the fiexibility of working in the 
param etric domain, a simple method for m anipulating the phoneme durations was 
proposed which is required for maintaining the prosody of the input speech. It has 
been shown th a t phoneme groups exhibit certain characteristics, and instances of the 
same phoneme possess many similarities. However, it was found th a t there are varia­
tions arising from the speaker and context. Consequently, it was proposed to  choose 
a phoneme from the database with the previous and next phonemes being the same 
as the original, and with the spectral envelopes being the most similar to the original 
phoneme. Such a phoneme was shown to  be very similar to  the original phoneme in 
term s of other param eters as well. A method for roughly preserving the prosody of 
the speech with a few extra bits was introduced, and with the addition of this ex­
tra  information regarding the loudness and intonation, the concatenated param eters 
resulted in highly intelligible synthetic speech. At around 300 bps, the quality and 
speaker recognisability was found to be reasonable. Scalability was introduced by the 
quantisation of the residual information on top of the coding scheme at 300 bps. It
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was found th a t at a to tal rate of around 1.8 kbps, the speech quality is comparable to 
th a t of the SB-LPC vocoder at 4.0 kbps. Overall, it was found th a t a carefully chosen 
instance of a phoneme bears a good deal of similarity with the input phoneme, and 
this can be used either to achieve high intelligibility at an u ltra low b it-rate or high 
quality a t a significantly reduced bit-rate. The delay of the system was estim ated to 
be around 200 ms one way.
In summary, with better exploitation of the redundancies in speech by quantising 
several param eters together and taking into the characteristics into account, it is 
possible to  achieve significant reductions in b it rate in sinusoidal coders. Moreover, 
by the regeneration of voicing related information from the LSF allows further bit 
savings, and is suitable for use in very low bit-rate speech coders. Furthermore, 
phonemes can be utilized in order to  obtain a significant amount of information from 
the param eters stored in the database. A carefully chosen set of param eters can 
retain most of the intelligibility with a little side information for prosody. This set of 
param eters can be used as a tem plate, and a residual coding scheme can be designed 
in order to obtain high quality speech at low bit-rates. The reductions in bit-rates 
have been possible by relaxing the cost of an increase in delay, complexity and storage 
requirements.
7.3 Future Work
This section suggests possible areas of future research based on the work described in 
this thesis:
1. The strategies proposed for achieving high quality speech at lower bit-rates have 
been tested on the SB-LPC vocoder platform. However, they can be applied 
other sinusoidal coding schemes as well. The quality of the speech can be fur­
ther improved by designing a post-filtering algorithm for spectral enhancement, 
tailored for the use as a part of the proposed quantisation strategies.
2. The intelligibility-oriented phoneme-based coding suffers a loss of quality and 
some distortions especially at phoneme boundaries. This problem can be alle-
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viated by using longer speech segments consisting of a number of consecutive 
phonemes where possible, effectively reducing the number of boundaries. Alter­
natively, techniques can be developed for better modelling the phoneme transi­
tions by the use of diphones in addition to the current system. Finally, there is 
still a considerable amount of speaker identity information a t the output speech. 
Removing this can result in a more natural and smooth synthetic speech.
3. The selection criterion for the phoneme tem plate is based on the similarity of 
the spectral shape to the original spectral shape. While this is im portant for 
phonemes with high energy and voicing strength, an alternative criterion based 
on energy variations can be developed for unvoiced and low energy phonemes. 
A combination of the both criteria can be used for phonemes having medium 
energy and voicing strength. This may result in improved intelligibility.
4. 9 bits are used for encoding the information regarding the choice of the tem ­
plate phoneme. This information can be done using previous phonemes in high 
quality coding, eliminating the need for extra b it allocation. Moreover, the LSF 
param eters of the tem plate phoneme can be modified prior to quantisation using 
the relationship between the speaker from which the tem plate phoneme is taken 
and the original speaker, again using previously encoded information. This may 
bring the two sets closer to each other, reducing the residual to  be encoded.
5. The spectral amplitudes contribute greatly towards high quality. However, their 
quantisation requires many bits. Any possible similarity between the reduced- 
size amplitude vectors of the original and tem plate phonemes can be studied, 
which can result in a reduction in bit-rate.
6. Selection of the tem plate phoneme requires the knowledge of the previous, cur­
rent and following phonemes. This results in a delay of a t least two phonemes. If 
the requirement for the knowledge of the next phoneme can somehow be avoided, 
for example by observing the variations in the param eters towards the end of 
the phoneme and hence making a good-enough guess for the next phoneme, the 
delay can be reduced significantly.
A ppendix A  
List of Phone-Codes Used In 
TIM IT Database
Here is given a table of all the phonemic and phonetic symbols used in the 
TIM IT lexicon and in the phonetic transcriptions.
(a) the closure intervals of stops which are distinguished from the stop release. 
The closure symbols for the stops /b / ,  /d / ,  /g / ,  /p / ,  / t / ,  / k /  are /b e l/, 
/d e l/, /g e l/, /p c i/, / tc k /, /k c l/ respectively. The closure portions of / j h /  
and /c h /  are /d e l/  and / te l/ .
(b) allophones th a t do not occur in the lexicon. The use of a given allophone 
may be dependent on the speaker, dialect, speaking rate, and phonemic 
context, among other factors. Since the use of these allophones is difficult 
to predict, they have not been used in the phonemic transcriptions in the 
lexicon.
•  flap dx such as in words “muddy” or “dirty”
•  nasal flap nx as in “winner”
• glottal stop q which may be an allophone of t, or may m ark an initial 
vowel or a vowel-vowel boundary
•  voiced-h hv a voiced allophone of h, typically found intervocalically
•  fronted-u ux allophone of uw, typically found in alveolar context
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•  devoiced-schwa ax-h very short, devoiced vowel, typically occurring for 
reduced vowels surrounded by voiceless consonants
(c) other symbols include two types of silence; pau, marking a pause, and epi, 
denoting epenthetic silence which is often found between a fricative and 
a semivowel or nasal, as in “slow” , and / h # / ,  used to  m ark the silence 
and /or non-speech events found at the beginning and end of the signal.
Symbol Example Word Possible Phonetic 
Transcription
Stops: b bee BCL B iy
d day DCL D ey
g gay GCL G ey
P pea PGL P iy
t tea TGL T iy
k key K C L K i y
dx muddy, dirty m ah DX iy, 
del d er DX iy
q bat bel b ae Q
Affricates: jh joke DCL JH ow kcl k
ch choke TGL CH ow kcl k
Fricatives: s sea S iy
sh she SH iy
z zone Z ow n
zh azure ae ZH er
f fin F ih n
th thin TH ih n
V van V ae n
dh then DH e n
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Symbol Example Word Possible Phonetic 
Transcription
Nasals: m mom M aa M
n noon N uw N
ng sing s ih  NG
em bottom b aa tel t  EM
en button b ah q EN
eng Washington w aa sh ENG tel t  ax n
nx winner w ih NX axr
Semivowels 1 lay L ey
and Glides: r ray R ey
w way W  ey
y yacht Y aa tel t
hh hay HH ey
hv ahead ax HV eh del d
el bottle bel b aa tel t  EL
Vowels: iy beet bel b IY tel t
ih bit bel b IH tel t
eh bet bel b EH tel t
ey bait bel b EY tel t
ae bat bel b AE tel t
aa bo tt bel b AA tel t
aw bout bel b AW tel t
ay bite bel b AY tel t
ah but bel b AH tel t
ao bought bel b AO tel t
oy boy bel b OY
ow boat bel b OW tel t
uh book bel b UH kcl k
uw boot bel b UW tel t
ux toot tel t  UX tel t
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Symbol Example Word Possible Phonetic
Transcription 
er bird bel b ER del d
ax about AX bel b aw tel t
ix debit del d eh bel b IX tel t
axr bu tter bel b ah dx AXR
ax-h suspect s AX-H s pel p eh kel k tel t
Others: pau pause
epi epenthetic silence
h #  begin/end marker
(non-speech events)
1 prim ary stress marker
2 secondary stress marker
A ppendix B 
List of Publications & 
Presentations
E. Unver, S. Villette, A. Kondoz: “Joint Quantisation Strategies for Low Bit- 
Rate Sinusoidal Coding” , UK Speech, One-Day Meeting fo r Young Speech Re­
searchers, Poster Presentation, University of Surrey, 16 Jul. 2008
E. Unver, S. Villette, A. Kondoz: “Joint Q uantisation Strategies for Low Bit- 
Rate Sinusoidal Coding” , lE T  Signal Processing Journal, accepted for publica­
tion in Jul. 2009
E. Unver, S. Villette, A. Kondoz: “Joint Quantisation Strategies for Low Bit- 
Rate Sinusoidal Coding” , Proc. of Interspeech 2009, pp. 2607-2610, Brighton, 
Sept. 2009
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