A multiple-camera system (more than two cameras) has been developed to measure the shape variations and the 3D displacement field of a sheet metal part during a Single Point Incremental Forming (SPIF) operation. The modeling of the multiplecamera system and the calibration procedure to determine its parameters are described. The sequence of images taken during the forming operation is processed using a multiple-view Digital Image Correlation (DIC) method and the 3D reconstruction of the part shape is obtained using a Sparse Bundle Adjustment (SBA) method. Two experiments that demonstrate the potentiality of the method are described.
Introduction
This paper presents a multiple-camera system (more than two cameras) that has been developed to measure the shape variations and the 3D displacement field of a sheet metal part during a Single Point Incremental Forming operation.
Single Point Incremental Forming (SPIF) is a sheet forming process that has gained interest recently in prototyping and small batch production. In this process, a sheet metal part (aluminum, steel) is formed in a stepwise fashion by a displacement-controlled hemispherical tool without the need for a supporting die [1] (see Figure 1 ). Fig. 1 . The SPIF process: a sheet metal part is formed in a stepwise fashion by a displacement-controlled hemispherical tool without the need for a supporting die [5] .
This process enables the manufacturing of a desired shape by an incremental deformation in a small contacted region. Because of this slicing technique, com-plicated products can be fabricated by using a simple shaped punch (driven by a numerically controlled milling machine or a robot) with a non-dedicated die.
As a result it is characterized by a high flexibility which allows an interesting technology improvement to manufacture sheet metal parts in comparison with drawing process, and a reducing costs when prototypes or small batches have to be manufactured. Due to specific strain paths induced by the process and the fact that the plastic zone is strictly limited to the contact region between the tool and the work-piece, forming-limit curves and forming strategies are different from the classical deep drawing process [2, 3] . It is reported however that accuracy of the obtained shape due to springback effect [4] , heterogeneous thickness strain distribution [5] and time of the process are limitations of the process. Furthermore, simulations by Finite Element Methods are timeconsuming because of the incremental characteristics of this process [6] . However, these simulations need a good description of the process parameters, of the boundary conditions and of the material properties by the use of behavior model representative of the incremental characteristics of the process, taking into account, for instance, the history of strain paths during the process.
For studying these issues, a SPIF process pilot has been developed in our laboratory and instrumented with a force sensor to measure the resultant loading applied to the sheet metal part during the forming. It has been also instrumented with a multiple-camera system, which is described in detail in this paper, to measure the shape variation of the sheet metal part and the 3D displacement/strain field of its surface.
The outline of the paper is as follows: In Section 2, the SPIF process pilot and the multiple-camera system are first presented. In Section 3, the modeling of the multiple-camera system and the procedure developed to calibrate such a system are described. In Section 4, the multiple-image Digital Image Correlation (DIC) method that has been developed to solve the image matching problem is presented. In Section 5, the multiple-camera system is used to measure the 3D shape of a formed part (experiment I). In Section 6, 3 the multiple-camera system is used to measure the 3D displacement field undergone by a sheet metal part during a Single Point Incremental Forming operation (experiment II). 2 The SPIF Process Pilot and the Multiple-Camera System
The SPIF Process Pilot
A SPIF process pilot (see Figure 2 ) has been developed in order to reproduce complex loading paths close to those induced in an industrial environment.
Sheet deformation is performed with a 20 mm diameter hemispherical punch.
A three axes motion of the tool (X, Y , Z axis directions) is provided by three ball screw spindles. It allows on the one hand a vertical displacement and a local stamping of the sheet and, on the other hand, a horizontal displacement in the frame of the sheet leading to the incremental forming of the piece.
A 400 × 400 mm 2 work area can be studied in the current configuration of the machine and a 100 mm depth of draw can be reached. In order to form the piece, a bottom-top forming direction was considered. As a consequence, in-situ deformation of the sheet can be easily observed and measured. Furthermore, a multi-axial sensor sets up the pilot that enables to monitor the three dimensional force measurement induced in the sheet by the punch displacement. The friction coefficients can be evaluated from this force measurement.
The monitoring of the punch displacement and strength induced by the tool into the sheet is performed with a computer connected to the pilot.
The Multiple-Camera System
The SPIF process pilot has been equipped with a specially designed 4-camera system (see Figure 3 ). The four cameras (8 bit AVT Marlin F-145B2 cameras with a 1392×1040 pixels resolution equipped with 16 mm lenses) are connected to a PC through FireWire and the acquisition of four synchronized images is performed using the Vic-Snap R software [7] .
Four cameras are used in order to be able to observe the part surface from different view points and thus to measure the 3D shape or the 3D displacement field of the whole part.
The measurements are obtained through three main steps:
(1) calibration of the N-camera system, prior to starting the forming (after this calibration step the N-camera system is ready for measurement),
(2) acquisition of N synchronized images (i.e. one-shot image acquisition),
(3) processing of the N images in order to match corresponding points in these images (multiple-image matching). Steps (2) and (3) can be repeated throughout the forming operation, leading (a) to the shape of the part at each acquisition time and (b) to the 3D displacement of its surface between each acquisition time. Note that in order to get the 3D displacement field of the part surface an image matching is also performed between images taken by the cameras at different acquisition time (temporal image matching described in Section 6).
In the present work, we have developed an innovative method to calibrate the N-camera system as a whole, i.e. the N cameras are considered all together (see 6 Section 3). Thanks to this approach, the whole 3D shape of the part or its 3D displacement field can be obtained directly, by a multiple-image triangulation method (see Section 5), from any set of image-points matched within all the images.
Note that in the present application, involving 4 cameras, an alternative approach could have been to consider the 4-camera system as two independent stereovision sensors (2 cameras plus 2 cameras, i.e. pairwise stereovision). In that case, each stereovision sensor can only measure a limited area of the part (the portion of the part observed by the stereovision sensor in its view field) and the 3D measurements provided by each stereovision sensor are independent. Thus, a so-called 3D stitching operation is required in order to register in a common coordinate system the 3D measurements provided by each stereovision sensor. This 3D stitching operation, that relates the measurements provided by two independent sensors, can be automatized by using specific markers that are stuck onto the part surface before starting the forming. The 3D stitching operation can also be performed using DIC [9, 11] (using for instance the "Multi-View" option in the Vic-3D R software [7] ).
It is worth pointing out that our approach does not require any 3D stitching operation (unless we use several clusters of cameras in the case of very large objects as explained in Section 3.3), nor the use of markers, as the N-camera system (N > 2) provides directly all the 3D measurements in a common coordinate system.
It should be noted also that our approach can deal with an odd number of cameras. In that case, the stereovision approach mentioned above, which consists in segmenting the multiple-camera system into several clusters of two cameras (pairwise stereo), cannot be used.
The image matching is performed using the Digital Image Correlation (DIC) method [12] . The classical DIC method, used for instance in the 3D-DIC method for matching two stereo pairs of images, has been extended to perform multiple-view matching (see Section 4) .
It is well known that the DIC technique is efficient on textured objects. When an object does not present a suitable random, contrasted texture, one may apply a thin coating of high-contrast particles such as from spray painting [13] , toner powder, ink, lithography, etc.
In the present work, prior to performing the experiment, a random black-andwhite speckle pattern was created at the surface of the sheet metal part by using spray paint. Figure 4 shows the speckle-patterned sheet metal part being formed and the four images taken by the 4-camera system. It should be noted that for shape measurement no surface preparation is required as the speckle-pattern can be video-projected onto the part [8] [9] [10] . Quite recently, Vasilakos et al. [14] have used the classical 3D-DIC technique (stereovision with only two cameras) to study the deformations of a two-anglepyramid sheet metal part during a Single Point Incremental Forming. Only a portion of the part has been investigated because two cameras were not enough to measure the whole part.
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Within an incremental forming robotized system, Sasso et al. [15] have proposed a fringe-projection based technique, using four cameras, to compute the whole shape of the formed part. Nevertheless, as the fringe-projection technique cannot give the surface displacement or strain field of the part, they had to use a complementary technique (the so-called "grid method") for measuring the deformation induced on the sheet metal part by the forming process.
Our multiple-camera-based measurement technique that will be described in the following sections provides directly the 3D shape or the 3D displacement field of the whole part.
Modeling and Calibration of the Multiple-Camera System
Camera calibration is an important task in 3D computer vision, particularly when metric data are required for applications involving accurate dimensional measurements.
The goal of camera calibration is to achieve the determination of two sets of parameters. The first set is called the extrinsic parameters and represents the position and orientation of each camera with respect to an arbitrary world reference frame. The second set is called intrinsic parameters and represents the internal parameters of each camera (like the focal length, the size of the pixels, the distortion parameters, etc.) [16, 17] . These calibration data are required to compute, by triangulation, the 3D coordinates of a point corresponding to matched pixels in the images taken by at least two cameras (stereovision).
In the following sections, the modeling of the multiple-camera system and the optimization procedure used to compute the intrinsic and the extrinsic parameters are described. The modeling and the calibration of a single camera are presented in Appendix A in order to introduce the general methodology of our approach.
Modeling and Calibration of a Multiple-Camera System
In previous work, the methodology described in Appendix A has been extended to the modeling and calibration of a stereovision sensor made up of two cameras [18, 19] .
In the present work, we have extended this methodology to the modeling and calibration of a multiple-camera system made up of more than two cameras.
Without any loss of generality, the methodology will be explained through the particular case of a 4-camera system (four cameras are used in the application described in the present paper).
Modeling
We consider that one camera is the master camera (camera #0 in Figure 5 ).
The model will include four intrinsic parameters vectors (one vector for each camera), four distortion parameters vectors (one vector for each camera), and four rigid body transformations L, T 01 , T 02 , T 03 . L = (R, t) is the rigidbody transformation between the world coordinate system R w and the master camera coordinate system R 0 c (see Figure 5 ).
The function that relates a 3D point in space M and its four 2D projection (m 0 , m 1 , m 2 , m 3 ) into the four images can be written: 
Calibration
The experimental procedure for determining the parameters of the multiplecamera system is derived from the procedure described in Appendix A and in 
. . n) that represent the i th position of the calibration target with respect to master camera reference frame.
By writing:
the calibration problem is solved by minimizing the following quantity:
This equation can be written in the form:
In Eq. (3) A judicious choice of n and p leads to an over-determined system (more equations than unknowns). The minimization of Eq. (2) is solved using a Sparse Bundle Adjustment (SBA) method based on the Levenberg-Marquardt algorithm [20] . In order the algorithm to converge, an initial guess of the parameters is required. This initial guess is obtained using two successive steps:
(1) the parameters of each camera are estimated by minimizing Eq. (A.3) (see Appendix A).
(2) the parameters of 3 stereo systems ([camera #0 + camera #1], [camera #0 + camera #2], [camera #0 + camera #3]) are estimated in order to get an initial guess for R s , t s , R and t.
The quality of the calibration can be estimated using the global reprojection error, which is the residual obtained after minimizing Eq. (2).
In practice the quality of the calibration is assessed by computing the mean, the standard deviation and the RMS of the individual reprojection errors d ijk (see Eq. (3)), after the minimization of Eq. (2) is completed.
Thus the following quantities are calculated:
where N e is the number of equations, i.e. twice the number of d ijk terms taken into account in Eq. (3).
It should be noted that
Another criterion is used to estimate the quality of the calibration: the computation of the mean epipolar distance between a set of image-points and their corresponding epipolar lines [16, 21] . 13 
Calibration results
In the two experiments reported in Section 5 (experiment I) and Section 6 (experiment II), the multiple-camera system shown in Figures 3 and 4 has been calibrated using the methodology described in Section 3.1. The configuration of the cameras was different for each experiment.
In both experiments, the calibration target with p = 81 circular dots has been moved in the field of view of the cameras.
In experiment I, n = 19 positions of the target have been used 3 , leading to 395 parameters to be estimated 4 and N e = 12196 equations.
In experiment II, n = 23 positions of the target have been used leading to 419 parameters to be estimated and N e = 14904 equations. Tables 1 to 4 give the calibration results for these two experiments along with the quality evaluation using the "reprojection error" criterion and the "mean distance to the epipolar lines" criterion. Table 2 Calibration quality of experiment I.
DIC-based image matching) and we put the cameras in such a position that the occultation problem was amplified (see images on Figure 8 ). Even in such a disadvantageous situation the calibration of the 4-camera system has been possible, with a calibration quality not so excellent.
Discussion on multiple cameras issues
From a general point of view, two main configurations of a multiple-camera system can be considered, depending on the application: Table 3 Calibration of the multiple-camera system: intrinsic parameters of experiment II (1st radial distortion model with skew factor set to 0).
reprojection error mean distance to epipolar lines
14904 0.011 0.029 0.032 1863 0.19 Table 4 Calibration quality of experiment II.
around an object. This kind of configuration is useful to get a one-shot 3D
shape of the whole object. This configuration has been used in the work reported in the present paper.
• a "wall-of-cameras" configuration where several cameras are distributed over a quasi-planar structure facing the object to be measured. This kind of configuration is useful when a very large field of view is required to measure one face of a very large object (surface of several square meters). This kind of configuration has been used in our work reported in [8] [9] [10] .
Of course, for large objects which complete shape is required in one-shot a combination of both configurations can be imagined, where the object is surrounded by several cameras or walls of cameras.
The "wall-of-cameras" configuration is well-adapted for large volume applications requiring a large number of cameras, which fields of view do not necessary overlap. In that case, the multiple-camera system needs to be segmented into several clusters of cameras (from 2 to 5 cameras per cluster). Each cluster is calibrated using our multiple-camera system calibration method and the clusters are stitched together. In [8] [9] [10] for instance, we have successfully used a 8-camera system to perform the NDT inspection of large aeronautical structures. Two clusters of four cameras have been calibrated and the two clusters have been stitched together [10] .
Regarding the size of the clusters, our bundle-adjustment-based method can theoritically be used to calibrate a great number of cameras. For instance, with simulated data we have been able to calibrate up to 10 cameras. In practice, in our applications, we have calibrated up to 5 cameras as a whole.
The limiting factor is the practical methodology that we use to calibrate the cameras: a calibration target is moved in the view-field of the cameras and the proposed multiple-camera model requires that all the calibration views be visible by at least one camera (the so-called "master camera"). This is not really a constraint when the cameras are placed in the "surrounding cameras" configuration with a master camera having an overlapping field of view with all the other cameras. The proposed practical methodology is more difficult to use when the "wall-of-cameras" configuration is required, as the fields of view do not overlap necessary. In that case, the set of cameras cannot be calibrated as a whole and needs to be segmented into smaller clusters. We are currently thinking about a new multiple-camera model that will overcome this limitation.
Multiple-image Digital Image Correlation
Once the multiple-camera system has been calibrated its geometry is known and the 3D reconstruction of a point in space can be obtained by multiple-image triangulation [17] as shown in Figure 6 . As shown in Figure 6 the triangulation process requires that the image-points be matched in all the images. Thus, a multiple-images Digital Image Correlation method has been developed to solve this image matching problem.
The DIC method is widely used in the computer vision community to establish pixel correspondences between images. Based on our previous work on 3D-DIC (also called stereo-correlation) [12, 19, [22] [23] [24] , the DIC method has been extended in the current work to multiple-images matching. As mentioned in Section 2.2, prior to performing the experiment, a random black-and-white speckle pattern was created at the surface of the sheet metal part by using spray paint, in order to get a suitable, contrasted texture for DIC.
In the (simple/theoretical) situation when all the points to be reconstructed are visible in one of the images (no problem of occultation), this image is taken as the reference image (I 0 ) and a set of image-points (distributed over a virtual mesh 5 ) are chosen in this image (see Figure 7 ). All these image-points are matched by DIC in the three other images (I 1 , I 2 and I 3 ), leading to a set of 4-matched pixels (m 0 , m 1 , m 2 , m 3 ). A more realistic situation is the one presented in Figure 8 . As can be seen on this figure, due to occultation problems, some points are visible on some images but are not visible on the others, which requires a careful handling of the image set. Indeed, in this situation, the set of matched points provided by the DIC process will depend on which image is taken as the reference image and some points will not be matched if they are not visible in the chosen reference image. The solution we have implemented consists in taking each image as the reference image successively and in performing several DIC
). In this way, all the points of the part surface visible in at least two cameras will be reconstructed in 3D during the 3D shape reconstruction phase.
3D Shape Measurement by Multiple-image Triangulation and
Bundle Adjustment
Methodology
Using the calibration parameters of the multiple-camera system a multipleimages triangulation method (see Figure 6 ) has been implemented to compute the 3D position of all the matched image-points provided by the multipleimage DIC process. The 3D reconstruction process is completed using a Bundle Adjustment method [25] .
It should be noted that before performing the triangulation, all the matched image-points have been corrected from their distortion beforehand using the distortion parameters provided by the camera calibration procedure. It has been shown in previous work [19, 26] that removing the distortion from the images leads to more accurate 3D measurements. 20 
Results (experiment I)
Our multiple-image-based 3D shape measurement method has been applied for measuring the shape of a formed part with a pyramidal shape (experiment I).
First, the 4-camera system has been calibrated using the method described in Section 3. The calibration results are reported in Tables 1 and 2 . Figure 8 shows four images of the formed part taken by our 4-camera system. Fig. 8 . Four images of a formed part with a pyramidal shape taken by the 4-camera system. Figure 9 shows the 3D shape of the part computed by our method using the four images shown in Figure 8 .
21 Fig. 9 . The 3D shape of the formed pyramidal part computed by our method using the four images shown in Figure 8 .
Evaluation and discussion
For comparison, the formed part has been also measured using the commercial HandyScan R hand-held laser scanner system. This scanning system needs to be pointed towards the object to be scanned and moved around the object.
At each sensor position a partial shape reconstruction is performed. The dot markers stuck on the part surface that can be seen in Figure 10 have been specially added for HandyScan R measurements (they are not used for measuring the part with our DIC-based method). They are used by the laser scanner system in order to register in a common coordinate system the 3D measurements computed from each sensor position.
The shape computed by our multiple-camera DIC-based method and the one obtained by the HandyScan R system have been compared using the 22 Fig. 10 . The part with the fiducial markers put onto it to perform the 3D shape measurement with the HandyScan R hand-held laser scanner.
Geomagic R Qualify R software (see Figure 11 ). Figure 11 shows that the mean difference between the shape computed by our multiple-camera DIC-based method and by the HandyScan R system is about 0.05 mm, which is a very good result, given the fact that the HandyScan R accuracy announced by the manufacturer is of the same order.
Moreover, as it can be seen on that figure, the mean difference is contaminated by some badly measured areas (blue areas, for which the shape deviation is much higher than 0.05 mm). Figure 11 clearly shows that some of these Fig. 11 . The two shapes computed by our multiple-camera DIC-based method and by the HandyScan R system have been compared using the Geomagic R Qualify R software.
areas correspond to the circular markers that have been stuck on the part surface for the HandyScan R measurement after measuring the part with our multiple-camera DIC-based method. All these statements show that a good measurement accuracy (better than 0.05 mm on a 400 × 400 × 100 mm 3 part) can be achieved by the proposed method.
Finally, note that the HandyScan R system cannot perform a one-shot measurement of the whole part shape, whereas our 4-camera system can do it, by 24 processing the four synchronized images taken simultaneously.
3D Displacement Measurement by combining spatial and tem-
poral DIC-based image matching
Methodology
The methodology described in Sections 4 and 5 applied to a first set of four images taken by the 4-camera system at time t 0 leads to the 3D shape of the part at this time. During the incremental forming process, the part is undergoing some deformations and its shape varies over time. A second set of four images is taken by the 4-camera system at time t 1 . The 3D displacement field of the part between time t 0 and time t 1 can then be computed by processing the two sets of four synchronized images taken at both instants (eight images to be processed).
This methodology of multiple-image matching can be repeated throughout the forming operation, leading (a) to the shape of the part at each acquisition time and (b) to the 3D displacement field of its surface between each acquisition time.
The computation method (derived from what we developed in [22] in the case of stereovision measurements involving only two cameras) is summarized in DIC is used for matching images taken at the same instant (spatial matching) but also for matching images taken at two different instants (temporal matching).
Let's consider that the sequence of 4-images has been processed between time t 0 and time t 0 + ∆ t−1 . Figure 12 shows that the matching between time t 0 and time t 0 + ∆ t 6 utilizes the image-points matched at time t 0 + ∆ t−1 as initial guesses. The subset shape function parameters of these matches are also used as initial guesses to search for the subset shape function parameters corresponding to the image-points matched at time t 0 + ∆ t . Fig. 12 . Methodology for processing three sets of four images taken at three different instants (t 0 , t 0 + ∆ t−1 and t 0 + ∆ t ) corresponding to two different levels of deformation of the part. Time t 0 corresponds to the initial state and t 0 + ∆ t−1 and t 0 + ∆ t correspond to two consecutive acquisition instants.
Results (experiment II)
The methodology described in the previous section has been applied during the Single Point Incremental Forming of a part (experiment II).
First, the 4-camera system has been calibrated using the method described in Section 3. The calibration accuracy was very good (see Section 3.2 and Table 4 ).
After the calibration step, a sequence of 4-images has been acquired during the Single Point Incremental Forming of the part.
The sequence of 4-images (image #0 to image #3) has been processed using our method (see Figure 12 ) leading to a sequence of displacement fields. Figure 13 shows the 3D shape of the formed part computed by our method at two different instants t and t + ∆ t . Figure 14 shows the displacement map (norm of the displacement vector) between time t and time t + ∆ t .
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(a) (b) Fig. 13 . 3D shape of the formed part at time t (a) and at time t + ∆ t (b). Table 5 Calibration of the stereovision system with Vic-3D R : intrinsic parameters of experiment II (1st radial distortion model with skew factor set to 0).
Validation and discussion
In order to validate our results, the 3D displacement field of the part surface has also been computed using the well-established stereovision method (2 cameras). The Vic-3D R stereovision software [7] has been used.
Before starting the forming (during the calibration of the 4-camera system), two cameras among the 4-camera system (camera #0 and camera #1 on Figure 12 ) have been calibrated using the Vic-3D R software. The calibration parameters are given in Table 5 . The calibration accuracy was very good (standard deviation of residuals for all views: 0.023 pixels).
The sequence of stereo pair of images (image #0 and image #1) extracted from the 4-images sequence has been processed using the Vic-3D R software leading to a sequence of displacement fields. It should be noted that the same image-points have been processed by the two methods (our method and the Vic-3D R method) as the same initial 2D mesh and the same seed point have been used in both methods. Figures 14 and Figures 15-(a) ). This figure shows that the discrepancy between both maps is very small, except in some specific areas. The mean is 0.10 mm and the standard deviation is 0.071 mm, with a max value of 1.12 mm.
As it is visible on Figure 15-(b) , the result is corrupted by some points for which the discrepancy is higher than 1 mm. These points, that are located on the slopes of the formed part, correspond to image-points that have been badly correlated during the DIC process. A detailed observation of the images shows that they suffer from high specular reflection in these areas.
In order to remove these bad points from the statistical analysis, the absolute difference between both maps has been computed on the rectangular area shown on Figure 15 It should be noted that the badly correlated image-points could be probably filtered by using the epipolar constraint into the DIC process. An image-point should be eliminated if its distance to its corresponding epipolar line is higher than a threshold. This functionality is being implemented in our software and this will probably improve the quality of the 3D reconstruction by eliminating some false matches at the DIC level. A multiple-camera system (four cameras in the present study) has been developed to measure the shape variations and the 3D displacement field of a sheet metal part during a Single Point Incremental Forming (SPIF) operation.
The multiple-camera system is calibrated using a Sparse Bundle Adjustment method based on the Levenberg-Marquardt algorithm and it is shown that an accurate calibration can be achieved.
The multiple-image matching is performed using DIC.
Such a system enables to observe the part surface from different view points and provides directly the 3D shape (one-shot image acquisition) or the 3D displacement field of the whole part.
Our approach does not require any 3D stitching operation, nor the use of markers, as the multiple-camera system provides directly all the 3D measurements in a common coordinate system. Any reasonable number of cameras (even an odd number of cameras) can be managed 7 .
Two experiments have been carried out (one for Shape Measurement and one for 3D Displacement Measurement) and the quality of the results has been demonstrated.
Some areas of improvement are currently being investigated such as the use of the epipolar constraint into the DIC process to filter some false matches or the use of a wand-based calibration method [27, 28] (as shown on Figure 5 , we are currently using a plane-based calibration method) that would be more adapted to some multiple-camera configurations since, with one-dimensional calibration objects, the calibration point(s) can be observed by all the cameras at the same time.
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A Modeling and Calibration of a Single Camera
In this Appendix, the modeling and the calibration of a single camera is presented in order to introduce the general methodology of our approach that has been extended to the modeling and calibration of a multiple-camera system (see Section 3).
A classical pinhole camera model (linear model) is used. A set of distortion parameters is added to this model to take into account the optical distortion of the lens (the model becomes non linear) [26] .
As shown in Figure A .1, we denote R w the world coordinate system, R c the camera coordinate system (which has its origin at the lens center), R r the retinal coordinate system associated to the sensor plane and R s the image coordinate system (in pixel units).
The transformation that maps any 3D point M in R w into a 2D image-point m (in pixel units) consists of four consecutive transformations:
(1) a transformation between R w and R c . This is a rigid-body transformation This transformation depends on several distortions parameters 8 . The number of distortion parameters (typically from 1 to 7) depends on the distortion model that is used [26] . In the sequel, we will suppose that a 3-parameter-distortion-model is used (3rd order radial distortion model).
The composition of these four transformations can be written: Calibrating the camera consists in determining its parameters k, d, R and t. The experimental calibration procedure generally uses a calibration target that provides known 3D points. In our work, the calibration is performed by acquiring a series of n images of a planar calibration target made up of p cir-cular points, observed at different positions and orientations (see Figure A. 2).
Thus, the calibration target provides a set of p known 3D points.
We call m j i the 2D projection into the camera image plane of the j th 3D point M j (j = 1 . . . p) of the i th view (i = 1 . . . n). We define a set of localization matrices L i = (R i , t i ) (i = 1 . . . n) that represent the i th position of the calibration target with respect to camera reference frame (see Figure A The estimation of the camera intrinsic parameters k and d, the extrinsic parameters R i and t i of each view, and the 3D points M j of the calibration target is a well-known problem referred to as Bundle Adjustment [25, 29] . It is solved using the Levenberg-Marquardt algorithm. In order the algorithm to converge, an initial guess of the parameters is required. An initial guess of the 5 intrinsic parameters (vector k) and of the extrinsic parameters related to each view (R i and t i ) is computed using the closed-form solution described in [30] or [31] . The distortion parameters (vector d) are simply initialized to 0.
An initial guess of the 3D points (M j ) is given by the user supplied model of the target. As the points of the target will be re-estimated, the initial model 
