Introduction
Let V be a finite dimensional vector space over a field k. A Hecke symmetry with parameter 0 = q ∈ k is any linear operator R : V ⊗2 → V ⊗2 which satisfies the Hecke relation (R + id)(R − q · id) = 0 and the braid relation R 1 R 2 R 1 = R 2 R 1 R 2 where R 1 = R ⊗ id V and R 2 = id V ⊗ R are linear operators on V ⊗3 ; we will be saying that R is a Hecke symmetry on V . The symmetries with parameter q = 1 were considered by Lyubashenko [15] . Many notions and results originated in his work were later generalized to the case q = 1.
The R-symmetric algebra S(V, R) and the R-skewsymmetric algebra Λ(V, R) are two factor algebras of the tensor algebra T(V ). They are regarded as analogs of the symmetric and the exterior algebras of V . Since the braid equation is just a slightly different form of the quantum Yang-Baxter equation, there is also a bialgebra A(R) given by the Faddeev-Reshetikhin-Takhtajan construction [20] . This bialgebra coacts on V universally with respect to the property that the induced coaction on V ⊗2 commutes with R [14] . In particular, S(V, R) and Λ(V, R) are A(R)-comodule algebras. The graded algebras S(V, R), Λ(V, R), A(R) are quadratic in the sense that they are generated by homogeneous elements of degree 1 and their defining relations are of degree 2.
Gurevich's work on Hecke symmetries [7] was motivated by the construction of quantum groups not necessarily arising as deformations of the classical objects. Even disregarding the Hopf algebraic aspect, Hecke symmetries provide a large class of graded algebras with predictable properties meaningful from the viewpoint of noncommutative algebraic geometry. However, general results on these algebras have been known under the assumption that the q-integers
[n] q = 1 + q + . . . + q n−1 ∈ k are nonzero for all integers n > 0 (this means that q is not a root of 1 with the exception that q = 1 is allowed when char k = 0). The assumption char k = 0 was also used, but it is less relevant. The present paper makes an attempt to investigate several questions without the aforementioned restriction on q. Particularly, we are interested in Koszulness and Gorensteinness of those graded algebras. A Hecke symmetry R on V gives rise, for each n > 0, to a representation of the Hecke algebra H n of type A n−1 in the vector space T n (V ) = V ⊗n . If [n] q = 0 for all n, then these Hecke algebras are semisimple, and we will refer to this case as the semisimple case. Semisimplicity was the main driving force in the earlier results on the graded algebras associated with Hecke symmetries.
For q a root of 1 we cannot be too optimistic, as an example at the end of section 3 shows. This example suggests that the properties of the graded algebras depend on the kind of the Hecke algebra representations in the tensor powers of V . We will say that an indecomposable H n -module has a 1-dimensional (respectively, trivial) source if it is a direct summand of an H n -module induced from a 1-dimensional (respectively, the trivial 1-dimensional) representation of a parabolic subalgebra. This terminology is explained by the Hecke algebra version of the Green correspondence in the modular representation theory of finite groups (see Du [5] ). The following two conditions on a Hecke symmetry R will emerge in the statements:
The 1-dimensional source condition. For each n > 0 all indecomposable direct summands of V ⊗n regarded as an H n -module with respect to the representation arising from R have 1-dimensional sources.
The trivial source condition. For each n > 0 all indecomposable direct summands of V ⊗n regarded as an H n -module with respect to the representation arising from R have trivial sources.
In the semisimple case the trivial source condition is obviously satisfied since indecomposable modules are simple, and each simple H n -module is a direct summand of the cyclic free module. We have to consider the weaker 1-dimensional source condition in order to include the supersymmetry on a Z/2Z-graded vector space (in that example q = 1, so that H n is just the group algebra of the symmetric group S n , and V ⊗n is a direct sum of H n -modules induced from not necessarily trivial 1-dimensional representations of parabolic subalgebras, but H n is not semisimple when n ≥ char k > 0). This condition is also satisfied for the Hecke symmetries related to the standard quantum supergroups. There is one Hecke symmetry on a 2-dimensional vector space for which q is a 4th root of 1 and the 1-dimensional source condition fails to hold (see section 3). However, this Hecke symmetry is not closed. This raises the following Question. Does the 1-dimensional source condition hold for every closed Hecke symmetry?
A closed symmetry extends to a braiding on a monoidal subcategory of the category of finite dimensional vector spaces containing V and its dual objects (see [7] for the precise definition). The results we are going to present do not depend on the closedness of R.
Theorem 3.1. Suppose that R satisfies the 1-dimensional source condition. Then the R-symmetric algebra S(V, R) and the R-skewsymmetric algebra Λ(V, R) are Koszul. Their Hilbert series satisfy the relation h S(V,R) (t) h Λ(V,R) (−t) = 1.
In the semisimple case exactness of certain complexes proved by Gurevich amounts to the conclusion of the theorem stated above, although Koszulness of graded algebras was not mentioned in [7] explicitly. By a systematic use of various projectors all considerations in [7] were done in terms of subspaces rather than factor spaces of the tensor powers of the initial vector space. The realization of Koszul complexes based on projectors is not appropriate for arbitrary q, however. Koszulness in the semisimple case was also considered by Phùng Hô Hai [8] . We will discuss more general results in a moment.
Theorem 4.5. Suppose that R satisfies the trivial source condition. Suppose also that dim Λ n (V, R) = 1 and Λ n+1 (V, R) = 0 for some n > 0. Then Λ(V, R) is a Frobenius algebra, while S(V, R) is a Gorenstein algebra of global dimension n.
The subscripts here and elsewhere in the paper indicate the homogeneous components of graded spaces. The first conclusion in Theorem 4.5 is equivalent to nondegeneracy of the bilinear pairings Λ i (V, R) × Λ n−i (V, R) → Λ n (V, R) arising from the multiplication. This was proved by Gurevich in the semisimple case.
By a Gorenstein algebra we mean any positively graded algebra A = ∞ i=0 A i with A 0 = k for which Ext [18] ), and the essential job will be to prove the first one.
Let now R ′ be a second Hecke symmetry on another finite dimensional vector space V ′ . Suppose that R and R ′ have the same parameter q of the Hecke relation. Then there is a graded algebra A(R ′ , R) whose construction generalizes that of A(R). In fact A(R ′ , R) = A(R) when R ′ = R. The algebra A(R ′ , R) in a different notation was introduced by Phùng Hô Hai [9] under the name "quantum hom-space". We will consider yet another graded algebra E(R ′ , R) whose relationship with A(R ′ , R) is similar to that between Λ(V, R) and S(V, R). In a different notation this algebra was also introduced in [9] under the name "exterior algebra on the quantum hom-space". Theorem 6.2. Suppose that both R and R ′ satisfy the 1-dimensional source condition. Then the graded algebras A(R ′ , R) and E(R ′ , R) are Koszul. Their Hilbert series satisfy the relation h A(R ′ ,R) (t) h E(R ′ ,R) (−t) = 1.
In the semisimple case this was proved in [9] . The argument used by Phùng Hô Hai is based on the observation that Koszulness of A(R ′ , R) is equivalent to a certain property of H op n ⊗ H n -modules concerned with distributivity of collections of subspaces in these modules. If R k,q is the Hecke symmetry corresponding to the standard quantum GL k with parameter q, then A(R k,q ) is known to possess a PBW basis, and its Koszulness follows from Priddy's theorem [19] . If [n] q = 0 for all n, the semisimplicity of H op n ⊗ H n ensures then the desired property for all simple modules, and therefore for arbitrary H op n ⊗ H n -modules. This in turn yields Koszulness of A(R ′ , R) for arbitrary Hecke symmetries with the same parameter q. In the present paper we prove directly exactness of certain complexes defined with respect to representations of H op n ⊗ H n , and thus we derive Theorem 6.2 solely from Hecke algebra considerations, avoiding the use of Priddy's theorem. Theorem 6.6. Suppose that both R and R ′ satisfy the trivial source condition. If dim E n (R ′ , R) = 1 and E n+1 (R ′ , R) = 0 for some integer n > 0, then E(R ′ , R) is a Frobenius algebra, while A(R ′ , R) is a Gorenstein algebra of global dimension n.
If dim V ′ = 1 and R ′ is the multiplication by q, then A(R ′ , R) = S(V, R) and E(R ′ , R) = Λ(V, R). Thus the first two results discussed in this introduction are a special case of the two subsequent ones. We nevertheless provide separate proofs in this special case. It serves as a model for the more complicated Theorems 6.2 and 6.6 where we need some lengthy verifications done in section 5 of the paper.
The quantum hom-spaces were considered in [9] in connection with the quantum version of the classical invariant theory. There is an even more obvious role played by the algebra A(R ′ , R). Being equipped with an A(R ′ ) -A(R) bicomodule structure, it gives rise to functors between the corepresentation categories of the two bialgebras A(R) and A(R ′ ). For each coalgebra C let C M and M C stand for the categories of left and right comodules. The sign C denotes the cotensor product of comodules. Theorem 7.2. Suppose that for each n > 1 the indecomposable H n -modules isomorphic to direct summands of T n (V ′ ) are the same as those isomorphic to direct summands of T n (V ). Then the functors
This should be compared with the monoidal equivalences between the corepresentation categories of two Hopf algebras. According to a result of Schauenburg [21] such equivalences are given by the cotensor product functors determined by the so-called bi-Galois algebras. In this way Bichon [2] and Mrozinski [17] showed that the categories of comodules over certain Hopf algebras associated with bilinear forms are monoidally equivalent to the respective categories defined for the standard quantizations of SL 2 and GL 2 . Those Hopf algebras correspond to a special class of Hecke symmetries. Phùng Hô Hai dealt with the Hopf envelopes of the bialgebras A(R) for arbitrary Hecke symmetries under the previously mentioned restriction on q and the characteristic of k. By the main result of [10] the category of comodules over such a Hopf algebra is determined, up to monoidal equivalence, by the parameter q and the birank of R.
Theorem 7.2 is a similar, to some extent, result for bialgebras, though the bicomodule algebra A(R, R ′ ) is definitely not bi-Galois (Galois algebras exist only for Hopf algebras). In fact, everything what is needed for the equivalence here is present already in the construction of the algebras involved. Note that there are no restrictions on R in Theorem 7.2.
Hecke algebra preliminaries
We denote by S n the symmetric group of permutations of the set {1, . . . , n}. Let B n = {τ 1 , . . . , τ n−1 } be the set of basic transpositions τ i = (i, i + 1). The length ℓ(σ) of a permutation σ ∈ S n is the smallest number of factors in the expressions of σ as product of basic transpositions. By the letter e we denote the identity permutation and also the trivial subgroup of S n .
The subgroups of S n generated by subsets of B n are called Young subgroups and are parametrized traditionally by compositions of n, i.e. by finite sequences of positive integers summing up to n. The Young subgroup S λ labelled by a composition λ = (λ 1 , . . . , λ k ) is generated by the set
and is isomorphic to S λ1 × . . . × S λ k . In particular, the subgroup S i, n−i corresponding to the composition (i, n − i) is generated by {τ j ∈ B n | j = i}. For each λ the pair (S λ , B λ ) is a Coxeter system. We will use standard facts concerning Coxeter groups and the respective Hecke algebras. For reference see, e.g., [3] , [6] .
Given a pair of Young subgroups S λ ⊂ S ν , each coset of S λ in S ν contains a unique element of minimal length called the distinguished coset representative. We denote by D(S ν /S λ ) and D(S λ \S ν ) the sets of distinguished representatives of the respective cosets. Recall that
where comparison πτ i > π refers to the Bruhat order (recall that |ℓ(πτ i )− ℓ(π)| = 1, and πτ i > π if and only if ℓ(
admits similar characterizations. For another Young subgroup S µ of S ν the set of distinguished S µ -S λ double coset representatives is
We will also use shorter notation:
Let k be the ground field. The Hecke algebra H n = H n (q) of type A n−1 with parameter q ∈ k is presented by generators T 1 , . . . , T n−1 and relations
It has a standard basis {T σ | σ ∈ S n } characterized by the properties that T e = 1 and
The definition of H n (q) makes sense also when q = 0. We will use this algebra called the 0-Hecke algebra on several occasions.
The elements {T σ | σ ∈ S λ } form a basis for the parabolic subalgebra H λ generated by {T i | τ i ∈ B λ }. For each k < n we identify the symmetric group S k with the subgroup of S n generated by {τ i | 0 < i < k} and the Hecke algebra H k with the subalgebra of H n generated by {T i | 0 < i < k}. By a convention S 0 = S 1 = e and H 0 = H 1 = k.
For each 1-dimensional representation of a parabolic subalgebra H λ of H n given by an algebra homomorphism χ : H λ → k we denote by k(χ) the corresponding 1-dimensional H λ -module. The induced H n -module
has a basis {T σ c | σ ∈ D λ } where c = 1 ⊗ 1 is the canonical generator of M . Here and later by a basis we mean a basis over the ground field k.
By Deodhar's lemma (see [6, 2.1.2]) for each τ i ∈ B n and σ ∈ D λ we have either
, a disjoint union, where
If σ ∈ B i (λ), then τ i σ = στ j > σ for some τ j ∈ B λ , and it follows that T i T σ = T τiσ = T σ T j . In this case T σ c is an eigenvector for the linear operator (T i ) M by which T i acts on M . Let us denote by χ σ (T i ) the corresponding eigenvalue. Note that σ −1 (i) < σ −1 (i + 1) when τ i σ > σ. Since σ −1 τ i σ is the transposition of σ −1 (i) and σ −1 (i + 1), the equality τ i σ = στ j implies then that j = σ −1 (i). Thus the action of T i on the basis elements of M is given by the formulas Recall that for each π the H µ -module M (π) is induced from the 1-dimensional representation χ π of the parabolic subalgebra H ν(π) corresponding to the Young subgroup S µ ∩ πS λ π −1 . By the Frobenius reciprocity
and this space is nonzero if and only if ζ agrees with χ π on H ν(π) .
The next lemma will be crucial for establishing the relation between the Hilbert series of the pairs of graded algebras in Theorems 3.1 and 6.2. Lemma 1.2. Suppose that q = 0. Let M and N be finite dimensional H n -modules whose indecomposable direct summands all have 1-dimensional sources. Then
Proof. Since Hom Hn is an additive functor of both arguments, it suffices to check the desired equality when M and N are indecomposable modules, so that they are direct summands of H n -modules induced from 1-dimensional representations of parabolic subalgebras. If H n is semisimple, then the indecomposable modules are simple, and the conclusion is obviously true since for two simple modules Hom
If H n is not semisimple, we will apply the specialization argument. Let M and N be as in Lemma 1.1. In this case Lemma 1.1 gives the exact values for the dimensions of Hom Hn (N, M ) and Hom Hn (M, N ), but we have to show that
whenever N ′ is a direct summand of N and M ′ is a direct summand of M . Let O be the completion of the polynomial ring k[t] in one indeterminate t at its maximal ideal generated by t − q. Then O is a complete discrete valuation ring with residue field isomorphic to k. The specialization homomorphism O → k sends t to q. Denote by K the field of fractions of O. Let H n (t) be the Hecke algebra of type A n−1 with parameter t over the ring O. Then H n (t) ⊗ O k ∼ = H n , while
is a semisimple Hecke algebra of type A n−1 over the field K.
Let H λ (t) and H µ (t) be the parabolic subalgebras of H n (t) corresponding to the two compositions λ and µ of n. Define ring homomorphisms χ t : H λ (t) → O and ζ t : H µ (t) → O by the formulas
Let O(χ t ) = O with the H λ (t)-module structure given by χ t , and O(ζ t ) = O the similar H µ (t)-module with respect to ζ t . Put
By exactness of the functor ? ⊗ O K, we have
Since the O-module Hom Hn(t) N (t), M (t) is torsionfree, it has to be free of rank equal to f (ζ t , χ t ). For each pair of indices i, j such that τ i ∈ B µ and τ j ∈ B λ it is seen from the definition of
As a special case we get End
As is well-known, in this situation each idempotent of End Hn M can be lifted to an idempotent of End Hn(t) M (t). Direct summands of an arbitrary module are determined by idempotents in its endomorphism ring. Thus we can find a direct summand
Being submodules of O-free modules, both M ′ (t) and N ′ (t) are themselves O-free. Since every H n -module homomorphism N → M lifts to an H n (t)-module homomorphism N (t) → M (t), it follows that every H n -module homomorphism
and the equality dim Hom
follows from the already discussed semisimple case.
A suitable version of Lemma 1.1 is valid also when q = 0. Later we will need only a special case of that fact:
Proof. This conclusion is a consequence of the Frobenius reciprocity when q = 0. For q = 0 it is derived as follows. Since T 2 i = −T i , it is seen from the formulas for the action of T i that T i M is contained in the linear span of the basis elements
Let w n and w λ be the longest elements of S n and S λ , respectively. By [6, 2.2.1] d λ = w n w λ is the unique element of maximal length in D λ , and D λ consists precisely of all suffixes of d λ which are elements σ ∈ S n satisfying ℓ(
. This shows that T σ c can be involved with nonzero coefficient in the expression for v only when σ = d λ , i.e. v has to be a scalar multiple of
Since the conjugation by w n (respectively, by w λ ) map B n (respectively, B λ ) onto itself, we have
, the previous condition on χ d λ is equivalent to the condition that χ is alternating. Lemma 1.4. Suppose that q = 0. Let M = k(χ) ⊗ H λ H n be the right H n -module induced from a 1-dimensional representation χ of the parabolic subalgebra H λ . Considering the dual space M * as a left H n -module with respect to the natural action of H n , we have
Proof. Since M * ∼ = Hom H λ H n , k(χ) , the conclusion is a consequence of the Frobenius reciprocity.
Put T i = q−1−T i for each i = 1, . . . , n−1. The assignment T i → T i extends to an involutive automorphism of H n . We denote by M the H n -module whose underlying vector space coincides with M , but the new action of T i is given by the original action of T i .
Proof. Let c be the canonical generator of M . Then T i c = χ(T i )c for each i such that τ i ∈ B λ . Clearly c generates also M . Hence there is a surjective homomorphism H n ⊗ H λ k( χ) → M which has to be bijective since the two modules here have equal dimensions. Lemma 1.6. Suppose that q = −1. Let M and N be two left H n -modules. Given a k-linear map ϕ : N → M, the following conditions are equivalent : (a) for each i = 1, . . . , n − 1 there exists a k-linear map
Lemma 1.7. Suppose that q = −1. Let M = H n ⊗ H λ k and N = H n ⊗ Hµ k be H n -modules induced from the 1-dimensional representations of two parabolic subalgebras. Denote by c and c ′ their canonical generators. For a homomorphism ϕ : N → M the following conditions are equivalent : (a) ϕ factors through a free H n -module,
The space of all homomorphisms N → M satisfying (a) -(d) has a basis indexed by the set {π ∈ µ D λ | S µ ∩ πS λ π −1 = e} of distinguished representatives of the double cosets with the trivial intersection property.
Proof. (a) ⇒ (b) Since the algebra H µ is Frobenius, its socle contains the left module k with multiplicity 1. The unique 1-dimensional left ideal of H µ is spanned by x µ . If F is any free H n -module, then F is free also as an H µ -module, and therefore every homomorphism
(c) ⇒ (d) Let us fix i and construct the desired map ψ i by specifying its values on the basis elements
. In this case we put
In this way the value of ψ i has been determined on all basis elements of N .
(
Since Hom Hµ k, M (π) ∼ = k for each π, the vector space Hom Hn (N, M ) has a basis {ϕ π | π ∈ µ D λ } where the homomorphism ϕ π : N → M is defined by the rule
We can write ϕ =
Then ϕ is the composite of the homomorphism N → H n sending c ′ to x µ and the homomorphism H n → M sending 1 to p.
In the course of the proof we have seen that ϕ satisfies the equivalent conditions (b) and (c) if and only if ϕ is a linear combination of the homomorphisms ϕ π with π ∈ µ D λ and S ν(π) = e. This establishes the final conclusion.
Complexes associated with representations of H n
Given an ordered collection of subspaces U 1 , . . . , U n−1 of a vector space M , we denote by K • M ; (U i ) the complex of vector spaces
Exactness of this complex gives an inductive step for the verification that the lattice of subspaces of M generated by U 1 , . . . , U n−1 is distributive [18, Ch. 1, Prop. 7.2]. Complexes of this kind are responsible for Koszulness of the graded algebras, as discussed in the next section.
We are interested in the case when M is a left module over the Hecke algebra H n = H n (q) and the subspaces U 1 , . . . , U n−1 are defined by one of the two conditions below:
where we denote by x M the linear operator by which an element x ∈ H n acts on M . Since (T i − q)(T i + 1) = 0, we have
both in (a) and (b). If q = −1 then (a) is equivalent to (b), and so there is a difference between the two conditions only when q = −1.
For each i = 0, . . . , n we have identified S i with the subgroup of S n generated by the set of basic transpositions {τ j | 0 < j < i}. Denote by S ▽ i the subgroup of S n generated by {τ j | i < j < n}. Thus S ▽ i ∼ = S n−i . In particular, S ▽ i is the trivial subgroup e for i = n and for i = n − 1.
Lemma 2.1. For 0 ≤ i < n consider the following elements of H n :
where
Proof. The inclusions x i Υ i ⊂ Υ i+1 and y i Σ i ⊂ Σ i+1 are special cases of Lemma 2.2 (see below) applied, respectively, to the pairs of Young subgroups S i ⊂ S i+1 and S ▽ i+1 ⊂ S ▽ i . The subspace U k is stable under the action of any T j with |j − k| > 1 since T j T k = T k T j . It follows that Υ i is stable under any T σ with σ ∈ S ▽ i , and therefore y i Υ i ⊂ Υ i . On the other hand, Σ i+1 is stable under any T σ with σ ∈ S i+1 , which yields x i Σ i+1 ⊂ Σ i+1 . Hence x i y i maps Υ i to Υ i+1 and Σ i to Σ i+1 . Thus (i) and (ii) have been checked. Next, note that
we get
, and therefore
and
At the upper boundary y n−1 = 1, while
q Id on K n , which yields (iii) for i = 0 and i = n. The final conclusion is immediate from (iii).
Suppose that S λ and S µ are two Young subgroups such that S λ ⊂ S µ . Then
Proof. Fix any basic transposition τ i ∈ B µ . As in section 1 we have
Then τ i σ = στ j > σ for some τ j ∈ B λ , and therefore
w for some w ∈ M , and then
It follows that T σ v ∈ U i both in (a) and (b). Since this inclusion holds for each σ ∈ B, we deduce that xΥ(λ) ⊂ U i .
and Im (T i + 1) M is spanned by the elements
is spanned by two elements v σ , v τiσ for σ ∈ A i (λ) and by the single element v σ for σ ∈ B i (λ). Obviously Ker (T i − q) M and Im (T i + 1) M are sums of their intersections with those subspaces. From the formulas for the action of Proof. Note that each U i depends on M functorially, and therefore the construction of K • M ; (U i ) gives a functor from the category of H n -modules to the category of complexes. Since this functor is additive, the conclusion of Proposition 2.4 holds for any given H n -module M if and only if the conclusion holds for each indecomposable direct summand of M . This shows that it suffices to give the proof assuming that
By Lemma 2.1 the conclusion is true when q = 0. Suppose that q = 0. Consider the parabolic subalgebra H λ (0) of the 0-Hecke algebra H n (0) corresponding to the same composition λ of n. LetT 1 , . . . ,T n−1 stand for the canonical generators of H n (0). There is a 1-dimensional representation ξ :
Let {v σ | σ ∈ D λ } be the standard basis of M and {v
) . But the latter complex is exact, as we have observed already.
Proof. Let M be M with the H n -module structure twisted by the automorphism of H n sending T i to q − 1 − T i for each i. The H n -module M has the same submodules as M , but with the twisted action of H n . So it follows from Lemma 1.5 that all indecomposable direct summands of M have 1-dimensional sources provided this holds for M . Since T i −q acts on M as −(T i +1) acts on M , we have U i = (T i +1) M . Therefore Corollary 2.5 follows from Proposition 2.4 applied to M .
If
[n] q = 0 then the conclusion of Corollary 2.5 holds without any restriction on M in view of Lemma 2.1. In particular, this is true for q = 0.
Koszulness of the R-symmetric algebras
A n be a quadratic graded algebra generated by some vector space V = A 1 . This means that A ∼ = T(V )/I where I is the ideal of the tensor algebra T(V ) generated by a vector subspace U ⊂ V ⊗2 . The books [16] and [18] provide general reference on quadratic algebras. For each n > 1 and 0 < i < n put
where ∂ i , for each i > 0, is the restriction of the A-linear map
The grading of A gives rise to a decomposition of K • (A) into a direct sum of subcomplexes
There is an isomorphism of complexes K (n)
i ) , the latter having been defined in section 2. Indeed, letting Υ
coincides with the kth homogeneous component of the ideal
It is easy to see that these linear isomorphisms between the homogeneous components of the two complexes are compatible with the differentials.
The algebra A is said to be Koszul if the complex K • (A) is acyclic in all positive degrees, i.e. K • (A) is a resolution of the trivial right A-module k. There are several equivalent characterizations of this property (see [18] ). By a fundamental result of Backelin [1] A is Koszul if and only if U
n−1 generate a distributive lattice of subspaces of V ⊗n for each n > 1. From this it is easy to see that Koszulness of an algebra is a left-right symmetric property.
Assume further on that dim V < ∞. Then dim A n < ∞ for all n. The Hilbert series h A (t) of A is the formal power series in one indeterminate t whose coefficients are the dimensions of the homogeneous components A n :
For each n identify T n (V * ) with the dual of the vector space T n (V ) using the bilinear pairing
The quadratic dual A ! of A is the factor algebra of the tensor algebra T(V * ) by the ideal generated by the subspace
The nth homogeneous component of this ideal is then the subspace
and it follows that
(n−i) ) = 0 for each n > 0, which entails the well-known relation between the Hilbert series of A and A ! :
Let R be a Hecke symmetry on a vector space V , and let 0 = q ∈ k be the parameter of the Hecke relation satisfied by R. For each n ≥ 0 there is a representation of the Hecke algebra H n = H n (q) in T n (V ) such that each generator T i , 0 < i < n, acts by means of the linear operator
The algebras S(V, R) and Λ(V, R) are defined as the factor algebras of T(V ) by the ideals generated, respectively, by the subspaces
Proof. In terms of the H n -module structure arising from R the previously defined subspaces of T n (V ) are
The assumption about R means that each indecomposable direct summand of the
i ) is exact, for each n > 0, by Proposition 2.4 and Corollary 2.5. Hence so is the isomorphic complex K (n)
be defined with respect to A = Λ(V, R), i.e.
This is the largest subspace of T n (V ) on which H n operates trivially. On the other hand, S n (V, R) is the largest factor space of T n (V ) on which H n operates trivially.
The relation between the Hilbert series of S(V, R) and Λ(V, R) follows now from the relation between h A and h A ! .
There are several transformations of the Hecke symmetry R. Put
where τ is the flip operator
Given an algebra A, we denote by A op the algebra with the same set of elements but with the opposite multiplication.
Lemma 3.2. The operators R, R op , R * are Hecke symmetries with the same parameter q as R. We have
All verifications are straightforward. Note also that these Hecke symmetries R, R op , R * satisfy the 1-dimensional source condition provided so does R. If R satisfies the trivial source condition, so do R op and R * . The inverse operator R −1 is a Hecke symmetry with parameter q −1 giving rise to the same pair of quadratic graded algebras as the pair S(V, R), Λ(V, R) obtained from R.
We end this section with an example showing that S(V, R), Λ(V, R) are not always Koszul. Let V be a 2-dimensional vector space with a basis x, y. Assume that char k = 2. We start with the R-matrix R H0.2 in the notation of Hietarinta [12, p. 
of a Hecke symmetry with eigenvalues −1, q where q is a primitive 4th root of 1. The matrix is written in the basis x 2 , xy, yx, y 2 of T 2 (V ). One eigenspace of R is spanned by y 2 − qx 2 , xy − qyx. It gives the defining relations y 2 = qx 2 , xy = qyx of S(V, R). The first relation shows that y 2 is central in S(V, R). But xy 2 = −y 2 x according to the second relation, whence xy 2 = 0. From this it is clear that S 3 (V, R) = 0. Similarly, the algebra Λ(V, R) has the defining relations x 2 = qy 2 , yx = qxy. It is isomorphic to S(V, R). Hence
Moreover, the quadratic dual algebras are isomorphic to the original ones. Thus the standard relation between their Hilbert series is not satisfied. In this example H 4 is the first nonsemisimple algebra in the family of Hecke algebras. Since all its proper parabolic subalgebras are semisimple, the indecomposable H 4 -modules with a 1-dimensional source are either 1-dimensional or projective. It can be checked that the H 4 -module V ⊗4 is a direct sum of simple 2-dimensional submodules. There are two nonisomorphic simple modules of dimension 2. One of them is projective, but the other is not. Thus R does not satisfy the 1-dimensional source condition.
Nondegeneracy of the multiplication maps
The aim of this section is to prove that the R-skewsymmetric algebra Λ = Λ(V, R) is Frobenius under suitable assumptions. Recall that Λ = T/I where T = T(V ) is the tensor algebra of V and I is its homogeneous ideal generated by the subspace U = Ker (R − q · Id) of T 2 . We will be omitting the sign ⊗ when referring to the multiplication in T.
The next lemma provides the main step in tackling the problem. Recall that we denote by S 1,k−1 the subgroup of S k generated by {τ i | 1 < i < k}.
Lemma 4.1. Fix some n > 1 and put
We will work inside the H n+1 -module T n+1 . In conformance with the notation of section 2 put U i = Ker (T i − q) Tn+1 for each i = 1, . . . , n. Note that
By Lemma 2.2 applied with S λ = S 1,n , S µ = S n+1 and n replaced by n + 1 we get y n+1 I n+1 ⊂ V I n . Therefore
In particular, y n+1 = n i=0 (−1) i q n−i p i . As follows immediately from the braid relations between T 1 , . . . , T n , the element p n has the property that T i+1 p n = p n T i , and therefore
for those values of i. Hence p n maps I n V , and in particular the subspace aT n−k+1 , into V I n .
i+1 . For each j = k + 1, . . . , n the element T j operates on the second space in the decomposition T n+1 = T k ⊗ T n−k+1 , which implies that aT n−k+1 = a ⊗ T n−k+1 is stable under the action of T j and T −1
The previous inclusions entail
Since for each j = 1, . . . , k − 1 the element T j operates on the first space in the decomposition T n+1 = T k ⊗ T n−k+1 , so too does y k . Hence
The reader should note that the proof of Lemma 4.1 uses only the braid relations between T 1 , . . . , T n . Therefore Lemma 4.1 holds more generally when R is a linear operator on V ⊗2 satisfying the braid equation but not necessarily the quadratic Hecke equation, and q is any eigenvalue of R used in the definition of Λ. Such an operator (called a Yang-Baxter operator in the literature) gives rise to representations of the Artin braid groups B k . The elements T σ with σ ∈ S k make sense in B k , and the element y k is defined for each k in the group algebra of B k . This observation will be essential later (see Lemma 6.5).
Lemma 4.2. Suppose that Λ n = 0 for some n > 1. If 0 = a ∈ Λ k where either k = 1 or k = 2, then aΛ n−k = 0 and Λ n−k a = 0.
Proof. In the notation of Lemma 4.1 L 0 = 0 since T 0 = k and T n = I n . By Lemma 4.1
This means that L 2 ⊂ Ker (T 1 − q) T2 = I 2 since y 2 = q − T 1 . In fact L 2 = I 2 since the opposite inclusion is obvious. Thus L k = I k for k = 1 and for k = 2. Passing to the factor algebra Λ = T/I, we deduce that Λ n−k has zero left annihilator in Λ k . In view of Lemma 3.2 we can apply this conclusion also to Λ op . Hence Λ n−k has zero right annihilator in Λ k . Corollary 4.3. Suppose that dim Λ n = 1 and Λ n+1 = 0. If n = 2 or n = 3, then Λ is a Frobenius algebra.
Proof. By Lemma 4.2 the bilinear pairings Λ k × Λ n−k → Λ n arising from the multiplication in Λ are nondegenerate for k = 1 and k = 2.
Lemma 4.4. Let M be a finite dimensional H n -module whose indecomposable direct summands all have trivial sources. Let S λ be a Young subgroup of S n and
Proof. The inclusion y Σ(n) ⊂ Σ(λ) is a special case of Lemma 2.2. So we have only to prove that a ∈ Σ(n) for each a ∈ M such that ya ∈ Σ(λ). This assertion holds for any given H n -module M if and only if it holds for each indecomposable direct summand of M . Therefore we may assume that M = H n ⊗ Hν k triv where H ν is a parabolic subalgebra of H n . If H ν = k, then T j ∈ H ν for some j. In this case T j c = qc where c is the canonical generator of M , whence c ∈ U j ⊂ Σ(n). Observing that (T i + 1)M ⊂ U i ⊂ Σ(n) for each i = 1, . . . , n − 1, we see that Σ(n) is stable under the action of all T 1 , . . . , T n−1 , i.e. Σ(n) is an H n -submodule of M . But then Σ(n) = M , and the desired conclusion is obviously true.
It remains to consider the case when H ν = k, and therefore M = H n is a cyclic free H n -module. Since H n is a free module over its subalgebra k + kT i , we deduce that U i = (T i + 1)M for each i = 1, . . . , n − 1. Hence M/Σ(n) is the largest factor module of M on which each T i operates as minus identity transformation. Clearly
which shows that Σ(n) is a subspace of codimension 1 in M . The subspace Y = {a ∈ M | ya ∈ Σ(λ)} contains Σ(n) by Lemma 2.2. Suppose that Y = Σ(n). Then we must have Y = M . In particular, 1 ∈ Y , which means that y ∈ Σ(λ). However,
where J is the ideal of H λ generated by {T i +1 | τ i ∈ B λ }, i.e. J is the annihilator of the alternating representation of H λ . Since H n is a free left H λ -module with a basis {T σ | σ ∈ D(S λ \S n )}, the inclusion y ∈ JH n entails 1 ∈ J, which is impossible. This contradiction proves that Y = Σ(n).
Proof. The left kernel of the bilinear pairing Λ k × Λ n−k → Λ n arising from the multiplication in Λ is nothing else but the image of L k in Λ k = T k /I k where L k is the subspace of T k introduced in Lemma 4.1. To show that the left kernel vanishes we have to prove that L k = I k . But this can be done by induction on k. Indeed, if
The indecomposable direct summands of the H k -module M = T k all have trivial sources by the assumption about R, and we can apply Lemma 4.4 with n replaced by k and S λ = S 1,k−1 . In this case y = y k , Σ(λ) = V I k−1 , Σ(k) = I k , and the conclusion of Lemma 4.4 gives the desired inclusion L k ⊂ I k . Thus the pairings Λ k × Λ n−k → Λ n have trivial left kernels for all k = 0, . . . , n. Then dim Λ k ≤ dim Λ n−k , and since this inequality holds also with k replaced by n − k, we have in fact an equality. Thus all the above pairings are nondegenerate, which is a necessary and sufficient condition for Λ to be a Frobenius algebra.
By Theorem 3.1 h Λ (t) = h S (−t) 
Auxiliary results for the tensor product of two Hecke algebras
This section collects several results needed to deal with the algebras A(R ′ , R) and E(R ′ , R) in the next section. One of our goals is to investigate exactness of the complexes K • M; (U i ) for certain collections of subspaces in a module M over the tensor product H ′ n ⊗ H n of two Hecke algebras H n = H n (q) and H ′ n = H n (q −1 ). Here q = 0.
We identify H n and H ′ n with their canonical images in H ′ n ⊗ H n . Denote by T 1 , . . . , T n−1 the standard generators of H n and by
. . , n − 1. Since the elements of H n commute with those of H ′ n , the elements T 1 , . . . , T n−1 satisfy the braid relations. However, in general only the cubic relations (T i − 1)(T i + q)(T i + q −1 ) = 0 hold rather than the quadratic ones.
Since direct sum decompositions of M and M ′ give rise to a direct sum decomposition of K • M; (U i ) , in proving the exactness of that complex we need only to consider the case when
where χ : H λ → k and χ ′ : H 
has a generator c such that T i c = χ(T i )c for all i with τ i ∈ B λ and T
)c for all i with τ i ∈ B µ . Consider the standard bases {T σ | σ ∈ S n }, {T ′ σ | σ ∈ S n } for H n and H ′ n . Then M has a vector space basis
In M we obtain a filtration of vector subspaces 0 = F −1 M ⊂ F 0 M ⊂ F 1 M ⊂ . . . taking F p M to be the linear span of the elements
Our strategy is to relate the question we study for M to a similar question for the associated graded vector space gr F M (cf. [18, Ch. 1, Cor. 7.3]):
Proof. All subspaces of M are endowed with the induced filtrations. Under the assumptions stated there is an exact sequence of complexes
where the last complex is exact, for each p ≥ 0. Induction on p shows that the complex
With M and M ′ assumed to be fixed, all conditions needed for an application of Lemma 5.2 will be verified in Lemmas 5.3-5.8. This will accomplish a proof of Proposition 5.1.
In Lemma 5.3 the subspaces gr F U i of gr F M will be determined explicitly. A module structure over the 0-Hecke algebra H n (0) will be constructed on gr 
Lemma 5.3. For each i = 1, . . . , n − 1 the space gr F U i has a basis consisting of the following elements:
If π ∈ A i (λ) and σ ∈ A i (µ), then these 4 elements are linearly independent. A basis for M(π, σ) is formed by 2 elements
, and by 2 elements
. Computing the action of T i , we deduce that U i ∩ M(π, σ) is spanned in the first case by
which is an eigenvector for the operator by which T i acts on M with the eigenvalue
In each case there is a basis for gr F (U i ∩ M(π, σ)) given by the respective elements in the statement of Lemma 5.3.
Note that M is a direct sum of these subspaces M(π, σ) with π ∈ A i (λ) ∪ B i (λ) and σ ∈ A i (µ) ∪ B i (µ). This direct sum decomposition is compatible with the filtration of M. Furthermore, we have U i = (U i ∩ M(π, σ)) since each M(π, σ) is stable under the action of T i , whence gr
With the next goal to describe an H n (0)-module structure it will be more convenient to index the basis elements of gr F M by the pairs of cosets since this will allow us to exploit the natural actions of S n on S n /S λ and on S n /S µ . For x ∈ S n /S λ and y ∈ S n /S µ with their distinguished representatives π ∈ D λ and σ ∈ D µ we put v x,y = v π,σ , and we will write
Consider the partial orders on S n /S λ and S n /S µ transferred from the Bruhat orders on D λ and D µ . For x and π as in the preceding paragraph, we have τ i x > x if and only if π ∈ A i (λ). Similarly, τ i y > y if and only if σ ∈ A i (µ). The next lemma applies to N = gr F M.
Lemma 5.4. Let N be a vector space with a basis {v x,y | x ∈ S n /S λ , y ∈ S n /S µ }. Define linear operatorsT 1 , . . . ,T n−1 on N by the rule
ThenT 1 , . . . ,T n−1 satisfy the defining relations of the 0-Hecke algebra H n (0).
Proof. It is checked immediately thatT 2 i = −T i . Also, we have to show that
With the aim to do this expressT i = Φ i + Ψ i as the sum of two linear operators defined by the formulas
in the remaining cases,
in the remaining cases.
In particular, each v x,y is an eigenvector for Φ i . Note also that Ψ i v x,y is always a scalar multiple of v τix,τiy , and Ψ i v x,y = 0 if and only if either τ i y > y or τ i y = y and τ i x > x. Suppose first that |i − j| = 1. We claim that
Note that Φ i Φ j Φ i v x,y = 0 if and only if both Φ i v x,y = 0 and Φ j v x,y = 0. If these inequalities hold, then Φ i Φ j Φ i v x,y = −v x,y . Since this description is symmetric in i and j, we get
We have checked the first two identities. Before we proceed with the others let us make several remarks. The two transpositions τ i , τ j generate a subgroup τ i , τ j of S n isomorphic to S 2 . Each τ i , τ j -orbit in S n /S λ has a smallest element. In fact, a coset x ∈ S n /S λ is minimal in its τ i , τ j -orbit if and only if τ i x ≥ x and τ j x ≥ x, if and only if the distinguished representative π x of x lies in D( τ i , τ j \S n /S λ ).
If x is minimal in its orbit, then the stabilizer τ i , τ j ∩ π x S λ π −1
x of x in τ i , τ j is a parabolic subgroup by the general properties of Coxeter groups. Hence there are exactly 4 possibilities for this stabilizer: the trivial subgroup, the subgroups τ i , τ j generated by one of the two transpositions, and the whole τ i , τ j . In the first case τ i , τ j x is isomorphic as a poset to S 2 with the Bruhat order. In the second case the orbit contains 3 elements forming a chain x < τ j x < τ i τ j x. The third case has a similar description with i and j interchanged. In the last case τ i , τ j x is the single element set {x}.
The action of the longest element w = τ i τ j τ i = τ j τ i τ j of the group τ i , τ j reverses order on each τ i , τ j -orbit in S n /S λ . From this it is clear that each τ i , τ j -orbit has a largest element, and x ∈ S n /S λ is maximal in its orbit if and only if τ i x ≤ x and τ j x ≤ x.
Since wτ i = τ i τ j = τ j w, we have τ i x = x if and only if wx is fixed by τ j . We claim that in this case χ x (T i ) = χ wx (T j ) = χ τiτjx (T j ). If τ j x = x, then x is either the smallest or the largest element in its τ i , τ j -orbit, and wx = τ i τ j x is, respectively, the largest or the smallest element in this orbit with the distinguished representative π wx = τ i τ j π x ∈ D λ in both cases, so that
Suppose now that τ j x = x. Then both π −1
x τ i π x and π −1
x τ j π x are in B λ . If these two transpositions are τ k and τ l , then τ k τ l τ k = τ l τ k τ l since τ i τ j τ i = τ j τ i τ j . This means that |k − l| = 1, and so χ(T k ) = χ(T l ). Hence
All the previous observations apply also to the τ i , τ j -orbits in S n /S µ . 
Let us now turn to the third identity Ψ
Since x * k = wx 3−k , y * k = wy 3−k and w reverses order on τ i , τ j -orbits in S n /S λ and S n /S µ , we see that Ψ i Ψ j Ψ i v x,y = 0 if and only if Ψ j Ψ i Ψ j v x,y = 0. Furthermore, if these two elements are nonzero, then
where two numbers a, a * are the cardinalities of the sets of integers 1 ≤ k ≤ 3 such that y k > y k−1 , x k < x k−1 in the case of a and y * k > y * k−1 , x * k < x * k−1 in the case of a * . Since the assignment k → 4 − k gives a bijection between these two sets, we have a = a * , whence
The fourth identity. Recall that Ψ i Ψ j v x,y is always a scalar multiple of v x * ,y * where x * = τ i τ j x, y * = τ i τ j y. For Ψ i Ψ j Φ i v x,y = 0 to hold, it is necessary and sufficient that Ψ i Ψ j v x,y = 0 and Φ i v x,y = 0, while Φ j Ψ i Ψ j v x,y = 0 holds if and only if Ψ i Ψ j v x,y = 0 and Φ j v x * ,y * = 0. Since τ i τ j τ i reverses the order on each τ i , τ j -orbit in S n /S λ , we have τ i x < x if and only if τ j x * < x * . Also, τ i x = x if and only if τ j x * = x * , and in this case χ x * (T j ) = χ x (T i ). Similarly, τ i y < y if and only if τ j y * < y * , and τ i y = y if and only if τ j y * = y * . If
) whenever τ i x = x and τ i y = y hold simultaneously. So it follows that Φ i v x,y = 0 if and only if Φ j v x * ,y * = 0, in which case
The fifth identity. All three terms Φ
Suppose that Ψ j v x,y = 0. Then τ j y ≥ y, and if τ j y = y then τ j x > x. Hence τ j y > y whenever τ j x ≤ x.
If τ j x ≥ x, we must have Φ j v x,y = 0 and Φ j v τjx,τjy = 0 by the definition of Φ j . In this case Ψ j Φ i Φ j v x,y = 0, while Φ j Φ i Ψ j v x,y = −Φ i Ψ j v x,y . Furthermore, the inequality Φ i Ψ j v x,y = 0 is only possible when either τ i τ j x < τ j x or τ i τ j x = τ j x and τ i τ j y ≤ τ j y. These conditions imply that τ j x is the largest element of the τ i , τ jorbit of x, and therefore τ i x < x when x < τ j x. If τ j x = x, we have either τ i x < x or τ i x = x and τ i τ j y ≤ τ j y. In particular, τ j y is the largest element of the τ i , τ j -orbit of y in the case when τ i x = τ j x = x, but then τ i y < y since y < τ j y. In each of these cases we deduce that Φ i v x,y = 0, whence
The same equalities are trivially true when τ j x ≥ x, but Φ i Ψ j v x,y = 0.
Consider the remaining case when τ j x < x. Here Φ j v x,y = 0 and Φ j v τj x,τjy = 0, so that Φ j Φ i Ψ j v x,y = 0, while Ψ j Φ i Φ j v x,y = −Ψ j Φ i v x,y . If now Φ i v x,y = 0, then all the three terms we look at vanish. If Φ i v x,y = 0, then τ i x ≤ x, which implies that x is the largest element in its τ i , τ j -orbit. But this entails τ i τ j x < τ j x since τ j x < x, and it follows that Φ i v τj x,τjy = 0. Hence
We have checked all the required relations between Φ i , Φ j , Ψ i , Ψ j for any pair i, j with |i − j| = 1. By symmetry they hold also with i and j interchanged. The braid relationT iTjTi =T jTiTj is now immediate.
Suppose that |i − j| > 1. Considering the subgroup τ i , τ j generated by τ i , τ j , it is still true that its longest element τ i τ j = τ j τ i reverses order on each τ i , τ j -orbit in S n /S λ and S n /S µ . If τ i x = x for some x ∈ S n /S λ , then χ τjx (T i ) = χ x (T i ), and if τ i y = y for some y ∈ S n /S µ , then χ τj y (T
The arguments similar to those used in the case |i − j| = 1, but this time much shorter, show that
Lemma 5.5. Put N = gr F M and denote byT 1 , . . . ,T n−1 the canonical generators of the 0-Hecke algebra H n (0). With the H n (0)-module structure on N defined by the formulas in the statement of Lemma 5.4 we have gr F U i =T i N for each i, and there is an isomorphism of H n (0)-modules
where ν(π) is the composition of n such that S ν(π) = S µ ∩ πS λ π −1 , H ν(π) (0) the corresponding parabolic subalgebra of H n (0), and ξ π : H ν(π) (0) → k the representation such that
Proof. In terms of the indexation of the basis elements of N by the pairs (x, y) ∈ S n /S λ × S n /S µ the image of the linear operatorT i : N → N is spanned by the elements v x,y with τ i x < x, τ i y ≤ y, or τ i x = x, τ i y < y,
and by the elements v x,y − qv τix,τiy with τ i x < x, τ i y > y. If π ∈ D λ is the distinguished representative of x, then τ i x < x if and only if π ∈ τ i A i (λ), and τ i x = x if and only if π ∈ B i (λ). Similarly, if σ ∈ D µ is the distinguished representative of y, then τ i y > y, τ i y < y, or τ i y = y depending on whether σ is in A i (µ), τ i A i (µ), or B i (µ), respectively. Comparison with the description given in Lemma 5.3 yields the desired equality gr F U i =T i N . We claim that the H n (0)-module N is generated by the set
where e µ = S µ is the coset of the identity element. If τ i y > y for some y ∈ S n /S µ and τ i ∈ B n , then v x,τiy equalsT i v τix,y when τ i x ≤ x and equals q −1 (1 +T i )v τix,y when τ i x > x. From this it follows by induction on y that each basis element v x,y lies in the submodule of N generated by {v x ′ ,eµ | x ′ ∈ S n /S λ }. On the other hand,
. Induction on x ′ shows that v x ′ ,eµ lies in the submodule of N generated by v x,eµ where x is the smallest element of the S µ -orbit of x ′ . This proves the claim about the generating set of N . Denote by N (x) the submodule of N generated by v x,eµ . From the formulas in the statement of Lemma 5.4 it is clear that N (x) is contained in the subspace of N spanned by {v σx,σeµ | σ ∈ S n }. If τ i x ≥ x for all τ i ∈ B µ , then the considerations in the preceding paragraph in fact show that v σx,σeµ ∈ N (x) for all σ ∈ S n . In this case N (x) has a basis consisting of the elements v x ′ ,y ′ with (x ′ , y ′ ) in the orbit of (x, e µ ) with respect to the diagonal action of S n on S n /S λ ×S n /S µ , and therefore dim N (x) = |S n |/| St(x, e µ )| = the index of St(x, e µ ) in S n where St(x, e µ ) stands for the stabilizer of (x, e µ ) in S n with respect to that action. The condition that τ i x ≥ x for all τ i ∈ B µ means precisely that the distinguished representative of x lies in µ D λ . If π is this representative, then St(x, e µ ) = S ν(π) . Now we put N (π) = N (πS λ ) for each π ∈ µ D λ . In other words, N (π) is the submodule of N generated by v π,e . Then dim N (π) = (S n : S ν(π) ) by the above. If τ i ∈ B ν(π) , then τ i πS λ = πS λ and τ i S µ = S µ , whence
by comparison of the definition of ξ π with the last two formulas in the statement of Lemma 5.4. Hence there is a surjective homomorphism of H n (0)-modules
Comparing the dimensions, we deduce that this map is an isomorphism.
From the preceding discussion it is also clear that each basis element of N lies in exactly one submodule N (π). Thus N = π∈ µDλ N (π).
Proof. By Lemma 5.5 there is an H n (0)-module structure on N = gr F M with the property that gr F U i =T i N for each i. Therefore Corollary 2.5 applies.
We have gr F Σ = Σ gr and gr
Proof. The inclusions Σ gr ⊂ gr F Σ and gr F Υ ⊂ Υ gr are always true, and so we need only to compare the dimensions. By Lemma 5.
As (T i + 1)T i = 0, we can also write gr
Hence Υ gr is the largest submodule of N on which eachT i acts as − Id. Since
Next we are going to determine M/Σ and Υ. For this we will need two different interpretations of the spaces U i . The assignment
−1 extends to an algebra antiisomorphism H n → H ′ n under which H µ is mapped onto H ′ µ . It allows us to view M ′ as a right H n -module and k(χ ′ ) as a right H µ -module. Clearly,
The space U i is spanned by all elements
′ and v ∈ M . Replacing here u with uT i , we rewrite these elements as u ⊗ T i v − uT i ⊗ v. Since T 1 , . . . , T n−1 generate H n , the space Σ is spanned by all elements u ⊗ hv − uh ⊗ v with u ∈ M ′ , v ∈ M and h ∈ H n . It follows that
where the last isomorphism is a consequence of the Mackey decomposition formula since the restriction of M to H µ is a direct sum of modules
Thus Σ has the same codimension in M as Σ gr in N . Since the filtration on M is exhaustive and separating, the dimension and the codimension of subspaces of M are preserved under passage to the associated graded spaces. The first equality in the statement of Lemma 5.7 is now clear.
We may view M = M ′ ⊗ M as an H n -bimodule. By the previous description U i is spanned by all elements T i ψ − ψT i with ψ ∈ M. The dual vector space M ′ * is a left H n -module in a natural way. Identifying M with Hom k (M ′ * , M ) by means of the canonical bijection, we see that Υ consists precisely of those k-linear maps M ′ * → M that satisfy condition (a) of Lemma 1.6.
Suppose first that q = −1. Then Υ = Hom Hn (M ′ * , M ). By Lemmas 1.4, 1.5
For each i with τ i ∈ B µ the generator T i of H µ acts on k(χ ′ ) as the multiplication by χ(T
If q = −1, then Lemma 1.7 with M replaced by M shows that Υ consists precisely of those H n -module homomorphisms M ′ * → M which factor through a free module. By the last assertion in that lemma
On the other hand, χ(T
. This means that in the case q = −1 the earlier formula for the dimension of Υ gr counts only those permutations π ∈ µ D λ for which the set B ν(π) is empty, i.e. S ν(π) is the trivial group.
We conclude that dim Υ = dim Υ gr both for q = −1 and for q = −1. This proves the second equality in the statement of Lemma 5.7.
n be the parabolic subalgebras corresponding to the subgroup S i,n−i of S n generated by {τ j ∈ B n | j = i}. Consider the Mackey decompositions
where M (π) is the H i,n−i -submodule of M generated by T π ⊗ 1 and
This decomposition is compatible with the filtration on M. Also, if j = i, then
where H i and H ▽ i are the subalgebras of H n generated, respectively, by {T j | j < i} and {T j | j > i}. Since the H i,n−i -module M (π) is induced from a 1-dimensional module over a parabolic subalgebra of H i,n−i , we have
where M (π) 1 is an H i -module induced from a 1-dimensional module over a parabolic subalgebra of H i and M (π) 2 is an H ▽ i -module induced from a 1-dimensional module over a parabolic subalgebra of
Note that σ) 2 satisfy the same assumptions that we have imposed on the H ′ n ⊗ H n -module M. In particular, we obtain filtrations F 1 , F 2 on these two modules by the construction we have done for M. Then the tensor product filtration F t on M(π, σ) differs from the filtration induced from that on M only by a shift of the filtration degrees.
Note that T j lies in
By Lemma 5.7 applied to M(π, σ) 1 and M(π, σ) 2 we have gr
and it follows that
The equalities of the left and right hand sides above hold then also with F t replaced by the original filtration F on M since this change results in the same associated graded spaces with shifted degrees of homogeneous components. Summing up over all pairs (π, σ) ∈ D(S i,n−i \S n /S λ ) × D(S i,n−i \S n /S µ ), we arrive at the final conclusions. 
Proof. The dual space
. . , n − 1. Since these antiautomorphisms map parabolic subalgebras onto parabolic subalgebras, the class of modules induced from 1-dimensional representations of parabolic subalgebras is preserved under passing to the duals in this way. Hence all indecomposable direct summands of M * and M ′ * have 1-dimensional sources, and so M * satisfies the assumptions of Proposition 5.1.
which is the component of the complex
) with the degrees shifted by n. Note also that U
Therefore the latter complex is exact by Proposition 5.1.
The next lemma provides a key ingredient in the proof of Theorem 6.6. 
Then yΣ ⊂ Σ 1 and, moreover, y 
for some parabolic subalgebras H λ , H 
with respect to the parabolic subalgebras H 1,n−1 and H ′ 1,n−1 . We have
where ν(α) and ν ′ (β) are the compositions of n such that
Since M is a direct sum of these submodules for different α and β, we get
. Thus Lemma 5.11 applies to each M(α, β) viewed as an H n−1 (q −1 ) ⊗ H n−1 (q)-module. We will need only those summands in the decomposition of M/Σ 1 which are indexed by the pairs (α, β) with β = e. Put µ 1 = ν ′ (e), so that S µ 1 = S 1,n−1 ∩ S µ , and put
By Lemma 5.11 M(α, e)/Σ(α, e) has a basis formed by the cosets of elements
The equality T σ T α = T σα here is explained by the fact that σ ∈ S 1,n−1 , while α is the shortest element in the coset S 1,n−1 α, so that ℓ(σα) = ℓ(σ) + ℓ(α). We claim that the assignment (σ, α) → σα gives a bijection
By the Mackey decomposition of coset representatives (see [6, Lemma 2.1.9] ) D λ consists precisely of those elements π ∈ S n which can be written as π = σα for some α ∈ D(S 1,n−1 \S n /S λ ) and σ ∈ D(S 1,n−1 /S ν(α) ). The pair (σ, α) is uniquely determined by π since α is the shortest element in the double coset S 1,n−1 πS λ . Furthermore, for each τ i ∈ B µ 1 we have ℓ(τ i π) = ℓ(τ i σ) + ℓ(α) since τ i σ ∈ S 1,n−1 , whence τ i π > π if and only if τ i σ > σ. This shows that π ∈ µ 1 D if and only if σ ∈ µ 1 D. Lastly, for each ρ ∈ S µ 1 we have ρσ ∈ S 1,n−1 , and by the Mackey decomposition the equality ρπ = (ρσ)α implies that ρπ ∈ D λ if and only if ρσ ∈ D(S 1,n−1 /S ν(α) ). The double coset S µ 1 πS λ has the trivial intersection property if and only if ρπ ∈ D λ for all ρ ∈ S µ 1 , while S µ 1 σS ν(α) has the trivial intersection property if and only if ρσ ∈ D(S 1,n−1 /S ν(α) ) for all ρ ∈ S µ 1 . We see that these properties are equivalent.
Thus π ∈ µ 1 D e λ if and only if σ ∈ D e (S µ 1 \S 1,n−1 /S ν(α) ), and bijectivity of the map considered above has been established.
It follows from the preceding discussion that the vector space
has a basis formed by the cosets of all elements T π c with π ∈ µ 1 D e λ . Consider the map ψ : M/Σ → Q obtained as the composite of ϕ with the projection p Q of M/Σ 1 onto Q. We will check that ψ is injective. Once this has been done, the injectivity of ϕ will be clear, and the proof of Lemma 5.10 will be complete.
We have D(S 1,n−1 \S n ) = {σ j | j = 0, . . . , n − 1} where σ 0 = e, σ 1 = τ 1 , and
.e. π is the distinguished representative of a S µ -S λ double coset with the trivial intersection property. Then the coset T π c + Σ is a basis element of M/Σ which is sent by ψ to the element p Q (yT π c + Σ 1 ) ∈ Q. We have
where k(j) is the largest integer k such that 0 ≤ k ≤ j and σ k ∈ D µ . This entails
Denote by m the largest integer such that 0 ≤ m < n and k(m) = 0. Then k(j) > 0, and therefore σ k(j) = e for all j > m. In particular,
If j ≤ m, then σ j ∈ S µ , whence T σj T π = T σj π with σ j π ∈ D λ by the conditions on π. Moreover, σ j π ∈ µ 1 D e λ . Indeed, for each ρ ∈ S µ 1 we have ρσ j π ∈ D λ since ρσ j ∈ S µ . This means that the double coset S µ 1 σ j πS λ has the trivial intersection property. But ℓ(ρσ j ) = ℓ(ρ) + ℓ(σ j ) since ρ ∈ S 1,n−1 , and therefore
This shows that σ j π ∈ µ 1 D.
We conclude that ψ(T π c+ Σ) equals
, which is a linear combination of distinct basis elements of Q with nonzero coefficients. Note that all elements σ j π with j = 0, . . . , m belong to the same coset S µ π having π as its shortest representative. Therefore the expressions for the images under ψ of two different basis elements of M/Σ involve disjoint sets of basis elements of Q. Injectivity of ψ and ϕ is now clear.
consisting of all k-linear maps f : M → M ′ * with the property that for each i, 0 < i < n, there exists a k-linear map
Here M ′ * is a left H n -module with respect to the action of H n arising naturally from the right action on M ′ . By Lemmas 1.4, 1.5
By Lemma 1.7 the k-linear maps f considered above are precisely those H n -module homomorphisms M → M ′ * that factor through a free module, and the space of such homomorphisms has a basis indexed by the set λ D e µ . Since this set is in a bijection with µ D e λ by the map σ → σ −1 , the space M/Σ has dimension equal to the cardinality of µ D e λ , and we are done.
Intertwining algebras for a pair of Hecke symmetries
Let V and V ′ be two finite dimensional vector spaces over the field k. Let R be a Hecke symmetry on V and R ′ a Hecke symmetry on V ′ satisfying the Hecke relation with the same parameter q. For each n ≥ 0 we will view T n (V ) and T n (V ′ ) as left modules over the Hecke algebra H n = H n (q) with respect to the representations arising from R and R ′ . The tensor algebra
. Identify T n (V * ) and T n (V ′ * ) with the duals of the vector spaces T n (V ) and T n (V ′ ) as in section 3. Let R ′ * be the Hecke symmetry on V ′ * adjoint to R ′ (see Lemma 3.2). The inverse operator (R ′ * ) −1 is a Hecke symmetry with parameter q −1 . Denote by R the linear operator on T 2 (V ′ * ⊗ V ) which corresponds to the operator (R
as the factor algebras of T(V ′ * ⊗ V ) by the ideals generated, respectively, by Im (R − Id) and Ker (R − Id). Under the isomorphism
these two subspaces of T 2 (V ′ * ⊗ V ) are mapped, respectively, onto Im (Id ⊗R − R ′ * ⊗ Id) and Ker (Id ⊗R − R ′ * ⊗ Id).
In the case when R ′ = R the first subspace gives a well-known presentation of the FRT bialgebra A(R) = A(R, R) (see [11, section 4] ).
Proof. Identifying the dual space of
The subspaces of T 2 (V * ) ⊗ T 2 (V ′ ) in the left hand sides of these equalities define the algebras A(R ′ , R) ! and E(R ′ , R) ! .
If q = −1, then Id ⊗R and R ′ * ⊗ Id are commuting diagonalizable operators with two eigenvalues −1 and q. Since T 2 (V ′ * ) ⊗ T 2 (V ) is a sum of common eigenspaces of these two operators, it is clear that
We thus obtain the second conclusion.
, as in section 5. Consider T n (V ′ * ) as a left H ′ n -module with respect to the representation arising from the Hecke symmetry (R ′ * ) −1 . We thus obtain a left
Theorem 6.2. Suppose that both R and R ′ satisfy the 1-dimensional source condition. Then the graded algebras A(R ′ , R) and E(R ′ , R) are Koszul. Their Hilbert series satisfy the relation h A(R ′ ,R) (t) h E(R ′ ,R) (−t) = 1.
In both cases the complex Thus A(R ′ , R) and E(R ′ , R) are Koszul. The Hilbert series of the algebra E(R ′ , R) ! is (dim Υ (n) )t n where the spaces Υ (n) are determined in Lemma 6.4 below. Making use also of Lemmas 6.3 and 1.2, we get
This shows that h A(R ′ ,R) (t) = h E(R ′ ,R) ! (t), and the final conclusion in the statement of Theorem 6.2 reduces to the standard relation between the Hilbert series of the Koszul algebra E(R ′ , R) and its quadratic dual.
Proof. The ideal I of the algebra T(V ′ * ⊗ V ) defining its factor algebra A(R ′ , R) has homogeneous components I n = 0 for n ≤ 1 and
for n > 1 where
are the subspaces of T n (V ′ * ⊗ V ) defined in the proof of Theorem 6.2 with U = Im (R − Id).
The right H n -module structure on T n (V ′ ) * obtained in a natural way from the left module structure on T n (V ′ ) allows us to view
* is the same as the right action of T
is spanned by all elements T i aT
i − a or, equivalently, by all elements T i a − aT i with a ∈ T n (V ′ * ⊗ V ). Under the canonical isomorphisms of H n -bimodules
Lemma 6.4. The right Koszul complex for the algebra E(R ′ , R) has components
Proof. Recall from section 3 that
are as defined in the proof of Theorem 6.2 with U = Ker (R − Id). In terms of the H n -bimodule structure on T n (V ′ * ⊗ V ) we have
Lemma 6.5. Let I be the ideal of the algebra T = T(V ′ * ⊗ V ) defining its factor algebra E(R ′ , R). Fix some n > 1 and put
. This lemma is proved by exactly the same arguments as those used for Lemma 4.1 (see the remarks following the proof of that lemma). Theorem 6.6. Suppose that both R and R ′ satisfy the trivial source condition. If dim E n (R ′ , R) = 1 and E n+1 (R ′ , R) = 0 for some integer n > 0, then E(R ′ , R) is a Frobenius algebra, while A(R ′ , R) is a Gorenstein algebra of global dimension n.
Proof. We proceed as in the proof of Theorem 4.5. Let T and I be as in Lemma 6.5. By induction on k we can show that L k = I k for each k = 0, . . . , n − 1. Indeed, if the equality L k−1 = I k−1 holds for some k, then y k L k ⊂ T 1 I k−1 by Lemma 6.5. Now we apply Lemma 5.10 with n replaced by k and M = T k . In the notation of that lemma we then have y = y k , Σ = I k and
Thus the multiplication pairing
has zero left kernel. Since this holds also with k replaced by n − k, comparison of dimensions shows that the pairing is nondegenerate. This means that the algebra E(R ′ , R) is Frobenius. By Lemma 6.1 A(R ′ , R) ! ∼ = E(R, R ′ ). Since
we have dim E n (R, R ′ ) = 1 and E n+1 (R, R ′ ) = 0. Hence E(R, R ′ ) is also Frobenius, and A(R ′ , R) is Gorenstein by [18, Remark 2 on p. 25].
Monoidal equivalences
Let V, V ′ , V ′′ be three finite dimensional vector spaces over k and R, R ′ , R ′′ Hecke symmetries on the respective spaces with the same parameter q. For each n ≥ 0 we equip T n = T n (V ), T given by the composition of homomorphisms. In particular, A n (R) is endowed with a comultiplication dual to the multiplication in the algebra End Hn T n . Thus A n (R) is a coalgebra. Also, A n (R ′ , R) has an A n (R ′ ), A n (R)-bicomodule structure dual to the End Hn T ′ n , End Hn T n -bimodule structure on Hom Hn (T n , T ′ n ). Let H m,n be the parabolic subalgebra of H m+n generated by {T i | i = m}. Then which is obviously bijective when Y = X. Since the collection of these maps with varying Y give a natural transformation of additive functors of Y , such a map is bijective also when Y is a direct sum of modules isomorphic to direct summands of X. In particular, we may take X = T n (V ), Y = T n (V ′ ), Z = T n (V ′′ ). Passing to the dual spaces, we deduce that ∆ n maps A n (R ′ , R ′′ ) bijectively onto A n (R ′ , R) An(R) A n (R, R ′′ ).
Theorem 7.2. Suppose that for each n > 1 the indecomposable H n -modules isomorphic to direct summands of T n (V ′ ) are the same as those isomorphic to direct summands of T n (V ). We will show that ξ XY is an isomorphism. Since A(R) is a direct sum of its subcoalgebras A n (R), each left A(R)-comodule X can be written as X = ⊕ ∞ n=0 X n where X n is a left A n (R)-comodule for each n. Therefore it suffices to prove bijectivity of ξ XY assuming X to be an A m (R)-comodule, Y an A n (R)-comodule for some m, n. Since every comodule is a sum of finite dimensional subcomodules, we may also assume that dim X < ∞ and dim Y < ∞. Then F (X) = A m (R ′ , R) Am(R) X, and
Identifying H m ⊗ H n with the subalgebra H m,n of H m+n , we get In fact, it suffices to do this only for X = Y = V * . By the general properties of the braidings the diagram will then be commutative for X = T m (V * ), Y = T n (V * ), and therefore also when X and Y are subfactors of direct sums of left A(R)-comodules isomorphic to tensor powers of V * . But every finite dimensional left A(R)-comodule is realized in this way since T n (V * ) ∼ = T * n is a faithful right End Hn T n -module for each n. For infinite dimensional comodules commutativity of the diagram will follow from the fact that F commutes with inductive direct limits. Now
The last isomorphism here is explained by the fact that the evaluation map Hom Hn (T n , M ) ⊗ End Hn Tn T n → M is obviously bijective when M = T n , and therefore it is bijective whenever M is a direct sum of H n -modules isomorphic to direct summands of T n . This can be applied with M = T Thus we have verified all the required properties of the functor F . Consideration of the other case in the statement of Theorem 7.2 is quite similar.
Lemma 7.3. Let A be a ring, B its subring, X a left A-module, and let M be a left End B X-module. The canonical map
is bijective whenever Y is a finite direct sum of left A-modules isomorphic to direct summands of X.
Proof. The conclusion is obvious when Y = X. Since we deal here with a natural transformation of two additive functors of Y , the conclusion then holds in full generality.
