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Phase transitions in stigmergic territorial systems
A. Heiblum Robles and L. Giuggioli
Bristol Centre for Complexity Sciences and Department of Engineering Mathematics, University of Bristol, Bristol, BS8 1UB
(Dated: September 6, 2018)
A mechanism to generate spatially segregated territories in 2D consists of individuals depositing
their own marks and avoiding foreign ones. This form of environment-mediated interaction, called
stigmergy, makes the emerging spatio-temporal territory dynamics quite rich. Short-lived marks
produce rapidly morphing and highly mobile territories. Long-lived marks yield slow territories
with a narrowly defined shape distribution. The change in territory mobility depending on the time
for which individual marks remain active is accompanied by a liquid-hexatic-solid transition akin to
the Kosterlitz-Thouless melting scenario.
PACS numbers: 64.70.-p, 87.10.Hk, 05.65.+b, 05.40.Fb
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INTRODUCTION
Coordinating the activity of multiple agents in a de-
centralized manner is the aim of a variety of man-made
systems [1] and the intrinsic occurrence in natural sys-
tems [2]. When coordination is achieved by relying on
information residing external to the agents, individuals
are said to interact indirectly. If the space retains mem-
ory of the passage or activity of an agent, the indirect
interaction between individuals is mediated by the envi-
ronment. This general phenomenon, called stigmergy [3],
was coined in the ’50s to explain nest building in termites
[4]. Since then the term has been employed to explain
the spontaneous emergence of coordinated activities and
complex patterns beyond the realm of biology. It has in-
spired a variety of algorithms to solve distributed control
and optimization problems [5], e.g. packet routing along
communication networks [6], multi-robot construction [7]
and search tasks [8].
Besides the collective coordination in complex tasks,
stigmergic processes may also serve the purpose of di-
recting individuals towards or away from certain re-
gions of space. Ant exploration of new areas follow-
ing the pheromone trails left by others is an example
of movement towards a goal [9]. Ant fleeing from alarm
pheromones deposited to signal the presence of danger
is an example of a movement to avoid certain locations
[9]. Avoidance behaviour, specifically eschewing marks
deposited by others, is also the behaviour with which
territorial patterns of various vertebrates form. Spatial
segregation in minimally overlapping regions is accom-
plished by individuals leaving their own marks wherever
they go, while retreating upon encountering foreign ones.
Although there exist cases of such behaviour in humans,
e.g. the dynamics of street gangs and their use of graffiti
for territorial marking [10], many examples are found in
the animal kingdom. The collective formation of terri-
tories in scent-marking animals, studied mathematically
since the ’90s [11–13], has recently been shown to possess
all the salient characteristics of stigmergy [14].
The ubiquity of stigmergic territorial systems prompts
the question of what are the local interaction mecha-
nisms that have significant impact on the formation of
patterns at larger scales. Inspired by investigations in
other forms of animal collective movement where, differ-
ently from our case, alignment plays a fundamental role
[15–18], we determine whether the system undergoes any
structural change as a function of the individual avoid-
ance behaviour. To investigate the existence of order-
disorder phase transitions we borrow from studies in a
broad range of 2D materials where the transition from a
disordered fluid to an ordered solid has been the subject
of long lived debate. Such transition may be quite com-
plex with the appearance of a partially ordered phases,
called “hexatic”, due to the importance of geometrical
arrangements of the first 6 neighbours, as supported by
the KTHNY theory of melting [19–21].
TERRITORIAL RANDOM WALKERS AND
SPATIAL COMPETITION
For our investigation we use the so-called territorial
random walk (TRW) model, a collective movement model
introduced by one of the present authors in the past [22],
and tested with empirical observations of a red fox popu-
lation [23], a scent-marking territorial species. The TRW
model consists of interacting random walkers moving on
a lattice with periodic domains where each site visited is
scent-marked. The scent-marks are not permanent but
they vanish after a designated active time TA from de-
position. Foreign scent-marks function as a movement
deterrent forcing other walkers to retreat upon their en-
counter. In this way walkers interact indirectly by mod-
ifying the environment upon their passage. This stig-
mergy generates regions of space, the territories, that are
of exclusive use to the walker who scent-marked them,
except at the borders when neighbouring territories may
overlap. As the information of the passage of an indi-
vidual is lost after time TA, a territory at any time t is
2defined as the set of all sites visited by the same individ-
ual in the interval (t− TA, t).
Space competition drives the dynamics of the territo-
ries and can be measured by the strength with which a
walker exerts pressure on its neighbours while the loca-
tions visited by an individual represent movement barri-
ers. This strength can be estimated by comparing the av-
erage space available per individual to the space a walker
would occupy in the absence of other walkers within time
TA. The former is determined by the inverse of the pop-
ulation density, or specific volume, ν = Ld/N with N
the number of walkers, and Ld the number of sites in the
d-dimensional lattice. The latter is estimated with the
average number Sn of distinct sites visited by a single
walker after n jumps up to time TA. With the walkers
performing jumps at rate F we take n = FTA and notice
that (see Supplementary Section) Sn = Cn
0.91 with C a
constant dependent on the geometry of the lattice. We
define the ratio
Z = Sn/ν, (1)
as the spatial competition parameter. This dimensionless
quantity has the advantage of being appropriate to any
number of dimensions. As the hexagonal tessellation is
the geometrical arrangement that minimizes surface ten-
sion, we have chosen a triangular lattice (C = 0.73) to
avoid introducing spatial frustration effects.
Discarding finite size effects, the physics are fully de-
termined by the pair ν and FTA, or equivalently, by ν
and Z. Although the definition of Z includes ν, this pair
of parameters is preferable as it simplifies the analysis, as
Z itself is some sort of measurement of the interaction. It
compares the space that a non-interacting walker occu-
pies (Sn) with the average space available (ν). For Z . 1
walkers rarely encounters foreign scent and have the suf-
ficient space to expand. The system behaves fundamen-
tally as an ensemble of non-interacting walkers. On the
other hand, Z & 1 implies that walkers have on aver-
age less space than necessary, so they are in a constant
struggle to expand exterting ‘pressure’ on the territory
boundaries. This can be captured by measuring the dis-
tribution of territory sizes.
A meaningful quantity to plot is the standard devia-
tion of territory size divided by its mean. Such curve
displays a non-monotonic curve with a clear maximum.
This maximum can be thought of as the transition be-
tween low-interaction and high-interaction regimes. To
the left of the maximum, the small size of the territories
is what constrains the possible variations between them,
and thus the variance of the distribution. To the right,
the interaction imposes an order into the system. The
constant interaction of the walkers with the boundaries
of neighbouring territories prevents them from diffusing
further and the trajectories become more recurrent. This
has the effect of more rounded or convex territories and
reduced territory size variance.
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FIG. 1. (Color online) Standard deviation of the territory size
Sd normalised with the mean territory size S¯ as a function
of the spatial competition parameter Z. To the left of the
maximum, the interaction is weak and territory size tends to
be independent. To the right of the maximum the interaction
dominates and all territories become more homogeneous both
in size and shape.
Each curve of Fig 1 was generated as follows. First,
to reduce the parameter space and simplify the analysis,
we constrain it to the case F = 1 (arb. units), that is,
walkers can jump 1 site per time step. A simulation with
fixed ν and TA was started either from random initial
conditions or from a hexagonal tessellation. After a suf-
ficiently large thermalisation time (see below for further
details) a snaptshot is taken from the system and each
territory size is measured. From this snapshot the terri-
tory size distribution is built and the standard deviation
is measured. This value could be improved by repeating
the process and taking the ensemble average, however,
thanks to the self-averaging effect of the system the re-
sults obtained from one sample are sufficiently accurate.
This procedure yields one dot of Fig 1. This procedure is
repeated for different values of ν and TA. The values of ν
where restricted to allow the territories to adopt hexag-
onal shapes. Next, all the dots sharing the same ν were
connected graphically to create the displayed curves.
While we emphasize the role of Z it is not sufficient
to characterise the phenomena observed. In general, two
systems with the same Z but different ν are in different,
although similar, states. For larger values of ν, that is for
less dense systems, the difference becomes less noticeable
but good quality results become expensive computation-
ally at a rate exponentially proportional to ν. In what
follows only the case ν = 48 is explored and other cases
are left for furture analysis.
3STOCHASTIC SIMULATIONS
Large numerical simulations were run to explore the
different spatial configurations displayed by the model.
Several combinations of the number of animals N and
the number of sites in the grid L × L were chosen such
that the ratio between them was ν = 48. The largest pair
of values chosen were N = 132, 300 and L2 = 25202 and
the second largest N = 30, 000 and L2 = 12002. The val-
ues of TA were taken in the range [0, 1513], which implies
Z ∈ [0, 12]. Simulations were started from both random
initial conditions (i.e. walkers start at random sites with
no prior scent profile whatsoever) and from a hexagonal
tessellation (each walker is given an initial scent profile
of hexagonal shape and the aggregation of all territories
tessellates the space). Simulations were left to run until
the values of all observables converged regardless of the
initial condition. Then data was collected to be anal-
ysed. Depending on the value of TA, this ”thermalisa-
tion” procedure usually took several months running on
a high performance cluster. Because not all the simula-
tions with L2 = 25202 were able to reach this equilibrium,
with the exception of Fig. 2 the analysis here presented
is with the data set of L2 = 12002. Nevertheless we point
out that the largest system was very close to equilibrium
and displayed very similar results to what is shown here.
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FIG. 2. (Color online) Mean square displacement ∆ of a ran-
dom walker in the 2D TRW model as a function of the dimen-
sionless time Ft for different values of the spatial competition
parameter Z for a system with ν = 48 and L2 = 192 × 192.
The different values of Z were obtained by varying only TA.
With the lowest and largest value of Z, the rescaled active
time FTA is, respectively, n = 50 (Z = 0.5) and n = 1980
(Z = 15.3).
WALKER SPATIO-TEMPORAL DYNAMICS
To provide the reader with some intuition about the
effects of the spatial competition Z on the walker dy-
namics, we plot in Fig. 2 the mean square displacement
(MSD), ∆(t) = 〈(~x(t)−〈~x(t)〉)2〉, where 〈...〉 represents an
ensemble average and ~x(t) is a walker position on the lat-
tice. We show this on an small system to be able to cap-
ture accurately all the dynamics, both at short and long
scales. At short times the MSD is that of an indepen-
dent random walker and has the same linear dependence
for all Z values. At long times the MSD is normalised
to L2/6, the saturation value for an independent random
walker in an observation window of size L × L [24]. In
the absence of such window, the walkers would recover a
diffusive behaviour as expected from theoretical studies
on the so-called fence hindered random walkers, that is
walkers that move between partially permeable barriers
[25].
Increase in Z triggers a variation in the diffusing be-
haviour of the walkers, whereby neighbouring individu-
als exert a ‘caging’ effect. This caging, reflected into a
flattening of the MSD at intermediate times, represents
spatial segregation and manifests for longer the larger
the competition parameter. Although segregation is only
partial as walkers do not remain trapped forever because
of the transient nature of the deposited scent, it is evident
from the logarithmic time axis that as Z approaches 10
or more, the walkers may remain trapped for extremely
long times. In light of this observation and in analogy
to phenomena occurring in material science, we expect
that different diffusion behaviours of interacting particles
can be associated to distinguish between solids and other
phases of a system [26]. We do so in the next section.
COARSE GRAINING FROM MARKOV TO
NON-MARKOV
To quantify the excluded volume interactions respon-
sible for the caging effect it is convenient to coarse-grain
the description of the system. We decrease the spatial
resolution and time-integrate the temporal information
by neglecting the walkers and considering only the terri-
tories over a TA time-scale. The dynamics of the territo-
ries is further simplified by approximating their location
and their shape with a centroid and a disk whose size
equals the number of lattice sites with an active scent-
mark. In so doing we move from a non-Markov micro-
scopic description of the TRW model to a Markov meso-
scopic representation of moving and interacting circu-
lar particles of variable dimensions. The supplementary
Video SV1 shows pictorially this spatio-temporal upscal-
ing. The spatial scale 2σ = a
√
ν, where a is the lattice
constant, arises naturally as it represents the distance 2σ
between evenly spaced centroids when hexagonal territo-
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FIG. 3. (Color online) Centroid pair correlation function g(r)
for a system with ν = 48 and L2 = 1200× 1200 and different
TA. The centroids represent the centre of mass of the terri-
tories. The g(r) function represents the probability of finding
two particles at a distance r, relative to that of an ideal gas.
For ease of visualization each of the top curves have been
shifted upwards from zero.
ries tessellate the entire domain (see explicit calculation
in Appendix C).
The centroids inherit the diffusive nature of the walk-
ers and are subject to an effective repulsive interaction
whose strength depends on the spatial competition. With
low Z walkers seldom encounter foreign scent and terri-
tories display a wide variety of shapes, which can also
be concave. When the centroids of neighbouring ter-
ritories get very close to each other the approximating
circular extended particles may have large part of their
areas overlapping one another. As the probability of find-
ing two centroids at small separation is non-zero, the
effective exclusion interaction is weak. With high Z,
on the other hand, the walkers encounter foreign scent
more frequently and territory shapes are more convex.
In this case it is unlikely to find two neighbouring cen-
troids closer than a distance 2σ. The effective interaction
is strong and constraints the distribution of distances be-
tween centroids, ultimately leading to a spatial ordering
of the system. The existence of an ordered state in sys-
tems with exclusion interactions is well known and results
from the emergence of attractive entropic forces [27].
TERRITORY SPATIAL DISTRIBUTION
To identify when different phases in the TRW model
appear we characterize the spatial distribution of the cen-
troids at position ~ri as a function of Z. We do so by
first plotting in Fig. 3 the pair correlation function [28],
g(r) = ν〈∑i 6=0 δ(|~r − ~ri|), with δ the Dirac’s delta func-
tion, as a function of the centroid distance r = |~r| for
different Z values. In an ideal gas, the pair correlation
function is equal to one as the constituent particles do
not interact with each other. In the territorial system
that case corresponds to when Z = 0. Zones of exclusion
are represented by a drop in the g(r) function. When the
exclusion is complete, e.g. hard core interaction, the g(r)
function is zero for all r within the interaction radius. If
the exclusion is not complete, g(r) is small but not zero
for small r. The effective interaction between two terri-
tories can be thought as hard core for short distances as
all pair correlation functions remain relatively flat and
almost zero for r/2σ < 1. However, when Z is small and
the territorial system is structureless, g(r) increases from
zero to one gradually as exemplified by the bottom line
of Fig. 3.
FIG. 4. (Color online) 2D pair correlation function for a
48×10−4 size subset of a system with L2 = 1200 × 1200 and
ν = 48. The competition parameters are, respectively, (a)
Z = 1.0, (b) Z = 7.25, (c) Z = 9.5, and (d) Z = 10.25 and
are varied by changing TA. The vertical gray bar (colored in
the online version) indicates the probability density of finding
two particles separated by a vector (x,y). As the spatial com-
petition grows, the correlation between the distances becomes
more apparent, reaching pseudo-long range for large Z. The
hexagonal pattern arises due to the emergent self-organised
compact packing of the centroids.
Structured phases with no translational order, such as
the liquid or hexatic, present a qualitatively different g(r)
with damped oscillations appearing in the higher curves
of Fig. 3. These oscillations result from strong exclu-
sion interaction and represent the organisation of parti-
cles into “shells” or “waves” of neighbours. The location
of the first of these peaks represents the threshold dis-
tance for which smaller separations are hindered by an
effective hard core exclusion. As Z increases, the peak
becomes narrower and its value grows and moves slightly
to the right approaching 2σ, while an increasing number
of progressively smaller peaks appear. Although the pair
5correlation functions for the hexatic and liquid phases
are qualitatively similar because angular differences are
washed away, the increasing non-monotonic features are
manifestation of an increasing order in the system as
spatial competition grows. With even larger Z the ge-
ometrical arrangement of the particles break the radial
pattern and the oscillations get distorted. The appear-
ance of these distortions in the secondary peaks of g(r)
can be used as a discriminator for the onset of a solid
phase as shown in studies on colloidal particle systems
[26]. Additionally, when the system is in the solid phase,
the oscillations in the pair correlation function become
long lived and one talks about a quasi-long range order.
The emergent geometrical arrangement of the parti-
cles is even more evident in the 2D pair correlation func-
tion, as can be seen in fig 4. The exclusion interaction is
isotropic for low spatial competition values, but a hexag-
onal pattern emerges for stronger competition. This is a
natural consequence of the compact packing of the cen-
troids, which breaks the radial symmetry of the system.
To identify precisely the parameter values at which
different phases may appear, we identify proper order
parameter in the system.
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FIG. 5. (Color online) Translational order visualisation for
the same system and corresponding competition parameters
described in Fig. 4. The values of 0 or 2pi indicate that a
centroid is in a perfect crystalline lattice configuration.
LOCAL ORDER PARAMETERS
To characterize the territory translational symmetry in
the solid phase it is convenient to use the local transla-
tional order parameter ψt = exp(−i ~G ·∆~r), with ~G the
reciprocal centroid lattice vector and with ∆~r measuring
the displacement of each particle from its ideal position
in a crystalline lattice configuration. Fig. 5 shows an
example of the translational order for different Z values,
where each centroid has been coloured with the phase of
its ψt value. Comparing the panels with increasing Z it is
evident that only in the solid phase the spatial ordering
does not decay away over distances.
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FIG. 6. (Color online) Bond orientational visualization for
the same system and corresponding competition parameters
described in Fig. 4. The values of 0 or 2pi indicate that a
centroid is arranged at the centre of an hexagonal geometry
relative to all its nearest neighbours.
To distinguish the hexatic and liquid phases it is nec-
essary to consider the so-called local bond-orientational
order parameter [19] ψ6(~r) =
1
Nr
∑Nr
j=1 exp(6iθj) with θj
representing the angle made between a reference axis and
the bond of the Nr nearest neighbours with the particle
at ~r. Fig. 6 shows the centroids in different phases where
each centroid has been colored with the argument of their
respective ψ6, revealing that both the solid and hexatic
phases have bond-orientational order.
GLOBAL ORDER PARAMETERS AND
SUSCEPTIBILITIES
These translational and bond-orientational local order
parameters can be used to build global order parame-
ters, Ψa =
∑
i ψa(~ri), with a = 6, t, respectively. Panels
(a) and (b) in Fig. 7 display the progressive appearance
of the ordering process with the translational order rising
sharply for high interaction, while the bond-orientational
order increasing slowly along a wide range of Z values. To
help establish precisely the Z parameter value where the
liquid-hexatic and hexatic-solid phase transitions occur,
a subblock analysis is used to try to overcome finite-size
effects. We do this in Fig. 7(c,d) by plotting the suscepti-
bilities χa = V (〈|Ψa|2〉−〈|Ψa|〉2) of the order parameters
6as a function of Z for each subblock, where V represents
the volume of the subblock.[29, 30] With a Z-resolution
of 0.25, we identify the occurrence of the liquid-hexatic
transition at Zh = 9.25 and that of the hexatic-solid tran-
sition at Zs = 9.75. These results were obtained using a
perfect hexagonal tessellation as a initial condition and
compared to a system that started with the walkers at
random locations in space with no preliminary scent pro-
file. The results agreed within the employed resolution.
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FIG. 7. (Color online) Bond-orientational and translational
order parameters and their respective susceptibilities for a
system of size 1200 × 1200 sites. To obtain the scaling the
system was divided in n domains, with n =16, 64, and 256
respectively, so each window had a size of L2/n . On the left,
the order parameters display the ordering of the system and
on the right the susceptibilities provide a quantitative way
of estimating the location of the transition. The transition
points, given by the vertical dark gray (orientational, Z6) and
light gray (translational, ZT ) lines, are Z6 = 9.25 and ZT =
9.75 respectively.
PHASE TRANSITIONS
According to the KTHNY theory of melting, the
changes between phases liquid-hexatic and hexatic-solid
occur via continuous phase transitions.[19] However, it
has been shown that not all systems follow this scenario
and thus the question arises on what type of transitions
the system is experiencing. Recently, attention has been
paid to the two-dimensional hard-disks system where the
liquid-hexatic transition is claimed to be of first-order,
breaking the KTHNY prediction [31, 32]. Interestingly
enough, for similar systems, when the interaction be-
tween the disks is soft enough, the liquid-hexatic tran-
sition is again continuous [33].
The susceptibilities can be used to differentiate be-
tween first-order transitions and continuous ones.[30] In
the former, the susceptibility should converge to a finite
value, whereas in the latter it is divergent. The numerical
data was not enough to unequivocally determine the di-
vergence or convergence of the susceptibilities, although
they were of the sufficient good quality to locate the tran-
sition points.
First-order transitions can be identified by a set of hall-
marks, as for example a discontinuity or sharp increase
in the order parameter, coexistence of phases and, for
thermal systems, latent heat. We were unable to find
any evidence of such hallmarks, despite conducting an
extensive search for the coexistence of phases.
Therefore, the lack of evidence for a first-order tran-
sition points to a continuous liquid-hexatic transition.
Nevertheless, it is always a possibility that the region of
coexistence between the phases is very small and there-
fore was missed in the analysis or that the simulations
were not large enough. Although plausible, a first-order
transition would come as a surprise as the transitions are
quite smooth and a continuous transition is consistent
with the idea that the interaction between territories is
substantially softer than that between hard disks.
GAS-LIQUID CROSSOVER IN THE TERRITORY
CONFIGURATION AT SMALL Z
Prior to the melting transition, the system experiences
another structuring process. For small Z territories are
very small compared to the space free of foreign scent. As
spatial competition increases (either by an increment in
the active time TA or a decrease in the specific volume ν),
the scent-free space diminishes greatly and the territory
boundaries are in constant overlap. The distance be-
tween neighbouring territories becomes more structured
and one has a liquid. Similar to observations in Lennard-
Jones and soft-sphere fluids in the supercritical region
[34] we have no sharp transition but a simple crossover
from a gas to a liquid phase.
A convenient way to charcaterize the change the sys-
tem undergoes as competition increases for low value of
Z is to plot the average territory size S¯ normalised by ν′
(see Eq. (B1)), where ν′ is the size of the territories in
a perfect geometrical arrangement. This number differs
from the average number of sites available per animal ν
because the sites at the boundary of each territory are
shared between two or more agents (see appendix Fig.
10). Analogously to the analysis performed for the melt-
ing scenario in the main text we plot ΨS = S¯/ν
′ and its
associated variance χS in Fig. 8. At very low Z, either
as a consequence of very short active times (low TA) or
very sparse populations (high ν), the territories are much
smaller than the empty space that surrounds them. If Z
is increased, the territories grow and display a bigger va-
riety of shapes and χS increases. These features persist
until the territories run out of space to grow and the in-
teraction forces them to acquire more roundish shapes,
decreasing χS . At very low Z the spatial competition
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FIG. 8. (Color online) The normalised average territory size
ΨS (solid line) and the standard deviation χS (dashed line)
as a function of the spatial competition Z for a system of
L = 1200 × 1200 sites and ν = 48. As spatial competition
increases the mean territory size saturates to the maximum
allowed value of the ordered phases, while the variance reaches
zero asymptotically.
is not enough to cover the entire terrain and there are
many sites left unmarked. As Z increases, the number
of unmarked sites diminishes and ΨS asymptotically ap-
proaches one. The variance of the territory size increases
first as a result of the more diverse shapes that bigger ter-
ritories can acquire, but later on diminishes as a result
of the exclusion interaction, which has a homogenising
effect on the territory shape and size.
CONCLUSION
We have shown how to identify phases in an popula-
tion of stigmergic interacting random walkers that leave
a mark wherever they go and retreat upon encountering
foreign marks. By using appropriate order parameters
we have been able to find a cross-over between a gas and
a liquid state at low density or low interaction strength.
And for intermediate density or interaction our evidence
so far points to continuous phase transitions from liq-
uid to hexatic and from hexatic to solid following the
KHTNY theory of melting.
Modifications of the TRW model are possible and it
would be interesting to see how the phase transition sce-
nario changes accordingly. A change that may be appro-
priate to study a broader range of animals is to have the
probability of retreat upon encounter of a foreign scent
not equal to 1. An implementation of such idea, proposed
in ref. [14] is to link the probability of retreat to the age
of the scent, becoming lower the older the scent. In such
a case we would not expect to see a qualitative change
in the melting transition scenario as evidence points al-
ready towards continuous phase transitions. Since a re-
treat probability less than one effectively implies reduc-
ing the interaction strength, we expect that the observed
transitions will occur for increasingly bigger Z.
A direct application of our findings is to population
ecology. Past use of this territorial model to movement
data in a red fox population reported times for which
the scent deposited by the animals remained active for
around 5.1 and 3.7 days with approximate densities, re-
spectively, of 5.3 and 1.2 km−2 [23]. The first and second
values were extracted from observations in the ’90s, re-
spectively, before and after an epizootic of mange that
decimated the fox population. Use of these parameters
in our Z definition gives values for both cases within the
liquid regime.
Identifying the phase of a population has implications
not only for conservation biology but also from the man-
agement point of view, e.g. if the population is subject
to an infectious disease. In such a case a priori knowl-
edge of the phase of the population can help discern if
the territorial units may help buffering the spread of the
infection, e.g. in the solid or hexatic case when terri-
tory displacement is minimal. This study could in fact
be exploited to study further animal disease ecology. By
supplementing territorial random walkers with an infec-
tion status exchangeable upon encounters, it would be
possible to build a framework to study disease spread in
territorial populations [35].
We believe that our study has relevance also to other
application areas. In swarm robotics it can be used
to determine search and coverage efficiency of decen-
tralised territorial algorithms [36]. Furthermore, the
proposed coarse-graining procedure that links the non-
Markov micro-description to a Markov meso-description
is applicable to many other complex systems [37].
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APPENDICES
Appendix A: Number of distinct visited sites by a
random walker
The number of distinct sites visited by a random walker
in hypercubic lattices for any number of dimensions has
been studied in the past [38–40]. The analytic expres-
sions in the asymptotic limit of large number of steps n
8are:
2D Sn = pin/ log(n)
3D Sn = An
(A1)
where A is a constant that depends on the lattice config-
uration. For bigger dimensions Sn is also linear in n. In
the two-dimensional case, the top expression in Eq. (A1)
converges too slowly. We find more convenient to work
with the empirical expression
Sn = Cn
0.91, (A2)
with C a constant dependent on the geometry of the lat-
tice, namely C = 0.67 for the square lattice and C = 0.73
for the triangular lattice. From Fig. 9 it is evident that
Eq. (A2) represents a better approximation in particular
for small number of steps.
100 101 102 103 104 105
n
10-1
100
101
102
103
104
105
〈 S n〉
d= 2
Simulation
Montroll
Sn = 0. 67n
0. 91
FIG. 9. (Color online) Time dependence of the number of
distinct sites visited in a square lattice. The solid curve rep-
resents the numerical data averaged out of 10,000 independent
realisations. The shaded region corresponds to the standard
deviation from the mean. The match between the theoret-
ical predictions in Eq. (A1) and simulation is great for all
dimensions except for the two-dimensional case shown here,
where the analytic prediction is off the mean by more than
one standard deviation.
Appendix B: Geometrical properties of hexagonal
territories
In a crystal configuration, the territories are hexagonal
groups of lattice sites. The total number of sites ν′ in a
territory is given by the centered hexagonal number
ν′ = 3k(k − 1) + 1, (B1)
where k is a natural number that determines the maxi-
mum number of sites that are in straight line from the
center of the hexagonal group to the edge of it, includ-
ing the center itself. For example, in Fig. 10 the sites
grouped by colour are hexagonal territories with 19 sites
each and k = 3.
The sites at the border of a territory are shared be-
tween many walkers. To compute the average number
of sites available per walker, ν, those sites with multiple
occupancy must be weighted. The 6 corners of a terri-
tory are shared by 3 walkers and the 6(k− 2) sites at the
edges that are not corners are shared by 2 walkers each.
Therefore, the average number of sites per walker ν is
given by
ν = (3k(k − 1) + 1)− 6(k − 2)/2− 6(2/3)
= 3(k − 1)2 (B2)
To connect with the parameters of the simulation, the
definition of ν implies that it can be computed as
ν =
number of sites
number of walkers
. (B3)
This equation together with Eq. (B2) provides a way to
compute the value k from simulation parameters, from
which ν′ can be computed.
Appendix C: Distance between territory centroids
If the distance between each site, that is black dot in
Fig. 10, is set to 1, then the length of each edge of
the corresponding hexagonal Voronoi cell is 1/
√
3. In a
FIG. 10. (Color online) Schematic representation of a hexag-
onal tesselation of territories. Every dot represents a site in
the lattice. The hexagonal black lines delimit the Voronoi cell
of each site. Each territory has its own grey tonality (differ-
ent colour in the online version) with the choice of the three
central ones made to help better identify different territories
visually. In this tesselation, the inverse of the density popu-
lation is ν = 12 and when corrected with the overlap between
territories ν′ = 19. The distance between the centres of mass
of two neighbouring territories is given by
√
ν.
9configuration like that displayed in Fig. 10, the vertical
distance between rows is
√
3/2. There are 2(k − 1) rows
between the centers of two neighbours vertically aligned,
so the distance 2σ between them is
2σ = 2(k − 1)(
√
3/2)
=
√
ν,
(A1)
where Eq. B2 has been used.
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