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ABSTRACT
Context. When recording spectra from the ground, atmospheric turbulence causes degradation of the spatial resolution.
Aims. We present a data reduction method that restores the spatial resolution of the spectra to their undegraded state.
Methods. By assuming that the point spread function (PSF) estimated from a strictly synchronized, broadband slit-jaw camera is the
same as the PSF that spatially degraded the spectra, we can quantify what linear combination of undegraded spectra is present in each
degraded data point.
Results. The set of equations obtained in this way is found to be generally well-conditioned and sufficiently diagonal to be solved
using an iterative linear solver. The resulting solution has regained a spatial resolution comparable to that of the restored slit-jaw
images.
Conclusions. We have developed a new image restoration method for the restoration of ground-based spectral data over a large field
of view. The method builds on the PSF information recovered by the MOMFBD code and typically reaches a spatial resolution
comparable to that of the broadband slit-jaw images used to recover the PSF.
Key words. Techniques: imaging spectroscopy, methods: data analysis, numerical
1. Introduction
One of the main advantages of observational solar physics has
traditionally been the ability to resolve the individual features
on the surface of the Sun. Many advances in solar physics have
been, at least in part, due to advances in observational capabili-
ties, either in sensitivity, or in resolution in the spatial, spectral,
or time dimensions.
Increases in the throughput and optical performance of
ground-based solar instrumentation (e.g., SST/CRISP, NST/VIS
and DST/IBIS), all supported by adaptive optics systems, have
produced a dramatic increase in the quality and time resolution
of the available image data in the last two decades. This is further
enhanced by an equally impressive increase in computing power
in recent times that has made the use of post-facto image restora-
tion techniques (e.g., SPECKLE, [MO]MFBD) routine practise.
Consequently, a solar telescope is now considered competitive
only when it is able to reach a spatial resolution comparable to
its theoretical diffraction limit on a number of days during each
observing season, covering a continuous, uninterrupted period
of at least an hour, when image restoration techniques are used
to restore the raw data.
For a number of reasons, however, advances in the acquisi-
tion of data of high spectral resolution have not been quite as
impressive. Although high-spectral-resolution maps obtained in
an optically stable environment are an excellent way to study
the solar photosphere, as was demonstrated convincingly by
the spectropolarimeter onboard the Japanese Hinode satellite
(Kosugi et al. 2007), progress in obtaining such data from the
ground has been significantly less convincing, where the most
significant advance has been the use of advanced solar adap-
tive optics systems (von der Luehe et al. 1989; Rimmele et al.
1999; Denker et al. 2007; Schmidt et al. 2016) in combination
with traditional long-slit spectrographs.While the improvements
Send offprint requests to: M. v. N.: e-mail: vannoort@mps.mpg.de
made by adaptive optics systems to spectrograph data are note-
worthy and considerable (Collados et al. 1996), the spatial res-
olution of such observations still does not compare favorably to
that of imaging data restored using image restoration techniques
(Hirzberger et al. 2001), primarily due to the long exposure time
typically needed to compensate for the high spectral resolution
of the data, but also due to the removal of one of the spatial di-
mensions by the spectrograph slit, necessary to obtain the high
spectral resolution.
While the long exposure time leads to a smearing of the so-
lar scene, which is blurred and moved around on a short time
scale due to atmospheric turbulence, the absence of the full
spatial information from the data prevents the direct applica-
tion of an image restoration technique to the data. Although
Keller & Johannesson (1995) and later Su¨tterlin & Wiehr (2000)
already attempted to use a parallel slit-jaw camera to deconvolve
the spectra using the speckle technique, their results did not cap-
ture much attention and remained virtually unused for over 20
years. Beck et al. (2011) continued their efforts by attempting to
estimate the straylight contamination in very general terms, en-
hancing the contrast, but not dramatically improving the spatial
resolution.
In this paper, we explore a new method that uses wavefront
information obtained with the MFBD technique from a slit-jaw
camera to restore strictly simultaneously recorded spectral data.
Although developed independently, and not based on the speckle
technique, the method uses a formulation similar to the one used
in Keller & Johannesson (1995) .
2. Restoration of spatially degraded data
Over the past decade, the restoration of spatially degraded data
has become an indispensable tool in exploring the full poten-
tial of solar ground-based observational data. The use is now so
widespread that new instruments are specifically designed with
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their benefits in mind, and it is not unusual to work exclusively
with restored data, without ever looking at the original, degraded
data.
While this is true for imaging instruments, the same cannot
be said for spectrographic instruments, where progress in devel-
oping a spectral image restoration technique has been hampered
by the absence of spatial information in the direction perpen-
dicular to the slit. In this paper, we explore the possibility of
restoring spectrograph data, in the presence of detailed informa-
tion on the shape of the PSF that degraded the data before it was
sampled by the spectrograph slit.
To obtain such information, a so-called slit-jaw camera is
used to observe the degraded image on the slit, in a wavelength
band containing the recorded spectra, strictly synchronized with
the spectral camera.
2.1. Restoration of image data
The restoration of spatially degraded image data can be largely
divided into two main streams of techniques: the direct inversion
methods and the forward modeling techniques.While the former
are typically fast and robust, the latter are more careful, flexi-
ble, and informative, which explains their peaceful co-existence
in observational solar physics in the form of the Speckle and
[MO]MFBD post-processing options for many years.
Speckle image restoration directly recovers the Fourier phase
of the restored images from the data, and is therefore a method
that clearly belongs in the first category. The reconstruction of
the phase is possible due to the specific form of the image degra-
dation induced by atmospheric turbulence, which can be shown
to preserve certain properties of the Fourier phase of the im-
age (see for instance Labeyrie 1970; Knox & Thompson 1974;
Lohmann et al. 1983; de Boer et al. 1992; von der Luehe 1993,
and many more). The Fourier amplitudes are recovered using
assumptions regarding the statistics of the turbulence, and how
the the performance of the adaptive optics system of the tele-
scope affects these. The result of this class of methods is the
most likely estimate of the undegraded image.
Multi-Frame Blind Deconvolution (MFBD, Lo¨fdahl (2002)),
on the other hand, firmly belongs in the realm of forward mod-
eling and optimization methods. This particular method is based
on the assumption that the image degradation is solely due to a
phase error in the incoming wave of light, and that, given an es-
timate of this wavefront error for a set of individually degraded
images, it is possible to find the most probable undegraded im-
age using only the data and the wavefront errors. Degradation
of this undegraded image estimate then produces an artificial
dataset that can be subtracted from the observed data and used
to drive the wavefront error estimate to an optimum, given by
that set of values that minimizes the differences between the ob-
served and artificial data. The primary result of this method is an
estimate of the PSF for each image, described as the product of
a pure wavefront error; the restored image is merely a necessary
by-product of the minimization procedure.
MFBD
For the restoration of the slit-jaw data, we follow van Noort et al.
(2005) and define a transfer function S j for realization j, in terms
of a wavefront error, which in turn is described in terms of a
polynomial of wavefrontmodes φi, with coefficientsαi, j. Each S j
can thus be parameterized by a set of several coefficients, which
are optimized by minimizing the error metric
L(αi, j) =
∑
u,v

J∑
j
|D j|
2 −
|
∑J
j D
∗
j
Sˆ j|
2
∑J
j |Sˆ j|
2 + γ
 , (1)
that quantifies in Fourier space the sum of the square of the
difference between the data D j and the restored object, de-
graded with the current estimated individual transfer functions
Sˆ j = S j(αˆ). In the usual case that the image data has a good
signal to noise ratio, the regularization constant γ may be set to
zero.
Equation 1 makes use of the assumption of additive,
Gaussian noise, in which case the common estimate of the
Fourier transform of object i, Fˆ, for a given set of transfer func-
tions S j is given by (see e.g., Paxman et al. 1996)
Fˆ =
∑J
j D jSˆ
∗
j∑J
j |Sˆ j|
2
, (2)
in which the object is obtained by deconvolution of the average
of a purposely degraded dataset, with the average over the au-
tocorrelation function of the individual transfer functions. Since
the data have already been degraded by the S j, the additional
degradation of the data with the complex conjugate of the S j re-
sults in a dataset that has been degraded with a PSF that is cen-
tered on the origin, and which can therefore be added to other
such data, without further degrading the result.
We note that it is implicitly assumed that the transfer func-
tion S j is independent of the spatial coordinates, so that the con-
volution operator can be conveniently expressed as a multipli-
cation in Fourier transformed space. While this is in reality not
quite true, the assumption leads to a considerable reduction in
computational effort, and for a 1m-class solar telescope it is nor-
mally a good assumption over an area smaller than about 5”x5”.
In practice, an image is therefore divided in tiles no larger than
approximately 5”x5”, restored on a tile-by-tile basis, and then
re-assembled to a single restored image, although this may be-
come more problematic with the large 4m-class solar telescopes
currently planned or under construction (DKIST, EST), where
this area is expected to reduce to only 2”x2”
The initial assumption made by the MFBD process, that the
PSF is the result of a pure phase error of the wavefront entering
the telescope pupil, is clearly only true if the image is recorded
significantly faster than the time scale over which the wavefront
changes. This so-called seeing freezing time scale is variable,
dependent on the telescope diameter, and has been determined
in the past to typically lie at or below 10ms (Tarbell & Smithson
1981) for a 1m-class telescope. If this time is exceeded signifi-
cantly, the assumption of the PSF being the result of a pure phase
error is no longer valid, and the fitted wavefront cannot be un-
ambiguously interpreted as a wavefront anymore, as it describes
a PSF that has been produced by integration over time of sev-
eral wavefronts, which is inconsistent with the formation model.
Due to the non-linearity of the mapping from wavefront to PSF,
the correspondence of PSF to wavefront is generally non-linear
and not unique. The latter, however, can be addressed by pro-
viding additional constraints, such as phase diversity, that are
effortlessly included in the formalism used here, and have been
used to reduce or even remove the degeneracy completely (see
for instance Carrara et al. (2000) or Paxman et al. (2007)).
2.2. Restoration of slit-data
The direct restoration of spatially degraded spectral data has
long been considered unfeasible, since the image information
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required to constrain the undegraded image is missing in the di-
rection perpendicular to the slit. To make matters worse, high-
resolution spectra have a much lower photon flux than wideband
filter images, and are therefore typically acquired using an inte-
gration time that exceeds the seeing correlation time by a consid-
erable margin, so that even the assumption that the PSF can be
calculated from the phase error of a single wavefront across the
pupil cannot be used. The first serious attempt to deconvolve slit-
spectrograph data was made by Keller & Johannesson (1995),
followed up by Su¨tterlin & Wiehr (2000), who used a parallel
slit-jaw camera to deconvolve the spectra, using the speckle im-
age restoration technique to obtain the atmospheric PSF. Due to
technical limitations, these efforts did not capture much attention
at the time, and were not followed up for nearly two decades.
The problem has primarily been related to the limited per-
formance of science grade image sensors in the past, which was
characterized by a relatively long readout time during which no
photons could be collected, and a significant noise contribution
to the sensor signal due to the process of reading it out. Major ad-
vances in recent years in the field of image sensors have allowed
for a major increase in the readout speed, while simultaneously
exposing, and with a reduction in the readout noise of almost an
order of magnitude. It is thus possible to acquire an image in a
short enough time to “freeze” the atmospheric seeing, without
causing a significant degradation of the noise properties of the
image due to readout noise.
In the following, we therefore assume that we are able to
record spectra at or below the seeing correlation time, and with-
out adding significantly to the photon noise. We further assume
that we have a strictly synchronized camera, observing the part
of the image that is not accepted by the spectrograph slit, and
which we can use to obtain the PSF at every point around the slit
using a broadband filter covering the wavelength range sampled
by the spectrograph.
If we now consider the spectrum from one point (u, v) on the
Sun, our knowledge of the fully space-variable PSF ϕ(x, y) at
every point in the field of view (FOV) allows us to write for the
observed data
δi,x,y,u,v = ϕi,u,v(x − u, y − v)s(u, v), (3)
so that the contribution of all points on the Sun to one data point
is then given by
di,x,y =
∑
u
∑
v
δi,x,y,u,v =
∑
u
∑
v
ϕi,u,v(x − u, y − v)s(u, v), (4)
where we have assumed that the PSF ϕ is the same for all wave-
lengths under consideration.
Taking the slit to be aligned exactly with the y-axis, located
at x = xslit, each data point thus constrains a sum over a region
on the solar surface, which can be conveniently written as
di,y,xslit = a
T
i · s, (5)
where a contains the appropriate PSF coefficients and s =
s(u, v, λ) is the undegraded three-dimensional solar scene. Every
pixel in the spatial direction of a spectrum from a long-slit spec-
trograph yields one such equation for every exposure of the cam-
era, resulting in
J · s = d, (6)
where each row of the Jacobian matrix J describes the contribu-
tions to each data point in the spectrum.
Although we have assumed that the spatial PSF is indepen-
dent of wavelength, this does not by itself decouple the wave-
lengths from one another, since the slit has a finite width, and
the dispersion ”smears” the slit across the spectrum, so that each
data point actually contains contributions from a range of wave-
lengths. While this is trivial to write down, and equally trivial
to solve for, it has significant implications for the numerical size
of the problem, and we must therefore assume for now that the
width of the slit is negligible compared to the spatial structure
in the data, and negligible compared to the spectral structure.
In that case, the coupling can be completely ignored, and we
are left with an overdetermined but otherwise linear problem of
moderate size.
As usual, the system must be solved by using the pseudo-
inverse, which can be obtained by multiplying with JT on each
side, yielding the square system
A · s ≡ JT · J · s = JT · d ≡ b. (7)
In principle this system has a number of variables equal to
the size of the region that we want to restore - typically 107 pixels
- and is not sufficiently sparse to be handled in its entirety using
readily available numerical resources. Under moderate to good
seeing conditions, however, the radius of influence of the PSF
is limited to a couple of arcseconds or so, so that we can deal
with the problem in a segmented way, reducing the number of
variables to approximately 104 per segment.
2.3. Conditioning the dataset
To ensure that (7) is conditioned sufficiently well to be solvable,
we must ensure that enough linearly independent datapoints are
in the dataset. While we can rely on the seeing to provide this
over time (i.e., sit and stare), it is unlikely that such data will
put strong constraints on points at some distance from the slit.
Moreover, the exact value of the PSF at large distances from the
center is most likely not as reliable as near the center, leading
to a larger statistical error in the equation, which can only be
compensated for by adding more independent datapoints.
This suggests that it might be helpful to provide some as-
sistance to the seeing in the generation of linearly independent
realizations. One way of accomplishing this is by continually
moving the location of the slit to different positions on the Sun,
so that independent information over a spatially extended region
is obtained.
This approach resembles that of a traditional spectral scan,
with the notable differences that the assumption that a specific
location on the Sun is observed is neither valid nor of impor-
tance, and that with the performance of current state-of-the-art
Adaptive Optics systems, it is not needed or even useful to scan
in discrete steps, since the actual observed position can only be
deduced post-facto, and not imposed a priori, due to the stochas-
tic nature of the residual seeing.
3. Data reduction
The method described in the previous section was implemented
as a multithreaded C++ code, which provides sufficient perfor-
mance for routine application of the method on a small num-
ber of modern workstations. The starting point for the reduc-
tion is the MFBD reduced slit-jaw images, obtained using the
MOMFBD code. The data was reduced in bursts, with sufficient
overlap in time to reliably calculate the alignment of the data
across a large span of time, and with a dense grid of patches
along the slit, to ensure that all anisoplanatic variations are cap-
tured.
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3.1. Data alignment
Since the alignment of the data, that is, the location where the
raw data is located relative to the solar coordinate system, is un-
known, the MFBD process constrains the sum of all tilts in the
dataset to vanish. This presents a problem, since the location of
each restored image patch relative to another cannot be deter-
mined from the average tilt coefficients anymore.
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Fig. 1. Tilt component in the direction perpendicular to the slit,
for three consecutive bursts of 10s worth of slit-jaw images,
recorded at 200 fps. Although not identical, the coefficients of
the overlapping frames are clearly similar, except for a global
shift.
Restoring a dataset spanning a longer period of time is not
really possible, since solar evolution will cause the solar scene
to change, thus compromising the determination of the tilt coef-
ficient. We therefore map the tilt across a longer period of time
by comparing sections of data that are partially overlapping in
time.
The mapping of one time section of the dataset to the next is
accomplished by comparing the tip-tilt components of the over-
lapping part of two reduced bursts of data. The differences in the
fitted tip-tilt coefficients for the overlapping exposures is, as ex-
pected, usually nearly identical for all overlapping data frames,
with a residual that is much less than a pixel. If sufficient overlap
was available, the average of this residual was found to be about
1
100 of a pixel. We can thus accurately calculate the relative po-
sition of the frame of reference of the PSFs for each burst by
averaging over the overlapping part of the burst.
Figure 1 shows the tilt components in the y direction for three
bursts of 2000 frames, offset in time by 500 frames. The differ-
ence between the two is nearly constant, and corresponds to the
displacement of the solar scene in the time the two bursts are
offset to each other; in this case the time it takes to record 500
frames.
We can use the alignment information obtained in this way
to position each PSF in a global frame of reference, spanning
the entire scan, instead of the arbitrary frame of reference of the
dataset that the frames happened to be contained in. This global
position in the scan is then used to calculate what part of the
PSF falls onto the slit for each solar ”pixel”, and for each PSF
in the scan. While in principle one could replace this alignment
procedure with one based on cross-correlations of the restored
images, using the tilts from the restorations completely avoids
using the restored images, and appears to be less sensitive to
restoration artifacts.
3.2. Calculating the PSF
The MFBD restoration of the slit-jaw data produces as the pri-
mary result the wavefront error for each patch that was restored,
for each data frame in the dataset. Although it is straightforward
to calculate the PSF for each patch from this, when the PSFs
of two neighboring patches are compared, they frequently show
significant differences, even over sub-arcsecond distances. This
presents an inconvenient inconsistency, as the assumption of a
single wavefront error for each patch, made by the MFBD algo-
rithm, is clearly not strictly valid.
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Fig. 2. Examples of a number of independent fits of the same
wavefront. The resulting wavefronts are all very different, but all
give rise to very similar PSF. The spatial scale of the PSFs is in
arcseconds, while that of the wavefronts is in meters.
Addressing this problem thoroughly is beyond the scope of
this paper, and we resort instead to determining the full spatial
dependence of the PSF by considering them to be approximately
correct, and continuously varying in space in a smooth manner,
so that the full spatial dependence may be obtained by interpola-
tion. Although by itself this is probably a fairly accurate approx-
imation, the interpolation of the PSF is not a trivial task.
Many of the changes between neighboring patches are in-
deed small, but involve a shift or rotation of the PSF, without al-
tering its shape significantly. Direct interpolation in such a case
will cause significant blurring and broadening of the PSF, which
will probably cause significant errors in what is essentially a de-
convolution.
The obvious solution, the spatial interpolation of the wave-
front errors, exposes a major shortcoming of the MFBD process,
in that not only can neighboring patches have totally different
wavefront error estimates, even the same exposure, reduced as
part of different bursts of data will generally yield a completely
different fit to the wavefront. This is not an error in the algo-
rithm, but rather a consequence of the strong level of degeneracy
of the mapping from wavefront to PSF, as the PSFs yielded by
differing wavefronts for the same patch of the same data frame
are actually virtually indistinguishable.
Figure 2 shows a set of fitted wavefronts for the same patch
in the same dataframe, but reduced in a number of different
bursts. Clearly, although the wavefronts are all different, the PSF
they result in are all more or less the same. An obvious way to
alleviate this problem would be to make use of a phase diversity
channel, thus reducing the degeneracy.
The effect of interpolating the wavefront regardless of the
large differences is generally that the interpolated wavefront is
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too flat, due to the inherent averaging of two different wave-
fronts, and thus the PSF is more compact than it should be. Since
this creates more problems than the former, we resort to direct
linear interpolation of the PSF along the slit, for which it was
experimentally determined that a patch separation of only ten
pixels was required to keep the blurring of the PSF below an
acceptable level.
To take the width of the slit into account, we must add up
contributions to several slit-jaw pixels to obtain the contribution
to the light entering the slit. If the slit width is understimated, this
results in artifacts in the direction of the slit due to reconstruc-
tion errors of seeing-induced fluctuations in the amount of signal
that was accumulated for the different lines in the degraded im-
age. Although the appropriate width is not critical, when selected
correctly it is possible to almost completely eliminate all vertical
stripes.
3.3. Flatfield correction
Since the observed area of the Sun is much larger than the same
area in the focal plane of the telescope, the beam is slowly di-
verging, and thus the pupils for different areas on the solar sur-
face are spatially separating with height. If the PSF for solar data
is generated in a turbulent layer at some distance from the tele-
scope entrance, where the pupils for different parts of the FOV
are passing through different areas of turbulence, the primary
effect of this is that the wavefront error induced by the turbu-
lence is spatially varying. This spatial variation obviously also
includes the tip-tilt components of the wavefront, resulting in a
pattern of warping, compression, and stretching of the image,
that is frequently observed, especially when the Sun is at low
elevation.
These rapid continuous spatial variations of the PSF intro-
duce some new and unexpected problems that require special
consideration, starting with the description of the PSF as a con-
tinuously varying quantity. The warping and bending of the im-
Fig. 3. Example, at an arbitrary continuum wavelength, of the
need to correct for the unknown amplitude of the PSF. Top
left: RHS data without a correction applied. Top center: restored
monochromatic image without correction applied. Top right: re-
stored slitjaw image. Bottom left: the flatfield. Bottom center:
RHS with the flatfield correction applied. Bottom right: restored
image with all flatfield corrections applied.
age itself can be accurately mapped and corrected for using this
description, but it has the undesirable side-effect of redistribut-
ing the energy of the undegraded image inhomogeneously. The
result is that while at first it would appear to be more accurate to
allow the PSF to be a continuously varying quantity, it inevitably
implies a continuously varying image scale, that is accompanied
by a continuous variation of the image intensity. This effect is
also observed in MCAO research, where similar intensity fluctu-
ations have been found (von der Luhe 2004).
In addition to this warping, the local seeing is moving the im-
age randomly across the slit during the recording of the dataset,
leading to differences in the amount of time the different image
lines of the degraded image are sampled by the slit. These dif-
ferences enter both the left hand side (LHS) and the right hand
side (RHS) of (7), producing a RHS with strong fluctuations in
the direction of the slit, as can be seen in the top right panel of
Fig. 3.
The combination of these two effects produces artificial
structure in the RHS that is so strong that it obscures the real
image information almost completely. Since the dominant struc-
ture, the vertical stripes in Fig. 3, are caused by the latter effect,
which is also contained in the mapping operator AT A, the so-
lution of (7), shown in the top-middle panel of Fig. 3, does not
contain them to the same extent. However, a strong residual pat-
tern of intensity fluctuations is clearly still visible in the restored
image, making it appear noisy and obviously inferior to the im-
age restored using the MFBD image restoration code.
The inability of the restoration process to eliminate the resid-
ual fluctuations is due to a shortcoming in the description of the
warping of the image, caused by the high-level seeing. Even
though the warping is nearly always observed in real data, the
intensity fluctuations that it is supposed to produce are not, al-
though why that would be the case is unclear. The reason for
their absence is illustrated in Fig. 4. What looks like a contin-
uous variation of the local tip and tilt components, on a larger
scale amounts to a focus term, that is, an additional lens at high
altitude that is positioned in front of the telescope. The effective
area of the incoming wavefront sampled by the telescope is thus
increased by the same fraction as the image scale on the detec-
tor, so that the total amount of light per pixel remains unchanged.
Because the current formalism describes only the change in the
image scale, but not the change in the telescope aperture, fluctu-
ations are resulting in the RHS and in the LHS of (7). While it is
not difficult to find the correct position of an image pixel using
image restoration, it is another thing entirely to produce from
that the image scale, as this requires access to the undistorted
image. Alternatively, one could assume that the average of the
distortions vanishes over time, but the time scale on which this
becomes a valid assumption can be very long compared to the
solar evolution time scale, and it is an invalid assumption if the
telescope is systematically moved across the solar surface, as is
the case for a spectral scan, meaning that another way to deal
with the intensity fluctuations needs to be found.
A solution can be found by making the assumption that if
the Sun would present us with a featureless image, the dataset
would also contain no structure. We can thus apply the opera-
tor AT to the assumed “proper” featureless dataset, yielding the
RHS that would have resulted in that case. The result is shown
in the bottom left panel of Fig. 3, and contains both real intensity
fluctuations, caused by seeing induced global image motion, as
well as artificial, “warping’-induced ones. Since there is insuf-
ficient information to separate these two contributions, we have
no choice but to correct the RHS for both effects, by dividing the
RHS by the artificial “flat” RHS. The result, shown in the bot-
tom middle panel of Fig. 3, no longer shows any obvious image
fluctuations, and a blurred, averaged image of the scanned area
can be discerned instead.
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Fig. 4. Compensation effect of intensity change induced by dif-
ferential seeing: the area sampled by the black rays is expanded
in the image plane, distributing the light over a larger area and
thus reducing the flux, but this is compensated for by a corre-
sponding increase in the area of the wavefront that is collected
by the telescope at the height of the seeing layer.
Since we applied corrections for all seeing induced intensity
fluctuations to the RHS of (7), we must now apply those correc-
tions also to the LHS. Unfortunately, a correction of A for the
individual PSFs cannot be calculated from first principles, since
the fluctuations are, at least in part, the result of the unknown
spatial amplitude variations of each individual contributing PSF.
We therefore proceed by applying AT A to an image with a value
of unity everywhere, to obtain the RHS that would have been ob-
tained if that were the true image. We again make use of the as-
sumption that if a featureless image were observed, a featureless
dataset would be obtained, and calculate the corrected operator
by dividing each row by the corresponding artificial RHS value.
The solution of the corrected system is shown in the bottom
right panel of Fig. 3. Clearly, the result closely resembles the
restored image in the top right panel, shows no signs of stripes
or intensity artifacts, and even appears to rival the restored image
for contrast and resolution.
3.4. Solving the linear system
Due to the size of the system to be solved, an iterative method
was selected. One of the main characteristics of this type of
solver is that to compute the correction, only an approximation
to the full operator is used. Although this makes the inversion of
the approximate operator fast, it can lead to large inaccuracies in
the correction, since taking only the diagonal implicitly assumes
that the current defect is solely due to a local error in the solu-
tion. If the problem is not very local in reality, an overcorrection
is applied that grows exponentially with every iteration, and the
solution diverges.
In the method employed here, only the diagonal was selected
for the approximate matrix to be inverted, leading to an intrinsi-
cally unstable scheme, that must be damped with an appropriate
factor to converge. However, this method has the advantage that
if some areas of the undegraded image are not constrained suffi-
ciently by the data, they can be set to a reasonable value, with-
out jeopardizing the convergence of the constrained regions, as
would be the case if a solution by direct matrix inversion was
attempted.
The convergence rate can be optimized by “damping” the
correction with an estimate of the true local contribution. The
smaller this is, the stronger the damping needs to be to make the
solution converge. In the current problem, this implies that if the
seeing is not so good, a stronger damping factor is required than
when the seeing is excellent, taking more iterations to converge.
One of the most important disadvantages of using only the
diagonal of an operator to calculate an approximate correction
is that the correction is injected into the solution at the high-
est frequencies. This has the undesirable consequence that the
larger the spatial scale of an error, the more iterations it takes to
propagate across the FOV. We therefore employ a variation on a
multigrid strategy, where the defect of an approximate solution
is calculated, coarsified to a lower resolution and then approx-
imately solved, resulting in a considerable improvement in the
convergence rate of the solution.
The inversion process itself is unregularized, so that it needs
to be terminated after a to-be-determined number of steps. This
number was set experimentally, by evaluating the power at the
high frequencies in the restorations. The number of iterations
was set to the point where the power spectrum showed an in-
crease in power for the highest frequencies, typical for decon-
volved data. This rather arbitrary and unsatisfactory situation can
perhaps be formalized using a proper regularization strategy, but
a suitable formulation for this process has not yet been finalized.
4. Observations
To demonstrate the method, we observed a number of targets
at the Swedish Solar Telescope (SST) on 26 October 2015. The
seeing was moderate, with an estimated Fried parameter R0 of
about 10cm, over a period of about 2 hours in the morning, be-
tween 9:00 and 11:00 UTC.
The data were recorded with two large-format Jai SP20000
CMOS cameras, one of which was observing the region of 6297-
6304Å, containing three FeI lines, a TiI line and several other
weak lines, as well as four telluric O2 lines. The second camera
was installed as a slit-jaw camera, viewing the slit plate through
a 1:1 telecentric re-imager at a wavelength of 6302 ± 4.4Å. In
addition, two neutral density (ND) filters were needed to reduce
the light level by a factor of 100, to allow the exposure time of
the slit-jaw camera to equal that of the spectral camera. Both
cameras were windowed down to a region of 2500x1100 pixels,
to allow them to achieve a frame rate of 100fps, at which rate
they exposed continuously with an exposure time of about 10ms,
a generic value for the time scale above which motion-induced
blurring generally starts to outcompete the diffraction limit of a
large-aperture telescope (Tarbell & Smithson 1981).
The spectral camera was aligned with the x-axis parallel to
the slit, leaving the vertical direction for the spectral dimension.
The slit-jaw camera was aligned as carefully as possible with
the x-axis parallel to the slit, to simplify the data reduction, and
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Fig. 5. Continuum images extracted from four unprocessed scans, obtained by directly summing 40 raw spectra for each vertical
image line, each spanning a period of about 400ms, thus covering a period of approximately 600s for each scan. Top left: newly
emerging AR at disk center, Top right: trailing plage of AR12436, located at µ=0.82 Bottom left: Main spot of AR12436 at µ=0.69,
Bottom right: a small plage region towards to the east limb, at µ=0.53.
to maximize the length along the slit for which the PSF could
be calculated. Any image information away from the slit is not
useful for the reconstruction, but it was kept as equally large as
the spectral dimension of the spectral camera, ensuring strictly
synchronous operation. Both cameras were externally triggered
using a signal generator. The movement of the slit across the Sun
was controlled by the tip-tilt correction software of the AO sys-
tem in the x-direction of the tip-tilt system. This did not exactly
line up with the slit direction, but made an angle of a few degrees
with it instead; this did not really present a problem, since the po-
sition is determined from the slit-jaw data, and is not required to
be precise, as described in Sect. 2.3. The slit was moved by 0.01”
at a rate of ten steps per second, which should have amounted to
0.1”/s. From the restoration, a rate of 0.144”/s was measured
instead, suggesting that this process was not accurate by a con-
siderable margin for as of yet undetermined reasons. To get an
impression of the data quality, for four scans, the spectral data
was summed over 40 consecutive frames, covering a period of
400ms, not an unusual exposure time for spectrographic data. In
this period of time, a distance of 0.058” is covered by the scan,
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Fig. 6. Restored continuum images of the four scans shown in Fig. 5, restored using the spectral restoration method described in this
paper. Top left: newly emerging AR at disk center, Top right: trailing plage of AR12436, located at µ=0.82 Bottom left: Main spot
of AR12436 at µ=0.69, Bottom right: a small plage region towards to the east limb, at µ=0.53.
which is close to critical sampling, that is, half of the diffraction
limit of 0.13” of a 1m telescope at a wavelength of 6300Å, and
about twice the pixel size of the camera.
Although it may seem like an inappropriate way to repre-
sent the data, since the slit was actively moving across the image
during the exposure, from the MOMFBD process the motion of
the image over this period of time induced purely by seeing was
determined to have an RMS value of some 2 pixels in both the
x and the y directions. On this scale, the blurring induced by
the systematic drift of the scan is completely negligible, and the
summed spectra are in fact a faithful representation of the data
quality that would have been obtained if synchronized, discrete
steps of 0.058” had been taken every 400ms, or 80 frames in
Fig. 1.
Figure 5 shows a number of scans, binned vertically by a fac-
tor two, to obtain a nearly square pixel of 0.060”x0.058”. The
scans cover an area of approximately 60”x60”, and show clearly
that the seeing was fairly constant, but not excellent, with occa-
sional moments of somewhat degraded seeing conditions, espe-
cially in the center of the top-right scan.
The scans cover a selection of active regions, at a variety of
angles on the solar disc. The top left scan was a newly emerg-
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Fig. 7. Restored spectra of 23 seconds of data obtained without moving the 0.11” wide slit. Horizontal and vertical axes are in
arcseconds. Although the AO and CT were both in closed loop operation, the variation of the PSF in the 23 seconds covered by the
data was sufficient to recover the spectra over a 1” wide strip. The highest S/N of about 500 was found to be concentrated in the
central 4 pixel rows, whereas the S/N in the outer few pixel rows is approaching unity, which is clearly visible in the image.
ing active region, that emerged near disc center, the top right
and bottom left scans are the trailing and leading polarities of
AR12436, located at µ=0.82 and µ=0.69 respectively, and fi-
nally the bottom right scan is of a small plage region towards
to the east limb, at µ=0.53.
5. Results
The data was first corrected for dark current, and multiplied with
a gain correction table, derived from a large number of frames
obtained with the telescope moving in a circle around the cen-
ter of the solar disc. The slit on the slit-jaw camera was masked
out and linearly interpolated in the direction perpendicular to
the slit. The slit-jaw frames were then organized in bursts of 500
frames, spanning a period of 5 seconds, and reduced using the
MOMFBD code (van Noort et al. 2005), using a patch size of 96
pixels (2.9”) and 44 orthogonalized Zernike modes. The PSFs
obtained in this way were then processed using the method de-
scribed above, yielding the results shown in Fig. 6. The first,
Fig. 8. Comparison of detailed sections of each scan shown in
Figs. 5 and 6, in the order they appear in those Figures. The
wavelengths are all in the continuum, with the exception of the
top-right and the bottom-left panels, where the red wing of the
FeI 6302.5 line was selected to present examples that have a
more favorable contrast.
striking observation is that the seeing-variation-induced blur-
ring, obviously visible in the summed scans, is not visible in
the restored scans. In addition, the contrast is significantly en-
hanced.
5.1. Monochromatic image data
On the spatial scale of Figs. 5 & 6, the difference between re-
stored and unrestored data is already clearly visible, with en-
hanced contrast and an increased brightness of magnetic ele-
ments. In particular, the blurred vertical stripes, clearly visible
in several places in the unrestored scans, caused by persistent
degradation of the seeing conditions over periods of tens of sec-
onds at a time, are apparently absent from the restored scans.
The difference becomes more obvious when we zoom in to
an image scale where we can discern the smallest image details
present in the data. A specific detail was selected from each scan,
where these differences are most obviously visible, and shown,
paired with the corresponding area from the unrestored scan, in
Fig. 8. Although some of the raw scans could by themselves be
described as being of reasonable quality, they do not compare
favorably to their restored counterparts in terms of spatial reso-
lution and consistency.
From Figs. 5 & 6, and from the top right scan in partic-
ular, it is also clearly visible that the raw scan, that relies on
the scan rate as an absolutely reliable horizontal coordinate, has
an image scale that clearly differs from that of the restored scan.
Not so clearly visible in the scans is that the scan direction of the
tip-tilt mirror was not exactly perpendicular to the slit, causing
the raw scans to be skewed. Since the restoration process tracks
the true position of the slit on the Sun, not only are errors due
to the scanning direction removed, but also deformations caused
by rotation of the solar image on the table can be corrected.
5.2. Spectral data
Since the image contrast is clearly significantly changed by the
restoration, one would expect the spectra to show a similar be-
havior. In Fig. 9, we plotted the spectra for two locations in the
data, one of a bright feature on the edge of the umbra and one of
a dark feature in the midst of granulation.
Clearly, the change in the continuum level is significant,
mostly due to the inherently large effect that the image degra-
dation has in areas of enhanced contrast. In particular, the differ-
ence in the shape of the FeI line at 6302.5Å in the top panel is
noticable, and would lead to a significantly different result if it
were to be inverted.
This effect has been explored in the spatially coupled in-
version of Hinode data (van Noort 2012) and work using this
method, with the difference that here the deconvolution is em-
ployed independently and is not applied as part of an inversion.
Future analysis of these data will show if and how accurately
the spatially coupled inversion results can be reproduced using
high-resolution ground based data.
6. Conclusions
We have demonstrated that using the latest-generation high-
performance CMOS cameras, the restoration of image informa-
tion from spectral data is possible, using information obtained
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Fig. 9. Comparison of some line profiles from the unrestored
(red) and restored (green) data. The top profile is from a penum-
bral filament protruding into the umbra of the spot in the top-left
scan, the bottom profile is from a micropore from the bottom-left
scan.
from simultaneously acquired slit-jaw image data. The restored
spectral data look very similar to image data restored from filter-
graph data, except for the solar evolution inherently contained
in them, and the high-resolution spectral information over a sub-
stantial wavelength range.
The spatial resolution that is achieved is remarkably uniform
even when the seeing conditions momentarily degrade. This is
quite possibly due to the relatively long period of time that each
point on the solar surface is sampled by the slit, so that the sta-
tistical fluctuations in the seeing are more likely to produce a
high-quality realization than in the more usual higher cadence
image data.
The method can be used on data that are actively scanned, but
also on data that are passively scanned by the seeing, in which
case it can be used to obtain high-cadence spectral data over a
limited FOV.
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