Yet another paper on fit measures? To our knowledge, very few papers discuss how fit measures are affected by error variance in the Data Generating Process (DGP). The present paper deals with this. Based upon an extensive simulation study, this paper shows that the effects of increased error variance differ significantly for various fit measures. In addition to error variance the effects depend on sample size and severity of misspecification. The findings confirm the general notion that good fit as measured by the Chi-Square, RMSEA and GFI etc. does not necessarily mean that the model is correctly specified and reliable.
Introduction
A continuous stride has been fought between different researcher communities on the use and interpretation of fit indices. It is obvious that this is a difficult issue. Our contribution will focus on the indices RMSEA, GFI, NFI, RFI, CFI and SRMR, in addition to the chi-square statistics, and on a specific source of "noise in the data", namely variance in the error term.
Two important questions regarding what constitutes a good index (Bollen & Long, 1993) are which indices to use, and how to use them. Central issues are normed vs. non-normed indices, sample size dependency vs. independency, and how to interpret the values of indices to distinguish a good from a fair or poor fit (cutoff values). Hu and Bentler (1999) examine the adequacy of the rules of thumb conventional cutoff criteria and several new alternatives for various fit indices used to evaluate model fit in practice. Jöreskog (1993) , Hayduk (1996) , and Schermelleh-Engel et al (2003) provide, among many others, some guidelines that help applied researchers to evaluate the adequacy of a given structural equation model.
Many earlier Monte Carlo studies have focused on properties and use of fit indices of SEMs
(such as Boomsma, 1983; Anderson & Gerbing, 1984; March et al, 1988; La Du & Tanaka, 1989; Bentler, 1990; Hoogland, 1999; and Chen et al, 2008) .
In this paper we will focus on the properties of goodness of fit measures when data are normally distributed, the sample size is small to medium, and where error variance in the data generating process increases. This is studied both for correctly specified models, and misspecified models. The properties of the goodness of fit measures are analyzed by means of a simulation study, for different sample sizes, levels of error variance for normally distributed variables. The estimation method is Maximum Likelihood (ML) throughout the whole study.
In the simulation study we use three main models, seven sample sizes ranging from 25 to 800 and five (six for the orthogonal factor model) different levels of error variance. The error variance levels are numbered as follows: Level 1 is low and level 5 and 6 is high. The true model will in this paper be referred to as the Data Generating Process, DGP, while the model fitted to the data will be referred to as the Assumed Model, AM. 400 replications are used for each of these combinations of sample size, level of error variance, and model type.
The study contains both a small theoretical part and a simulation study. In the theoretical part we discuss the asymptotic properties of some fit indices, namely GFI, NFI, RFI, CFI, RMSEA, and SRMR. For correctly specified models we also deduce formulas for approximate expected values and variances of these fit indices using Taylor series expansions.
A comprehensive simulation study, using the computer program PRELIS to generate data and LISREL 8.80 to estimate the models, is presented.
The paper is organized as follows: The goodness of fit indices are presented in section 2, and some theoretic properties of the fit indices are discussed in section 3. This includes a short discussion of the effects of level of error variance in the data generating process. The design of the simulation study is presented in section 4. In section 5 we focus on how the fit measures works for different sample sizes and different levels of error variances. This is done both for correctly and misspecified models. We give a summary of the statistical properties of the fit indices in section 6. Last but not least we draw some guidelines about how to use the fit measures simultaneously to get information about both the data and the model under investigation.
Goodness of fit measures and their notation
Let x be a 1 q + random vector of observables with a sample covariance matrix S and let 1 N n = + denote the sample size. In SEM the model is estimated by minimizing a fit function )) ( Σ(θ S, F with respect to a parameter vector θ and a model implied covariance matrix,
Σ(θ) .
The fit function of ML can be expressed as { } 
Following the tradition, we let F ∧ denote the minimum value of )) ( Σ(θ S, F . There are various ways to measure if the model fits the data or not, but the basic measure or test, is the "chi-
Whether it is a real Chi-square depends on several (strict) assumptions which will be briefly discussed below. There are also various competing chi-squares based on different fit functions, but this is not the topic of this study. We will focus on ML.
The chi-square test is often referred to as the test of exact fit, where the null hypothesis 0 : H = Σ Σ(θ) is tested, and where Σ is the population covariance matrix.
If the data comes from a multivariate normal distribution and the model holds, it is well
when n is large. But in most empirical research it is unreasonable to assume that the model holds exactly in the population. A consequence of this assumption is that models which hold approximately in the population will be rejected in large samples. Browne and Cudeck (1993) proposed a number of fit measures which take particular account of the error of approximation in the population and the precision of the fit measure itself. They define an estimate of the population discrepancy function as Steiger, Shapiro and Browne, 1985; McDonald; Browne and Cudeck, 1993; MacCallum, Browne and Sugawara, 1996) . Since 0 F generally decreases when parameters are added in the model, Browne & Cudeck (1993) suggest using Steigers's (1990) Root Mean Square Error of
As a measure of discrepancy per degree of freedom.
We will now discuss some fit indices present in most computer programs for structural equation modeling, e.g., LISREL, and divide them into three different groups in terms of the criteria they are defined to assess;
• Goodness of fit indices: Directly assess how well the model accounts for the covariances.
Examples are GFI, AGFI, RMR and SRMR.
• Incremental fit indices: Assess fit by the degree to which the model accounts for the sample covariances relative to a more restricted null-model. Examples here are NFI, RFI, NNFI, IFI, and CFI.
• Parsimonious fit indices: Take parsimony into account as well as fit. Examples here are PGFI, PNFI, AIC, CAIC, ECVI, and RMSEA.
As mentioned earlier, in this paper we focus on the indices GFI, NFI, RFI, CFI, RMSEA, and SRMR because they are widely used and because they give us useful information about the model fit and error variance in the data generating process (DGP) when they are interpreted simultaneously. The chosen fit measures represent each of the three above mentioned groups. Properties of the other fit indices are presented in Hammervold (1998) .
The most widely used criterion of fit is the degree to which the model accounts for the sample covariances; the first group of fit indices satisfies this criterion. The goodness of fit index (GFI) of Jöreskog & Sörbom (1981) is an example of such an index. The GFI is a measure of the discrepancy between the sample covariance matrix (S) and the estimated covariance matrix ) θ Σ(ˆ, and measures how much better the model fits as compared to no model at all. Jöreskog and Sörbom (1984) note that the GFI is a measure of the relative amount of variances and covariances jointly accounted for by the model. The formula under maximum likelihood estimation for GFI is (Jöreskog & Sörbom, 1981; Tanaka & Huba, 1985) :
Alternatively (3) can be written as (see e.g., Yuan, 2005) :
where T A is the statistic T evaluated at the assumed model. And T 0 is the T statistic for
The Root Mean Square Residuals RMR, of Jöreskog & Sörbom (1981) , is a measure of the average of the fitted residuals:
This index can only be interpreted in relations to the size of the observed variances and covariances in S. Standardized residuals, SRMR, on the other hand, are independent of the units of measurement of the variances and covariances, and provides a statistical metric for judging the size of a residual. A standardized residual is a residual divided by it's estimated standard error. This index can be used to compare the fit of models for different data.
The second group of indices (incremental fit indices) assesses fit by the degree to which the model accounts for the sample covariances relative to a more restricted model -usually the independence model in which all variables are specified to be uncorrelated. The incremental fit indices compare the chi square for the assumed model and the chi square for the independence model in different ways. The indices are supposed to lie between 0 and 1, but for some of these indices values outside this interval can occur, and since the independence model almost always has a huge chi-square, one often obtains values very close to one. The first incremental fit indices were developed by Tucker & Lewis (1973) and Bentler & Bonett (1980) . Other variations of these have been proposed and discussed by Bollen (1986 Bollen ( , 1989 and Bentler (1990) .
The formula for the normed fit index NFI, is as follows (Bentler & Bonett, 1980) :
whereˆi F is the estimated minimum value of the fit function for the independence model.
Equivalently (6) can be written as (see e.g., Yuan, 2005) :
where T i is the T-statistics for the independence model.
NFI is dependent of sample size, and therefore Bollen (1986) proposed a simple alternative fit measure, RFI, that was supposed to remove the dependency of sample size:
Another popular member of this group is the comparative fit index, CFI (Bentler, 1990 ) which attempts to measure the relative reduction in the non-centrality parameters of the estimated model and the independence model:
However, these two foregoing families of indices do not address the problem that good fit can be obtained simply by using a very large number of parameters relative to the degrees of freedom in the model. This leads us to the third group, the parsimonious fit indices, which reflect the degrees of freedom available. The parsimonious fit indices fall into three subgroups: Those based on adjusting general goodness of fit indices (PNFI and PGFI), those based on the chi-square measure (AIC, CAIC, ECVI), and those based on the discrepancy due to approximation (RMSEA). In this paper results for RMSEA will be presented.
Theoretical results for GFI, NFI, RFI, and RMSEA
In this section we present some theoretical results useful for evaluation of the goodness of fit indices. In section 3.1 we discuss the effect of sample size, in section 3.2 and 3.3 we deduce the asymptotic properties of these fit indices, including approximate expected values and variances. The influence of increased error variance on the fir measures will be discussed in section 3.4. The theoretical results from this section will be applied and compared with the results from the simulation study in sections 5.
Sample size dependency
In the literature, two main sample size influences on goodness of fit indices are discussed (cf. Bollen, 1990) . The first is when sample size enters directly into the computation of fit indices (e.g. AIC), and the second is when the sampling distribution of the fit measure is affected by sample size (e.g. NFI).
The discussion about sample size dependency has led many researchers to require that the fit indices should be independent of sample size. Gerbing & Anderson (1993) have summarized the results from major simulation studies of fit indices. They argue that the ideal fit index should be independent of sample size. Higher or lower values of the fit indices will then not be obtained simply because the sample size is large or small.
On the other hand one may argue that estimation in small samples is more uncertain, and that the fit indices should reflect this. Cudeck & Henly (1991) , for example, argue that the influence of sample size is not necessarily undesirable. We will however not enter into the discussion of sample size dependency, but look into the interaction between sample size and the error variance in the DGP. We analyze how this affects RMSEA, NFI, GFI, RFI, CFI, and SRMR differently and also the chi-square statistic, here denoted T.
Asymptotic results
If the model is correctly specified we asymptotically have that:
where P → means convergence in probability. Therefore
Referring to the formulas for RMSEA, NFI, RFI, CFI, GFI and SRMR (formulas 2-9), it is obvious that GFI, NFI, RFI and CFI will converge in probability towards 1 as ∞ → n .
RMSEA and SRMR will converge in probability towards zero as ∞ → n .
3. 
We will now apply these formulas for the actual fit indices. Applying these formulas for the actual fit indices gives the following results for the expectation and variance: MacCallum & Tucker (1991) discusses several sources of model error in common factor models. They identify several sources of error both in the model and in the sample. Error variance in the Data Generating Process (i.e., in "the true model") is not a model error but a kind of "noise" arising from the fact that the selected variables has a large unique variance.
Since very little has been written in the context of fit indices and the influence of large unique variances in the variables, we will here make a short introduction into the subject by two simple examples. Through a simple simulation example we show how a goodness of fit index and an incremental fit index, GFI and NFI, behave differently under different levels of error variance.
In the following example we increase the error variance in the data by increasing the variance of the error term in the DGP, which here is a simple system of simultaneous regression models.
Example 1: Multiple regression models. The effect of increased error variance in DGP on

GFI and NFI.
In this example we simulate data from the following simultaneous equation model (DGP), with sample size 200 and only one replication: For the simulated data we estimate the following model which is correctly specified:
We start with standard deviations 
Insert table 1 about here.
As we observe, the GFI values are all close to one for all levels of error variance, indicating good fit. On the other hand NFI shows a significant decrease with increasing error variance.
So, NFI seems to be affected by error variance in the DGP, while GFI is not affected at all.
Chi-square seems to slightly increase. However, we can not draw any general conclusion based on these four single samples.
From formulas (3) and (14), and from (6) and (16), for GFI and NFI respectively, we see that the "test statistic" for the independence model only is present for NFI. This is why NFI is affected by error variance, in contrast to GFI, RMSEA, and the chi-square statistic.
A simple example will illustrate this.
Example 2: A CFA-model.
Let us assume that the DGP is CFA model (measurement model) given by
where the model implied matrix is:
If we now let all i λ 's in the DGP approach zero simultaneously, the model implied matrix in (23) will approach a diagonal matrix, namely δ Θ . If we, in this extreme situation, fit a correctly specified model (i.e., AM is correctly specified) the chi square, GFI and RMSEA will indicate perfect fit, but NFI will be close to zero. This is due to the fact that DGP (in the limit, when all i λ 's are approaching zero) is the independence model, and T A =T i in equation (7).
In formula (16) we have the expected approximated value for NFI given by:
. Since the assumed model is correctly specified, 0 0 = i F and i ν ν = , the expected value of NFI will be zero. This is in accordance with Bentler and Bonett (1980) and Bentler (1990) 
Models and design
Perhaps the most obvious decision facing the Monte Carlo researcher is the choice of representative models. The choice of models certainly has implications for the generalization of results. Given the broadness of models suited for a LISREL-analysis (Bollen, 1989) , restrictive choices are necessary. The following models were incorporated in our study: 26 data generating processes denoted DGPR 1 -5, DGPFU 1-6, DGPFC 1 -15. Two assumed models (AM) which are correctly specified for DGPR 1-5 and DGPFU 1-6 respectively, and one assumed model which is misspecified, for DGPFC 1-15. I.e., a total of 26 assumed models.
DGPR 1 -5 are five multivariate regression models (path models), with uncorrelated x variables, where there are five levels of error variance. DGPU 1 -6 are six factor models with uncorrelated factors for six different levels of error variance. DGPFC 1 -15 are 15 factor models with two common and correlated factors where the correlation is 0. For the data generating processes described above, we will estimate the following models:
The assumed Path Models for DGPR 1-5: 
Sample sizes
We have chosen sample sizes as follows: 25, 50, 75, 100, 200, 400, and 800 for DGPR 1 -5
and DGPFU 1-6. For DGPFC 1 -15, sample size is 100, 200, 400, and 800, respectively.
Number of replications
We have chosen the number of replications to be 400 throughout the whole simulation study.
For the simulated values of the fit indices we compute means and standard deviations.
Reliability
Tables 5, 6 and 7 present some reliability measures, namely R-square, composite reliability measure (Bagozzi and Yi, 1988) , and average variance extracted (Fornell and Larcker, 1981) .
Insert In table 5 we observe that the R-square for the three equations in the path model, decrease dramatically for increased level of error variance. In table 6 we observe that the R-square for the factor model also is low for the highest level of error variance (level 6); at the same time the composite reliability for factor one and two in table 7 is 0.83 and 0.81, which is regarded as an indication of high reliability. On the other hand the average variance extracted is only 0.50 and 0.49, which is relatively low (Fornell and Larcker, 1981) .
5 Results from the simulation study
Chi-square test
The tables below shows the proportion of the 400 replications where the chi-square test rejects (at the 0.05 level) the correctly specified path model 1, the correctly specified factor model 2, and the misspecified factor model 3, 4 and 5.
Insert table 8 about here.
Insert table 9 about here.
Correctly specified models (model 1 and 2) for DGPR 1 -5 and DGPFU 1-6
For the correctly specified path model 1 the effect of sample size on the chi-square is substantial (table 8) . For small sample sizes (25 and 50) the test seems to reject the model too often. It is interesting to note that the rejection rate seems to decrease as the error variance increases. For the level 1, and N = 25, 50 and 75, the rejection rate is 15.2 %, 8.2 %, and 6.5 % respectively, for level 5 it is 9.0 %, 6.0 %, and 3.0 % respectively. We also note the high rejection rate at level 1 for sample size 400. For the other sample sizes, it appears to be an insignificant effect on the chi-square test for increasing error variance (see table 8 ).
These results are in accordance with e.g. Boomsma (1983) who showed that for small sample sizes (25 and 50) the chi square values tend to be too large. Boomsma (1983) also found the chi square statistics to be close to the theoretical values for sample sizes above 100. Table 9 shows that for all models the rejection rate decreases as the error variance increases.
For the most severely misspecified models 3 and 4 the rejecting rate is high and near 100 for the lowest error variances. When the error variance increases we observe that the rejection rate decreases rapidly, especially for small and moderate samples sizes (100 and 200). In other words: Too few misspecified models will be rejected, when the error variance is high.
We also find the same pattern for the less misspecified model 4 and 5. It is interesting to note that for model 4, for N = 400, the rejection rate is only 40.1 %, 39.0 %, and 17.5 % respectively for level 3, 4 and 5. The same numbers for model 5 are: 17.5 %, 6.25 % and 5.5 %. I.e.: A significant decrease in the power of the test as a function of increasing error variance. For model 5 we observe that the rejection rates are lower for larger sample sizes. So models with small misspecifications and high error variance, will not be rejected even if the sample size is large .
Concluding remarks: 1) When the error variance in the data generating process is high, which for CFA models (measurement models) will mean low reliability, misspecified models tend to be accepted too often. I.e., the chi-square test looses power as a function of error variance in the DGP. This is most significant for small sample sizes. The less misspecified the model is, the less the effect from sample size. 2) When the error variance in the data generating process is low, misspecified models will correctly be rejected. In addition the model will be rejected when the model is negligible misspecified and the sample size is large,. 3) When the model is correctly specified, the rejection rate is close to 5% and seems to be relative independent of sample size and level of error variance.
So, for a correctly specified model, the chi-square test does not give any information about error variance in the DGP. But if the model is misspecified, the test tends to loose power as a function of increasing error variance in the DGP.
In the next chapter, we will see that it is important to supplement the chi square test with other goodness of fit measures. These fit measures will provide valuable information about the model fit and the data, which we do not find in the chi-square test.
Results for the indices GFI, NFI, RFI, CFI, RMSEA, and SRMR
For each fit index, we present tables that show the mean values and standard deviations of the 400 replications, for all sample sizes and different levels of error variance in the DGP.
GFI, NFI and RMSEA for the correctly specified models (model 1 and 2):
Insert For the correctly specified path models GFI is increasing from 0.91 to 1.00, when sample size increases from 25 to 800 (table 10) . Our findings are in accordance with the results of the simulation study of e.g. Anderson & Gerbing (1984) . For low error variance, NFI is increasing from 0.89 to 1.00 when sample size is increasing from 25 to 800 (table 11) . Our results agree with earlier simulation studies, e.g. NFI in simulation studies of Bearden et al (1982) . RMSEA decreases from 0.093 to 0.008 as the sample size increases, for low error variance (table 12) .
The mean values of GFI are not affected by the increased error variance at all. This is valid for all sample sizes (see table 10 ). Hence GFI is very robust against increased error variance.
NFI decreases with increasing error variance (see table 11 ). These observations are in accordance with our theoretical assumptions (see section 3.
4). A related phenomenon (but not so obvious as in our results) is noted by Brown et all (2002). RMSEA is not affected by
increased error variance at all (table 12) . For all levels of error variance RMSEA is decreasing towards zero when sample size increases. Therefore RMSEA seems to be unaffected by the increasing of error variance. This is in accordance with our theoretical assumptions (see section 3).
The fit index with the smallest standard deviation is GFI. NFI has somewhat larger standard deviations than GFI. The index with the largest standard deviations is the RMSEA. Here standard deviations are approximately 25 times as large as for GFI. For RMSEA the standard deviations are about the same size as the mean values.
For increasing error variance, the standard deviations of GFI and RMSEA appear to be relatively constant. The standard deviations for NFI are increasing with increased error variance.
In section 3 we derived formulas for expected values and standard deviations of the fit indices (see equations 14 -21). For the correctly specified regression models in tables 10, 11, and 12 we note the close correspondence between the simulation results and the computations of approximated expected values and standard deviations.
To conclude: For correctly specified models, mean values and standard deviations of GFI are robust against increased error variance. This index gives information solely about whether the structure of AM fits the structure of the DGP, and tells nothing about the error variance in the data generating process. The structure of the model is the same even if the error variance increases. On the other hand, the mean values of NFI decrease as the error variance increases.
We observe that GFI and NFI have different properties: For high levels of error variance, GFI will indicate good fit, while NFI will indicate bad fit. In this situation these two indices simultaneously interpreted will give useful information.
Misspecified models (model 3, 4 and 5) for DGPFC 1 -15
The mean values of GFI for model 3 and 4 are far from 1 when the error variance is low,
indicating that the models are misspecified ( For the models where the misspecification is negligible (model 5), the NFI seems to decrease with increasing error variance. This is the same pattern as described for the correctly specified regression and factor models (model 1 and 2).
.
Insert table 14.
The incremental fit indices RFI and CFI (tables 15 and 16) behave as NFI. In fact RFI seems to be more sensitive to increased error variance than NFI. CFI also behaves as NFI, but the mean values are higher than for NFI. 
Insert
Concluding remarks and recommendations
All fit indices attempt to measure, in different ways, the discrepancy between the sample covariance matrix S and the model implied matrix ( ) θ Σ . When the error variance in DGP increases, the S matrix will more and more look like a diagonal matrix. The fitted model will therefore approach the independence model. It is therefore reasonable that large amount of error variance, give rice to the very different behavior of the fit indices, which we have observed. To conclude: 1) When the error variance in the data generating process is high, which for CFA models (measurement models) will mean low reliability; misspecified models tend to be accepted too often by the chi-square test. I.e., the chi-square test looses power as a function of error variance in the DGP: For severely misspecified models the decrease in power is most pronounced for small sample sizes. On the other hand if the model is minor misspecified the decrease in power is only present for large sample sizes. At the same time the incremental fit indices (NFI, RFI, and CFI) tend to have low values, while GFI tends to have high values. This effect will increase with increased error variance and higher misspecification. Of the incremental fit indices, RFI seems to be most sensitive to the combination of misspecification and high error variance, while CFI seems to be less sensitive.
2) When the error variance in the data generating process is low, misspecified models will correctly be rejected by the chi-square test. As we know, the power of the chisquare test increases with increasing sample size implying rejection of models where the misspecification is negligible. In this situation we can consult GFI and NFI, which is common practice.
3) When the model is correctly specified, the rejection rate for the chi square test is close to 5% and seems to be independent of sample size and the level of error variance.
For the researchers testing SEM models, the following guidelines can be useful to interpret the fit measures more correctly:
Our simulation study shows that neither the chi-square test, RMSEA, GFI, nor NFI can reliable give information about the model fit and the variance of the error terms as a single measure or fit. However, they behave differently under the impact of the level of error variance, misspecification, and sample size. Consequently the fit indices should favorably be interpreted simultaneously as demonstrated in the scheme above.
The problem is misspecification: If the model is misspecified, the chi-square test, the RMSEA or the GFI will loose power as a function of increased error variance in the DGP. This can and at the same time the effect parameters (i.e., factor loadings) are low one should inspect the incremental fit indices NFI, RFI, and CFI. They can give valuable information when the chi-square, the GFI, and the RMSEA do not work.
Admittedly our results and implications may not be generalized across all types of misspecification, models and estimation methods. We have only focused on ML and on three different models. Misspecification is discussed in one of the three models, namely a relatively simple two factor CFA -model with correlated factors. Further research should investigate more complex models, and also include other estimation methods e.g., the GLS and ULS.
Likewise studies should be performed to look into the effects of non-normal data on the simultaneous interpretation of fit measures as proposed in this paper. The same as for DGPFU1
The same as for DGPFU1
Where we assume:
• ξ 1 ∼ 0.75 N (0,1) , ξ 2 ∼ 0.87 N (0,1) and independent of each other.
, ,..., δ δ δ are independent of each other.
• Six levels of error variance: 
