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SOMMAIRE
Dans ce mémoire nous avons, en premier lieu, identiﬁé et présenté deux méthodes de
calcul de l'ensemble de Pareto.Ces méthodes ne demandent qu'un logiciel élémentaire de
programmation linéaire. En second lieu nous avons analysé une problématique issue du
domaine de la fonderie. Nous avons présenté un problème de base de mélange classique.
Ensuite nous avons considéré un problème bicritère de correction d'un prémélange et
calculé son ensemble de Pareto. En troisième lieu nous avons constaté qu'il était possible
de présenter une formulation uniﬁée des deux problèmes précédents sous forme d'un se-
cond problème bicritère. Cette uniﬁcation fait intervenir une transformation géométrique.
Finalement nous avons terminé ce mémoire par une étude sommaire de cette transfor-
mation géométrique mettant en évidence les cônes de préférence associés aux ensembles
de Pareto de ces diﬀérents problèmes.
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INTRODUCTION
Dans les entreprises, le preneur de décision a besoin d'outils ﬁables compte tenu du grand
nombre d'objectifs et de contraintes à considérer. La programmation mathématique est
l'un des outils à la dispositon du preneur de décision car grâce à elle, il pourra identiﬁer
la meilleure possibilité qui s'oﬀre à lui.
En programmation mathématique la résolution d'un problème monocritère a été longue-
ment étudiée, mais on sait que c'est rare d'avoir un seul critère pour un problème. C'est
pourquoi, partant de cette bonne connaissance du cas monocritère, on peut élaborer
des méthodes résolvant le cas bicritère. On appliquera ces méthodes ainsi établies à un
problème de fonderie.
Notre travail est divisé en cinq chapitres. Dans le premier chapitre on présente deux
diﬀérentes méthodes de résolution d'un problème de programmation bicritère et leurs
algorithmes. Ces méthodes ramènent un problème bicritère à un problème monocritère
[1, 3, 4, 5, 7, 14, 15, 17, 20, 21, 25]. On verra une méthode utilisant l'analyse paramétrique
[6, 8] et une méthode utilisant la pondération des critères et l'interpolation. Ces méthodes
nous permettent d'obtenir l'ensemble de Pareto Ec et la frontière de l'ensemble réalisable
∂Sc dans l'espace des critères. Le second chapitre nous montre les diﬀérentes étapes pour
le traçage de l'ensemble de Pareto Ec et la frontière de l'ensemble réalisable ∂Sc. On
montre les résultats et les graphes pour un cas où l'ensemble de Pareto Ec est borné et un
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cas où l'ensemble de Pareto Ec est non borné. Le troisième chapitre traite un problème
de fonderie, le cas d'un problème simple sans prémélange (P o) et le cas d'un problème
de correction avec un prémélange à coût nul (P a). Le quatrième chapitre traite le cas
du problème uniﬁé (P u), qui relie les problèmes (P o) et (P a). Le cinquième chapitre
traite d'une transformation géométrique T qui permet de voir le lien entre (P o), (P a) et
(P u). On verra comment cette transformation T aﬀecte diﬀérentes formes géométriques,
à savoir une droite, un cône et une conique.
2
CHAPITRE 1
Visualisation de l'ensemble de Pareto
dans l'espace des critères pour la
programmation linéaire bicritère
1.1 Introduction
Dans ce chapitre, nous présentons deux méthodes de traçage de l'ensemble de Pareto dans
l'espace des critères pour des problèmes de programmation mathématique linéaire bicri-
tère. Nous rappelons la méthode basée sur l'analyse paramétrique du problème transformé
en problème monocritère, voir par exemple [6, 8]. Ensuite, nous présentons une méthode
basée sur le problème pondéré correspondant, qui combine l'interpolation et la pondé-
ration des deux critères et ne requiert que la solution optimale d'un appel à un logiciel
monocritère standard. Rappelons que l'approche basée sur le problème pondéré a déjà
été utilisée dans d'autres études [1, 3, 4, 5, 7, 14, 15, 17, 20, 21, 25].
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Dans ce qui suit, la présentation des principaux résultats concernant la structure géo-
métrique de l'ensemble de Pareto est l'objet de la Section 2. La Section 3 discute des
méthodes de détermination de l'ensemble de Pareto dans l'espace des critères. À la Sec-
tion 4, nous indiquons comment utiliser ces méthodes pour également tracer la frontière
de l'ensemble réalisable dans l'espace des critères.
1.2 Programmation linéaire bicritère
Le problème de programmation linéaire bicritère que nous considérons se pose sous la
forme (voir [23, 22])
(Pbc)

max z1(x) = c1x
max z2(x) = c2x
sujet à
Ax = b
x ≥ 0,
où x est un n-vecteur colonne, c1 et c2 sont des n-vecteurs lignes, b est un m-vecteur
colonne et A est une (m,n)-matrice.
Notons S l'ensemble des solutions réalisables dans l'espace des décisions donné par
S = {x ∈ Rn|Ax = b, x ≥ 0},
et Sc la région réalisable dans l'espace des critères R2 déﬁnie par
Sc = {z ∈ R2|z = Cx pour x ∈ S} = CS
où
C =
(
c1
c2
)
.
Une solution réalisable x ∈ S est une solution eﬃcace si et seulement si il n'existe aucune
autre solution réalisable x¯ ∈ S telle que (a) zi(x¯) ≥ zi(x) pour i = 1, 2 et (b) zj(x¯) > zj(x)
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pour au moins un j ∈ {1, 2}. On peut aussi dire qu'une solution réalisable x ∈ S est une
solution eﬃcace z(x) ∈ Ec si et seulement si (z(x) + R2+)
⋂
Sc = {z(x)}.
L'ensemble de toutes les solutions réalisables eﬃcaces est l'ensemble noté E, aussi appelé
ensemble de Pareto. La représentation de l'ensemble eﬃcace E dans l'espace des critères
est l'ensemble Ec = CE. C'est cet ensemble dans R2 que nous tenterons de visualiser.
Un gradient pondéré relativement au problème (Pbc) est représenté par toute combinaison
linéaire des gradients ∇zi = ci (i = 1, 2). Le cône critère ouvert (convexe) est donné par
K = {∇αz | ∇αz = α1c1 + α2c2 où αi > 0 (i = 1, 2)} .
Tous les éléments de K sont des multiples positifs des gradients pondérés de l'ensemble
G = {∇λz | ∇λz = (1− λ)c1 + λc2 où λ ∈ (0, 1)}
Sous la condition d'indépendance linéaire de c1 et c2, l'ensemble eﬃcace E du problème
(Pbc) est l'ensemble de toutes les solutions optimales des programmes linéaires obtenus
en utilisant les gradients pondérés du cône critère ouvert K ou, de façon équivalente, en
utilisant les gradients pondérés de G. Notons qu'en utilisant le gradient pondéré, nous
avons
z(x;λ) = (∇λz)x = [(1− λ)c1 + λc2]x = (1− λ)z1(x) + λz2(x),
et si on pose
(Pmax(λ))

max z(x;λ) = (∇λz)x
sujet à
x ∈ S
nous avons [23]
E =
⋃
λ∈(0,1)
arg max
x∈S
z(x;λ).
De plus l'ensemble eﬃcace E est un ensemble connexe formé d'une union ﬁnie de faces,
d'arêtes et de sommets de S, et Ec est l'image dans R2 de E par une transformation
linéaire. Trois situations peuvent se produire.
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Si les deux critères sont bornés supérieurement sur S, alors Ec est une ligne polygonale
simple et compacte. Cet ensemble est composé d'un nombre ﬁni L de segments de la
forme [Ql−1, Ql] et tels que
Ec =
L⋃
l=1
[Ql−1, Ql]
et
(Ql−1, Ql) ∩
(
Ql˜−1, Ql˜
)
= ∅ si l 6= l˜.
À chaque segment est associé une pondération λl−1,l telle que le vecteur [1− λl−1,l, λl−1,l]
est perpendiculaire au segment [Ql−1, Ql]. De plus à chaque sommet Ql = (zl1, z
l
2) on
associe un intervalle
[
λl, λl
]
avec (λl, λl) 6= ∅ et où
λ0 = 0,
λl−1 = λl = λl−1,l pour l = 1, . . . , L,
λL = 1,
voir [11].
Si un des deux critères est borné supérieurement et l'autre ne l'est pas sur S, alors Ec est
une ligne polygonale simple dont le dernier segment est un rayon non borné. On aura
Ec =
(
L−1⋃
l=1
[Ql−1, Ql]
)
∪R(QL−1;D)
où R(QL−1;D) est un rayon issu de QL−1 de direction D
R(QL−1;D) = {QL−1 + µD | µ ≥ 0} .
Finalement si les deux critères sont non bornés sur S, Ec est vide.
Cet ensemble eﬃcace Ec peut également être parcouru en utilisant l'analyse paramétrique
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d'un problème à un critère [8, 6]. En eﬀet on transforme (Pbc) en un problème à un critère
(Pmax1|2 (θ))

max z1(x) = c1x
sujet à
Ax = b
c2x = θ
x ≥ 0,
pour une valeur appropriée du paramètre θ. Posons
A˜ =
[
A
c2
]
et b˜ =
[
b
θ
]
.
Divisons la matrice A˜ en deux parties de telle sorte que A˜ =
[
B˜ N˜
]
où B˜ est une matrice
inversible. Notons xB les variables de base et xN les variables hors-base. Nous pouvons
écrire
B˜xB + N˜xN = b˜
et
z1(x) = c1BxB + c1NxN ,
d'où
xB = B˜
−1(˜b− N˜xN)
et
z1 = c1BB˜
−1b˜+
[
c1N − c1BB˜−1N˜
]
xN .
Puisque l'on maximise z1, il faut que les coûts réduits c1N − c1BB˜−1N˜ ≤ 0 pour que
xB = B˜
−1b˜ ≥ 0 et xN = 0 soit une solution optimale. Ces coûts réduits ne dépendent
pas de θ de sorte que la base B˜ demeurera une base optimale tant que
xB = B˜
−1
[
b
θ
]
≥ 0 et xN = 0,
ce qui sera possible pour θ dans un certain intervalle
[
θ, θ
]
. On peut passer ainsi direc-
tement de Ql−1 à Ql pour l = 1, . . . , L en augmentant θ de façon appropriée.
Pour terminer cette section, rappelons que la fonction
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ϕ(λ) = max
x∈S
z(x;λ)
déﬁnie pour λ ∈ [0, 1] est convexe [12]. Associons à chaque sommet Q = (z1, z2) ∈ Ec la
fonction
ϕQ(λ) = (1− λ)z1 + λz2.
Nous en déduisons que
ϕ(λ) = max
{
ϕQ(λ)
∣∣ Q ∈ Ec} = max{ϕQl(λ) ∣∣ l = 0, . . . , L} .
De plus, nous avons
ϕ(λ) = ϕQl(λ) pour tout λ ∈
[
λl, λl
]
.
Dans la suite nous donnerons quelques méthodes de calcul de l'ensemble eﬃcace Ec et
étendrons ces méthodes au calcul de la frontière de l'ensemble réalisable dans l'espace
des critères ∂Sc.
1.3 Calcul de l'ensemble eﬃcace Ec
Cette section est consacrée à la présentation de 3 méthodes de détermination de l'en-
semble eﬃcace Ec. Nous supposerons d'abord que nous avons un problème borné. Nous
indiquerons comment les méthodes peuvent être facilement adaptées aux problèmes non
bornés.
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1.3.1 Méthode utilisant l'analyse paramétrique
Tel que décrit précédemment, cette méthode consiste à ramener le problème bicritère à
un problème monocritère en faisant passer un des deux critères en une contrainte et en
faisant varier le membre de droite de la contrainte (voir [8, 22, 23]).
Plus précisément, on initialise, c'est-à-dire on détermine les points Q0 et QL, en considé-
rant les problèmes
(Pmax1 )

max z1(x) = c1x
sujet à
Ax = b
x ≥ 0
et on pose z+1 le maximum de ce programme. Ensuite on fait
(Pmax2|1 (z
+
1 ))

max z2(x) = c2x
sujet à
Ax = b
c1x = z
+
1
x ≥ 0
et on pose z+2 (z
+
1 ) le maximum de ce programme. On répète en changeant le rôle des
critères. On débute alors avec
(Pmax2 )

max z2(x) = c2x
sujet à
Ax = b
x ≥ 0
et on pose z+2 le maximum de ce programme. Ensuite on fait
(Pmax1|2 (z
+
2 ))

max z1(x) = c1x
sujet à
Ax = b
c2x = z
+
2
x ≥ 0
et on pose z+1 (z
+
2 ) le maximum de ce programme. Finalement, les points (z
+
1 , z
+
2 (z
+
1 )) et
(z+1 (z
+
2 ), z
+
2 ) sont les points Q0 et QL correspondant aux extrémités de l'ensemble Ec.
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Pour déterminer les autres points de l'ensemble, on utilise l'analyse de sensibilité par
rapport au paramètre θ et on considère le programme suivant
(Pmax1|2 (θ))

max z1(x) = c1x
sujet à
Ax = b
c2x = θ
x ≥ 0,
pour θ ∈ (z+2 (z+1 ), z+2 ) et ainsi passer de (z+1 , z+2 (z+1 )) à (z+1 (z+2 ), z+2 ) dans le sens anti-
horaire, ou bien de façon équivalente on résoud le programme suivant
(Pmax2|1 (θ))

max z2(x) = c2x
sujet à
Ax = b
c1x = θ
x ≥ 0,
pour θ ∈ (z+1 (z+2 ), z+1 ) et ainsi passer de (z+1 (z+2 ), z+2 ) à (z+1 , z+2 (z+1 )) dans le sens horaire.
La procédure permettant de passer de Q0 = (z
+
1 , z
+
2 (z
+
1 )) à QL = (z
+
1 (z
+
2 ), z
+
2 ) (dans le
sens antihoraire) s'écrit alors comme suit.
Méthode basée sur l'analyse paramétrique
Étape 0 Initialisation
 Résoudre (Pmax1 ) et calculer z
+
1 ;
 Résoudre (Pmax2|1 ), calculer z
+
2 (z
+
1 ) ;
 Poser L := 0 et Q0 := (z
+
1 , z
+
2 (z
+
1 )) et θ = z
+
2 (z
+
1 )
 Résoudre (Pmax1|2 (θ)) et extraire ∆θ ≥ 0 du tableau de l'analyse de sensibilité ;
 Résoudre (Pmax2 ) et calculer z
+
2 ;
Étape 1 Tant que ∆θ > 0, faire :
 Poser L := L+ 1 ;
 Poser θ := θ + ∆θ ;
10
 Résoudre (Pmax1|2 (θ)), calculer z
+
1 (θ) et extraire ∆θ ≥ 0 de l'analyse de sensibilité ;
 Poser QL := (z
+
1 (θ), θ).
D'un point de vue pratique on constate que cette méthode demande au maximum 2L
appels au simplexe. Il peut arriver que ∆θ = 0 sans qu'on ait terminé le calcul de tous
les points. Il faut alors poser ∆θ =  (assez petit) et continuer le processus.
1.3.2 Méthode utilisant l'interpolation
On part de la fonction ϕ(λ) déﬁnie pour λ ∈ [0, 1] et vériﬁant
ϕ(λ) = max
{
ϕQl(λ)
∣∣ l = 0, . . . , L} .
Notons que pour Q = (z1, z2) ∈ Ec, la fonction ϕQ(λ) est la fonction linéaire d'interpola-
tion passant par (0, z1) et (1, z2). Le graphe de ϕ(λ), donné à la Figure 1.1, est obtenu
en prenant pour chaque valeur de λ le maximum des valeurs ϕQl(λ) pour l = 0, . . . , L.
On obtient ainsi une fonction continue linéaire par morceaux et convexe. Les points de
changement de pente sont les valeurs croissantes de λl−1,l pour l = 1, . . . , L.
Soient deux points Qi = (zi1, z
i
2), avec λi ∈
[
λi, λi
]
, et Qj = (z
j
1, z
j
2), avec λj ∈
[
λj, λj
]
,
tels que λi < λj. Comme la pente associée à ϕQ augmente strictement pour Q passant
de Q0 à QL sur Ec, on peut déterminer λ∗ tel que
ϕQi(λ
∗) = ϕQj(λ
∗).
En fait
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Figure 1.1  Graphe de ϕ(λ) .
λ∗ =
zi1 − zj1
(zi1 − zj1) + (zj2 − zi2)
∈ [λi, λj] .
Notons par ϕ∗Qi,Qj cette valeur commune ϕQi(λ
∗) = ϕQj(λ
∗). De plus par convexité de
ϕ(λ),
ϕ∗Qi,Qj ≤ ϕ(λ∗).
Nous en déduisons l'algorithme suivant pour déterminer l'ensemble de Pareto Ec.
Méthode de tir par interpolation
Étape 0 Initialisation
 Poser Q0 := (z
+
1 , z
+
2 (z
+
1 )) et Q1 := (z
+
1 (z
+
2 ), z
+
2 ) ;
 Associer à Q0 :
[
λ0, λ0
]
:= [0, 0] ;
 Asscier à Q1 :
[
λ1, λ1
]
:= [1, 1] ;
 Poser N := 1.
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Étape 1 Faire :
 Choisir l'indice i tel que λi − λi−1 = max
{
λj − λj−1 | j = 1, . . . , N
}
;
 Poser ∆ := λi − λi−1 ;
 Si ∆ > 0 faire :
1. Trouver λ∗ ∈ [λi−1, λi] tel que ϕ∗Qi−1,Qi := ϕQi−1(λ∗) = ϕQi(λ∗) ;
2. Résoudre (Pmax(λ∗)), calculer ϕ(λ∗) et Qλ∗ := (zλ
∗
1 , z
λ∗
2 ) ;
3. Mettre à jour la liste de points :
(a) Si ϕ∗Qi−1,Qi = ϕ(λ
∗), modiﬁer comme suit :
i. Pour Qi−1 :
[
λi−1, λi−1
]
:=
[
λi−1, λ
∗] ;
ii. Pour Qi :
[
λi, λi
]
:=
[
λ∗, λi
]
;
(b) Sinon ϕ∗Qi−1,Qi < ϕ(λ
∗), insérer et modiﬁer comme suit :
i. Insérer Qλ∗ entre Qi−1 et Qi dans la liste avec
[
λ∗, λ
∗]
:= [λ∗, λ∗] ;
ii. Poser N := N + 1 ;
iii. Si ϕQλ∗ (λi−1) = ϕQi−1(λi−1) faire :
A. Poser λ∗ := λi−1 ;
B. Si λi−1 = λi−1, enlever Qi−1 de la liste, et poser N := N − 1 ;
iv. Si ϕQλ∗ (λi) = ϕQi(λi) faire :
A. Poser λ
∗
:= λi ;
B. Si λi = λi, enlever Qi de la liste, et poser N := N − 1 ;
 Sinon (∆ = 0), c'est la ﬁn du procédé (et N = L).
À la ﬁn de l'algorithme nous aurons la liste des Ql avec
[
λl, λl
]
pour l = 0, . . . , L. No-
tons également ici que cette méthode n'utilise que les solutions optimales de problèmes
pondérés, ce qui est relativement simple à obtenir.
13
Pour cette méthode, on constate par diﬀérents problèmes résolus que le nombre d'appels
au logiciel monocritère à l'Étape 1 est au plus 2L− 1.
1.3.3 Remarque sur le cas non borné
Si les deux critères z1(x) et z2(x) sont non bornés supérieurement alors Ec est vide. Ec
est non vide et non borné dans le cas où un seul des deux critères est non borné. Si
z1(x) est borné et z2(x) est non borné, on modiﬁe le problème original en ajoutant une
contrainte de borne supérieure assez grande sur le critère z2(x). L'ensemble Ec de ce
nouveau problème contient les mêmes points Ql (l = 0, . . . , L− 1) que ceux du problème
original et, de plus, le dernier segment est le début du rayon de Ec du problème original.
Ainsi, la direction D du rayon est obtenue en posant D = QL −QL−1.
1.4 Calcul de la frontière ∂Sc
Pour construire la frontière de ∂Sc de l'ensemble réalisable Sc dans l'espace des critères
dans le sens anti-horaire, il suﬃt de construire l'ensemble eﬃcace Ec pour chacun des
quatre couples de coûts suivants selon une des trois méthodes décrites précédemment.
On considère le problème général modèle
(Pbc(k))

maxZ1(x) = C1(k)x
maxZ2(x) = C2(k)x
sujet à
Ax = b
x ≥ 0,
et on considère successivement les coûts suivants(
C1(k)
C2(k)
)
= Tk
(
c1
c2
)
14
avec
Tk =

(
1 0
0 1
)
pour k = 1,(
0 1
−1 0
)
pour k = 2,( −1 0
0 −1
)
pour k = 3,(
0 −1
1 0
)
pour k = 4.
On détermine l'ensemble eﬃcace noté Ec(k) de chacun de ces problèmes. Ensuite on a
∂Sc =
4⋃
k=1
T−1k Ec(k).
Il faut peut-être ici relier l'extrémité terminale de T−1k Ec(k) avec l'extrémité initiale de
T−1k+1Ec(k+1) pour obtenir un ensemble connexe. La courbe ∂Sc est une courbe de Jordan
fermée si le fermé Sc est borné (donc compact), ou non fermée (et non bornée) si le fermé
Sc est non borné. [11, 16]
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CHAPITRE 2
Exemples numériques
2.1 Introduction
Dans ce chapitre, nous illustrons les méthodes développées aux Sections 1.3.1 et 1.3.2.
Nous montrerons les diﬀérentes étapes à suivre pour tracer l'ensemble de Pareto et la
frontière de l'ensemble réalisable ∂Sc d'un problème et les résultats obtenus seront pré-
sentés sous forme de tableaux et de graphes. Nous illustrerons ces méthodes à l'aide
d'exemples numériques dans R2. On traitera un exemple avec un ensemble de Pareto
borné et un exemple avec un ensemble de Pareto non borné.
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2.2 Cas de l'ensemble de Pareto Ec borné
Pour ce cas, résolvons le problème :
(Pex1)

max z1(x) = x1 + 6x2
max z2(x) = 2x1 − 4x2
sujet à
x1 ≤ 20
x2 ≤ 15
x1 − 2x2 ≤ 11
2x1 − x2 ≤ 34
2x1 + x2 ≤ 48
x1 + x2 ≤ 29
x1 + 2x2 ≤ 40
x1 + 3x2 ≤ 52
x1 + 6x2 ≤ 91
x1 + 4x2 ≥ 10
x1 + x2 ≥ 7
5x1 + 2x2 ≥ 20
x1, x2 ≥ 0.
avec A =

1 0
0 1
1 −2
2 −1
2 1
1 1
1 2
1 3
1 6
−1 −4
−1 −1
−5 −2
−1 0
0 −1

, b =

20
15
11
34
48
29
40
52
91
−10
−7
−20
0
0

, x =
(
x1
x2
)
et c =
(
1 6
2 −4
)
.
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2.2.1 Vériﬁcation du caractère borné de Ec
Pour ce problème z1(x) et z2(x) sont bornés sur l'ensemble réalisable S, ainsi Ec est
une courbe polygonale simple et bornée, donc compacte. On verra que L = 6 dans cet
exemple-ci.
2.2.2 Méthode paramétrique
Détermination de l'ensemble eﬃcace Ec
Nous utilisons la méthode paramétrique de la Section 1.3.1 pour trouver l'ensemble eﬃ-
cace Ec. On recherche les deux points aux extrémités (z
+
1 , z
+
2 (z
+
1 )) et (z
+
1 (z
+
2 ), z
+
2 ), puis
tous les autres points de l'ensemble eﬃcace en utilisant (Pmax1|2 (θ)) avec θ ∈ (z+2 (z+1 ), z+2 ).
Pour (Pex1) les deux points aux extrémités sont (91,−26) et (43, 22). En utilisant (Pmax1|2 (θ))
on trouve les autres points à partir de θ = −26 jusqu'à θ = 22. En utilisant l'analyse
de sensibilité on retrouve les diﬀérentes valeurs de ∆θ, ces valeurs devraient toutes être
non nulles tant qu'on a pas atteint un point aux extrémités, mais ce n'est pas toujours le
cas. Lorsque ∆θ = 0 sans qu'on ait atteint un point aux extrémités on ajoute une petite
valeur, dans notre cas 0, 05 et on continue. Le Tableau 2.1 nous montre les valeurs des
coordonnées des sommets de l'ensemble eﬃcace dans l'espace des critères (et les points
correspondants dans l'espace des décisions). Il nous indique aussi les diﬀérentes valeurs
de ∆θ utilisées pour obtenir deux sommets consécutifs. Pour ce problème on fait appel à
l'analyse de sensibilité 12 fois pour trouver l'ensemble eﬃcace de (Pex1).
Détermination de la frontière ∂Sc
Utilisons la méthode développée à la Section 1.4 pour construire la frontière ∂Sc du
domaine réalisable Sc dans le sens anti-horaire. On vériﬁe ici que −z1(x) et −z2(x) sont
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∆θ (x1, x2) (z1, z2)
0 (13,13) (91,-26)
9.95 (13.02,13) (90.99,-25.95)
0 (16,12) (88,-16)
7.95 (16.01,11.99) (87.98,-15.95)
0 (18,11) (84,-8)
5.95 (18.01,10.99) (83.96,-7.95)
0 (19,10) (79,-2)
9.95 (19,9.99) (78.95,-1.95)
0 (20,8) (68,8)
7.95 (20,7.99) (67.93,8.05)
6 (20,6) (56,16)
0 (19,4) (43,22)
Tableau 2.1  Résultats pour Ec borné avec la méthode paramétrique
également bornés supérieurement sur S et on obtient ici une frontière ∂Sc compact. Le
Tableau 2.2 nous donne les coordonnées des points de l'ensemble réalisable dans l'espace
des critères (et les points correspondants dans l'espace des décisions). Il nous indique
aussi les diﬀérentes valeurs de ∆θ utilisées pour obtenir deux sommets consécutifs. Ici on
doit relier les points (43, 22) et (11, 22) ainsi que les points (91,−58) et (91,−26) pour
avoir une courbe fermée. On fait appel à l'algorithme du simplexe 25 fois pour trouver
la frontière de l'ensemble réalisable de (Pex1). Les ∆θ < 0 dans le tableau viennent des
transformations Tk utilisées ici.
2.2.3 La méthode de pondération utilisant l'interpolation
Détermination de l'ensemble eﬃcace Ec
Utilisons la méthode interpolatoire de la Section 1.3.3 pour obtenir l'ensemble de Pareto
de (Pex1). On trouve les points de l'ensemble de Pareto en utilisant la méthode de tir par
interpolation. Le Tableau 2.3 nous présente les coordonnées des points de l'ensemble eﬃ-
cace dans l'espace des critères (et les points correspondants dans l'espace des décisions).
Il nous expose aussi l'intervalle [λ, λ] pour lequel on trouve chacun des points. Pour ce
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∆θ (x1, x2) (z1, z2)
0 (13,13) (91,-26)
9.95 (13.02,13) (90.99,-25.95)
0 (16,12) (88,-16)
7.95 (16.01,11.99) (87.98,-15.95)
0 (18,11) (84,-8)
5.95 (18.01,10.99) (83.96,-7.95)
0 (19,10) (79,-2)
9.95 (19,9.99) (78.95,-1.95)
0 (20,8) (68,8)
7.95 (20,7.99) (67.93,8.05)
6 (20,6) (56,16)
0 (19,4) (43,22)
0 (11,0) (11,22)
-0.95 (10.95,0) (10.95,21.90)
0 (10,0) (10,20)
-12 (10,0) (10,20)
0 (6,1) (12,8)
-23.95 (5.99,1.01) (12.04,7.95)
0 (2,5) (32,-16)
-23.95 (2,5.01) (32.06,-16.05)
0 (0,10) (60,-40)
-19.95 (0,10.01) (60.08,-40.05)
0 (0,15) (90,-60)
1 (0,15) (90,-60)
0 (1,15) (91,-58)
Tableau 2.2  Résultats pour ∂Sc borné avec la méthode paramétrique
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problème on fait appel à l'algorithme du simplexe 10 fois pour trouver l'ensemble eﬃcace
de (Pex1).
λ λ (x1, x2) (z1, z2)
0 0.23076 (13,13) (91,-26)
0.23076 0.33333 (16,12) (88,-16)
0.33333 0.45454 (18,11) (84,-8)
0.45454 0.52380 (19,10) (79,-2)
0.52380 0.60000 (20,8) (68,8)
0.60000 0.68421 (20,6) (56,16)
0.68421 1 (19,4) (43,22)
Tableau 2.3  Résultats pour Ec borné avec la méthode de pondération utilisant l'inter-
polation
Détermination de la frontière ∂Sc
Utilisons la méthode développée à la Section 1.4 pour agencer la frontière ∂Sc du do-
maine réalisable Sc. Le Tableau 2.4 nous montre les coordonnées des points extrêmes de
l'ensemble réalisable dans l'espace des critères (et les points correspondants dans l'espace
des décisions). Il nous donne aussi les intervalles [λ, λ] pour lesquels on trouve ces valeurs.
Ici on relie les points (43, 22) et (11, 22) ainsi que les points (91,−58) et (91,−26) pour
avoir une courbe fermée. On fait appel à l'algorithme du simplexe 19 fois pour trouver
la frontière ∂Sc de l'ensemble réalisable de (Pex1).
La Figure 2.1 représente l'ensemble de Pareto dans l'espace des critères Ec et la Figure
2.2 représente la frontière de l'ensemble réalisable dans l'espace des critères ∂Sc.
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Figure 2.1  Ensemble de Pareto Ec de (Pex1)
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∂Sc (Pex1)
λ λ (x1, x2) (z1, z2)
0 0.23076 (13,13) (91,-26)
0.23076 0.33333 (16,12) (88,-16)
0.33333 0.45454 (18,11) (84,-8)
0.45454 0.52380 (19,10) (79,-2)
0.52380 0.60000 (20,8) (68,8)
0.60000 0.68421 (20,6) (56,16)
0.68421 1 (19,4) (43,22)
0 0.66666 (11,0) (11,22)
0.66666 1 (10,0) (10,20)
0 0.14285 (10,0) (10,20)
0.14285 0.45454 (6,1) (12,8)
0.45454 0.53846 (2,5) (32,-16)
0.53846 0.60000 (0,10) (60,-40)
0.60000 1 (0,15) (90,-60)
0 0.66666 (0,15) (90,-60)
0.66666 1 (1,15) (91,-58)
Tableau 2.4  Résultats pour ∂Sc borné avec la méthode de pondération utilisant l'inter-
polation
2.3 Cas de l'ensemble de Pareto Ec non-borné
Pour ce cas résolvons :
(Pex2)

max z1(x) = x1 + 6x2
max z2(x) = 2x1 − 4x2
sujet à
x1 ≤ 20
x1 − 2x2 ≤ 11
2x1 − x2 ≤ 34
x1 + 4x2 ≥ 10
x1 + x2 ≥ 7
5x1 + 2x2 ≥ 20
x1, x2 ≥ 0.
24
avec A =

1 0
1 −2
2 −1
−1 −4
−1 −1
−5 −2
−1 0
0 −1

, b =

20
11
34
−10
−7
−20
0
0

, x =
(
x1
x2
)
et c =
(
1 6
2 −4
)
.
2.3.1 Vériﬁcation du caractère non borné de Ec
Pour ce problème z1(x) est non borné sur S tandis que z2(x) l'est. Ainsi Ec est non vide
et non borné.
2.3.2 Méthode paramétrique
Détermination de l'ensemble eﬃcace Ec
Nous utilisons la méthode paramétrique de la Section 1.3.1 pour trouver l'ensemble ef-
ﬁcace Ec. En utilisant la méthode développée à la Section 1.3.4 on peut borner (Pex2)
et résoudre un nouveau problème (P bex2) borné. On borne (Pex2) en y ajoutant la nou-
velle contrainte z1(x) ≤ α = 98. Au Tableau 2.5 on y voit les points de Ec de (P bex2).
D'après la méthode développée à la Section 1.3.4 on peut maintenant déterminer les
points de (Pex2). Le point (98,−12) n'appartient pas à (Pex2), la direction D du rayon est
D = (98,−12)−(56, 16) = (42,−28) et le rayon part du point (56, 16). Pour ce problème,
on fait appel à l'analyse de sensibilité 3 fois pour pouvoir trouver l'ensemble eﬃcace de
(P bex2).
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∆θ (x1, x2) (z1, z2)
28 (20,13) (98,-12)
6 (20,6) (56,16)
0 (19,4) (43,22)
Tableau 2.5  Résultats pour Ec non borné avec la méthode paramétrique
Détermination de la frontière ∂Sc
Ici nous utilisons la méthode développée à la Section 1.4 pour obtenir la frontière du do-
maine réalisable ∂Sc du problème (P bex2). Cela nous donnera tous les points extrêmes
de la frontière ∂Sc et les directions des ensembles eﬃcaces non bornés. Au Tableau
2.6 on y voit les points extrêmes de l'ensemble réalisable ∂Sc de (P bex2). L'ensemble
réalisable de (Pex2) est constitué de tous les points de (P bex2) sauf les trois points sui-
vants : (60.1,−40.05) (98,−12) et (98,−65.33). Les deux directions des ensembles eﬃ-
caces non bornés sont D1 = (98,−12) − (56, 16) = (42,−28) qui part du point (56, 16)
et D2 = (98,−65.33)− (60,−40) = (38,−25.33) qui débute au point (60,−40). On doit
relier les points (43, 22) et (11, 22) pour avoir un ensemble connexe. Pour ce problème
on fait appel à l'analyse de sensibilité 14 fois pour trouver la frontière de l'ensemble
réalisable ∂Sc de (P bex2).
2.3.3 Méthode de pondération utilisant l'interpolation
Détermination de l'ensemble eﬃcace Ec
Utilisons la méthode interpolatoire de la Section 1.3.3 pour obtenir l'ensemble de Pareto
de (Pex2). En utilisant la méthode développée à la Section 1.3.4 on borne (Pex2) et on
résout un nouveau problème (P bex2) borné. On ajoute à (Pex2) la nouvelle contrainte
z1(x) ≤ α = 98. Les résultats obtenus sont au Tableau 2.7. La Section 1.3.4 nous permet
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∆θ (x1, x2) (z1, z2)
28 (20,13) (98,-12)
6 (20,6) (56,16)
0 (19,4) (43,22)
0 (11,0) (11,22)
-0.95 (10.95,0) (10.95,21.90)
0 (10,0) (10,20)
-12 (10,0) (10,20)
0 (6,1) (12,8)
-23.95 (5.99,1.01) (12.04,7.95)
0 (2,5) (32,-16)
-23.95 (2,5.01) (32.06,-16.05)
0 (0,10) (60,-40)
-25.28 (0,10.01) (60.05,-40.03)
0 (0,16.33) (98,-65.33)
(0,16.33) (98,-65.33)
Tableau 2.6  Résultats pour ∂Sc non borné avec la méthode paramétrique
d'identiﬁer les points de (Pex2), le point (98,−12) n'appartient pas à (Pex2), la direction
D du rayon est D = (98,−12) − (56, 16) = (42,−28) et le rayon commence au point
(56, 16).Pour ce problème on fait appel à l'analyse de sensibilité 5 fois pour trouver
l'ensemble eﬃcace de (P bex2).
λ λ (x1, x2) (z1, z2)
0 0.60000 (20,13) (98,-12)
0.60000 0.68421 (20,6) (56,16)
0.68421 1 (19,4) (43,22)
Tableau 2.7  Résultats pour Ec non borné avec la méthode de pondération utilisant
l'interpolation
Détermination de la frontière ∂Sc
Nous utiliserons aussi la méthode développée à la Section 1.4 pour construire la frontière
∂Sc du domaine réalisable de (P bex2). Les résultats de (P
b
ex2) sont au Tableau 2.8, ce sont
les coordonnées des points de l'ensemble réalisable dans ∂Sc et ∂S. Il nous indique aussi
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les intervalles [λ, λ] pour lesquels on trouve ces valeurs. La Section 1.3.4 nous permet
d'obtenir l'ensemble réalisable de (Pex2), elle est constitué de tous les points de (P bex2)
sauf les deux points suivants : (98,−12) et (98,−65.33). Les deux directions des ensembles
eﬃcaces non bornés sont D1 = (98,−12)− (56, 16) = (42,−28) qui commence à (56, 16)
et D2 = (98,−65.33) − (60,−40) = (38,−25.33) qui débute à (60,−40). On relie les
points (43, 22) et (11, 22) pour avoir un ensemble connexe. On fait appel à l'algorithme
du simplexe 19 fois pour trouver l'ensemble réalisable de (P bex2).
λ λ (x1, x2) (z1, z2)
0 0.60000 (20,13) (98,-12)
0.60000 0.68421 (20,6) (56,16)
0.68421 1 (19,4) (43,22)
0 0.66666 (11,0) (11,22)
0.66666 1 (10,0) (10,20)
0 0.14285 (10,0) (10,20)
0.14285 0.45454 (6,1) (12,8)
0.45454 0.53846 (2,5) (32,-16)
0.53846 0.60000 (0,10) (60,-40)
0.60000 1 (0,16.33) (98,-65.33)
0 1 (0,16.33) (98,-65.33)
Tableau 2.8  Résultats pour ∂Sc non borné avec la méthode de pondération utilisant
l'interpolation
La Figure 2.3 représente l'ensemble eﬃcace dans l'espace des critères Ec et la Figure 2.4
représente la frontière de l'ensemble réalisable dans l'espace des critères ∂Sc.
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Ec (Pex2)
∂Sc (Pex2)
CHAPITRE 3
Ensemble de Pareto pour un problème
de mélange en métallurgie
3.1 Introduction
Dans ce texte nous traitons un problème de mélange rencontré en métallurgie, plus pré-
cisément dans les fonderies. Il s'agit d'utiliser des matériaux, par exemple de la ferraille
à recycler, aﬁn de constituer des mélanges ayant des propriétés désirées. Ces propriétés
sont appelées les spéciﬁcations du mélange, ce sont les teneurs du mélange par rapport
à certains éléments chimiques de base.
Le problème de base que nous décrirons en premier lieu consiste à faire un mélange à
coût minimal tout en vériﬁant les contraintes sur les spéciﬁcations, c'est un problème
classique de mélange résolu par la programmation linéaire.
Le second problème que nous présentons est le problème de correction à apporter à une
quantité donnée d'un prémélange. Celui-ci ne satisfait pas à toutes les contraintes sur les
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spéciﬁcations, dois être corrigé en utilisant les matériaux disponibles. Cette correction
peut se faire à coût minimal ou à poids minimal. Nous avons ainsi une formulation
bicritère et nous identiﬁerons la surface de Pareto de ce problème qui donne le lien entre
les solutions à coût minimal et à poids minimal.
Les problèmes de mélange sont fréquents en recherche opérationnelle [8]. Par exemple, le
problème de diète est un problème type et il a reçu beaucoup d'attention [9, 13, 18, 19,
10, 24]. Une variante de ce problème est le problème de "pooling" [2].
3.2 Problème de base
3.2.1 Description du problème
On dispose de N matériaux, ou éléments, pour produire un mélange. Posons pin ≥ 0 le
poids du n-ième matériau dans le mélange ﬁnal (n=1, . . . , N). Le poids total du mélange
sera
zpoids =
N∑
n=1
pin. (3.1)
Les matériaux ont des coûts unitaires cn (pour n=1, . . . , N). Le coût d'une unité du
mélange est alors
zcoût =
N∑
n=1
cnpin. (3.2)
Les spéciﬁcations du mélange et des matériaux sont les quantités (proportions % ou
teneurs) bien connues d'éléments chimiques de base (aluminium, carbone, chrome, cuivre,
fer, etc.) contenues dans une unité de poids du matériau. Au total typiquement il peut
y avoir entre 10 et 20 éléments chimiques de base qui caractérisent le mélange. Chacun
des matériaux est caractérisé par M spéciﬁcations notées sm,n (m=1, . . . ,M).
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On determine les spéciﬁcations du mélange par simple combinaison linéaire des spéciﬁ-
cations des N éléments du mélange. Si nous notons par specm la m-ième spéciﬁcation du
mélange, nous aurons alors
specmzpoids =
N∑
n=1
sm,npin. (3.3)
Les spéciﬁcations du mélange sont soumises à deux types de contraintes.
1. Chacune des spéciﬁcations doit être dans un intervalle bien déterminé c'est-à-dire
specminm ≤ specm ≤ specmaxm pour m = 1, . . . ,M (3.4)
où specminm ≥ 0, respectivement specmaxm ≤ 1, est la valeur minimale, respectivement
maximale, permise pour la m-ième spéciﬁcation du mélange.
Figure 3.1  Spéciﬁcations couplées.
2. Les spéciﬁcations peuvent être reliées entre elles par J relations linéaires de la forme
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M∑
m=1
αj,mspecm

≤
=
≥
 βj. (3.5)
pour j=1, . . . , J .
Par exemple à la ﬁgure 3.1 nous illustrons une situation où il y a 4 liens entre les
spéciﬁcations de deux éléments chimiques notés A et B. Le couple de spéciﬁca-
tion (specA, specB) doit être à l'intérieur du quadrilatère délimité par les 4 droites
données en plus de satisfaire aux bornes minimales et maximales.
3.2.2 Modélisation du problème
On cherche un mélange de poids unité, c'est-à-dire zpoids = 1, à coût minimum satisfaisant
aux contraintes de types 1 et 2. Les variables de décision sont les pin pour n=1, . . . , N .
La formulation est donc
(P o)

min zcoût =
∑N
n=1 cnpin ,
sujet à
(i)
∑N
n=1 pin = 1 ;
(ii) pour m = 1, . . . ,M :
∑N
n=1 sm,npin

≤ specmaxm ,
≥ specminm ;
(iii) pour j = 1, . . . , J :∑N
n=1
[∑M
m=1 αj,msm,n
]
pin

≤
=
≥
 βj ;
(iv) pin ≥ 0 pour n = 1, . . . , N.
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Notons par So l'ensemble de solution réalisable pi = (pi0, ..., pin) de ce problème et par
Soc = {zcouˆt|zcouˆt =
∑N
n=1 cnpin, pi ∈ So} ⊂ R. Notons que Soc est un ensemble convexe de
R, c'est un intervalle ﬁni et fermé.
3.2.3 Exemple numérique
Dans notre exemple numérique issu d'un contexte réel, nous disposons de 8 matériaux et
le mélange a des spéciﬁcations sur 11 éléments chimiques. Les spéciﬁcations minimales
et maximales du mélange sont énumérées au Tableau 3.1. Chacune des 11 spéciﬁcations
du mélange à produire donne lieu à 2 contraintes, ainsi il y a 22 contraintes concernant
la concentration des éléments chimiques de base dans le mélange. Les spéciﬁcations et
les coûts des 8 matériaux sont données au Tableau 3.2. Il y a N = 8 matériaux de base
avec les caractéristiques et coûts donnés au Tableau 3.2.
Spéciﬁcations (%) des M = 11
éléments chimiques du mélange
m éléments chimiques specminm spec
max
m
1 Al Aluminium 0 0, 2
2 C Carbone 2, 7 2, 98
3 Cr Chrome 23, 25 25, 25
4 Cu Cuivre 0 0, 2
5 Fe Fer 65 85
6 Mn Manganèse 0, 3 0, 6
7 Mo Molybdène 0 0, 3
8 Ni Nickel 0 0, 2
9 P Phosphore 0 0, 06
10 S Soufre 0 0, 06
11 Si Silicone 0, 3 0, 8
Tableau 3.1  Spéciﬁcations minimales et maximales en % du poids dans le mélange.
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Spéciﬁcations sm,n des N = 8 matériaux disponibles
m n
1 2 3 4 5 6 7 8
1 0 0,01 0 0 0 0,000096 0,00034 0
2 0,002744 0 0,8 0,072096 0,017184 0,065088 0,000768 0
3 0,001666 0 0 0,482880 0,519552 0 0 0
4 0,001666 0 0 0 0 0 0 0
5 0,961772 0 0 0,406650 0,421304 0,152928 0,217728 0,691200
6 0,008232 0 0 0 0 0,732768 0,001632 0
7 0,000490 0 0 0 0 0 0 0
8 0,001862 0 0 0 0 0 0 0
9 0,000392 0 0 0,000192 0,000192 0,002688 0,000096 0
10 0 0 0 0,000384 0,000192 0,000096 0 0
11 0,001176 0 0 0,026592 0,000672 0,005952 0,171616 0,0009
Coûts cn des matériaux
0,1450 1,3900 0,1100 0,5050 0,6750 0,5760 0,3715 0,7250
Tableau 3.2  Caractéristiques des matériaux disponibles.
Les contraintes de type 1 sont complètement déterminées à l'aide des données des Ta-
bleaux 3.1 et 3.2. Les contraintes de type 2 nécessitent quelques précisions. Prenons 4
contraintes de type 2 reliant les spéciﬁcations du carbone (m = 2) et du chrome (m = 3).
Les contraintes sont décrites géométriquement à la Figure 3.2. Elles indiquent que le
couple (spec2, spec3) doit être à l'intérieur du parallélogramme délimité par les 4 droites.
Avec les données fournies, on a les contraintes
droite no. 1 : spec3 − 509 spec2 ≤ 0, 092500,
droite no. 2 : spec3 − 509 spec2 ≥ 0, 076944,
droite no. 3 : spec3 + 10spec2 ≤ 0, 5405,
droite no. 4 : spec3 + 10spec2 ≥ 0, 5125.
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Les coeﬃcients de ces contraintes sont données au Tableau 3.3.
Figure 3.2  Spéciﬁcations couplées de chrome et de carbone.
J = 4 contraintes de type 2
n
j 1 2 3 4 5 6 7 8 βj
1
2
-0,013578 0 -4,444444 0,082347 0,424085 -0,361600 -0,004267 0
≤
≥
0, 092500
0, 076944
3
4
0,029106 0 8 1,203840 0,691392 0,650880 0,007680 0
≤
≥
0, 540500
0, 512500
Tableau 3.3  Contraintes de type 2.
Pour ce problème, les contraintes (i) et (iv) nous assurent que l'ensemble des solutions
réalisables est borné s'il est non-vide. Cet ensemble est eﬀectivement non-vide et nous ob-
tenons la solution optimale du Tableau 3.4 de coût unitaire minimum zcoût = 0.344983 $.
Si nous reprenons notre problème mais enlevons les matériaux n = 5 et n = 6 (c'est-à-dire
posons pi5 = 0 et pi6 = 0), ce nouveau problème n'a pas de solution, l'ensemble réalisable
S (et Sc) est alors vide. Il serait donc impossible de faire un mélange approprié avec les
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pi1 pi2 pi3 pi4 pi5 pi6 pi7 pi8
0,530478 0 0,004486 0,272517 0,192517 0 0 0
Tableau 3.4  Solution optimale du mélange.
6 matériaux restants.
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3.3 Problème de correction d'une quantité ﬁxée de pré-
mélange
3.3.1 Description du problème
On dispose d'un prémélange et de N matériaux pour produire un mélange ﬁnal. Posons
pia0 ≥ 0 le poids du prémélange dans le mélange ﬁnal,
pian ≥ 0 le poids du n-ième matériau dans le mélange ﬁnal (n=1, . . . , N).
Comme nous voulons corriger un poids donné de prémélange on pose pia0 = 1. On corrige
cette unité de poids du prémélange en ajoutant une quantité piatot de mélange des N
matériaux
piatot =
N∑
n=1
pian. (3.6)
Introduisons le critère zapoids correspondant au poids du mélange de correction à ajouter.
Nous avons
zapoids =
N∑
n=1
pian = pi
a
tot. (3.7)
Si on désire ajouter une quantité de correction à poids minimal, on minimise zapoids.
Le poids total du mélange résultant est donné par la formule
za,totalpoids =
N∑
n=0
pian = pi
a
0 + pi
a
tot = 1 + z
a
poids (3.8)
Le coût du mélange de correction est
zacoût =
N∑
n=1
cnpi
a
n. (3.9)
Si on désire ajouter une quantité d'éléments à coût minimal, on minimise zacoût.
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Le prémélange a certaines caractéristiques notées sm,0 (m=1, . . . ,M) et chacun des maté-
riaux est également caractérisé par les M spéciﬁcations décrites précédemment et notées
sm,n (m=1, . . . ,M). Les spéciﬁcations du mélange sont alors
specmz
a,total
poids = specm (pi
a
0 + pi
a
tot) =
N∑
n=0
sm,npi
a
n. (3.10)
Les contraintes de types 1 et 2 s'appliquent directement.
3.3.2 Modélisation du problème
On cherche à corriger une unité de poids d'un prémélange (pia0 = 1) en y ajoutant des
matériaux à coût minimum ou à poids minimum. Pour ce problème les variables de dé-
cision seront les pian pour n=1, . . . , N . La formulation est donc
(P a)

min zacoût =
∑N
n=1 cnpi
a
n ,
min zapoids =
∑N
n=1 pi
a
n ,
sujet à
(i)
∑N
n=1 pi
a
n = pi
a
tot ;
(ii) pour m = 1, . . . ,M :∑N
n=0 sm,npi
a
n − specmaxm piatot ≤ specmaxm ,∑N
n=0 sm,npi
a
n − specminm piatot ≥ specminm ;
(iii) pour j = 1, . . . , J :∑N
n=0
[∑M
m=1 αj,msm,n
]
pian − βjpiatot

≤
=
≥
 βj ;
(iv) pia0 = 1 et pi
a
n ≥ 0 pour n = 1, . . . , N.
Notons par Sa l'ensemble des solutions réalisables de ce problème.
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3.3.3 Problème bicritère
Le problème (P a) est un problème à deux critères [23, 22]
(P a)

min zacoût = cpi
a
min zapoids = upi
a
sujet à
pi ∈ Sa.
avec c = (c1, . . . , cN) et u = (1, . . . , 1), et où Sa est l'ensemble des solutions réalisables du
problème dans l'espace des décisions RN . L'ensemble réalisable dans l'espace des critères
R2 est déﬁni par
Sac =
{
za ∈ R2 |za = Cpia pour x ∈ Sa} = CSa
où
za =
(
zacouˆt
zapoids
)
=
(∑N
n=1 cnpi
a
n∑N
n=1 pi
a
n
)
= Cpi et C =
(
c1 · · · cN
1 · · · 1
)
.
Dans ce problème de mélange on est intéressé par la représentation de l'ensemble eﬃcace
Ea dans l'espace des critères Eac = CE
a, comme déﬁni dans le premier chapitre.
3.3.4 Exemple numérique
Le Tableau 3.5 donne les spéciﬁcations du prémélange. Notons que ces spéciﬁcations
vériﬁent les contraintes de type 1 mais ne vériﬁent pas les contraintes de type 2. Les
coeﬃcients des contraintes de type 2 sont donnés au Tableau 3.6.
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Spéciﬁcations specm,0 du prémélange
m éléments chimiques specminm sm,0 spec
max
m
1 Al Aluminium 0 0, 15 0, 2
2 C Carbone 2, 7 2, 98 2, 98
3 Cr Chrome 23, 25 25, 25 25, 25
4 Cu Cuivre 0 0, 19 0, 2
5 Fe Fer 65 65, 00 85
6 Mn Manganèse 0, 3 0, 55 0, 6
7 Mo Molybdène 0 0, 25 0, 3
8 Ni Nickel 0 0, 17 0, 2
9 P Phosphore 0 0, 05 0, 06
10 S Soufre 0 0, 05 0, 06
11 Si Silicone 0, 3 0, 70 0, 8
Tableau 3.5  Spéciﬁcations du prémélange en % du poids.
J = 4 contraintes de type 2
n
j 0 1 2 3 4 5 6 7 8 βj
1
2
0,086944 -0,013578 0 -4,44444 0,082347 0,424085 -0,36160 -0,004267 0
≤
≥
0, 092500
0, 076944
3
4
0,550500 0,029106 0 8 1,203840 0,691392 0,65088 0,007680 0
≤
≥
0, 540500
0, 512500
Tableau 3.6  Contraintes de type 2.
λ λ zacoût z
a
poids
0 0,84028323 0,0028353 0,0195543
0,84028323 0,90948547 0,0042987 0,0192762
0,90948547 0,97913691 0,0049710 0,0192093
0,97913691 1 0,0066641 0,0191732
Tableau 3.7  Sommets eﬃcaces dans l'espace des critères R2.
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La solution de ce problème nous indique que la correction à coût minimal coûte 0, 0028353 $
et pèse 0, 0195543 unité de poids. Le coût unitaire de la correction est donc de
0, 0028353 $
0, 0195543 unité de poids
= 0, 1449962
$
unité de poids
.
Le mélange corrigé ainsi formé pèse 1.0195543 unité de poids.
Par contre la correction à poids minimal nécessite un ajout de 0, 0066641 unité de poids
au coût de 0, 0191732 $. Dans ce cas le coût unitaire de la correction est de
0, 0066641 $
0, 0191732 unité de poids
= 0, 3475736
$
unité de poids
.
Le mélange corrigé ainsi formé pèse 1.0191732 unité de poids.
La courbe de Pareto de la Figure 3.3 nous donne les meilleures couples (zacoût, z
a
poids) pour
ce problème allant de la solution (min zacoût , min z
a
poids(min z
a
coût)) à (min z
a
coût(min z
a
poids),
min zapoids). Cette courbe donne toutes les valeurs intermédiaires entre ces deux extrêmes.
pia1 pi
a
2 pi
a
3 pi
a
4 pi
a
5 pi
a
6 pi
a
7 pi
a
8
0,0195543 0 0 0 0 0 0 0
0,0126373 0 0 0 0 0 0.0066389 0
0,0113950 0 0 0 0 0 0.0066381 0.0011760
0,0124767 0 0 0 0 0 0 0.0066965
Tableau 3.8  Solutions optimales dans l'espace des décisions R8.
Notons que la correction obtenue n'utilise pas les matériaux n = 5 et n = 6 on aurait
donc pu les enlever tout en ayant Sa 6= ∅. Rappelons que l'eﬀet d'enlever ces deux maté-
riaux supprime la possibilité de faire un mélange de base avec seulement les matériaux
disponibles, c'est-à-dire que So = ∅.
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Figure 3.3  Courbe de Pareto Eac dans l'espace des critères R2.
3.4 Lien entre So et Sa
3.4.1 Un résultat théorique
Les ensembles réalisables So et Sa sont deux sous ensembles fermés de RN , ils peuvent
être vides ou non vides. Lorsque So est non vide, il est borné (et donc compact) car
utpi =
N∑
n=1
pin = 1 et pin ≥ 0 pour (n = 1, ..., N).
Lorsque Sa est non vide, il peut être borné (donc compact) ou non borné (donc non
compact). Le résultat qui suit relie ces deux situations.
Théorème 3.1 Si Sa 6= ∅ on a que
Sa est borné (donc compact) si et seulement si So est vide ou, de façon équivalente,
Sa est non borné (donc non compact) si et seulement si So est non vide.
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Démonstration. Si So 6= ∅, prenons 0 6= pi ∈ So et prenons également pia ∈ Sa. Pour
t ≥ 0 posons pia(t) = pia + tpi. On vériﬁe aisément que pia(t) ∈ Sa et ainsi Sa est non
borné. Inversement, si Sa est non borné, il existe pia ∈ Sa et pi ∈ RN tels que utpi = 1 et
pia(t) = pia + tpi ∈ Sa (∀t ≥ 0). On vériﬁe alors que pi ∈ So en substituant pia(t) dans les
contraintes de (P a), en divisant par t et en passant à la limite lorsque t tend vers l'inﬁni.
So Sa
vide vide
vide non vide fermé et borné (compact)
non vide fermé et borné (compact) vide
non vide fermé et borné (compact) non vide fermé et non borné
Tableau 3.9  Relations entre les ensembles réalisables So et Sa .
3.4.2 Illustrations numériques
Illustrons les quatre cas possibles du Tableau 3.9 à l'aide d'exemples appropriés. Nous
allons, dans chacun des cas, modiﬁer légèrement les deux exemples précédents.
 So et Sa vides : divisons par dix les membres de droite des contraintes de type 2 des deux
premières droites, c'est-à-dire prendre 0, 0092500 et 0, 0076944 au lieu de 0, 092500 et
0, 076944. Ainsi pour ces deux problèmes il n'y a pas de solution réalisable.
 So vide et Sa non vide et borné (compact). Utilisons tous les matériaux sauf n = 5
et n = 6. Pour le problème de base on ne peut faire un mélange avec les matériaux
restant, ainsi So = ∅. Pour le problème de correction du prémélange donné le domaine
réalisable est non vide et est borné comme l'illustre la Figure 3.5. En fait on a que Sac
est borné et, à cause du critère zapoids, on en déduit que S
a est borné également.
 So non vide (non bornée) et Sa vide : Changeons s11,0 de s11,0 = 0, 7 à s11,0 = 0, on aura
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que Sa du problème de correction du prémélange est vide alors que So du problème de
base est non vide (compact).
 So non vide (compact) et Sa non vide (compact) : les exemples précédents nous donnent
une illustration de ce cas.
Figure 3.4  Frontière ∂Sac du domaine réalisable S
a
c dans l'espace des critères R2 sans
n = 5 et n = 6, (So vide, Sa non vide et compact).
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Figure 3.5  Frontière ∂Sac du domaine réalisable S
a
c dans l'espace des critères R2 , (So
non vide et compact, Sa non vide et compact).
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CHAPITRE 4
Ensemble de Pareto pour le problème à
formulation uniﬁée
4.1 Introduction
Dans ce chapitre, nous reprenons le problème de fonderie vu dans le chapitre précédent
et faisons une formulation uniﬁée. Cette formulation exprime le problème de mélange
de base et le problème de correction d'une quantité ﬁxée de prémélange en une seule
formulation. Le lien qui relie cette formulation uniﬁée et les problèmes précédents est
une transformation géométrique. Nous constaterons l'inﬂuence de cette transformation
sur les ensembles réalisables de nos problèmes.
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4.2 Formulation uniﬁée
4.2.1 Description du problème
On modiﬁe le problème précédent en imposant maintenant que le poids total du mélange
soit ﬁxé, donc
zu,totpoids =
N∑
n=0
piun = pi
u
0 +
N∑
n=1
piun = 1 (4.1)
avec
piun ≥ 0 pour n = 0, . . . , N. (4.2)
Le poids de la partie à ajouter au prémélange est encore ici
zupoids =
N∑
n=1
piun, (4.3)
et le coût du mélange de correction est
zucoût =
N∑
n=1
cnpi
u
n. (4.4)
4.2.2 Modélisation du problème
On cherche à former une unité de poids d'un mélange en utilisant un prémélange et N
matériaux. On peut faire cet ajout à coût minimum ou à poids minimum. On a alors la
formulation :
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(P u)

min zucoût =
∑N
n=1 cnpi
u
n ,
min zupoids =
∑N
n=1 pi
u
n ,
sujet à
(i)
∑N
n=0 pi
u
n = 1 ;
(ii) pour m = 1, . . . ,M :
∑N
n=0 sm,npi
u
n

≤ specmaxm ,
≥ specminm ;
(iii) pour j = 1, . . . , J :∑N
n=0
[∑M
m=1 αj,msm,n
]
piun

≤
=
≥
 βj ;
(iv) piun ≥ 0 pour n = 0, . . . , N.
Notons par Su l'ensemble des solutions réalisable dans l'espace des décisions et Suc l'en-
semble des solutions réalisable dans l'espace des critères qui a pour frontière ∂Suc . Ce
problème est exactement le problème de base si on considère le prémélange comme un
des matériaux et que ce matériau est a coût nul c0 = 0.
Avec cette formulation, si piu0 = 0 pour une solution réalisable (ou optimale), on a tout
simplement un mélange de poids zupoids = 1, et on obtient une solution réalisable (ou
optimale) du problème de base (P o) sans le prémélange en posant pi = (pi1, ..., pin) =
(piu1 , ..., pi
u
n)
Si piu0 > 0 pour une solution réalisable (ou optimale) de ce problème, on fait vraiment un
ajout ou une correction à la quantité piu0 du prémélange en utilisant la quantité
piutot =
N∑
n=1
piun (4.5)
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des autres ingrédients. Les quantités
pian =
piun
piu0
pour n = 0, . . . , N (4.6)
forment une solution réalisable (ou optimale) du problème (P a). On a aussi
piatot =
N∑
n=1
pian =
1− piu0
piu0
=
1
piu0
− 1 = pi
u
tot
piu0
(4.7)
et
piu0 =
1
1 + piatot
=
1
1 + zapoids
. (4.8)
De plus
zacoût =
N∑
n=1
cnpi
a
n =
zucoût
piu0
=
zucouˆt
1− zupoids
et zucoût = pi
u
0z
a
coût =
zacoût
1 + zapoids
(4.9)
aussi
zapoids =
N∑
n=1
pian =
zupoids
piu0
=
zupoids
1− zupoids
et zupoids = pi
u
0z
a
poids =
zapoids
1 + zapoids
. (4.10)
4.2.3 Lien entre les ensembles réalisables So, Sa et Su
Le Tableau 4.1, qui complète le tableau 3.9, donne les liens entre les ensembles réalisables
So, Sa et Su
4.2.4 Résultats numériques
Utilisons le modèle (P u) pour résoudre le problème de fonderie. Le Tableau 4.2 nous
donne les coordonnées des diﬀérents sommets dans l'espace des critères de Euc et il nous
montre aussi l'intervalle [λ, λ] pour lequel on trouve ces valeurs. Le Tableau 4.3 nous
donne les solutions correspondantes dans l'espace des décisions Eu. La Figure 4.2 nous
montre l'ensemble de Pareto.
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So Sa Su
vide vide vide
vide
non vide
fermé et borné (compact)
non vide
fermé et borné (compact)
6 ∃piu ∈ Su tel que piu0 = 0
non vide
fermé et borné (compact)
vide
non vide
fermé et borné (compact)
∀piu ∈ Su on a piu0 = 0
non vide
fermé et borné (compact)
non vide
fermé et non borné
non vide
fermé et borné (compact)
∃piu ∈ Su tel que piu0 = 0
∃piu ∈ Su tel que piu0 > 0
Tableau 4.1  Relations entre les ensembles réalisables So, Sa et Su.
Figure 4.1  Courbe de Pareto Euc dans l'espace des critères R2.
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Figure 4.2  Frontière de l'ensemble réalisable ∂Suc dans l'espace des critères R2.
Lorsque Sac 6= ∅ utilisant les équations (4.9) et (4.10) on peut passer de Sac à Suc dans
l'ensemble des critères. Prenons le premier résultat du Tableau 4.2 pour illustrer cela,
c'est-à-dire zucoût = 0, 0027810 et z
u
poids = 0, 0191793, et prenons aussi le premier résultat
du Tableau 3.7 c'est-à-dire zacoût = 0, 0028353 et z
a
poids = 0, 0195543. Nous constatons que
zucouˆt =
zacoût
1+za
poids
= 0, 0027810 et zupoids =
za
poids
1+za
poids
= 0, 0191793. En utilisant l'équation (4.6)
faisons de même pour les résultats dans l'ensemble des décisions. Prenons piu1 = 0, 0191793
et piu0 = 0, 9808206, on peut voir que pi
a
1 =
piu1
piu0
= 0, 0195543.
λ λ zucoût z
u
poids
0 0,8429351 0,0027810 0,0191793
0,8429351 0,9110789 0,0042174 0,0189116
0,9110789 0,9795241 0,0048773 0,0188472
0,9795241 1 0,0065387 0,0188125
Tableau 4.2  Sommets eﬃcaces dans l'espace des critères Euc .
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piu0 pi
u
1 pi
u
2 pi
u
3 pi
u
4 pi
u
5 pi
u
6 pi
u
7 pi
u
8
0,9808206 0,0191793 0 0 0 0 0 0 0
0,9810883 0,0123983 0 0 0 0 0 0,0065133 0
0,9811527 0,0111803 0 0 0 0 0 0,0065130 0,0011539
0,9811874 0,0122419 0 0 0 0 0 0 0,0065705
Tableau 4.3  Solutions optimales dans l'espace des décisions Eu.
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CHAPITRE 5
Transformation géométrique
5.1 Introduction
Dans ce chapitre, nous étudierons la transformation géométrique identiﬁée par les équa-
tions (4.9) et (4.10). Cette transformation géométrique est déﬁnie par :
T : R× R \ {−1} → R× R \ {1}
avec
T (x, y) =
(
x
1 + y
,
y
1 + y
)
= (X, Y ).
De même son inverse est
T−1 : R× R \ {1} → R× R \ {−1}
avec
T−1(X, Y ) =
(
X
1− Y ,
Y
1− Y
)
= (x, y).
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Nous donnerons la transformation de quelques objets géométriques tels que droites, cônes
et coniques. Nous terminerons par un lien entre les ensembles eﬃcaces Eac et E
u
c .
5.2 Transformation d'une droite par T (x, y) et T−1(X, Y )
5.2.1 Droite quelconque
Prenons une droite représentée par l'équation
nxx+ nyy = α,
par la transformée T (x, y) , on obtient l'équation
nxX + (ny + α)Y = α.
On constate que le vecteur directeur passe de (nx, ny) à (nx, ny + α). Inversement pour
une droite d'équation
mXX −mY Y = β
par substitution de la transformée inverse T−1(X, Y ), nous obtenons l'équation
mXx+ (mY − β)y = β,
avec un vecteur directeur qui passe de (mX ,mY ) à (mX ,mY − β).
5.2.2 Droite horizontale
Une droite horizontale d'équation
y = y0
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a pour transformée la droite horizontale d'équation
Y0 =
y0
1 + y0
.
À la Figure 5.1 on trouve les diﬀérentes valeurs de Y0 =
y0
1+y0
pour diﬀérentes valeurs de y0.
Inversement une droite d'équation
Y = Y0
a pour transformée inverse l'équation
y0 =
Y0
1− Y0 .
À la Figure 5.2 on trouve les diﬀérentes valeurs de y0 = Y01−Y0 pour diﬀérentes valeurs de Y0.
Figure 5.1  Valeurs de Y0 par rapport à y0.
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Figure 5.2  Valeurs de y0 par rapport à Y0.
5.2.3 Droite verticale
Considérons une droite verticale d'équation
x = x0
qui a pour transformée
X + x0Y = x0.
À la Figure 5.4 on voit les images de quelques droites verticales par la transformée T (x, y).
Notons que ces droites passent toutes par le point (0, 1) du plan XOY
Une droite verticale d'équation
X = X0
a pour transformée inverse
x−X0y = X0.
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Figure 5.3  Droite verticale x = x0 dans le plan (x, y)
Figure 5.4  Transformation d'une droite verticale x = x0 par T (x, y) : X + x0Y = x0
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À la Figure 5.6 on voit les transformées de quelques droites verticales par la transformée
T−1(X, Y ). Notons quelles passent toutes par le point (0,−1) dans le plan xOy
Figure 5.5  Droite verticale X = X0 dans le plan (X, Y )
5.3 Généralités sur les cônes dans R2
5.3.1 Rayon
Soit d ∈ R2 et d 6= 0. Le rayon (issu de l'origine ) et de direction d est l'ensemble
R(d) = {x ∈ R2|x = λd avec λ ≥ 0}
5.3.2 Cône
Un cône C est une union de rayon. On peut écrire
C =
⋃
d∈C
R(d)
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Figure 5.6  Transformation d'une droite verticale X = X0 par T−1(X, Y ) : x−X0y = X0
5.3.3 Cône convexe
Un cône convexe est un ensemble qui est à la fois un cône et est un ensemble convexe.
On montre alors que C est un cône convexe si et seulement si

∀x ∈ C, ∀y ∈ C
on a αx+ βy ∈ C.
∀α ≥ 0,∀β ≥ 0
5.3.4 Cône polyédrique
Un cône polyédrique est l'intersection d'un nombre ﬁni de demi-espaces. C'est l'ensemble
des solutions réalisables d'un système d'inégalités de la forme
Ax ≥ 0.
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C'est évidemment un cône convexe.
Un cône Cp issu du point p ∈ R2 est le translaté par p d'un cône C, on écrit
Cp = p+ C.
Un cône convexe généré par deux vecteurs non nuls de R2, d1 et d2, sera noté C(d1, d2).
On a
C(d1, d2) = {p = αd1 + βd2 ∈ R2|α, β ≥ 0}.
Par exemple R2+ = C(e1, e2) et R2− = C(−e1,−e2) = −C(e1, e2) = −R2+
5.4 Transformation du translaté de R2− dans le 1er qua-
drant
Nous allons considérer ici la transformation d'un translaté de R2− par un point p0 =
(x0, y0) avec x0 > 0 et y0 > 0. On s'interesse à la partie du cône dans R2+, c'est-à-dire à
l'ensemble (p0 + R2−) ∩ R2+.
Un point quelconque s'écrit
(x0, y0) + (−dx,−dy) = (x0 − dx, y0 − dy) = (x0, y0) + dx(−1, 0) + dy(0,−1)
avec (dx, dy) ≥ 0 pour être dans (p0 + R2−) ∩ R2+.
La transformation de ce point est
T (x0 − dx, y0 − dy) =
(
x0 − dx
1 + y0 − dy ,
y0 − dy
1 + y0 − dy
)
= T (x0, y0) +
dx
1 + y0 − dy (−1, 0) +
dy
1 + y0 − dy [T (x0, y0) + (0,−1)]
Ainsi pour (dx, dy) ≥ 0 tel que (x0 − dx, y0 − dy) ∈ (p0 + R2−) ∩ R2+, on a dx1+y0−dy ≥ 0 et
dy
1+y0−dy ≥ 0, d'où
T (p0 + R2−) ⊆ T (x0, y0) + C[(−1, 0), T (x0, y0) + (0,−1)].
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Inversement si on prend un point (X, Y ) ∈ R2+ tel que
(X, Y ) ∈ T (x0, y0) + C[(−1, 0), T (x0, y0) + (0,−1)]
on peut écrire ce point comme
T (x0, y0) + α(−1, 0) + β[T (x0, y0) + (0,−1)]
avec α ≥ 0, β ≥ 0. En posant α = dx
1+y0−dy et β =
dy
1+y0−dy , on voit que dx = α
(
1+y0
1+β
)
et
dy = β
(
1+y0
1+β
)
. Donc on observe que
(x, y) = (x0, y0) + α
(
1 + y0
1 + β
)
(−1, 0) + β
(
1 + y0
1 + β
)
(0,−1) ∈ (p0 + R2−).
5.5 Puissance de la transformation géométrique
La nime puissance de cette transformation est
T n(x, y) = T ◦ (T n−1(x, y)) =
(
x
1 + ny
,
y
1 + ny
)
qui est bien déﬁnie sur
Un = R2 \
{
(x, y)|y 6= −1,−1
2
, · · · ,− 1
n
}
.
De même la nime puissance de l'inverse de cette transformation est
T−n(x, y) = T−1 ◦ (T−n(x, y)) =
(
X
1− nY ,
Y
1− nY
)
qui est bien déﬁnie sur
U−1n = R2 \
{
(X, Y )|Y 6= 1, 1
2
, · · · , 1
n
}
.
63
5.6 Transformation d'une conique par T (x, y) et T−1(X, Y )
Prenons une conique représentée par l'équation[
x y
] [a b
b c
] [
x
y
]
+ 2
[
d e
] [x
y
]
+ f = 0.
Sa transformée a pour équation[
X Y
] [a b
b c
] [
X
Y
]
+ 2
[
d e
] [X
Y
]
(1− Y ) + (1− Y )2f = 0.
Si on fait les simpliﬁcations nécessaires on trouve l'équation[
X Y
] [ a b− d
b− d c+ f − 2e
] [
X
Y
]
+ 2
[
d e− f] [X
Y
]
+ f = 0.
Inversement une conique d'équation[
X Y
] [a b
b c
] [
X
Y
]
+ 2
[
d e
] [X
Y
]
+ f = 0
a pour transformée inverse l'équation[
x y
] [a b
b c
] [
x
y
]
+ 2
[
d e
] [x
y
]
(1 + y) + (1 + y)2f = 0.
De même après quelques simpliﬁcations on a l'équation[
x y
] [ a b+ d
b+ d c+ f + 2e
] [
x
y
]
+ 2
[
d e+ f
] [x
y
]
+ f = 0.
En conclusion, une conique se transforme en une autre conique par les transformation
T (x, y) et T−1(X, Y ).
5.7 Lien entre problèmes (P o),(P a) et (P u).
Le Tableau 4.1 donne les relations entre les ensembles réalisables So, Sa et Su. D'après ce
qu'on a vu précédemment on a que :
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(i) L'ensemble réalisable Soc est un intervalle fermé borné de R+,
(ii) L'ensemble réalisable Sac ⊂ R2+,
(iii) L'ensemble réalisable Suc ⊂ R+ × [0, 1].
D'après les propriétés de T , l'application restreinte T : R2+ −→ R+ × [0, 1) est une
bijection car nous avons pour tout (x, y) ∈ R2+
T (x, y) =
(
x
1 + y
,
y
1 + y
)
∈ R+ × [0, 1)
et pour tout (x, y) ∈ R+ × [0, 1)
T−1(X, Y ) =
(
X
1− Y ,
Y
1− Y
)
∈ R2+.
En appliquant T à Sac on a T (S
a
c) = S
u
c ∩ [R+ × [0, 1)] ⊆ R+ × [0, 1).
Pour les ensembles eﬃcaces Eac ⊂ Sac et Euc ⊂ Suc , nous avons Eac ⊂ R2+ et Euc ⊂ R+× [0, 1].
De plus si zupoids = 1 alors S
o
c × {1} = Suc ∩ [R+ × {1}] .
D'après les propriétés de la transformation, le cône translaté
p0 + R2− = p0 + C ((−1, 0), (0,−1))
est transformée en
T (p0 + R2−) = T (p0) + C ((−1, 0), T (p0) + (0,−1)) .
On a aussi
T (p0) + R2− = T (p0) + C ((−1, 0), (0,−1)) ⊂ T (p0) + C ((−1, 0), T (p0) + (0,−1)) ,
et de cela on en déduit T (Eac) ⊂ Euc . Les ensembles réalisables Eac et Euc sont alors reliés
par
T (Eac) = {(zu1 , zu2 ) ∈ Euc |[(zu1 , zu2 ) + C((−1, 0), T (zu1 , zu2 ) + (0,−1))] ∩ Suc = {(zu1 , zu2 )}}.
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CONCLUSION
Dans ce mémoire nous nous sommes interessés à la visualisation de l'ensemble de Pareto
Ec pour un problème linéaire bicritère. On a établit des méthodes pour obtenir l'ensemble
de Pareto Ec et la frontière de l'ensemble réalisable ∂Sc. Nous avons résolu des problèmes
pour le cas où l'ensemble de Pareto Ec est borné et le cas où l'ensemble de Pareto Ec est
non borné. On a donné les résultats et les graphes reliés à ces exemples. Ensuite nous avons
illustré un problème simple (P o) de mélange se présentant en métallurgie. Nous avons
considéré ensuite le problème de correction d'un prémélange (P a). Nous avons montré que
la correction à coût minimal ne correspond pas en général à la correction à poids minimal.
On a construit la courbe de Pareto Eac qui donne toutes les valeurs intermédiaires entre ces
deux solutions extrêmes. Pour un problème simple en métallurgie nous avons également
montré qu'à partir d'une formulation uniﬁée (P u) on peut représenter un problème de
correction d'un prémélange et un problème simple de mélange. Nous avons illustré une
transformée géométrique qui nous permet de trouver la relation entre les problèmes (P o),
(P a) et (P u) et on a vu comment les cônes de directions de croissance se transforment.
Ce travail pourrait être poursuivi en améliorant les méthodes précédentes pour qu'elles
puissent aussi résoudre des problèmes à trois critères. Notre application à la fonderie
pourrait être d'établir un modèle de fonderie incluant les trajets de ravitaillement, le
stockage, les ﬂuctuations des prix et les marges d'erreurs.
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