The aim of this paper is to compute the explicit solution of the total variation denoising problem corresponding to the characteristic function of a set which is the union of two planar disjoint balls with different radii.
Introduction
The purpose of this paper is to compute explicit solutions of the total variation denoising problem
where f = χ S and S ∈ R 2 is the union of two balls whose interiors are disjoint sets and λ > 0. The study of explicit solutions of (1) was initiated in [8, 9] , where the authors studied the bounded sets of finite perimeter S in R 2 for which the solution of (1) is a multiple of χ S . Such sets, which were called calibrable, produce solutions of the total variation flow which evolve at constant speed without distortion of the boundary. They where characterized in [8] by the existence of a vector field ξ ∈ L ∞ (R 2 , R 2 ) such that |ξ| ≤ 1, ξ · Dχ S = |Dχ S |, and −div ξ = P (S) |S| χ S , where P (S) denotes the perimeter of S and |S| denotes the area of S. For bounded connected sets S ⊂ R 2 , calibrable sets are characterized as the convex, C 1,1 sets satisfying the bound ess sup x∈∂S κ(x) ≤
P (S)
|S| , where κ(x) denotes the curvature of ∂S at the point x. The paper [8] gives also a characterization of non connected calibrable sets in R 2 . The paper [9] describes the explicit solution of (1) for sets S ⊂ R 2 of the form S = C 0 \ ∪ k i=1 C i where the sets C i , i = 0, 1, . . . , k, are convex and satisfy some bounds on the curvature of its boundary. The explicit solution when the set S is a convex subset of R 2 was described in [4] (also the case of a set S which is a union of convex sets which are sufficiently far from each other). The explicit solution corresponding to a general convex set in R N was described in the papers [3, 11, 2] (covering also the case of the union of convex sets which are sufficiently far in a precise sense).
When S is the union of two convex sets S 1 , S 2 , the situation may become more complicated, even when both sets are calibrable. In particular, if the sets are near each other, more precisely if the perimeter of its convex hull is smaller than the sum of the perimeters of the two sets, then the sets interact, and the solution outside S is not null (for small values of λ). This is the case, for instance, when S is the union of two balls in R 2 , which is the object of this paper.
Let us mention in this context the work of Allard [1] who calculated the solution of (1) when S is the union of two balls with the same radius. He also computed the solution of (1) when S is the union of two squares. In this paper we extend the result of Allard [1] to the case where S is the union of any two balls in R 2 . The interesting case is when the perimeter of the convex hull of S is less than the perimeter of S, since otherwise the solution can be described as the sum of the solutions corresponding to each ball [8] . Our approach differs from the one in [1] even for the case of two balls of the same radius. While the solution in [1] is obtained by a explicit computation, we describe it in a shorter way by means of more general geometric arguments. Our starting point is the observation that u λ is a solution of (1) 
where P (X) is the perimeter of X (and we understand that P (X) = +∞ if χ X ∈ BV (R 2 )). Let us point out that, for λ > 0 fixed, the solutions of (2) are monotonically decreasing as s increases, and can be then packed together to build up a function which solves (1) [3, 12] . Thus, to compute the solution of (1) we study the solution of (2) and those solutions can be constructed by means of geometric arguments. On one hand, the Euler-Lagrange equation of (2) tells us that, if C s,λ is a minimizer of (2), then ∂C s,λ is C 1,1 , ∂C s,λ has curvature 1−s λ inside S and − s λ outside S. When S is the union of two disjoint open balls S 1 , S 2 and λ ≤ r c , for some value of r c > 0 that depends on the geometry of S, we prove that the intersection of S i , i = 1, 2, with the minimizing sets is either S i or ∅. We also give a counterexample showing that this result is not true for any value of λ. Thus, for λ ≤ r c , the possible minimizers of (2) are: ∅, S 1 , S 2 , S, Close λ s (S), where Close r (S) denotes the r-closing of the set S, that is, the complement of the union of the balls of radius r contained in
The computation of explicit examples of TV denoising permits to exhibit qualitative features of the solution. In particular, the appearance of new level lines is a undesirable feature for denoising. Better denoising algorithms have been developed in the last few years [10] .
Let us describe the plan of the paper. In Section 2 we review some known results that permit to set the context of our analysis.
In Section 3 we describe the generic properties of the minimizers C s,λ of (2) and we prove that, if S is the union of two balls and λ ≤ r c , then the intersection of C s,λ with S i , i = 1, 2, is either S i or the empty set.
This permits to reduce the set of possible minimizers of (4) to the following six ones: ∅, S 1 , S 2 , S, Close λ s (S) , Γ s,λ (S). In Section 5 we explain how to construct the sets Γ s,λ (S) as well as how to construct the explicit solutions for (1) . The proof of the main theorem can be found in Section 6. In Section 4 we describe how to calculate the dual norm of the function χ S .
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Preliminaries

Total variation and perimeter
Let Ω be an open subset of R 2 . A function u ∈ L 1 (Ω) whose gradient Du in the sense of distributions is a (vector valued) Radon measure with finite total variation in Ω is called a function of bounded variation. The class of such functions will be denoted by BV (Ω). The total variation of Du on Ω turns out to be
and will be denoted by |Du|(Ω) or by Ω |Du|. BV (Ω) is a Banach space when endowed with the norm Ω |u| dx + |Du|(Ω). Let us denote by H 1 the one-dimensional Hausdorff measure. A measurable set E ⊆ R 2 is said to have finite perimeter if χ E ∈ BV (R 2 ). The perimeter of E is defined as P (E) := |Dχ E |(R 2 ). We recall that when E is a finite-perimeter set with regular boundary (for instance, Lipschitz), its perimeter P (E) also coincides with the more standard definition H 1 (∂E). For more properties and references on functions of bounded variation we refer to [5] . We also mention the following review papers on applications to image analysis and denoising. [10, 14, 13] .
Morphological operators
Definition 2.1 (Opening and Closing operators). For any set X and r > 0, let B r (x) be a ball with radius r and center x. We define the opening and the closing of X, with radius r, where X C denotes the complement of the set X.
The opening operator is anti-extensive (Open r (X) ⊂ X), conserves the subset property (X ⊂ Y then Open r (X) ⊂ Open r (Y )) and is idempotent (Open r (X) = Open r (Open r (X))). For more on application of morphological operators we refer to [18] . Later we need the following properties of the opening and closing operator. Proof. Assume that there exists a point A ∈ Open r (X), with curvature > 1 r , then there exists no circle touching Open r (X) at A that lies inside Open r (X), this contradicts the definition of the opening operator, hence we can conclude that the curvature of ∂Open r (X) is smaller or equal to 1 r . The proof of the second estimate is analog.
Review of some basic results
The following result was proved in [1, 12] . Proposition 2.3. Let S ⊂ R 2 be a bounded measurable set. Then there is a unique solution u λ of (1), which satisfies the Euler-Lagrange equation
where z :
Moreover, for any s ∈ R, {u λ ≥ s} (resp. {u λ > s}) is the maximal (resp. the minimal) solution of
In particular, for all t but a countable set the solution of (4) is unique. Conversely, for any s ∈ R, let Q s be a solution of (4). If s > s , then Q s ⊆ Q s . The function u(x) = sup{s : x ∈ Q s } is the solution of (1).
Thus, in order to build up the solution of (1) it suffices to compute the solutions of the family of problems (4). This will be the strategy we follow to compute the explicit solution when S is the union of two balls.
Recall that if g ∈ L 2 (R 2 ) the dual BV -norm of g is given by
Then g * ≤ 1 if and only if
. This is equivalent to say that
for any set F of finite perimeter.
Let us first recall a result that permits to compute the value of λ for which the solution u λ = 0. The result was proved in [17, 8] .
. Let us consider the problem:
where
The following conditions are equivalent
The following result has been proved in [16, 8, 4, 15] .
Theorem 2.5. Let C ⊂ R 2 be a bounded set of finite perimeter, and assume that C is connected. Let γ > 0. The following conditions are equivalent:
(i) C decreases at speed γ, i.e, for any λ > 0 u λ := (1 − λγ) + χ C (x) is the solution of (1) corresponding to χ C (x).
(ii) C is convex, γ = γ C := P (C)
|C| and minimizes the functional
|C| , and the following inequality holds:
where κ ∂C (p) denotes the curvature of ∂C at the point p.
For all r ∈ R, we set r + := max {0, r}. The following result has been proved in [8, Theorem 7 and Proposition 8].
Lemma 2.6. Let S 1 , S 2 ⊂ R 2 be two disjoint balls, let S = S 1 ∪ S 2 and f = χ S . Then
is a solution of (1) for any λ > 0 if and only if
where co(S) denotes the convex envelope of S. In other words, the solution of (1) is the sum of the two solutions corresponding to χ S 1 and χ S 2 if and only if (7) holds.
In the general case the minimizers of F s,λ can be subsets of S or contain parts outside S, as we shall see in the following section.
Properties of minimizers
As explained in Section 2.3 our purpose is to characterize the minimizers of F s,λ when S is the union of two balls S 1 , S 2 with disjoint interiors and distance d. In order to fix the notation we assume S 1 , S 2 are open balls of radii r 1 ≥ r 2 .
Let us first state a simple geometric result which will be useful in the proof of Proposition 3.2 below.
Lemma 3.1. Let B 1 , B 2 , B 3 be three open balls of equal radius, intersecting ∂S 2 at equal angles. Let Γ S 2 be the arc of ∂S 2 contained in co(S). Assume the three balls intersect Γ S 2 and B 3 is between B 1 and B 2 when we go along Γ S 2 (see Figure 1) . If S 1 intersects B 1 and B 2 , then it intersects also B 3 . The same statement holds interchanging S 1 and S 2 .
Proof. Observe that the centers of B 1 , B 2 , and B 3 , denoted respectively by q 1 , q 2 , q 3 , are contained in a circle concentric with S 2 . Let p be the center of S 1 and r be the common radius of B i , i = 1, 2, 3. Consider the triangle formed by the segments [p, q 1 ], [p, q 2 ] and [q 1 , q 2 ]. Notice that since S 1 intersects B 1 and B 2 , |p − q 1 | ≤ r 1 + r and |p − q 2 | ≤ r 1 + r. Since q 3 is contained in the interior of such triangle then |p − q 3 | < r 1 + r, and therefore S 1 intersects B 3 . Notice that the energy is additive on the connected components, that is, if CC s,λ denotes the set of connected components of C s,λ , then F s,λ (C s,λ ) = C∈CC s,λ F s,λ (C). Moreover F s,λ (C) ≤ 0 for any C ∈ CC s,λ , otherwise we can eliminate this component decreasing the energy. Let C be a connected component of C s,λ . Modulo null sets, if C ∩ S i = ∅, i ∈ {1, 2}, then C ⊆ S j , j ∈ {1, 2}, j = i. Otherwise, by replacing C by C ∩ S j we decrease the energy of C s,λ . Thus there are only three possibilities:
Without loss of generality, we can assume that dist(S 1 , S 2 ) > 0. Having proved the result in this case, by passing to the limit we get it also when dist(S 1 , S 2 ) = 0. We divide the rest of the proof in several steps. Without loss of generality we may assume that C s,λ is an open set.
Step 1. If r 1 > r 2 then C s,λ = S 2 .
Assume by contradiction that
r 2 2 ≤ 0, which implies s < 1 and r 2 ≥ 2λ 1−s . This in turn implies that F s,λ (S 1 ) < F s,λ (S 2 ), contradicting the minimality of C s,λ .
Step 2. We have C s,λ ⊂ co(S).
Being co(S) convex, this follows from the fact that C s,λ ∩ co(S) has lower energy than C s,λ , with equality if and only if C s,λ ⊂ co(S).
Step 3. Let C be a connected component of C s,λ intersecting only one of the two circles, say S i , then C = S i .
Replacing C with C ∩ S i decreases the energy, hence we may assume C ⊂ S i . On the other hand, C does not have holes since by filling them we would also decrease the energy. Since ∂C is C 1,1 , then C is a ball of radius r(s) = λ 1−s . As we observed at the beginning of the proof, it is at positive distance from the other connected components. Thus we may dilate it to a ball B r of radius r contained in S i . Since F s,λ (B r ) = 2πr − 1−s λ πr 2 , for r > r(s) near r(s) we have F s,λ (B r ) < F s,λ (C) and this permits to decreases the energy of C s,λ . Thus C = S i .
Step 4. Let Γ be a connected component of ∂C s,λ , and assume that Γ \ S is nonempty. Then Γ \ S consists of arcs joining S 1 and S 2 .
Assume by contradiction that Γ contains an arc with both extrema on ∂S i . Without loss of generality we can assume i = 1. Then Γ \ S 2 is the union of consecutive arcs which are alternatively in S 1 and in R 2 \ S. By Lemma 3.1, all the arcs of Γ \ S except the two extremal ones are similar, that is, they coincide after a rotation around the center of S 1 (see Figure 2 ). In particular, at least one of these arcs intersects the complementary of co(S), contradicting Step 2.
Step 5. Let Γ be a connected component of ∂C s,λ that intersects both S 1 and S 2 . If Γ ∩ S i = ∅, for i = 1, 2, then Γ ∩ S i is an arc of circle of radius λ 1−s and Γ \ S consists of two arcs of circle of radius λ s , connecting S 1 and S 2 . Let be the line passing through the centers of S 1 and S 2 . Let us consider a coordinate system where the y-axis coincides with , and S 2 is above S 1 . Let Γ S 2 be the arc of ∂S 2 contained in co(S). By going along ∂S 2 in the counterclockwise direction we induce an order in Γ S 2 . Similarly, if Γ S 1 denotes the arc of ∂S 1 contained in co(S), we consider the order in Γ S 1 induced by going along ∂S 1 clockwise.
Let us order Γ counterclockwise. Since Γ \ S = ∅, we may choose G as the arc in Γ \ S having greatest intersection point with Γ S 2 , with respect to the order of Γ S 2 . The arc G intersects Γ S 1 at point q, and Γ S 2 at a point p. Let γ S 2 be the arc of Γ ∩ S 2 starting at p (see Figure 2 ). Let us observe that if p 1 is the other endpoint of γ S 2 , then p 1 ∈ Γ S 2 and p 1 < p with respect to the order of Γ S 2 . Thus G continues after γ S 2 with an arc G 1 ⊂ Γ \ S until it intersects S 1 at a point q 1 (see Figure 2 , left). Then G 1 enters into S 1 at a point q 1 < q. As we observed above, there is an arc γ S 1 ⊂ Γ ∩ S 1 that starts at q 1 and exits from S 1 at q 2 .
Let G 2 be the arc in Γ \ S that starts at q 2 . We claim that G 2 = G. Indeed, notice first that q 2 ≤ q by the choice of G. On the other hand, if q 2 < q we could continue following Γ along arcs of circles inside and outside S, until we would reach some point where these arcs intersect each other, giving a contradiction. We thus conclude that q = q 2 and hence G 2 = G.
, and the points q, p, p 1 , p 2 in Step 5.
Step 6. Let Γ be a connected component of ∂C s,λ . Then Γ \ ∂S is a union circular arcs with angular span strictly less than π.
Let K be a connected component of Γ \ ∂S. Then K is a circular arc of radius r = r(s, λ),
Assume by contradiction that the angular span α of K is greater or equal to π. Then we can modify C s,λ and construct a new set with lower energy. Indeed, for > 0 small enough, we consider a ball B of radius r = (1 + )r, containing the endpoints of K. Let K ⊂ ∂B be the circular arc with the same endpoint as K, and let C be the such that ∂C = (∂C s,λ \ K) ∪ K . It is easy to check that F s,λ (C ) < F s,λ (C s,λ ), contradicting the minimality of C s,λ .
Step 7. Let C be a connected component of C s,λ , then C is simply connected.
If C intersects only S i then C = S i be Step 3, hence we can assume that C intersects both S 1 and S 2 . If C is not simply connected then ∂C contains a closed Jordan curve Γ which bounds a bounded connected component of R 2 \ C. By the previous discussion we can write Γ = ∪ 4 i=1 Γ i , where Γ i are circular arcs, Γ 1 , Γ 2 have curvature −(1 − s)/λ and are contained in S 1 , S 2 respectively, and Γ 3 , Γ 4 have curvature s/λ and are contained in R 2 \ S.
Since the curvature κ of Γ is negative on Γ 1 ∪ Γ 2 and positive on Γ 3 ∪ Γ 4 , we have
On the other hand,
since by
Step 6 we know that Γ i have all angular span strictly less than π.
Step 8. Let C be a connected component of C s,λ intersecting both S 1 and S 2 , then C contains S 1 or S 2 . In particular, the set C s,λ is connected.
If C contains neither S 1 nor S 2 , we can write ∂C = ∪ 4 i=1 Γ i , where Γ i are circular arcs, Γ 1 , Γ 2 have curvature (1−s)/λ and are contained in S 1 , S 2 respectively, and Γ 3 , Γ 4 have curvature −s/λ and are contained in R 2 \ S. Reasoning as in Step 7 we then reach a contradiction.
Assume now that C s,λ is not connected and letC be a connected component different from C. By the previous discussion,C contains either S 1 or S 2 , hence it intersects C, thus giving a contradiction.
Step 9. C s,λ is symmetric with respect to . Moreover, if r 1 = r 2 , then C s,λ is also symmetric with respect to the line which is orthogonal to and has the same distance from S 1 and S 2 .
LetC s,λ be the set obtained by reflecting C s,λ through , which is still a minimizer of
which implies that both A and B are minimizers of F s,λ . In particular, A and B have boundaries of class C 1,1 , and this is possible only if C s,λ =C s,λ .
The second assertion can be proved analogously by replacing with in the reflection argument.
Step 10. If C s,λ is nonempty and different from S 2 then it contains S 1 . If r 1 = r 2 then C s,λ contains S.
Assume by contradiction that C s,λ does not contain S 1 . Then from the previous steps it follows that C s,λ contains S 2 and intersects S 1 in a circular arc. If r 1 = r 2 this violates the symmetry of C s,λ with respect to and gives a contradiction.
Let us consider the case r 1 > r 2 , and letC s,λ (resp.S 1 ) be the sets obtained by reflecting C s,λ (resp. S 1 ) through . Let also
It is easy to check that B ⊂ A and
contradicting the minimality of C s,λ .
Step 11. From the previous discussion it follows that either C s,λ ∈ {∅, S 1 , S}, or C s,λ is simply connected, contains S 1 and intersects S 2 . Example. We give an example of a situation where case b) of Proposition 3.2 is realized. For that, we consider two disjoint balls S 1 and S 2 and assume that they are tangent. Assume also that r 2 < 1 < r 1 and take λ = 1. Then for an appropriate choice of r 1 , r 2 , the function has level sets that are transversal to S 2 , that is, they intersect S 2 but do not contain it. Let C λ = {u λ > 0}. Since C λ is a minimizer of the functional F 0,1 (X) = P (X) − |X ∩ S|, it follows that the maximum of the curvature of ∂C λ is less than 1. However, if C λ ⊇ S 2 , then the maximum of the curvature is 1 r 2 > 1, is less than 1, contradicting our choice of r 2 . If we prove that C λ = S 1 , then C λ is of the type described in Proposition 3.2 b). For that, it suffices to show that F 0,1 (co(S)) − F 0,1 (S 1 ) < 0. Indeed, for r 2 r 1 , this difference is bounded by
for some constant C > 0 independent of r 1 , r 2 . If we choose
Definition 3.4. We call transversal sets the sets satisfying condition b) in Proposition 3.2, and we denote them by T s,λ . If for a given couple of (s, λ) we have two transversal sets, denoted by T Assume that for both combinations (s 1 , λ 1 ), (s 2 , λ 2 ) with according radii t 1 =
we have two transversal sets that we denote by T
outer transversal set -decreasing type inner transversal set -increasing type increasing type Figure 4 : Left: for some values of (s, λ), there are two transversal sets. We call the inner one of increasing type, because for increasing radius (connected to s, λ, these sets decrease, whereas the decreasing sets decrease. Right: For transversal sets of increasing type, by increasing the radius of the inner arc, the transversal set increases.
Moreover, by definition of increasing and decreasing transversal sets, we have T
, meaning that if we increase the radius from t 1 to t 2 the sets of increasing type increase and the sets of decreasing type decrease.
The following Lemma is needed later to state that transversal sets of increasing type cannot be minimizers of F s,λ .
Proof. We know from [5] , Proposition 3.3.8, that
The last inequality is strict iff
Because of the optimality of C s,λ and C s,µ , we have : Moving a circle with radius r < r 2 from left to right through the circle with radius r 2 , we observe the following three cases: a) there is an arc with angular span ≤ π and the tangents direct to S 1 , b) there is an arc with angular span > π and the tangents direct to S 1 , c) the circle lies inside S 2 , or the tangents do not point towards S 1 . (8) and (9) can only hold true if (
This in turn implies that
With this we conclude the Lemma. Set α the half angular span of a circle, centered at (c(α), 0) intersecting with ∂S 2 as shown in Figure 6 . Explicitly we have c(α) = − r i cos (α) + r 2 cos arcsin
. We can restrict our attention to circles with centers in (c(β), 0) for β ∈ (0, π/2) such that c(β) ∈ −(r 2 + r i ), − r 2 2 − r 2 i , case a). To show that there exists maximal one transversal set in the case where r i ≤ r 2 we use the following construction: Set
and Γ l := {γ l (β), β ∈ (0, π/2)} , Γ r := {γ r (α), α ∈ (0, π/2)}.
Γ l contain the centers of the circles with radius λ s that are tangential to ∂S 1 . Γ r contains the centers of circles that area tangential to the arcs inside S 2 at the intersection point with ∂S 2 .
For a transversal set Γ s,λ , the center of the arc ∂Γ s,λ \ S in the positive y-plane must be an element of Γ s ∩ Γ l (condition to be smooth).
Γ l , Γ r can be written as to striclty increasing, concave functions, hence they intersect at most once, i.e. there is only one set (β 0 , α 0 ) with γ l (β 0 ) = γ r (α 0 ). This implies that there is at most one transversal set.
2. Denote by α µ , β µ the angular span the connected component of ∂T s,µ ∩ S 2 , ∂T s,µ \ S, respectively. Moreover denote by p 1 , p 2 the intersection points of ∂T s,µ and ∂S 2 . An arc inside S 2 with radius λ 1−s intersecting with ∂S 2 at p 1 , p 2 has an angular span denoted by α λ that is smaller than α µ . Now if we continue smoothly with an arc with radius λ s at p 1 , p 2 , then this arc will not intersect with ∂S 1 . In order to increase the angular span α λ , Figure 7 : Increasing the radius of the ball touching the points p 1 , p 2 , the smooth continuation with a circle, does not toucht S 1 anymore. Moving the circle with larger radius to the right, the outer circle touches again S 1 .
we have to move the arc inside S 2 outside of T µ,s until the arc outside of S 2 intersects with ∂S 1 . Hence at the end we see that T µ,s ∩ S ⊂ T λ,s ∩ S.
3. From the previous two items we know that if λ ≤ r 2 (1−s), a transversal set is of increasing type. Lemma 3.5 states that transversal sets of increasing type cannot be a minimizers.
4. Follows from the previous 3 items, together with Lemma 3.5, that states that transversal sets of increasing type cannot be minimizers of F s,λ .
The dual norm of χ S
In this section we compute the dual norm χ S * . If g = χ E , then χ E * ≤ µ if and only if 0 ≤ min
, λ is the minimal parameter such that u = 0 minimizes (1) and χ S * = |C0,λ∩S| P (C 0,λ ) . Hence, letting ρ(X) := |X∩S| P (X) for X ⊂ R 2 , we have
Proposition 4.1. We have
.
For r ∈ (0, r 1 ) we let S(r) := S 1 ∪ S 2 (r), where S 2 (r) is a ball of radius r centered at the center of S 2 . Before proving the proposition, we need the following Lemma:
over all X ⊂ R 2 , for some R > 0, then it also maximizes X → |X∩S(r)| P (X) , for every 0 < r < R.
Proof. Note that if X maximizes
then X minimizes F 0,λ for λ = |X∩S(r)| P (S(r)) . Hence by Proposition 3.2 we know that any possible maximizer of (12) must be in
Since by assumption r ≤ r 1 , we can exclude S(r) since
It remains to exclude transversal sets. Assume by contradiction that we can find X 2 ⊂ R 2 with X 2 ∩ S 2 (r) ∈ {∅, S 2 (r)}, that maximizes (12) . Then
such that |X 2 ∩ S(R 2 )| ≤ |X 2 ∩ S(r 2 )| contradicting the assumption r 2 < R 2 (S(r 2 ) ⊂ S(R 2 )), hence we conclude the statement. Now we are ready to prove Proposition 4.1:
Proof. Setr 2 as the radius larger than zero, such that
. It is basic calculus to proof thatr 2 exists and for r 2 <r 2 Figure 8 ).
Consider the following cases:
• r 2 >r 2 . Set λ := |S 1 ∪S(r 2 )| P (co(S(r 2 )) . Then λ < r 2 (see Figure 8 ). This implies that there is no transversal set minimizing F 0,λ . The only choices for minimizers are S 1 and co(S), since we assume r 2 >r 2 , we have F 0,λ (S 1 ) > F 0,λ (co(S)) = F 0,λ (∅) = 0, hence co(S) is the optimal set and co(S) maximizes (12).
• Case r 2 =r 2 analog to the previous case, but F 0,λ (S 1 ) = F 0,λ (co(S)) = F 0,λ (∅) = 0, hence co(S), S 1 are the optimal sets and S 1 , co(S) maximize (12).
T r a n s v e r s a l s e t s e x i s t . • Case r 2 <r 2 . We can find > 0 such that for For r 2 =r 2 − ,
Hence also in this case there would be no optimal transversal set. Moreover we have
, hence by Lemma 4.2, we can conclude that for all r 2 <r 2 − , S 1 maximizes X → |X∩S(r 2 )| P (X) . Hence we conclude that the only possible choices for an optimal set of (12) are S 1 and co(S(r 2 )) and conclude the Lemma. ii) Due to the properties of the opening and the closing operators (see Lemma 2.2) we have for the curvature κ:
iv) In the case where X k s,λ = X We now give an explicit characterization of the solutions of (1).
Remark 5.4. By Lemma 2.6, we may assume that
otherwise the solution corresponding to S is described by the sum of the solutions corresponding to S 1 and S 2 , that is, both sets do not interact. Moreover, by Lemma 4.1 and Proposition 2.4 it is enough to consider
, otherwise the solution of (1) is equal to zero.
We start by comparing the energies of S 1 , S 2 , S and ∅.
Lemma 5.5. Let λ > 0. We have
Proof. Observe that, for i = 1, 2,
We now define special values of λ which will be useful in order to classify the minimizers of F s,λ .
Proposition 5.6. Assume that (13) holds. Let R c (S) be the minimal radius r such that Close r (S) is connected.
(a) There is a unique value R 1 ∈ [R c (S), ∞) such that
Let s 2 (λ) = 1−λ
|S 2 | and λ 1 be given by
and (b) i) If
for any λ < λ 2 (resp =, >). We have that R 1 = R 2 if and only if
|S 2 | if and only if λ 1 = λ 2 . And R 2 = 0 (in that case also R 1 = 0 and λ 1 = λ 2 = 0) if and only if R c (S) = 0. Figure 9 : Illustration of Theorem 5.8. For any point (λ, s) this diagram shows which one of the four sets S 1 , S, Γ s,λ (S) , ∅ has the minimal F s,λ value. For (λ, s) = (λ, 1−λ
|S 2 | ), the minima are not unique. The dotted line indicates the values of (s, λ) such that λ 1−s = r 2 , hence there are no transversal minimizers on the left of the dotted line.
(c) Set λ 3 := max
Remark 5.7. Observe that when
Now we are ready to describe the minimizers of F s,λ . For simplicity, from now on we denote by C s,λ the largest minimizer of F s,λ (see Proposition 2.3).
Theorem 5.8. Assume that (13) holds. Let λ 1 , λ 2 , λ 3 be as in Proposition 5.6. Then the sets C s,λ are given by:
The third interval is empty in the case
There is a value 1 − λ
and Γ s,λ (S) = Close λ s (S) as long as
(c1) If Figure 11 shows solutions of (1) for different λ, when S is the union of two balls with radii r 1 = 1.2, r 2 = 1 and distance d = 0.05 (case
In order to prove Proposition 5.6 and Theorem 5.8 we need the following Lemmas:
Lemma 5.9. Let 0 < R < r and define
The function that represents an arc of a circle with radius r (angular span smaller than π) from −R to R, minimizes G r (h) under all functions h with h(−R) = 0, h(R) = 0.
Proof. See [7, Lemma 4 .29].
Lemma 5.10. Let R c (S) be the minimal radius r such that Close r (S) is connected. Then for
Proof. Let us take the x-axis as the axis joining the centers of the two circles. Then S is symmetric with respect to the x-axis. 
Note thatf is an arc of circle with radius λ s . Using functional G r as in (18) 
Next we show some properties of the function (s, λ) → F s,λ Close λ s (S) . 
. Assume that
. By Lemma 5.10 we have that
Hence the mapping λ → F sκ(λ),λ Close λ sκ(λ) (S) is strictly decreasing as long as λ sκ(λ) ≥ R c (S). The continuity follows from the continuity of the involved functions. 
hence
This proves that the mapping s → F s,λ Close λ s (S) is strictly increasing on the interval 0, min 1,
. Adding we have that 0 < r 2 < r 1 and P (Close r 1 (S)) + 1 r 1 |Close r 1 (S)| < P (Close r 2 (S)) + 1 r 2 |Close r 2 (S)| .
Hence P (Close r (S))+ Writing again (19) as
(notice that these values are not 0), and adding 1−s 1 λ |S| to both sides of the inequality above, we get that P (Close r (S)) + 
To prove (20), let us estimate the area of Close r (S) \ S. This set is contained in a triangle whose basis has length ≤ 2r and whose height is less than √ r max(
Hence |Close r (S) \ S| = O(r 3/2 ) and (20) holds.
Lemma 5.12. Assume that (13) holds and that
e., C s,λ cannot be a transversal set.
Proof. From (11) and Proposition 4.1 we obtain that
We claim that λ 3 ≤ r 2 . Indeed, if λ 3 > r 2 then by Lemma 5.9 we have that the set co(S) cannot be a minimizer of F 0,λ 3 , that is, there exists X ⊂ R 2 such that
It then follows ρ(X) > λ 3 , contradicting (21). We thus proved that λ 3 ≤ r 2 .
We now claim that, for
we necessarily have C s,λ = ∅. Indeed, it is enough to show that the empty set is a minimizer of F s,λ for
, that is, F s,λ (C s,λ ) = 0. Since
, from Proposition 3.2 it follows that C s,λ ∈ S 1 , S, ∅, Close s λ (S) . From our assumptions it directly follows that F s,λ (S 1 ) > 0 and F s,λ (S) > 0, hence it remains to show that F s,λ (Close s λ (S)) ≥ 0. By Lemma 5.11 (i) we know that
which proves our claim.
In particular, if C s,λ = ∅ it follows that
i.e.,
, hence C s,λ cannot be a transversal set (again by Proposition 3.2 b)).
Proof of Proposition 5.6.
(a) Assume first that R c (S) > 0. In that case, because of the convexity of S 1 , S 2 , P (S) < P (Close Rc(S) (S)), and we have
On the other hand
Hence, by Lemma 5.11.(iii) , (14) has a unique solution in R 1 ∈ (R c (S), ∞).
Assume now that R c (S) = 0. Then we have Close Rc(S) (S) = S, moreover, since f (r) := P (Close r (S)) + On the other hand, we also have (22). Thus, R 1 = 0 ∈ [0, ∞) satisfies (14) . This value is unique since r → P (Close r (S)) + 1 r |Close r (S) \ S| is strictly decreasing. To prove (15) , let us observe that is an increasing function of λ we have that
is > 0 (resp. = 0, < 0) if and only if λ < λ 1 (resp. λ = λ 1 , λ > λ 1 ).
Notice that λ 1 = 0 if and only if R 1 = 0 and we have proved that this happens if and only if R c (S) = 0.
(b) (i) We are assuming that P (co(S)) < P (S 1 ) |S 1 | |S|. Let us first assume that the radius of S 1 is > than the radius of S 2 , hence
and
in case that R c (S) = 0. On the other hand
Thus there is a unique value R 2 ∈ (R c (S), ∞) satisfying (16).
Now, if
|S 1 | , then both equations (14) and (16) are the same and we can take R 2 = R 1 . Hence λ 2 = λ 1 . Clearly, if R 2 = R 1 , then
|S 1 | and R c (S) = 0, by (i), R 2 = R 1 = 0 and λ 2 = λ 1 = 0.
To prove (17) we proceed as in the proof of (i). The fact that λ 2 ≥ λ 1 follows since
|S| . From the explicit formula for λ 2 , it follows that λ 2 ≤ P (S 1 )
the only possible minimizers for F 0,λ are S 1 and Γ 0,λ . For
Proof of Theorem 5.8
We consider the three different intervals of λ. For each of them we compute C s,λ for s ∈ [0, 1].
(a) λ ∈ [0, λ 1 ]. In this case λ < r 2 such that Γ s,λ (S) = Close λ s (S).
(a1) Let us prove that there is a function s a (λ), λ ∈ [0, λ 1 ], such that
if and only if s ∈ [0, s a (λ)), resp. s = s a (λ), s > s a (λ). Notice that F s,λ Close λ s (S) ≤ F s,λ (S) if and only if
Clearly, by Proposition 5.6 (a), if we define
then the equality in (24) holds identically. Now, by Lemma 5.11 (iii) , the left hand side of (24) is an increasing function of s, and the identity in (24) only holds at s = s a (λ). Thus (23) holds.
Remark that (23) holds for any value of λ.
(a2) Identification of C s,λ . Recall that, by Lemma 5.5, for any s ∈ 0, 1 − λ
Using (23) and Lemma 5.5 we clearly have that
. In this case, let us prove that there is a function s b (λ) such that
Let us consider two cases
(b1) In this case we assume that
. i) Proof of (25). Recall from Lemma 5.12 that in this situation we have Γ s,λ (S) = Close λ s (S). In this case λ 2 =
if and only if
Let us work in the interval s ∈ 0,
. Let us prove that
Indeed, since
, after some simple computations we deduce that
P (co(S))−P (S 1 ) and this is equivalent to (26). Moreover, by Proposition 5.6 (b) (assuming that
with equality if λ = λ 2 , and for λ ∈ (λ 1 , λ 2 ] and s = λ R 1 , we have
(the first inequality being true because λ > λ 1 ). Since both functions s → F s,λ (S 1 ) and s → F s,λ Close λ s (S) are continuous in s, they have to intersect for some s ∈ 0, min
Hence there is at least one value s that satisfies (25). Let s b (λ) be the smallest value of s satisfying (25). Notice that we have that
ii) We show that s b (λ) is the unique value of s ∈ 0, min
and (25) holds. Our assertion is true in this case. Assume that λ ∈ (λ 1 , λ 2 ). Let us prove that for any s ∈ s b (λ), min
Suppose that we find s b (λ) < t 1 < t 2 < min
Let us compute C t 1 ,λ . Observe that by (29) S 1 has less energy than Γ t 1 ,λ (S), and Γ t 1 ,λ (S) is better than S because t 1 < λ R 1
. Also F t 1 ,λ (S 1 ) < 0 because
Let us compute C t 2 ,λ . Observe that Γ t 2 ,λ (S) is better than S 1 (by (30)). And Γ t 2 ,λ (S) is better than S because t 2 <
It is not possible that t 1 < t 2 and the optimal set C t 2 ,λ contains the optimal set
The inequality has to be strict. Otherwise there would be two points t < t such that the minima of F t,λ are both S 1 and Γ t,λ (S) and the minima of F t ,λ are both S 1 and Γ t ,λ (S). Then S 1 would contain Γ t ,λ (S), a contradiction. Thus (28) is proved.
iii) Computation of C s,λ for λ ∈ (λ 1 , λ 2 ] and any s.
If s ∈ [0, s b (λ)) we argue as for t 2 and we deduce that the optimum is Close λ
we argue as for t 1 and we deduce that the optimum is S 1 . If min
. Also (by the definition of R 1 ) on this interval F s,λ (Close λ s (S)) > F s,λ (S). Thus the optimum is either S 1 or S. By monotonicity of the optimum with respect to s and the fact that the optimum in (s b (λ),
is S 1 , we deduce that it is also S 1 in (
, as in the previous paragraph the minimum for s > 1 − λ
Let us point out that for λ = λ 2 and for s > s b (λ 2 ) = 1 − λ 2
(b2) Assume that
, then (26) holds. On the other hand (27) also holds for any λ ∈ (λ 1 , λ 2 ]. As in paragraph (b1) we identify a solution s b (λ) ∈ 0, λ R 1 of (25). Let us take the smallest one. Let us prove that s b (λ) ∈ 0, 1 − λ
Notice that the second inequality is strict if
, while the first is strict if S) ) and s 1 (λ) > 0. In both cases, since s b (λ) is the smallest solution of (25), we have s b (λ) ∈ [0, 1 − λ (32) Indeed, if λ ≥ λ 2 and s ∈ 0, 1 − λ P (S 1 )
. That is, In this case, λ 2 = |S 2 | P (co(S))−P (S 1 ) . Since P (co(S)) < P (S), we have F 0,λ (co(S)) < F 0,λ (S). If we take λ > λ 2 , we have F 0,λ (S 1 ) < F 0,λ (co(S)). Thus, for s ∈ 0, 1 − λ P (S 1 ) |S 1 | small enough the optimum is S 1 . By monotonicity of the level sets of u λ , S 1 is the optimum for all s ∈ 0, 1 − λ
|S 1 | is the emptyset.
(d) Since λ > λ 3 = χ S * , C s,λ = ∅ by Proposition 4.1. This concludes the proof.
