This study advocates a mathematical framework of "transport relations" on a network. They single out a subset of "traffic states" described by time, duration, position and other traffic attributes (called "monads" for short). Duration evolutions are non negative, decreasing toward 0 for incoming durations, increasing from 0 for outgoing durations, allowing the detection of "junction states" defined as traffic states with "zero duration". A "junction relation" (cross-roads, synapses, clearing houses, etc.) is a subset of the transport relation made of junction states. The objective is to construct a "transport regulator" associating with traffic states a set of "celerities" that mobiles circulating in the network can use as velocities. In other word, a network is regarded as a "provider of velocity information" to the mobiles for travelling from one departure state to an arrival state across a junction relation (a kind of geodesic problem). This investigation assumes that a system governs the evolution of monads in function of time, duration and position using celerities as controls and provide the transport regulator, a feedback from transport states to celerities. The proposed mathematical framework can acclimate road or aerial networks, endocrine (hormonal) or synaptic (neurotransmitters) networks, financial or economic networks, which motivated this investigation. This framework could probably accommodate computer and even social networks. This investigation is restricted to junctions between two routes. An extension to junctions between a set or prejunction routes and postjunction is under way, as well as the development of specific examples.
Introduction
A "route" ( ≪ voie ≫ in French) is a subset K ⊂ R p of positions p ∈ K, on which travel continuously "mobiles" t → ξ(t) ∈ K. A traffic network is a (finite) family of routes intersecting at certain positions, the junctions of the network, at which some traffic attributes of the traffic may be discontinuous (stopping the mobiles, creating or destroying some attributes, for instance). This means that their velocity may be infinite : infinite velocities are called impulses. We are investigating the (continuous) circulation of mobiles on the routes of the network punctuated 3 by "junctions" between two prejunction and postjunction dates, which, when they are equal, are (instantaneous) impulse junction dates and positions.
For instance, vehicles in road networks evolve along the roads through the cross-roads, where they may be required to stop, nervous influx along neurons propagate until they release or destroy neurotransmitters in the synapses 4 of a neural network, hormones 5 circulated in endocrine systems between endocrinal glands and receptors, money transfers propagate in economic-financial networks of banks and their exchanges are settled in the clearing houses, information is propagated in a network of computers devices until bits 6 are transferred in their computer nodes, etc.
The routes are subsets of positions in a finite dimensional vector spaces R p , such as R 2 (or R 3 whenever altitude matters) for road networks, R 3 for aerial trafic and neural networks, red globules in blood vessels, R p for banks, etc., which are associated with adequate traffic attributes x ∈ R m , such as celerities (velocities advised to mobiles, measures of traffic jam, number of neurotransmitters, of units of numéraire, etc).
The broad question we ask at a level of abstraction high enough to cover these examples is how to regulate the circulation of mobiles through the routes and the junctions of the network.
We impose some requirements on the traffic attributes at each time and each positions of the network which have to be satisfied (velocity, jam, etc.).
The question we would like to answer is : how to equip a network with a traffic regulator computing and providing at each position and at each time some information transmitted to the mobiles travelling along the routes should or must respect to satisfy the requirements ?
Traffic Regulators of the Circulation of Mobiles
The question we shall try to answer is, in the last analysis, to regard a network on which mobiles circulate as a "traffic regulator" providing mobiles the velocity that they should or must use for guaranteeing the viability and/or the optimality of the traffic as well as other requirement. We call this information provided by the traffic network "celerity" r(t, p) at time t and at position p.
More precisely, whenever at time t, a given mobile is at position p = ξ(t), then its velocity ξ ′ (t) should coincide with the celerity r(t, p) = r(t, ξ(t)) provided by the traffic regulator. Hence, celerity "decentralizes", so to speak, the traffic information used by any mobile 10 :
The ultimate objective of traffic regulation on a route or a network of routes is to provide at each instant t and at each position p ∈ K on the network a "celerity" r(t, p), feeding back the velocity ξ ′ (t) = r(t, ξ(t)) = r(t, p) governing the evolution of any mobile t → ξ(t) passing through ξ(t) = p at position p at time t. Such a map (t, x) → r(t, x) associating with time and position a celerity is called a traffic regulator, feeding traffic celerities to mobile's velocities.
We thus reserve the word velocity ξ ′ (t) to the mobiles which governs 11 their evolution by the cinematic law
and the word celerity r(t, p) as an information attached to the position p at time t of the network, independent of the actual mobile passing through ξ(t) = p at position p at time t using this information provided by the traffic regulator. For instance, if the mobile is governed by its own dynamical second-order differential equation
, then its actual evolution on the network is governed by the second-order equation
for adapting its evolution to the route of the network on which it travels.
Staying on the Route
The first purpose is for any mobile evolving on the route K ⊂ R p of a network is to be viable 12 in the sense that ∀ t, ξ(t) ∈ K
Viability theorems provide an answer whenever the velocities ξ ′ (t) of the mobiles are bounded by an a priori limit c(t, ξ(t)). Denoting by T K (p) the "tangent cone" to K at p ∈ K, the viability theorem requires that the cinematic version of this constraint is satisfied :
Therefore, we have to require that the celerity advised to monads (see Definition 1.3, p.7) is constrained by
Many other requirements, besides this minimal one, could be added, providing a more and more restrictive list of requirements. The question, "design a traffic regulator", asked, it remains to answer it, for given purposes.
11. If the cinematics of the mobile is described by a controlled differential equation ξ ′ (t) = g ξ (t, ξ(t), u(t)), the microscopic feedback of the mobile is a solution to the equation g ξ (t, p, u) = r(t, p) equating velocities and celerities.
12. This "viability constraints" is not a constraint whenever K := R is a straight road in R.
Incoming and Outgoing Durations
Chronological time t ∈ R is not sufficient for studying the evolution of mobiles, the concept of travel duration is mandatory for "chaperoning"
13 their evolution. Duration function (with variable velocities were introduced in [12, Aubin] and Time and Money. How Long and How Much Money is Needed to Regulate a Viable Economy, [13, Aubin] (in economics), but only for "outgoing" durations.
The idea is to introduce non negative fonctions from t → d(t) ∈ R + with variable velocities, denoting the duration needed to reach a position or after starting from a position. For simplifying the exposition, we assume that the durations' accelerations are equal to 0, so that their fluidities are constant. One motivation for introduce these durations is that they signal junction times Ω when d(Ω) = 0 and that this information is provided to dynamical system when, for instance, a differential inclusion x ′ (t) ∈ F (t, x(t)) involves the duration. For example, using constant fluidities ϕ > 0, we obtain 1. Incoming evolutions governed by
which decreases the velocities of x(·) for t < Ω until they vanish when t = Ω ;
2. Outgoing evolutions governed by
which increases the velocities of x(·) from 0 when t = Ω to positive ones when t > Ω. 13 . as proteins chaperon other proteins in biology, or old aunts their young and innocent nieces.
These are examples of differential inclusions of the form
General travel durations are non negative functions t → d(t) ∈ R + which successively go through an 1. Incoming phase, when durations are decreasing from their local maximal to their local minima at junction date Ω where d(Ω) = 0 required to be equal to 0 ; 2. Stationary phase, when durations remain equal to 0 ;
3. Outgoing phase when durations are increasing from their local minima d(Ω) = 0 to their local maxima at reversal date after which they increase.
A travel schedule is the concatenation of decreasing, stationary and increasing durations in this order.
Such situations could be qualified as "structured by durations" since McKendrick opened the way to equations "structured by ages"
14 when age plays the rôle of an outgoing duration with constant fluidity equal to +1, and thus, increasing ... forever (forgetting Franz Kafka's observation that "eternity is long, above all towards the end").
Remark : Junction detectors -Actually, durations can be regarded as "temporal junctions detectors" for characterizing junctions. One can, for instance, also regard then as "spatial junctions detectors" by defining the function d(·) through a distance function x → d J (x) to a the junction :
Other junction detectors motivated by such and such concrete problem can be devised, the modifications from the temporal junction detector being marginal, since this study assumes that the evolution of monades are governed by differential inclusions
where d(·) can be any detector, feeding back on any component of the traffic state (t, d, p, x). For instance, for spatial junction detectors,
14. The age-structured standard approach starts with the establishment of the 1926 McKendrick partial differential equation relating the population and its partial derivatives with respect to time and age. Time and age are scalar durations evolving with constant fluidities equal to 1. Age-structured partial differential equations involving both time and age have been extensively studied (see, among an extensive literature, [1, Anita] , [9, Aubin] , [5, Aubin, Bonneuil & Maurin] , [40, Iannelli] , [41, Keyfitz N. & Keyfitz B.] , [42, Mckendrick] , [47, Von Foerster] , [48, Webb] , etc.).
From Mobiles to Monades
In order to construct traffic regulators providing celerities to the mobiles passing through a position at a given time, we can take into account the knowledge of some complementary traffic attributes x attached to the routes of the networks, that we shall call monads 15 to place under a same abstract umbrella those many examples of attributes of traffic information provided to "mobiles", the physical nature of which is not involved besides the fact that they circulate along the routes of the network.
For instance, monads can represent the celerity or the measure of jam at each time t and each position p. When we want to describe a position p at which the mobiles must stop at time t, we have to impose that the celerity (monad) is equal to 0 at this time and position. Also, we may define several measures of jam before or behind a given position, used as another monad, and so on.
p , being given, we add to the triplets (t, d, p) ∈ R × R + × K describing a chronological time, a duration and a position other traffic attributes x ∈ X := R m , regarded as the monad space, that we shall call monads, for completing the description of a traffic state
A monad regulator is a set-valued map associating with each traffic state
m of celerities advised to the mobiles passing through the traffic state (t, d, p, x). The derivative t → x ′ (t) of the evolution of monads is regarded as the surge of the traffic at time t.
The monads evolve along the routes of the network according to some evolutionary laws, differential equations or inclusions for accommodating controls and/or tyches (disturbances, perturbations). Traffic regulators provide the information on celerity to mobiles between two junctions and the discontinuous behavior at junctions is described by junction regulators described later, after we describe two examples of traffic attributes. For instance,
Dynamic Traffic Regulator
The simplest example of monad is the celerity x(t) = p ′ (t) advised to the mobiles along the routes. Hence the "surge" boils down to the acceleration x ′ (t) = p ′′ (t). Introducing these monads is mandatory whenever constraints on the velocities of the mobiles are used, for instance whenever mobiles have to stop at given times and positions of the route 16 . For instance, if p = 1 and if the surge x ′ (t) := p ′′ (t) is equal to f (t, d, p, r), 15 . From the Greek "monos", unique. Gottfried Leibniz already used the concept of monad in philosophy, and the name was borrowed in mathematical category theory and abstract programming 16. For instance, in road networks, stop signs and traffic lights requiring to stop during periodic periods of time.
the traffic regulator r(t, p) at time t at position p providing the celerity is a solution to the Burgers type partial differential equation 
Measures of Traffic Jam
In another instance, we may require that the jam ( ≪ engorgement ≫ in French) of the traffic satisfies some constraints. By definition, the (measure of) traffic jam at position p ∈ K is the number x(p) of mobiles on a stretch of route before and/or after position 17 p ∈ K, time t and duration d.
The derivative x ′ (t) ∈ X ⋆ of a differentiable jam function has the dimension of a surge. We can require for instance that at each time t, the jam function or bottleneck func-
m is a "jam capacity" that the route allows at time t for a duration d at position p. When p = 1, we recover the characteristic system underlying the Hamilton-Jacobi-Moskowitz summarized in Chapter 14 of Viability Theory. New Directions, [15, Aubin, Bayen & Saint-Pierre], and studied in an abundant literature.
These requirements are part of a list that traffic modelers provide, from which we must built a traffic regulator providing mobiles their celerity at all positions and instants, information which they should or must use for satisfying them.
Junctions
The evolutions of mobiles on a network between incoming and outgoing states can be "punctuated" at junctions of the network, where "intermodal systems" between two prejunction and postjunction states of a junction relation. For instance,a network of routes is a set of routes punctuated by junctions, in particular, by impulse junctions such as cross-roads, synapses, clearing houses, bit nodes, etc. The circulation between two departure and arrival states on a network can be interrupted by an intermodal system between prejunction and postjunction dates and positions, whereas at crossings, these prejunction and postjunction dates collapse at a same impulsive junction date and position.
described for instance by
Instead of the number x(p) of mobiles in this set, we can also compute the measure occupied by the mobiles in this stretch of road.
In the case, of biological networks, the transmittal of proteins and other chemical compounds (hormones, etc.) are produced in endocrine glands for regulating specific physiological processes by travelling through the bloodstream between two distant emitter and receptor. They last between two prejunction and postjunction dates whereas, in neural networks, for instance, other proteins (neurotransmitters) crossing a synapse between a presynaptic neuron and a postsynaptic one trigger "instantaneously" the transportation of neurotransmitters at an impulsive (synaptic) junction date.
Regarding the monads, even though the position of the junction may be the same, the monads "passing" from one attribute to another one during a junction, impulsive (when it is triggered by an impulse) or not. Therefore, the description of a network of routes is not restricted to the continuous time circulation of monads between outside junctions, but integrate also discontinuous evolutions at junctions, governed by junction maps operating at junctions, impulsive or not.
For instance, if the traffic attribute of a monad is the celerity, it may be equal to 0 for some monads on some routes at some time to stop at the junction whereas the monads on other routes have positive celerities at some time ans switch to a different configuration at an other time (in road traffic, for instance). If the traffic attribute is a (measure of) jam, at some junction and at some time, the jam of some monads have to switch (immediately, in the impulsive case) for the sum of the jams to be below a given threshold.
How can we locate or signal a junction state ? The introduction of duration functions allows the system to detect then whenever the durations vanish.
Hence, as for impulse control and hybrid systems, the behavior of the monads at the junction is described by a junction relation , either single-valued or set-valued to accommodate controls and/or tyches (perturbations, disturbances, etc.) : see Definition 3.2, p.13 of Section 3, p. 12.
Motivation : Road Traffic
Road traffic information exists at least since the milestones have been used by Roman Empire for deducing the travel durations between two positions 18 . At the time, only the position was indicated, the celerity being not yet an issue ! Nowadays, road traffic regulation, as rudimentary and frustrating it is, is known to everyone : they are provided by speed limit signs (an upper bound of the velocity used by the mobiles passing by), or more coercitive information, as traffic lights or signals, imposing a speed limit equal to 0 during a given time-interval, or other signs providing qualitative advices, etc. Such information is provided 18 . In his 1960's study of the ≪ yamonamö ≫, still a stone age tribes at this time, Napoleon Chagnon reports in [25, Noble Savages] that the distance between two places is measured by durations (number of "sleeps" during a trip). The yanomamö cannot count accurately beyond 2 and had to sit down to estimate a long distance by using their toes. With milestones and the concept of velocity, travel duration could be estimated from the information on distances, a spatial metaphor of time, actually, duration.
by a road equipment to the vehicles 19 , which have to abide by this information for moving on the road.
The construction of feedbacks piloting evolutions viable in an environment, here, a network of routes, is the very objective of viability theory, the results of which allow us to compute the celerities regulating the traffic of monads in this network.
The search of celerities is a by-product of most studies of road traffic. Greenshields used in 1933 photographic measurement methods for the first time to describe a phenomenological law described by a quadratic relation between vehicles and their density and flows, and using it as inputs of first-order partial differential equations (conservation laws and Hamilton-Jacobi-Bellman equations) providing "cumulative number" of vehicles passing at given position after a given time on a one-dimensional road (see [ [33, Désilles] .
This "shift from densities to celerities" was hidden, so to speak, in the description of the traffic by the number of vehicles. They are related by a function (called the fundamental diagram) relating densities to flows by a system of partial differential equations. The Legendre-Fenchel transform of density function is a function associating flows with celerities, regarded as controls of a dynamical system governing the evolutions of positions. Daganzo discovered celerities (see [28, 30, 31, 32, Daganzo] ) in his "Daganzo variational principle" without naming them for defining optimal evolutions.
Right or wrong, we choose the other way around, finding traffic regulators providing celerities first, and, in the classically formulated problems, uncovering as a by-product the underlying first-order partial differential equations, just to provide a link with the eighty years abundant traffic engineering literature, but not for using them. Because partial differential equations do not provide more information on the regulation than the one directly provided by the viability approach regarding the mathematical, algorithmical and software issues.
Contents
Section 2, p. 11 defines relations. Usually a set of variables is decomposed into input variables and output variables, and (set-valued) maps sends inputs into outputs. However, set-valued analysis favors a graphical approach regarding maps as their graphs in the product of the input and the output spaces. This dichotomy between inputs and outputs is not always reasonable : what matters is a subset of variables ranging over a product of two or more spaces, playing the rôle of the graph in the case of two spaces. Hence all results on graphs of maps can be adapted, except, naturally, the ones which are formulated in terms of setvalued maps. Since there are many variables describing a traffic state, and twice as many when we consider junctions, it seamed necessary to abandon set-valued maps in favor of relations on two or more spaces. Consequently, in Section 3, p. 12, we define transport relations for singling out incoming and outgoing states described by time, duration, position and monades, i.e., eight variables, and, even more, if the monades themselves are split in relevant classes of variable (celerities, jam, etc.). Hence transport relations are subsets of the product of eight relevant spaces and junctions relations are transport relations with vanishing durations. Section 4, p. 14 defines transport evolutions linking an incoming state to an outgoing one across a junction. Section 5, p. 15 adresses the problem under investigation : how can we construct a transport relation across a junction linking incoming and outgoing states ? This is kind of geodesic problem, the formulation of which is formulates as the transport kernel relation, i.e., the subset of "linkable" pairs of incoming and outgoing states across the junction. Section 6, p. 17 characterizes transport kernel relations as capture basins of an auxiliary system. Therefore, transport kernel inherits the properties of capture basins. Among them, the tangential conditions characterizing capture basins provide the transport regulators we were looking for, as it is explained in Section 7, p. 20.
Relations
Since traffic states involve time, duration, position and monad components, what matters is the subset of such states in the product R × R + × R p × R m . Until now, we regarded such a subset as the graph Graph(M) of the monad map M : R × R + × R p ❀ R m . Although reasonable, this choice is arbitrary, and we could as well, by "reorganizing" this product as R ×R p ×R m ×R + , regard the same subset as the graph of the duration D : R ×R p ×R m ❀ R + associating with triplet time, position and monad its duration.
Moreover, transport relation deals with two traffic states, incoming state (t in , d in , p in , x in ) and outgoing state (t ou , d ou , p ou , x ou ), constituting a transport state
Consequently, it seems pointless to privilege one decomposition of this product as the product of two partial products of theses spaces, since there are too many combinations separating what are the input variables and output variables.
The incoming-outgoing "natural" breeching would be to regard a subset of
, not only as the graph of the map
but also as the graph of the map
providing the arrival monad. Set-valued analysis and viability theory use systematically the graphical approach for dealing with set-valued maps (or the epigraphical approach for studying extended numerical functions ). This is the reason why we shall define relations, generalizing graphs of set-valued maps, regarded as binary relations. The idea of maps is so entrenched in our minds that it seems difficult to go from the number two 20 to higher numbers of elements, without separating variables in two categories only, inputs and outputs, top and down, left or right.
X i is a subset of the product of ℓ spaces. It relates the multistates (x i ) i=1,...,ℓ belonging to R. A relation R 1 is a restriction of a relation R 2 (and R 2 is an extension of R 1 ) if R 1 is contained R ⊂ i∈I X i in the graph of R 2 .
The hyperrelation R of a relation R is a relation R ⊂
Transport and Junction Relations
A transport relation involves two monads x in ∈ M(T in , D in , P in ) at "departure" date T in before the "prejunction" date Σ in of the junction and x ou (t) ∈ M(T ou , D ou , P ou ) at "arrival" date T ou after the "postjunction" date Σ ou of the junction.
We denote by R 2 ≤ the subset of pairs (T in , T ou ) of departure and arrival dates (or pairs (Σ in , Σ ou ) of prejunction and postjunction dates) such that T in ≤ T ou (or Σ in ≤ Σ ou ). We shall naturally assume once and for all that the departure date T in ≤ T ou is always smaller than the arrival date T ou as well as the prejunction date Σ in ≤ Σ ou is always smaller than the postjunction date.
The incoming decreasing duration d in (t) and outgoing increasing duration d ou (t) are used to locate junctions whenever d in (Σ in ) = 0 at the prejunction of the junction and d ou (Σ ou ) = 0 at the postjunction of the junction. 20 . At this stage, mathematics are in the same situation than the yamonamö who have a name for the number two only, as we have a name only for maps, which are binary relations.
The "continuous time traffic" of monads along the route M : (t, d, p) ❀ M(t, d, p) is interrupted (punctuated) and replaced by an "intermodal" transit governed by a given different intermodal system.
which relates incoming and outgoing states
For instance, the monad relation is defined by
We shall say that a transport relation is viable in the monad relation of a network if Q ⊂ M is contained in the monad relation M, product of the graphs of the monad maps.
Junction relations are transport relations with vanishing incoming and outgoing durations, which allow them to be detected by incoming and outgoing durations functions :
Definition 3.2 [Junction Relations]
A junction relation J is defined as transport relation satisfying
when the incoming and outgoing durations of which are equal to 0 and when We shall identify prejunction and postjunction junctions states
with a relation
The state of a incoming-outgoing evolution at a junction satisfies
Therefore, at a junction relation, incoming and outgoing monad evolutions satisfy
or, equivalently.
The simple junctions are the junctions J = J in × J ou where
In this case, the junction crossing is split into two parts : arriving at the target J in and leaving from the source J ou , independently. The study of these two problems is a consequence of the more realistic case when the junction relation is not a product of subset, so that the prejunction states influence the postjunction states.
Transport Evolutions Crossing a Junction Relation
From now on, we assume that the accelerations of the incoming and outgoing durations are equal to 0, to that their fluidities (absolute velocities) ϕ in > 0 and ϕ ou > 0 are constant. These fluidities are parameters of the problem. The aperture Ω ≥ 0 measures the time spent before reaching and after leaving a junction.
For a given aperture Ω, the transport of monads from the departure date T in to the arrival date T ou is decomposed into three phases :
1. an incoming monad evolution t → x in (t) starting from departure monad x in at departure time T in and arriving at the prejunction monad x in (T in + Ω) at the prejunction date Σ in = T in + Ω ; 2. an intermodal evolution during a intermodal period (or junction time interval
[Σ in , Σ ou ]), which is governed by a "junction relation" ; 3. an outgoing monad evolution t → x ou (t) starting at postjunction date Σ ou := T ou − Ω at the postjunction monad x ou (T ou − Ω) and arriving at time T ou at the arrival monad x ou . 
is a transport evolution starting at (T in , D in , P in , x in ) and arriving at (T ou , D ou , P ou , x ou ) across the junction J if there exist
) ∈ J satisfying the following requirement : their Ω-concatenation evolution t → x(t) := (x in ♦ Ω x ou )(t) of the monad between the departure date T in and the arrival date T ou of the incoming evolution t ∈ [T in , T in + Ω] → x in (t) and the outgoing evolution t ∈ [T ou − Ω, T ou ] → x ou (t) satisfies the properties summarized in the tables below :
where the positions are related to their celerities c in (·) and c ou (·) by (27) and satisfy at the junction relation incoming dynamics outgoing dynamics
Transport Kernel Relations
At this stage, we assume that the junction relation J is given, and the question we investigate deals with the construction of transport relations Q containing the junction relation J and the evolution of the transport evolutions on the complement Q \ J of the junction relation in the transport relation, which are assumed to be continuous time evolutions. For that purpose, we assume that the transport evolution is governed by a given transport differential inclusion controlled by incoming and outgoing celerities :
m associate with a transport state (t, d, p, x) a subset F (t, d, p, x) of monad velocities, regarded as surges. We introduce also celerity functions c in (·) and c ou (·). A transport differential inclusion controls the evolution of a transport evolutions t → x(t) := (x in ♦ Ω x ou )(t) of the incoming and outgoing evolutions of the monads outside the junction relation regulated by celerities :
The question is to determine when and how a transport differential inclusion governs viable transport evolutions in the sense that (30) which links x in to x ou from T in to T ou and crossing the junction on the intermodal period [T in + Ω, T ou − Ω] during which the position "jumps" from P in +
Hence, the question asked is : given departure states (T in , D in , P in , x in ) and arrival states (T ou , D ou , P ou , x ou ), can they be linked by at least one viable transport evolution across a junction relation governed by a transport differential inclusion. This is a more involved version of a "geodesic problem" that can be solved thanks to the concept of Eupalinian kernel 21 (Section 8.5, p. 291, of Viability Theory. New Directions, [15, 21. Eupalinos, a Greek engineer, excavated around 550 BC a 1036 m. long tunnel 180 m. below Mount Kastro for building an aqueduct supplying Pythagoreion (then the capital of Samos) with water on orders of tyrant Polycrates. He started to dig simultaneously the tunnel from both sides by two working teams who met in the center of the channel and they had only 0,6 m. error. This "Eupalinian strategy" has been used ever since for building famous tunnels or bridges by starting the construction at the same time from both end-points and proceed until they meet. 
which are linked by at least one viable transport evolution (see Definition 4.1, p.15) governed by the transport differential inclusion outside the junction relation J .
Viability Construction of a Viable Transport Kernel Relation
The definition of transport kernels being set, we have to derive its properties, and, at the end, provide traffic regulators indicating mobiles travelling in the network the celerities for joining a departure state to an arrival states across a junction.
For doing so, we shall construct a transport kernel as a capture basin of an auxiliary problem, so that the transport kernel inherits the properties of capture basins gathered in Viability Theory. New Directions, [15, Aubin, Bayen & Saint-Pierre].
Let us consider the auxiliary controlled system defined by
and
governing the evolution of pairs of evolutions Proof -To say that
belongs to the capture basin of junction relation J viable in M means that there exit both Ω ≥ 0 (the aperture we are looking for) and evolutions
the pair
belongs to the junction relation J . By definition of the junction relation J , this implies that D in = ϕ in Ω and D ou = ϕ ou Ω. Consequently, the ratios D in ϕ in := D ou ϕ ou = Ω (36) are all equal to the aperture Ω. By making the changes of variables t → t−T in in the evolutions of the auxiliary incoming states and t → T ou − t in the auxiliary outgoing states, we observe that 1. − → τ in (t − T in ) = t and τ ou (T ou − t) = t ; Except for particular cases, the formulations in terms of derivatives of set-valued maps to obtain set-valued versions of conservation laws or non smooth solutions of Hamilton-JacobiBellman is not always useful.
