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ABSTRACT Determining the robustness of a given feedback
control system can be logically divided into two
distinct questions: (1) how near instability is
The results on robustness theory presented here the feedback system and (2) given the class of
are extensions of those given in [1]. The basic model errors for which the feedback system is
innovation in these new results is that they stable, does this class include the model errors
utilize minimal additional information about the that can be reasonably expected for this
structure of the modelling error as well as its particular system? The first question can be
magnitude to assess the robustness of feedback answered exactly by appropriate mathematical
systems for which robustness tests based on the analysis once a suitable notion of "nearness to
magnitude of modelling error alone are instability" is defined. The second question is,
inconclusive. however, a question that requires engineering
judgment in the definition of what constitutes a
reasonable modelling error. The role of
mathematical analysis with respect to question
(2) is that of providing a simple
characterization of a sufficiently large subclass
of modelling errors that do not destabilize the
Briefly, the issue of robustness in feedback feedback system. Without a simple
conrol system design may be summarized as characterization of this subclass of model errors
follows. Any mathematical model can only even the best engineering judgment may not be
approximate the behavior of a physical system. adequate to answer question (2). Nevertheless,
In designing a feedback compensator, one nominal very simple characterizations of model errorsvery simple characterizations of model errors
model must be selected, from a class models that that are not destabilizing often lead to results
approximate the physical system's behavior. Once that are not very useful practically because they
a nominal model has been sele too restrictive and the associated subclass
class of modelling errors is defined implicitly of nondestabilizing model errors too small.
by the deviation of any model (in the class ofby the deviation of any model (in the class of Therefore, a compromise between the simplicity of
models that approximate the physical system's the characterization and the extent of the
behavior) from the nominal design model- When aof nondestabilizing model errors that
compensator is designed using this nominal model, can be considered is necessary. The main result
the resulting feedback system is said to be can be considered is necessary. The main result
robust with respect to the class of modelling of this paper will propose one such compromise.
robust with respect to the class of modelling
errors if it remains stable when the nominal The results presented in this paper are
model is replaced by any other model in the class essentially extensions of those presented in [l]
of models that represents the physical system. on the robustness of multivariable linear
Otherwise, the feedback system is not robust. time invariant feedback control systems. The
work in [1] is based on a multivariable version
of Nyquist's theorem from which several
This research was supported in part by the U.S. robustness theorems were derived In this paper,
Dept. of Energy under Contract DE-ACOi-78RA03395 a slightly more general approach based on
and by the NASA Ames-Research Center under grant Nyquist's theorem is given in a fundamental
NGL-22-009-124. robustness theorem from which various robustness
tests may be obtained. These robustness tests
i. The authors are with the Laboratory for ail have the following form. The magnitude or
Information and Decision Systems, norm of the modelling error or uncertainty in the
Massachusetts Institute of Technology, frequency domain is characterized by a
Cambridge MA 02139. nonnegative frequency dependent scalar. The
measure of robustness or margin of stability is
2. The author is with Alphatech, Inc., also characterized by a nonnegative frequency
Burlington, MA 01803 dependent scalar that represents the mininum norm
or magnitude of the modelling error required to
3. The authors are with Honeywell Systems and destabilize the feedback system. The robustness
Research Center, Minneapolis Minnesota test consists in comparing these two quantities
55440 . versus frequency. If the norm of the modelling
2error is less than the minimum error norm as well as any compensation employed.
required to destabilize the feedback system at
all the frequencies then, obviously stability is Due to modelling error or uncertainty the actual
guaranteed in the face of this modelling error. loop transfer function matrix is G(s), a
However) if the norm of the model error at some perturbed version of G(s). For the purposes of
frequency exceeds the minimum error norm required this paper the perturbed (or actual) system is
to destabilize the test is inconclusive. assumed to have the form given by
Additional information about the structure of the
modelling error must be used to determine if it G(s) = G(s)L(s) (2.1,
will destabilize the feedback system. This
additional information about the model error where L(s) is a multiplicative factor used to
structure is obtained by examining the projection account for model error or uncertainty.
of the error matrix onto the one dimensional Furthermore we assume' that both G(s) and '(s)
subspace spanned by the outerproduct of the left have state space representations given
and right singular vectors corresponding to the respectively by the triples (A,B C) and (ABG)
minimum singular value of the return difference (i.e , G(s) C(Is-A)-'B and G(s) =
matrix or a related matrix quantity. A corollary C(Is-)-A1B). Associated with the state space
of the main result is that the minimum "size" representation of G(s) are the open and closed
(i.e. norm, of the modelling error required to loop characteristic polynominals, respectively
destabilize a feedback system is equal to the ~OL(S) and hCL(S) defined by
geometric mean of the two smallest singular
values of the return difference transfer matrix 4 OL(s ) = det(sI-A) (2.2)
(or a related matrix quantity) provided the error
matrix has no projection onto the one dimensional 4CL(s) = det(sI-A+BC) (2.3)
subspace spanned by the outer product of the left
and right singular vectors associated with the The polynominals 4 OL(S) and %CL(s)
smallest singular value. Thus, the feedback associated with (A B,C) are analogously defined.
system will tolerate an error of this type of
possibly much larger magnitude than an The following theorem generalizes Theorem 2.2 of
artitrarily structured model error. Of course, [1] and is based on the idea of continuously
in order to.- guarantee that the error matrix has deforming the multivariable Nyquist diagram for
no such projection, engineering judgment based on G(s) into the one corresponding to v(s) without
what class of models gives a reasonable passing the locus through the critical point. If
approximation to the behaviour of the physical this can be done and the number of encirclements
system is required. of the critical point required for stability by
G(s) and G(s) are the same then this perturbation
The development of the results on the use of of G(s) will not induce instability. In this
model error structure will proceed first by theorem we will let DR denote the Nyquist
presenting in Section II a generalized version of contour (shown in Figure 2) along which
a fundamental robustness theorem found in [1] det(I+G(s)) is evaluated and define G(s,:) as a
based on the idea of- deforming the multivariable matrix of rational transfer functions continuous
Nyquist locus to account for model error without in C for c in t0,1i and for all s in DR
making the return difference matrix singular. that also satisfies the following conditions
Section III gives a brief review of the singular
value decomposition and related notions that will G(s,O) = G(s) (2.4)
be used. It then gives the basic results from
matrix theory that will be used in Section IV. and
Section IV gives a classification of various
robustness tests that have appeared previously in G(s,l) = G(s) (2.5)
the literature as well as a new one that has not,
according to the type of model error they guard Theorem 1: -he polynominal zCL(s) has no
against. All these tests have the same basic CRHP (closed-right-half-plane) zeros if the
form and therefore may all be generalized to use following conditions hold:
model error structure as well as magnitude -
information via the results of Sections III. 1. (a) JOL(s) and TOL(s) have the same
Section V shows how the results of Section III number of CRHP zeros.
may be used along with the fundamental robustness (b I 
theorem to generalize the robustness theorems of b) if fOL(jo) = O then fOL(iwo) °
Section IV that utilize only error magnitude
information. Also, an example is given (c) ~CL(s) has no CRHP zeros
demonstrating the results.
2 det[I+G(s,C)J # 0 for all e in [0,1]
All proofs are omitted due to space and for all s e DR with
considerations but may be found in [2]. R sufficiently large.
II. FUNDAMENTAL CHARACTERIZATION OF ROBUSTNESS. Theorem 1 forms the basis for the derivation of
all subsequent robustness results. We will
The basic system under consideration is given in subsequently assume that the radius R of the
Figure 1., where G(s), the loop transfer function contour DR is taken sufficiently large so that
matrix,, incorporates the open loop plant dynamics Theorem 1 may be applied.
3where we assume that oi are ordered such that
Theorem 1, condition 2 provides the complete The maximum and minimum
characterization of the class of modelling errors singular values may alternatively be defined by
that do not destabilize the feedback system
'under the restrictions given in condition 1). AXI 12 (3.2)
However, this characterization of the class of (A) = max IA
nondestabilIzing errors is so complex as to be xmOax |12
practically useless. A simple "small gain" type
of characterization of a subclass of
nondestabilizing model errors is those for whichI A - 1 (3.3)
a G(s,r) may be constructed with a (A) = min = IA r if A exists
ISG(s,r){12 < 1 for (s,E) on DR x [0 1]. mn x#O l3x.3
This simple characterization of the "small gain" 2
subclass of nondestabilizing modelling
errors does not cover many systems or modelling
errors of interest because of the requirements The smallest singular value amih(A) measures
that 1IG(s)1 2<l and 1I(s)II2<1 for how near the matrix A is to being singular or
all sED R rank deficient (a matrix is rank deficient if
both its rows and columns are linearly
Notice, that if IIG(s,£)112 -- O as Isl
- -
o dependent). To see this consider finding a
for all e in [0,1], then condition 2 of Theorem matrix E of minimum spectral norm that makes A+E
1 need only be verifed for (sk) in XP x rank deficient. Since A+E must be rank deficient
[0,1] where QR is defined as there exists a nonzero vector x such that
Ilxll2 = 1 and (A+E)x = 0 and thus by (3.2)
QR={sIsEDR and Re(s)<O}. (2.6) and (3.3)
This will be the case when G(s,£) is defined, in amin(A)<IIAxll2<IExlI2<llEll2=Omax(E) (3.4)
Section IV because both I{G(s)11 2 --_ 0 and
{IG(s {12 - 0 as Isl - a. The development Therefore, E must have spectral norm of at least
of robustness tests from Theorem 1 involves the amin(A) otherwise A+E cannot be rank
construction of inequalities that can guarantee deficient. The property that
the nonsingularity of I+G(s,e) as in condition
2. Therefore, section III will develop general Omin(A) > Gmax (E) (3.5)
matrix theory results that test for singularity
of the sum of two matrices implies that A+E is nonsingular (assuming square
matrices) and will be a basic inequality used in
III. MATRIX THEORY the formulation of various robustness tests.
Tlhle purpose of this section- is to introduce A convenient way of representing a matrix that
important tools from matrix theory and present exposes its internal structure is known as the
some results that form the backbone of the singular value decomposition (SVD). For an nxm
robustness results of section V. The specific matrix A, the SVD of A is given by
problem considered in this section is the ' H
following. Given a nonsingular complex matrix A, A = UZV = Z a. (A)uii .3.6)
find the nearest (in some sense) singular matrix i=l
A which belongs to a certain class of matrices.
If the error matrix E is defined as E = A--A where U and V are unitary matrices with column
then the problem may be stated in the following vectors denoted by
form. Given a nonsingular complex matrix A find
the matrix E of minimum norm that makes A + E U = [l., u_2,.' n] (3.7)
singular when E is constrained to belong to a
certain class of matrices. V = [ l,V_2 .. m, (3.8)
Essential use of the singular value decomposition and £ contains a diagonal nonnegative definite
is made in the solution of this problem and matrix E1 of singular values arranged in
therefore is reviewed next. descending order as in
A. Singular Values and the Singular Value
Decomposition , n > m
The singular values of a complex nxm matrix A, (3
denoted ai(A) are the k largest nonnegative n<m (3.9)
square roots of the eigenvalues of AHA or AAH a 
_
where A is the complex conjugate transpose of
A and k = min(n,m) that is
and (3.10'
Oi(A) = 1i i/2 (AHA) i = 1,2,..,k
(3.1) 1 = diag[al' k = min (m,n)1k sing(ren ) .2
4The columns of V and U are unit eigenvectors of Assumption 1; The matrix A is nxn nonsingular
AtA and AAH respectively and are known as and has distinct singular values.
right and left singular vectors of the matrix A.
The assumption of nonsingularity of A assures us
B Projections and Orthonormal Bases of a nontrivial problem otherwise E is
identically zero when A is singular. The
Any unitary matrices, such as the U and V assumption of distinct singular values is a
produced by computing the SVD of a matrix, can be technical one which allows us to avoid some
used to generate an orthonormal basis in which to combinatoric problems associated with multiple
express an arbitrary matrix E. Let U and V be solutions but it is not difficult to remove this
nxn unitary matrices with columns as in (3.7,8) assumption.
and express E as
n n H Solution to Problem A:H H
E= <u.v , E> uv Suppose that A has the SVD given by
i=l j=-
(3.11) A = UZVH (3.14)
where the innerproduct for matrices is defined by where
<A,B> = tr(AHB) (3.12) = diag[al, 2,..., n] ; ok >ok+l (315)
for complex matrices A and B. Note that with U = [uls2 ' (3.16)
this innerproduct the n2 rank one matrices
u.vU are orthogonal to each other and have V = vil,v2.---, Jn]I (3.17)
nTi% spectral and Euclidean norms and thus form
an orthonormal basis. The matrix then we can characterize the form that all
<ui.y. E>Ui vU is simply the solutions to Problem A must have, namely
projection of the matrix E onto the
one dimensional subspace spanned by uiJ. 'S 
If the elements of uivi are formed into a (3.18)
n
2 length vector x by sracking the n rows of 
u-vH and the same procedure is used to -O 
reduce the matrix E to a vector y then
<u i ,E> is equal to the usual xHy
innerproduct between these n2 length vectors. where Ps is (n-l) x (n 1) and
This makes it clear that <uvi,
E>uivE can be rearranged into a vector
(xRy)x which is just the projection of y in the
direction of the vector x. Also, if all the IIPsll2 < an = IIEll2 (3.19)
matrices uv 8H are formed into vectors,
they will be orthogonal to each other and have but is otherwise arbitrary.
unit Euclidean length. We will thus think of the
n2 rank one matrices as representing n2 Recall from equation (3.11) the interpretation of
orthogonal directions and refer to < H,E>unvn as the projection
<u4vi> E>u.vHi as the projection of E onto the direction u v From (3.18)
of E along the direction toiy_ .of E along the direction uv. This type we see that all solutions to Problem A have theof perspective is useful in studying the same projection in the direction Hu
structure of the error matrix E = A -- A. which we shall call the most sensitive direction
since this is the direction it is "easiest" to
C. Error Matrix Structure make A singular by changing its elements the
"least". Note also the additional conditions
In this section we will use the tools developed for any two solutions to Problem A say E1 and
in earlier sections to solve the problem of E2 that
finding a singular matrix A nearest to a given
matrix. This can be formulated more precisely as
a mathematical optimization problem: < 1_i El>=<uvH >E 2 >=O0jin
(3.20)
Problem A;
and
min IIEll2
E <ujVEl><unH.E2>=Oj
<- j~, l~<jZ~ E 2>0,j ~=
s.t. det (A+E) = 0 (3.13) (3.21)
In this formulation the matrix A is simply A+E, requiring the projections of E1 and E to be
where we refer to E as the error matrix. This is aqual along any direction u;vi and
the simplest problem to solve since E is u vH where j = 1,2,...,n. In ac, the
unconstrained. In what follows we make the- natrix P given by
'following technical assumption.
P = UHEV (3.22)
5and
I E<E,>l <_<an
is just the matrix of projections onto each of (3-30)
the no directions U -v (slightly abusing
the notion of projection to mean where anl1 > an > O are the two
H H H smallest singular values of A and _n and _n
<ui.v,E> instead of <u.v.,E> u.v.) that is, are respectively the left and right singular
vectors of A corresponding to on. O
Pij = <uv, E >, (3.23)
Corollary 1: For square matrices A and E, det (A+E)
Now suppose that we construct a constraint set s0 if
for E so that E cannot have a projection of
magnitude CaY in the most sensitive direction
unvnH 
8
This means that the matrix A+E Omax(E)=IlE!I2< Vn-n-nl
cannot become singular along the direction (3.31)
u yR and thus IIE112 must increase if
A+E is to be singular. To find out just how much and
larger IIEI12 must become we formulate the
constrained optimization problem: < HE>=O ] (3.32)
Problem B: Theorem 2 is the key to making use of model error
structure in the subsequent robustness tests.
min IIE112 Corollary 1 has a very pleasing geometrical
E interpretation that will be discussed next.
s.t. det (A+E) = 0 (3.24)
D. Geometric Interpretation
I<Un_~, E >1<~ < an
-- E >1<- P < On The nature of the solution to Problems A and B
Solution to Problem B: becomes apparent when the SVD is used to
transform the A matrix into a positive definite
The error matrix E is given by diagonal matrix. This is accomplished with the
following simple lemma.
E = U ----------- VH (3.25) Lemma 1. If the SVD of A is given by
E = U 
= 
where ~ Ki7:I~1vH (3.25) with U and VH unitary and Z and diagonal then
where Ps a bitrary and A+E is singular if and only if Z+P is singular
where
IIPsII< V Onanl+ (On-On-1)=11El 2 , (3.26)
P = UHEV (3.34)
where Y is given by
___ _n-l_ _ -ej' arbitrary and furthermore IIP112=11E112. 0y = +(n+al)(0n -4)eJ, e arbitrary
n (3.27) Thus, one may work with Z and P rather than A
and E. Therefore,in the subsequent discussion we
and A has the SVD
will make the assumption that the matrix A is now
diagonal and positive definite.
(3.28) The matrix A is now given by
nV H A = 2 (3.35)
The following theorem follows trivially from thJ n
solutions of Problems A and B.
where ai > ai+-l If the columns of the
Theorem 2: For square matrices A and E, A+E is matrix A are thought of as a set of n orthogonal
nonsingular if vectors of lengths ai then Corollary 1 can beinterpreted geometrically in the 2x2 case as the
amax(E)=0lEh 1 2< Gnan-al+W(On%- 1) problem of aligning two orthogonal vectors with(3.29) minimum "effort" without decreasing the length of
the shortest vector. Here the "effort" required
6to align the two vectors Is equal to where IIEsll2 < 1 but otherwise Es is
HiE I =(Omax(E) where E makes A+E arbitrary.
singular. Corollary 1 states that the minimum
"effort" required to align the two vectors is e33 = 0 Case;
equal to the geometric mean of their lengths.
Figure 3 graphically illustrates Corollary 1 in
the 2x2 case and displays the columns of A and
A=A+E where A is singular and IIEll2 a11
minimum. When the number of orthogonal vectors
(i.e. columns of A) is greater than 2, Corollary E = O 2 e je1 states that it requires the minimum "effort" to (3.37)
align the two shortest vectors in the set.
2e -J
Using these observations Problems A and B can be
generalized to accommodate additional constraints
on the matrix E. One additional constraint that where lelll < 2 and otherwise ell and 0 are arbitrary.
may be added is the condition that
<ua --H E><Un-<u HnE>=0 where the vectors e23 = e3 3 = 0 Case:
_%i and vi are the appropriate singular
vectors taken from the SVD of the matrix A. This j
effectively, rules out the form of solutions to 0 O 3ej
Problems A and B given in (3.18) and (3.25) and
thus HIEll2 must again increase. In general,
if constraints of the form E = ___22
<u -HviE> = 0 for all (i,j) M for (338)
some index set M, are imposed on the matrix E, 3e e
where ji and vi are the left and right
singular vectors of A, then JJEJJl >V1 where ako.
= min iT.j for (i,j)gM, if A+E is to be singular.
where le221 < 3 and otherwise
E. Examples e22 and 0 are arbitrary.
To make these results clearer we will illustrate e1 3 = e23 = e3 3 = Case
the solutions to the problem of finding the
matrices E of minimum spectral norm that make A+E O0 0
singular under various constraints on the E 11
matrix.
m E r= -4 0. (3.39)Examples: 
Let A be given by e 31 L 3 1
_ 0 
-where
9 0 0
A = l4 ] (335) Jlell2 + e3112 < 4 = j iE 2 (3.40)
0 1
but otherwise ell and e31 are arbitrary.
and consider the various constraints on E. le33 1 < 1/2 Case:
Unconstrained Case; e 0 0
1 OE = 0 1/2 3/2 ej 41)
E = (3.36) 3/2 e - j -1/2
(3.36)
0 -1
where
le. I < | I 1.58 (3.42)
and ell and O are otherwise arbitrary.
It is important to point out that we have limited G(s,c) = G(s) + tE(s) (4.3)
ourselves to constraints 6n E of a very special
form and in general arbitrary constraints on the where E(s) is the absolute error given by (4.1) or
form of E lead to a mathematical nonlinear
programming problem that does not in general have G(s,£) = G(s)[I+cE(s)] (4.4)
a closed form solution. However, these special
form of constraints on E will be useful in where E(s) is the relative error given by (4.2).
obtaining robustness results of section V. Both (4.3) and (4.4) imply the same G(s,c)
although they employ different types of errors to
IV. ROBUSTNESS TESTS AND UNSTRUCTURED MODEL ERROR arrive at G(s,c). In either (4.3) or (4.4)
G(s,£) is simply given by
In this section, we present theorems that
guarantee the stability of the perturbed G(s,E)=(l--E)G(s)+E(s) (4.5)
closed-loop system for different
characterizations of model uncertainty (i.e., showing that G(s,e) is continuous in e for
different types of model error). This is done e on [0,1] and for all s c DR and that
via Theorem 1 by using a specific error criterion G(s,c) satisfies (2.4) and (2.5)
to construct a transfer matrix G(s,e)
continuous in e on DR x [0,1] that satisfies In deriving stability margins based on theorems
(2.4) and (2.5). Then a simple test bounding the using different error criteria, it is useful to
magnitude of the error is devised which define a multiplicative uncertainty matrix L(s)
guarantees that condition 2 of Theorem 1 is to account for modelling errors in the open-loop
satisfied. This procedure is carried out for plant. The perturbed or actual system G(s) in
four different types of errors. These tests use this case is given by
only the magnitude of the modelling error and do
not exploit any other characteristics or G(s = (s)L(s) (4.6)
structure of the model error and hence are based
on the unstructured part of the model error. which implicitly defines L(s). Notice that for
These different types of model errors will the relative error criteria that L(s) is very
emphasize different aspects of the difference simply given by
between the nominal G(s) and G(s) and thus under
certain circumstances will give essentially L(s) = (I+E(s)) (4.7)
different assessments of the robustness or margin
of stability of the feedback control system. where E(s) is given by (4.2). However, as we
will be shown later (4.7) is not the only
A.eriobustness Tests Using ifferent Error description of L(s); there are other types ofCriteria
relative errors in which the relationship between
Probably the most familiar types of errors are L(s) and the generic E(s) is not so simply given
those of absolute and relative errors. Absolute by (4.7). We will use both L(s) as defined
errors are additive in nature whereas relative implicitly in (4.6) and a variety of error
errors are multiplicative in nature. One can use matrices denoted by E(s) in stating the
both types of errors to derive robustnes subsequent robustness theorems.
theorems. However, the familiar notions of gain
Two robustness theorems based on the preceedings
and phase margins are associated only with definitions of absolute and relative errors in
relative type of error since these margins are (4.1) and (4.2) respectively are the following.
multiplicative in nature.
If we let the matrix E(s) generically denote the Theorem 3 [4,5]: The polynominal TCL(s) has
no CRHP zeros and hence the perturbed feedback
particular modelling error under consideration
earcul oe error i u' nsystem is stable if the following conditions hold:
the absolute error is obviously given by
1. condition 1 of Theorem 1 holds
E(s)-= G(s) -- G(s) (4.1)
and the relative error, in a matrix sense, by 2. Umin[I+G(s)] >
for all s e QR
where E(s) is given by (4.1),
E(s) = G-l(s)[C(s)-G(s)]. (4.2) and QR was defined
In (4.2) G-l(s) coul d post-multiply the by (2.6). 0
absolute error and serve as an alternative
relative error in the matrix sense but all Theorem 4 [3,4,5]: The polynominal CL()
subsequent results will still hold with trivial
modifications. Two robustness theorems using feedback system is stable if the following
these errors will be given. However, first conditions hold:
G(s c) must be constructed.
1. condition 1 of Theorem 1 holds
Using (4;1) and (4.2) we can define G(s,c) by
replacing Z(s) in (4.1) and (4.2) by G(s,c) and 2. Omin[I+G- (s)] > amax[E(s)]
E(s) by EE(s) and solve for G(s,e). If we do sE6R where E(s) is given by (4.2)
this we obtain
8Theorem 4 was first proved by Doyle [3] using then for G(s,e) to be continuous in e for
singular values and Nyquist's theorem but under (s,E) C DR x [0,1] all that is required is
the slightly stronger condition that E(s) be stable. that [I+EE(s)] be nonsingular. Notice that in
An operator version of Theorem 3 is due to this case L(s) is simply
Sandell i41 who was the first to consider
additive perturbations. Laub [5] provides L(s) = [I+E(s)]- l (4.13)
further numerical insights to the relationship of
Theorems 3 and 4. and that [I+cE(s)] is nonsingular for all e
in [0,1] if L(s) defined by (4.6) has no zero or
Suppose that instead of measuring the absolute strictly negative eigenvalues. This is true
relative errors between a(s) and G(s), we measure since if L(s) has no zero or negative
the absolutes and relative errors between eigenvalues, neither does I+E(s) and thus E(s)
Z l(s) and G'l(s). In the SISO case, this cannot have eigenvalues in the interval
would correspond to measuring the absolute and (--,-1 ] so that CE(s) never has eigenvalues
relative errors between the nominal and perturbed of -1. Therefore, with these restrictions
systems on an inverse Nyquist diagram in which G(s,C) is continuous in e on DRx [0,1]. We
the inverse loop transfer functions g-l(s) and also see from (4.11) that if L(s) has no zero or
g l(s) are plotted. (The inverse Nyquist negative eigenvalues that IIG(s,)l11 2-- 0 as
diagram can also be used to determine stability Isi - for any £ in [0,1]. This allows
by counting encirclements of the critical points us to check for the nonsingularity of I+G(s,e)
(0,0) and (-1,0) in the complex plane.) only on Rx[O,l1] in Theorem 1. We may now
Therefore, it is natural to define the absolute state the theorems analogous to Theorems 3 and 4.
and relative errors between the nominal and
perturbed systems as Theorem 5: The polynominal TCL(s) has no
CRHP zeros and hence the perturbed feedback
E(s) = 0'-I(s) - G1-(s) (4.8) system is stable if the following conditions holdl:
1. condition 1 of Theorem 1 holdsfor the absolute error and
E~s)=[F_ (s'-G-l~s)]G~2. L(s) of (4.6) has no zero or strictly
E(s)=[~Gl(s)-G-l(s)]G(s) (4.9) negative real eigenvalues for any s t
D
for the relative error. Using (4.8) and (4.9) we
may define a G(s,e), again by replacing Z(s) by 3. Umin[I+Gl(s)1 > Cmax[E(s)]
G(s,E) and E(s) by eE(s) in (4.8) and (4.9), for all s e £2R where E(s) is
and then solving for G(s,e). If this is done, given by (4.8). 0
we obtain
G(se)=G(s)+EE(s)]bten s ad s n pas-l (10 The next theorem works with the relative error
between G7l(s) and '-l(s) and plays a
(4.10) fundamental role in establishing the properties
of LQ (linear-quadratic) state feedback
regulators and is an improved version of a
G(s,C:) = G(s) [I+CE(s)]-l theorem found in [1].
(4.11) Theorem 6: The polynominal TCL(s) has no
CRHP zeros and hence the perturbed feedback
where E(s) is given by (4.9). Both (4.10) and system is stable if the following conditions hold:
(4.11) give the same G(s,c) which written in
terms of G(s) and C(s) is 1. condition 1 of Theorem 1 holds
G(s,E)=[(l-E)G-l(s)+G-1 (s) ] -1 (4.12) 2. L(s) of (4.6) has no zero or strictly
negative real eigenvalues
where now we see that e enters nonlinearly and
it is not clear that G(s,e) is continuous in 3 amin[I+G(s)I > cmax[E(s)]
C in [0 1] for all s C DR but is clear that
it does satisfy (2.4) and (2.5). The type of where E(s) is given
G(s,e) in (4.12) could be replaced by the one Remark: If condition 3 is satisifed and
in (4.5) and theorems worked out in terms of the
errors described by (4.8) and (4.9). This via (4.13) that condition 2 is automatically
approach was taken by Lehtomaki, Sandell and satisfied.
Athans [ 1 and led to more restrictive and
complicated conditions to check than the approach Observation: The condition that L(s) have no
using (4.12). strictly real and negative eigenvalues or be
singular can be interpreted in terms of a phase
Since (4.10) and (4.11) and (4.12) are all reversal of certain signals between the nominal
equivalent in that they give rise to the same
G(s,c) we may work with any one of them to 1
prove assertions about the continuity of G(s,e) In the proof of Theorem 5 use of the fact that
required by Theorem 1. If G-l(s) and G(s) and G(s) are both invertible on DR is
exist, so that E(s) in (4.9) is well-defined, made.
9and perturbed systems or as the introduction of From Figure 6 the nature of the combination of
transmission zeros by the modelling error. To the two types of relative errors given in (4.2)
make this precise, suppose that for some wo and (4.9) is readily apparent. Algebraically, if
that L(jwo)x = Xx for some complex nonzero E1 and E2 denote
vector x and some real X < O. Then there
exists a vector u(t) of input sinusoids of E1 = G-1(G-G) (4.15)
various phasing and at frequency wo which
when applied to the nominal system produces an and
output y(t) and produces an output Xy(t) when
applied to the perturbed system. This is E2 = -[G
1
-G-1 G (4.16)
depicted in Figure 4.
then E of (4.14) is given by
Thus when X is negative the phase difference
between the sinusoidal outputs of the nominal and E-1 = Ej1 +E221 (4.17)
perturbed systems is 180°. If A=O then the
perturbed system has transmission zeros at +perturbed system has transmission zeros at + Th refo e, E is a "parallel-resistive" type sum
J°wo of errors E1 and E2. This particular
criteria is pleasing in that it produces
This fact is significant since Theorems 5 and 6 criteria is pleasing in that it produces
can never guarantee stability with respect to
model uncertainty when the phase of the system All the preceeding robustness tests guaranteeAll the preceeding robustness tests guarantee
outputs is completely uncertain above some that stability is preserved by ensuring that the
frequency or with respect to sensor or actuator
magnitude of the model error (according to some
failures in the feedback channels. particular error criteria) is sufficientlyparticular error criteria) is sufficiently
small. In these tests the model error is
B. Interpretations of Robustness Tests Error unconstrained in its structure and thereforeunconstrained in its structure and therefore
Criteria these tests guard against any type of model error
structure. If all types of model error structure
Up to this point, it is probably unclear what the are not possible then these robustness tests may
significance of the various error criteria are be conservative and methods such as those
and how they are related. This can be partlyand how they are relat d. This can be partly developed in the next section must be employed to
clarified by an understanding of how each error take advantage of some particular aspect of the
enters into the structure of the perturbed system structure of the
from a block diagram perspective. This is done
in Figure 5 where a very pleasing symmetry occurs V. ROBUSTNESS ANALYSIS FOR LINEAR SYSTEMS WITH
that corresponds to the four basic arithmetic STRUCTURED MODEL ERROR
operations of addition, subtraction,
multiplication and division.- As can be seen from In this section, the robustness tests of Section
Figure 5 the absolute type of errors correspond IV are refined to distinguish between those model
to addition and subtraction whereas the relative errors which do not destabilize the feedback
errors correspond to multiplication and system and those that do, but both of which have
division. Other types of errors can be magnitudes larger than the MIMO generalization of
represented as combinations of these basic types the "distance to the critical (-1,0) point". To
of errors. One such combination of the two basic do this it is necessary to be able to distinguish
relative errors given in (4.2) and (4.9) occurs between model errors that increase the margin of
in connection with Barrett's generalization of stability for the feedback system and those that
the passivity theorem [6] for linear-time decrease it. This cannot be done on the basis of
invariant systems. One statement of his theorem the magnitude of the model error. Therefore, it
is given in Theorem 7. must be done on the basis of the structure of the
N~~~ ~ model error.
Theorem 7 [6]: The polynominal FCL(s) has no
CRHP zeros and hence the perturbed feedback The structure of the model error, in general
system is stable if the following conditions hold: terms, is simply the numerical relationship of
the elements of the error matrix E(s),
1. condition 1 of Theorem 1 holds representing the difference between the nominal
2. X(L(s)) ¢ (-@,-lj for all s e QR and the perturbed loop transfer matrices. In
other words, the structure of the model is
3- amin[(I-G(s))fl(I+G(s))] > Umax(E(s)) specified by magnitude and phase relationships
for all sEQR between the eij(s) elements of E(s). In this
section the structure of E(s) which is necessary
where to determine the stability of the perturbed
feedback system is extracted using the results of
E(s) = [a(s)+G(s)]-l [3(s)-G(s)] Section III and the singular value decomposition
(SVD), to generate an orthonormal basis for the
41 expansion of E(s). It will be shown that the
projections of E(s) on only certain elements of
The block diagram (suppressing s dependence) of the basis need be known precisely to extract the
Figure 6 depicts the corresponding perturbed on relevant for stability analysis.
model G. Thus, only a partial characterization of the
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modelling error is necessary and its structure is only additional information about the vrror
constructively produced by the method of analysis needed to distinguish between gl(s) and g2(s)
used in Section III. is the phase of the error. Thus, in the SISO
case this gives us a complete characterization of
In order to make a practical use of these results the error.
that utilize the structure of the model error, it
is necessary to determine if the model error of In the MIMO case, the problem is not so simple
minimum magnitude that will destabilize the because for an nxn system G(s) the error matrix
feedback system can be guaranteed not to occur. E(s) has 2n2 degrees of freedom, two for each
This assessment must be made on the basis of element of E(s) (i.e., gain and phase or real and
engineering judgement about the type of model imaginary part). Thus, if a single degree of
uncertainties that are reasonable for the nominal freedom is eliminated from E(s), by information
design model representing the physical system. in addition to the norm of E(s), there are still
For discussions on how to practically determine 2n2-2 degrees of freedom left. Therefore, it
what constitutes a reasonable modelling error, is important that exactly the right additional
the reader is referred to [7] for a discussion of information about E(s) is obtained so that only a
model errors in an automative engine control partial characterization of E(s) is necessary to
system and [8] for a similar discussion with distinguish between modelling errors that
regard to power system models. increase or decrease the margin of stability of
the feedback system. In order to do this it is
A. Robustness Tests Utilizing Model Error necessary to examine the structure of the
Structure smallest error that destabilizes the feedback
In the robustness theorems of Section IV, the key loop. We will call this error the worst error.
conditions ensuring the stability of the In the SISO case the worst error is illustraed
perturbed closed-loop system were inequalities of in the Nyquist diagram of Figure 8.
the form At point A, in Figure 8, the Nyquist locus of
g(s) is nearest the critical -1 point and thus
Omax[E(s)]<Omin[h(G(s))] (5.1) the worst error simply moves point A to A' by
"stretching" the Nyquist locus at that particular
where h( ·) is some bilinear fractional frequency to just pick up an extra encirclement
transformation (i.e., I+G, I+G- 1 (I-G)-1 of the -1 point (the point A' is infinitesimally
(I+G)) and where (5.1) must hold for all close to -1). It is important to point out that
sc~2R. This condition assures that the this type of perturbation could be applied to
model error is sufficiently small so that a g(s) in any frequency range but that it need
closed-loop system designed on the basis of G(s) happen only at one particular frequency, 0o
will remain stable when it is replaced by G(s). near A, in order to induce instability. Thus we
However, the approach used to develop these will speak of the worst error at a particular
robustness theorems neglects the fact that there value of se2R.
are perturbations or modelling errors for which
(5.1) does not hold, i.e., the model error is not Notice also that there are any number of curves
small, and yet the closed-loop system remains that we could pass through A' representing
stable. These Section IV theorems are perturbations of the original Nyquist diagram of
conservative if one restricts the allowable type g(s) as depicted by rl(s) in Figure 8, that
of model error structure because they guard induce instability and are identical to the worst
against absolutely all types of structure in error at the frequency of point A but differ at
linear model errors. other frequencies. However, these curves will
One way to reduce this conservatism is to obtain also be considered as worst errors since it is
additional conditions that distinguish between really their nature at a single frequency that is
modelling errors that do not destabilize the important in distinguishing them from other
feedback system but violate the test of (5.1), curves.
and those that violate the test of (5.1) but also
destabilize the feedback system. Or better yet, One other point must be emphasized. A casual
obtain some conditions that discriminate between perturbed system g(s) of the type
modelling errors, that violate (5.1), between in Figure 8 may be constructed quite simply by
those that increase and those that decrease the finding a continuous stable Z(s) = 7(s)/g(s)
margin of stability of the feedback system. that meets a closely as desired the ideal
specifications given by
The problem is illustrated in Figure 7 for SISO
systems where two different perturbed systems ' 
_g-l(jwo) , s=jo
gl(s' and g2(s) produce exactly the same size
of relative error on the Nyquist diagram. As can Zideals) = (5.2)
be seen from Figure 7, the difference between the
perturbed systems gl(s) and g2(s) cannot be 1
determined from the magnitude of the error s=w
alone. Clearly, 2(s) has a smaller margin of where w0 is the frequency corresponding to
stability than the nominal system g(s), and point A in Figure 8. For example, one
gl(s) has a larger margin of stability than the continuous, stable I(s) that approximates
nominal g(s). Since this is a scalar system the kideal in (5 2) can be generated simply by
taking Z(s) to be of the form determining the singularity or nonsingularity of
-1 h(G(s)) + E(s) · Therefore, Eo(s) will be
Z(s) = 1 - q(s) |1 + g (jW0 ) (5.3) taken as identically zero in the following
discussion and thus, E(s) given by (5.11) reduces
where to
E(s)= n( (s)u (s ) (5.12)
2p n -n -n
q(s) 2 2 s ) c (5.4) The E(s) given by (5.12) will be called the
s +2p w0s+w 0 essential structure of the more general form of
E(s) given by (5.11)when Eo(s)#0. The quantity
-an(s)U.n(s)A(s) is the component of
To approximate tideal(s) closely, P >0 in E(s) given by (5.11) that alone must be exactly
(5.4) must be very small so that Iq(s)I is as known if it is to be ascertained whether or not
small as desired whenever Is--jwol>E the matrix h(G(s)) +E(s) is singular. Hence, the
for a given £. The constants a>O and c=+l description of the E(s) given by (5.12) as the
in (5.4) are used to adjust the phase of q(s) essential structure of E(s) given by (5.11) is
without affecting Iq(s)l so that justified.
q(jwo)=expij{arg(l-.g -l(j)}]. (5.5) Again, as in the SISO case, the error given by
(5.12) need only occur at one particular complex
This selection of p, a and c in (5.4) makes frequency so to destabilize the feedback
q(s) essentially zero everywhere except in a system. That is, we may construct a perturbed
suitably small frequency range near wo where :(s) having the same number of unstable poles as
it has the value given in (5.5). Thus i(s) is the nominal G(s) that has the property that
as close as desired to the specifications in E(so) satisfies (5.11) arbitrarily closely and
(5.2) but is still continuous in s and stable. hence destabilizes the feedback system. The MIMO
The i(s) determined by (5.3), (5.4) and (5.5) error matrix E(sO)=-an(so)n(so) _(so)
produces a Z(s) essentially like the one of is the generalization of the model errors that
Figure 8. produce the i(s) and gl(s) of Figure 8 passing
through point A' just picking up an extra
Returning to the MIMO case, we can make all the encirclement of the critical point (-1,0). From
analogous statements to those concerning Figure (5.12) we see that for an arbitrary error matrix
8, once we have specified the worst error. Then E(s) that the projection, <un(s)L(s),E(s )>Un(s)H(s),
similarities between the SISO and MIMO of E(s) onto the one dimensional subspace spanned
cases can be easily demonstrated using the ideas by !L,(s) y(s) can be used to determine if
of Section III developed in Problems A and B and the component of modelling error in the most
by use of the SVD on the matrix h(G(s)) of sensitive direction Hn(s)y n(s) will move
(5.1). Suppose that the SVD of h(G(s)) is given the multivariable Nyquist diagram of the nominal
by system nearer or farther from the critical point
(0,0) in the complex plane. The direction of
h(C(s)) = U(s)C(s)VH(s) (5.6) this movement of the M.IMO Nyquist diagram is
simply H ascertained by determining if
where <u,(s)v,(s),E(s)> is nearer or farther
than a distance of an(s) from the point
U(s)=[u(s),u(s),...},n(s)] (5.7) ( _an(S),O) in the complex plane.
However, the quantity <Un(s),E(s),E(s)>
V(s)=I[v(s),v(s) ,....... n(s )]] (5.8) merely determines the effect of one component of
the model error and does not take into account
Z(s)=diag[al,a 2(s),...,a, n(s) the effect of the other components of the model
error (i.e., the projections
ai(s) >aji+(s)>O (5.10) <ui(s)v(s),E(s)>ui(s)v(s))
have on the multivariable Nyquist diagram.
where the singular values al(s) = amax(s) Therefore, some restrictions on these other model
and a (s) = in (s).Recall from (3.18) that the error components must be placed if their effect
error matrix E(s) of smallest norm that will make on the stability of the closed-loop system is to
h(G(s)) + E(s) singular is given by be easily predicted.
1 Suppose now that we restrict the component of
EO(S) : ° H modelling error in the most sensitive or worst
E(s) = JU(s)_______ _ -------- V(s) 5.11) direction _u(s)y (s) to be exactly zero
E's) -= (s)
n
where IIEo(s)ll<aOn(s) but is otherwise
arbitrary. Provided the norm of the matrix iOf course it must also be such that G(s)arbitrary.1 Provided the norm of the matrix
Eo(s) is bounded by on(s), its structure is satisfies condition 1 of Theorem 1.
completely unimportant information for the test
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(i.e., <un(s)J(s)E(s)>=O) so that it destabilize the feedback system (and whose
has no effect on the multivariable Nyquist exclusion might be justified on physical grounds)
diagram. Naturally, for this class of modelling is effectively eliminated. Hence, the "size" of
errors, one expects that the magnitude of the the error necessary to destabilize the system may
error required to destabilize the feedback system increase significantly if an l(s)>>an(s).
should increase since the worst possible type of Thus, the conservatism of the Section IV theorems
errror has been ruled out and indeed this is the for this class of modelling errors is reduced.
case. The elimination of this type of error can The essential structure of the next worst error
only be done using engineering judgement about (i.e., next smallest error) that destabilizes the
what type of error can occur in the physical system in this restricted class of modelling
system. The next theorem assumes that the worst errors is given by (from (3.25) with 4=O
model error can be ruled out and extends Theorems because <n(s)Z(s),E(s)> O)
3,4,5,6 and 7, by allowing them to deal with
errors of larger magnitudes than previously E(s) = Jar s)a (s)
allowable.
Theorem 8: The polynominal TCL(s) has no r H se() H S-je(s
CRHP zeros and hence the perturbed feedback l[ -- --n-s --n-1   
system is stable if the following four conditions
hold:
(5.13)
1. (a) ~OL(S ) and ;OL(S) have the
same number of CRHP zeros. where (a) E(s) is real and arbitrary and (b)
the vectors un-l(S),2un(S), Yn-l(S) and
(b) if fOL(OjO)=0 , then fOL(iOO)= vn(s) are the left and right singular vectors
of h(G(s)) corresponding to an-l(S) and
(c) hCL(S) has no CRHP zeros an(s) respectively. The spectral norm of the
matrix E(s) in (5.13) is precisely
2. h(G(s)) is of the form: n( )(nl(S).
(a) h(G(s)) = I+G(s), X(L(s))Z(-',O] and However, it must be pointed out, that it is
E(s) = [G-l(s)-G-l(s)]G(s) or extremely unlikely that condition 4 of Theorem 8
will hold exactly for a realistic modelling error
E(s) = G(s)-G(s) for all se 2R since the model error in the particular direction
un(s).(s) will rarely be exactly zero. A
or (b) h(G(s))=(I+G(s))(I-G(s))-l, more likely expectation is that this component of
k(L(s))lt(- O,-1] the error not be exactly zero but sufficiently
small in magnitude. By requiring only that the
and E(s) = [G(s)+G(s)] -l [G(s)-G(s)] model error in the direction Un(s)yHn(s) be
for all sEQR sufficiently small, Theorem 8 may be modified so
that the essential nature of its results are
or still valid when the class of model errors
considered is characterized by
(c) h(G(s)) = I+G-l(s)
and E(s) = G-l(s)[G(s)-G(s)] or I<un(s)vHn(s),E(s)>l <c(s) <an(S) = amin(S).
E(s) = [F-l(s)-G-l(s)] (5.14)
and X(L(s))%(--,O] for
all sEQE). The positive scalar c(s) in (5.14) bounds the
3. Gmax[E(s)]<[an(s)anl(s)i1/2 magnitude of the worst modelling error as a
for all sEQR where (an(s) and function of frequency to be less than
Jn-i(S) are the two smallest singular amin(S), the minimum magnitude of the
values (assumed to be distinct) of h(G(s)) smallest destabilizing error required to
destabilize the feedback system. Therefore, the
4. <u,(s), (s),E(s)> = O magnitude of the model error in the most
sensitive or worst direction _n(s)-A(s) is
for all seQR where un(s) and Vn(S) not large enough by itself to destabilize the
are the left and right singular vectors of feedback system.
h(G(s)) associated with an(s). O
Note that in Theorem 8, conditions 3 and 4 are
required to hold for all se2r, even though In order to destabilize the feedback system when
they need only be used in the frequency range the model errors satisfy (5.14), other model
where the sufficient conditions (all given by error components, besides the model error
(5.1) of Theorems 3 and 7)are violated. component in the worst direction, must contribute
The significance of Theorem 8 is that by to the movement of the MIMO Nyquist diagram
requiring very little information (condition 4) through the critical point (0,0). This is stated
in addition to the magnitude of the model error, formally in the next theorem.
the worst type of modelling error that could
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Theorem 9: The polynominal 1CL(s) has no then the multiplicative uncertainty factor matrix
CPrlP zeros and hence the perturbed feedback L(s) is given by
system is stable if the following conditions hold:
1. conditions 1 and 2 of Theorem 8 hold g1 l(s) g1 2 (s)
2. amax[E(s)]<[an(s)an-l(S)+C(S)[an(s)-an-l()l/2 Ls)) = I+E(s) = gll ( s)
for all SEnR % 
~~~~~~~~~~~for all seQ~~g 2 1(s) g2 2 (s)
3. I<Un(s)ys) E(s) >1 <c(s)<n(s )
for all sER2R E . g22 (s) g2 2 (s)
The essential structure of the next worst
perturbation that does not violate condition 3
but destabilizes the feedback system is given by (5.19)
(from 3.25)
First, we compute Umin(I+G-l(jw)) to
determine the magnitude of the smallest
E(s) = c(s)u (s)vH (s)-c(s)u (s)v. Hs)+ destabilizing model error E(s). This is simply
n--- -n-i -fn given by
+ y(s)un l(s)vH(s)+y*(s)u (s)vH (s)J amin(I+G -l( J) I 1.5+ji = v.5)2=tY2> 1.5
-n -n-i 
(5.15) (5.20)
where
because
Y(s) = [[a (s)-c(s)] [ c(s) +n-l (S) l/2e j(s)
Ln -' (5.16)
as c- 0, in condition 3 and in (5.15) and (5.16) L (5.21)
that we recover the results of Theorem 8. To 
0
s+1.5
make the meaning of the result of Theorem 9
clearer, the following example is given.
Now suppose that the error in the loop gain of
Example 1: Suppose that we wish to determine each loop of the feedback system is known within.
stability robustness of a 2x2 control system +50% of the nominal loop gain, that is
which actually has a loop transfer function
matrix G(s) but is represented by the nominal
diagonal loop transfer matrix G(s) given by 0.5 < Ql(jW)) 1.5
Gs= [ s g
2
() =sI 0.J ad 2 (5.22)gll s+7.5 and
G(s) = =
- ° g 22 S+0.5 j 0 5 I< g22(J) = I22 (jm) l < 1.5 .
(5.17) 922 (jw) 22
(5.23)
so that the nominal closed-loop system has poles Next, suppose that we are more uncertain about
at -8.5 and -1.5. If we use the relative error the channel crossfeeds in the sense that we can
criterion only assert that
E(s) = G (s) [G(s)-G(s)] = I 2(J) 12 ( j () < 
-1 je 12 (j1)2I = jZ1 l (WJ) _ < 2
gll (s)-g11 (s) l2and that (
g1 (s) g1 (s) 
g2l(s ) g2 2 (s)-g 22 le2S(i2 ) 1=21( n 1 = 2 () < 
g2o (s) g2 2 () (5.25)
(5.18) It follows from (5.22) and (5.23) that we can
bound lell(jw)l and le22(jw)j by 1/2 and
thus, by (5.24) and (5.25), we can only conclude
that
14
11E(jw)1l2 = Omax[E(jjw)]<2.5 (5(5.26) [(
From (5.26) and (5.20) it is clearly possible to l(jW) 2 (Jw)+c(Jw) la2(jW)-- 1a(I)1 =
have
Gmax[E(jw) I >jmin,[I+G'(QjW) I. (5.27) [IjW+8.51jw+l-.5] +
Therefore, Theorem 4 does not apply. However, we
can use Theorem 9 to ensure the stability of the
perturbed feedback system. To see this, note
that the SVD of I+G-l(jw) is given by
(5.33)
-1 e0
I+G-l(jm) =
-+ (jay(jei2) (jW) Therefore, using (5.26) we have that
a E(j1))< 2.5 < 3 <
(5.34)
and so condition 2 of Theorem 9 holds. Assuming
= U(jw)Z(j)V l(ja) condition 1 of Theorem 9 holds we have shown
that the perturbed feedback system is stable.
(5.28) The next smallest destabilizing error can be
where calculated from (5.15) and (5.16) with
el(w) = arg[jw+8.5] (5.29) ¢(jw)= and w0 since (+G (i
amin(I+G-l(0))=1.5 and is given by
and
02(a ) = arg[jw+l.5] (5.30)
Note that condition 3 of Theorem 9 can be E(O) =
satisfied with c(jw)=l/2 since from (5.28) 
-
-1/2defining u2(jw) and yv(jw) and from 3
(5.23) bounding Z22(jw) and thus
e22(jw)we have that for all w which means that L(s) may be taken as the
constant matrix L given by
|<u 2 (jw)v(jw),E(jw)>l=lu2(jw)E(jw)M2 (jW) 3
z(5.31) L = (5.36)
e22 (w) I< 1/2 . 7 3 1/2
Thus, by (5.31) and (5.20) we have Thus, we see that (refer to Figs. 9 and 10)
crossfeed gain errors of magnitude 3 and loop
gain changes of +50% are
H required to destabilize the, feedbadk system if we
O2(j)> 1.5 > 1/2 > <u2(jw))v2(jo) ,E(jW)>I insist that (5.22) and (5.23) must hold.
Remark: One possible exception, to the form ofNext, we calculate the right-hand-side of
condition 2 of Theorem 9 and a lower boind as E(s) given in (5.13) or (5.15) occurs when E(s)follows 2 of Theorem 9 and a lower bound as is such that at least, one of the eigenvalues of
L(s) is real and negative. In Theorem 8 and 9,
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how much and what kind of model error can the
condition 2 places restrictions on the feedback system tolerate without becoming
eigenvalues of L(s) which may be violated when at unstable? Thus, this paper deals primarily with
least one of the eigenvalues of L(s) is real and the evaluation of the robustness of stability of
negative. In this case, Theorems 8 and 9 may not a feedback control system. This robustness
apply and there may exist a smaller error that evaluation is absolutely essential since all
destabilizes the feedback system but yet models of physical processes are only
conditions 4 and 3, of Theorems 8 and 9 approximations to the actual relationship between
respectively, still hold. However, when the the system inputs and outputs. In the
matrices U(s) and V(s) of the SVD of h(G(s)) are single-input, single-output (SISO) case, this
complex it is very unlikely that L(s) determined evaluation is readily accomplished using
by the E(s) given in (5.13) or (5.15) will even frequency domain plots, (e.g., using a Bode
have real eigenvalues. diagram) to display the behavior and
characteristics of the feedback system. However,
consrWe can now considellingr placing additional fin the multiple-input, multiple-output (MIMO)
constraints on the modelling and further restrict case, many generalizations of the SISO methods
the class of allowable modelling errors in the have proven inadequate because they have nothave proven inadequate because they have not
manner of Problem B in section III and derive the dealt with the MIMO system as a whole but as a
next theorem. sequence of SISO systems.
Theorem 10: The polynominal TCL(s) has no This paper has avoided this deficiency by
CRHP zeros and hence the perturbed feedback utilizing standard matrix theory concepts and
system is stable if the following conditions hold: methods appropriate for dealing with the MIMO
case, namely the singular value decomposition
(SVD) and properties of special types of
matrices. These.were discussed in Section III,
2. E(s) is of the form where the main problem solved was the
determination of the nearest singular matrix, A,
E (s) to a given nonsingular matrix, A, under certain
constraints on A-A. The solution to this problem
E(s) = U(s) - ( (5.37) (given in Problems A and B)is fundamental to the
sT )control ,system robustness results of Section IV
0_3 X °and V.
_ i The basic formulation of the control system
robustness problem was considered in Sectidn II
where ae(s) and e3(s) are vectors via a multivariable version of Nyquist's stability
whose last component is identically zero theorem. There, a fundamental robustness theorem
and where U(s) and V(s) are defined in (Theorem 1 was presented that implicitly
characterized the class of perturbed models that
would not destabilize the control system, in
3. a (E(s)) < dcr (s)c (s) terms of the nonsingularity of the return
max k difference matrix. Various robustness tests
where ak(s)aZ(s) = min oi(s)M (s) (5.38) Theorems 3 and 7), were then derived which can be
(i,j)%M used to test the nonsingularity of the return
difference matrix for several types of model
and M ={(n,n),(n-l,n),(n,n-l)} (5.39) error criteria.
Section V heavily utilizes the results of
Section III in determining what types of model
Theorem 10 allows us to determine the next larger error will destabilize a given feedback system.
magnitude of the "next, next worst model error" Model errors that tend to destabilize the
required to product instability when the smallest feedback system are distinguished from those that
destabilizing model error and next smallest tend to stabilize the feedback system by
destabilizing model error considered in Theorem 8 examining their structure as well as their
and given by (5.13) are completely eliminated magnitude. The key results, contained in
from consideration. Theorem 10 eliminates these Theorems 8, 9, and 10, show that the magnitude of
types of errors by requiring zero model error the model error necessary to destabilize the
projections in the worst direction feedback system may greatly increase if the class
_Un(S)_H(s) and the next worst pair of of model errors that can plausibly occur does not
-directions _Un(S)n-_l(s) and include model errors that are essentially alike
ln-l(S)VD(s). The process of eliminating in structure to the model error of minimum size
each successively worst direction" could that will destabilize the feedback system. This
obviously be continued and larger magnitudes of provides an important partial characterization of
these classes of errors would then be necessaimy the model errors that are important in feedback
to destabilize the feedback system. system design. However, the degree to which the
VI. SUMMARY AND CONCLUSIONS the partial characterization of the model error
This paper has addressed the following problem. demanded by this approach correlates with one's
Given a finite-dimensional, linear-time-invariant understanding of modelling errors in the physical
feedback control system designed using an system will undoubtably be the key factor in
inaccurate nominal model of the open-loop plant, making practical use of these results.
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Figure 3: Columns of A and A=A+E depicted as
vectors aligned with minimum effort.
UC(S) + G(s) -u(s)
u(t) Nominal y(t)System
Figure 1: Control system under consideration. u() Perturbed y(t)System
Figure 4: Relationship between nominal and
perturbed systems for special input
u(t) when L(jw O) has eigenvalue X.
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Block Diagram Error Criterion
of Perturbed System Perturbed Systems and
Stability Test
E3 s)1 + E(s) = G(s) - G(s)
G(S) G (s) + E(s)
m (I+G(s)) > a (E(s))
man max
Feedforward
(Addition)
-sl E (s) = G (s) - G 0 (s)
G(s) = (G-l (s) + E(s))-
- . (I+Gi (s)) > C (E(s))
Feedback min max
(subtraction)
E(s) = G (s)[G(s)-G(s)1
+ G(s) G(s) (I+E(s))
a . (I+G-l(s)) > a (E(s))
min max
(Multiplication)
---1 -1
+ E(s) = [G -(s)--G (s)]G(s)
(s) = G(s) (I+E(s))-l
m (I+G(s)) > a (E(s))
min max
(Division)
Figure 5: Block diagrams of perturbed models
corresponding to various error criteria
and associated stability tests.
Figure 6: Block diagram of-G associated with
model error criteria of (4.14).
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Figure 7: Two different perturbed models with Figure 8: Illustration of worst type of error
the same relative error magnitude on in SISO case on a Nyquist diagram.
a SISO Nyquist diagram.
Nominal Open-Loop System G(s) Perturbed Open-Loop System G(s)
rat----- - - -- __ ___!
~y~(s ) °' -I - (I)
° I s)Y1;(S) 1. - 1I L s)
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Figure 9: Nominal f edback system (stable). Figure 10: Perturbed feedback system (unstable).
Figure 9: Nominal feedback system (stable). Figure 10: Perturbed feedback system (unstable).
