We investigate systems of ordinary differential equations with a parameter. We show that under suitable assumptions on the systems the solutions are computable in the sense of recursive analysis. As an application we give a complete characterization of the recursively enumerable sets using Fourier coefficients of recursive analytic functions that are generated by differential equations and elementary operations.
Introduction
In this paper we investigate systems of ordinary differential equations related to the question of whether a function generated by an analog machine can exhibit non-recursive phenomena. This problem was addressed e.g. in [3, 5, 6, 19, [25] [26] [27] [28] . In [3] , the concept of an analog machine was dealt with as follows: a certain class A of smooth complex valued functions (of several variables) was generated by starting with simple functions-like e iλx with λ ∈ Q-from which new functions were obtained by elementary operations of analysis such as addition, multiplication, integration etc., and by solving polynomial ODEs. We then looked at the subset A F ⊂ A consisting of all real holomorphic 2π -periodic functions f : R → C that lie in A . In other words, A F is the set of all Fourier series f (x) = m∈ Z a m e imx , x ∈ R, that can be generated by the ''analog machine A ''.
Any function f ∈ A F gives rise to a set E f ⊂ N defined in the following way:
f (x)e −inx dx = 0.
(1.1)
The main result in [3] was that given any recursively enumerable set E ⊂ N, there is a function f ∈ A F such that E = E f . In the present paper we show that conversely, for any f ∈ A F the set E f is recursively enumerable. Hence, we have an entirely analytic characterization of the recursively enumerable sets. The precise statement of the result is given in Theorem 4.4.
Our approach will be to show that all functions generated in A are computable in the sense of recursive analysis and then to use that approximations of such functions can be computed by Turing machines. We are thus led to investigate singular polynomial ODEs from the point of view of recursive analysis. For simplicity, we restrict ourselves to real valued functions; the extension to complex functions is straightforward (see the remark following Theorem 4.4).
Let us briefly digress into discussing how recursive analysis is used in this paper. It was an important achievement of mathematical logic to make the concept of computable number theoretic function precise. The concept emerged from a series of seemingly different definitions (see e.g. [11, 8, 23, 14] ) that all turned out to be equivalent. Later, several authors applied this notion to functions f (ζ ) of a real variable ζ , giving rise to the field of recursive analysis, whose aim is to study topics from classical analysis from the recursive point of view. We refer the reader to [20] for an overview; see also [19] . For our paper the basic objects are the computable numbers and functions which we define here as follows (precise definitions will be given in Section 2). Let ζ q , q ∈ N, be a recursive enumeration of the rational numbers. A real number ζ is computable if there is a recursive function σ (l), l ∈ N, such that |ζ − ζ σ (l) | ≤ These definitions are easily recognized as being equivalent to the definitions given in the literature. Our choice comes close to the Definitions 1 and 2 that were given in [19] . It is straightforward to extend them to vector valued and complex valued functions. One of the problems that arises is that of showing that the family of computable functions is closed under the typical operations encountered in analysis. For some of these, like addition, multiplication, integration, this is straightforward. Since differentiation may lead from computable to non-computable functions ( [21, p. 543] , [17] ), however, the situation is less clear in the case of differential equations. In fact, as shown in [21] , there are solutions u(t, x 1 , . . . , x n ) of the wave equation in R n (n ≥ 2) for which u(0, x 1 , . . . , x n ) is computable but u(1, x 1 , . . . , x n ) is not. It may also happen that the maximal interval of a computable solution is non-computable ( [9, section 6.3] ). In contrast to this, positive results are available for ODEs; see e.g. [13, chapter 7] , and [9] .
In the present context we are given a vector function
of the approximating sequence of f j satisfies an l-independent Lipschitz condition, to be specified later. We are also given an n×n-matrix D(y) = d jk (y) , whose entries d jk (y), j, k = 1, . . . , n, are polynomials in y = (y 1 , . . . , y n ) with computable coefficients. In this setting we investigate the parameter dependent system of ODEs D(y)y t = f (y, λ), y = y(t, λ), (1.4) as regards the aspect of recursive analysis. To this end we let a solution family y(t, λ), t ∈ [0, T ], λ ∈ [a, b] of (1.4) be given and assume the following: (i) the vector function
Using an approximation argument one can show that Theorem 3.2 also holds if we only assume that a, b, T are computable (Corollary 3.10). Theorem 3.2 and its corollaries extend previously known results considerably; this holds in particular for the systems investigated in [20] .
For further literature on computable functions we refer the reader to [29] , where a notion of computability is used that varies from the one used here or in [19, 20] in as much as it is more abstract and of greater generality. In [12] , Kawamura extends and improves the concept of differential recursion introduced by Moore in [16] . He proves among other things a result [12, Thm. 3.10] asserting that differential recursion preserves abstract oracle-based computability in the sense of Weihrauch [29] . It seems feasible to take this result as a starting point for an alternative proof of our Theorem 3.2 and its corollaries. We have, however, not pursued this approach. Variants of Kawamura's Theorem 3.10 are given by Ruohonen [24, and by Collins and Graça [4, Thm. 8] .
Graça in his Ph.D. thesis [9] gives a detailed discussion of the relationship between computable real functions and solutions of polynomial systems of type y = f (t, y) with computable polynomial right hand side f :
is a difficult open question whether the class of functions based on the solutions y(t, λ) of our system (4.1) (underlying Theorem 4.4) is actually larger than the class based on solutions y(t) of parameter free polynomial systems y = f (t, y).
In [9, section 7.2] a number of recursively unsolvable propositions associated with polynomial systems are given. Our Theorem 4.4 may be considered as an addendum to this list.
We would also like to mention a series of papers on the recursive analysis of differential equations by Weihrauch and Zhong which, while not directly related to our subject, are nevertheless in the same direction; see e.g. [30] and the references therein. We also point out [2] , where various open problems related to the computability of real numbers are discussed. In the proof of Theorem 4.4, Hilbert's 10th problem is involved via Theorem 1 in [3] ; for further undecidable propositions in analysis based on it, see [15, chapter 9] . We also point out [1] , where ODEs are used in a different context that deals with the simulation of Turing machines; there the time variable, t, ranges over the infinite interval [0, ∞) in contrast to the finite interval [0, T ] used here.
The paper is organized as follows. Section 2 deals with computable functions. Section 3 proves Theorem 3.2 which is our main result concerning computable solutions of ODEs with a parameter. Section 4 contains the proof of Theorem 4.4 which is our main result concerning recursively enumerable sets. In the Appendix we conclude with a lemma about the existence of Lipschitz approximations needed in the proof of Theorem 3.2.
Preliminaries
In this section we review a number of known properties of computable real numbers and functions. Since gathering proofs from the literature for the statements in exactly the form needed later on is somewhat laborious, we outline them for the convenience of the reader.
We denote by N, Z, Q, R, C, respectively, the sets of all natural, integer, rational, real and complex numbers. In order to deal with finite sequences we select (e.g. using [8, Throughout the paper we use the following recursive (but not one-to-one) enumeration of Q: 
(ii) The remarks subsequent to Definition 2.1 apply also to Definition 2.2. (iii) By our conventions, Definitions 2.1 and 2.2 include the scalar cases (2.1) and (2.4). (iv) Definitions 2.1 and 2.2 differ from the corresponding ones in [19] but are easily seen to be equivalent. (v) It would be straightforward to extend our considerations to complex valued functions. However, a splitting into real and imaginary parts reduces the complex case to the real case. Thus, without loss of generality, we restrict ourselves to the real domain (see footnote (5), p. 5 in [19] ).
The next two lemmas allow us to pass from Theorem 3.2 to its corollaries. 
where the 'sup' ranges over all ζ , η ∈ K , ζ = η, and all λ ∈ [a, b]. Proof. We restrict ourselves to giving a sketch. With α = (α 1 , . . . , α n ) ∈ N n , we set y
may then be written in the following form:
(2.7)
By our assumption and Definition 2.1, there are recursive functions σ a , σ b :
On the basis of (2.4), (2.7), (2.8), it is then easily seen that there exists a recursive function Π :
(with notation as in (2.8)). From (2.8) and (2.9) one now infers that there exists a recursive function Γ such that (a) holds.
Clause (b) is obtained via a similar analysis with the help of the following identity in which we use the abbreviations
(By taking it large enough we may use the same Γ (q) in (a) and (b).)
By passing to components we immediately get a version for vector valued polynomials. The second auxiliary lemma is:
Lemma 2.5 asserts that the computability of a function is preserved if its arguments are subject to linear transformations with computable coefficients. The proof proceeds by standard approximation arguments and is omitted. By a passage to components one obtains a vector version of the lemma: Corollary 2.6. Lemma 2.5 also holds for f :
Our next question is whether a continuous function that is computable on adjacent intervals
. Lemma 2.7 will provide an affirmative answer for a, b, c ∈ Q. For the proof we shall use the first-order theory R c of real closed fields based on the first-order predicate calculus, the predicate symbols <, =, the function symbols +, ·, −, and (e.g.) the rationals, Q, as the set of constants. For a closed formula G of R c we write R |= G if G is true under its standard interpretation on R. A classical result (e.g. [ 
The next lemma is familiar, but in view of the fact that some of the arguments will be needed in a decisive place in the Appendix, we shall provide a more detailed proof.
Lemma 2.7. Let f (x, λ) be continuous on [a, c] × [A, B] and computable on each of the parts
. By Definition 2.2 and our assumptions, there exist recursive functions σ , µ such that
where we use the shorthand |g| D = sup z∈D |g(z)| (Remark (i) subsequent to Definition 2.2). For convenience we set
(Γ l is not related to the earlier function Γ (p).) We then have
(2.14)
By (2.13), Π l is continuous on J × I. For Γ l (λ) we obtain the estimate
and likewise
Hence,
We now define a predicate P ⊂ N 3 via Since Π l is continuous on J × I it follows from the Weierstrass approximation theorem that for given l, p there is q such that
Setting p = l and recalling (2.16) we get
Since, by (2.15) and (2.20),
Remark. The resorting to (2.10), (2.11) may look somewhat surprising. In fact, an explicit construction of approximating polynomials can be carried out using classical approximation theory (see [18] for a reference). However, this turns out to be rather involved and the use of (2.10), (2.11) is much more practical.
The following generalization of Lemma 2.7 is clear.
Computable solutions of ODEs
We first specify the setting for Theorem 3.2. Let N ∈ N and a ≤ b;
subject to the following two assumptions: (A): there is a recursive function σ : N → N such that for the polynomials
Moreover, there exists a constant M such that
We are also given an n × n-matrix D(y) = d jk (y) whose entries d jk (y), j, k ≤ n, are polynomials in y 1 , . . . , y n with computable coefficients. The system of ODEs to be investigated is
where y is now a function of a real variable t with parameter λ ∈ [a, b] and y t is the derivative of y with respect to t.
n is an admissible family of solutions of (3.5) if: The proof goes through several preparatory steps with the final approach in Step 5. The strategy is to approximate y(t, λ) with solutions y l (t, λ) of differential equations that are based on f l , where the computability will be visible via an iteration process.
Step 1. We abbreviate P(y) = det(D(y)). By our assumptions, P is a polynomial in y ∈ R n with computable coefficients, and by Definition 3.1(c), there is µ > 0 such that
On the set M ⊂ R n of all y with P(y) = 0, the matrix D(y) has an inverse which, by Cramer's rule, has the form
where the g ik are polynomials in y with computable coefficients. Thus, on M the system (3.5) is equivalent to
(3.8)
On the basis of (3.1), (3.2) and the structure of G(y) one easily checks that F in (3.8) has properties analogous to those of f , i.e. there is a recursive function α : N → N and a constant C F > 0 such that for the polynomials
(3.10)
Furthermore, letting l → ∞, we also see that
(3.11)
Step 2. For P(y) −1 F (y, λ), only local Lipschitz constants are available, i.e. only for neighborhoods of points in M . We will give such constants along the trajectory of y(t, λ). Since P is a polynomial, there is a constant c = c(N) such that
(3.12)
We take c so large that, in addition,
, and consider the following neighborhoods:
(3.14)
(where the dependence on σ has been suppressed). In this setting we have:
Proof. The first inequality comes from (3.13), (3.14) and Definition 3.1(a):
For the second inequality we use (3.6):
Finally, by (3.12), . Then the solution z(t, λ) of
Remarks. The proof is omitted here since it is based on a straightforward analysis of the integral equation 17) in terms of well known iteration arguments [7, 10] . Such arguments will be met again below in similar situations. By the uniqueness of the solution in (3.17) and since z(σ , λ) = η(λ) = y(σ , λ), the above solution z(t, λ) coincides with our given solution family, i.e.
Step 3. In this step we prove a local version of Theorem 3.2. Hence, we now assume that our point σ ∈ [0, T ] satisfies the following two conditions: (C1): σ ∈ Q, (C2): the vector function η(λ) = y(σ , λ) as a function of λ ∈ [a, b] is computable, i.e. there is a recursive function β such that the function η l (λ) := ψ
We may choose β such that, in addition,
The proof of the next lemma is rather technical and will be given in the Appendix. 
A local polynomial approximation to H(y, λ) in (3.15) is now provided by
Proof. By 
For (c) we use (3.9) and Lemma 3.6(a), (b):
Step 4. Next we establish a connection between our considerations and computability as discussed in Section 2. The strategy is as follows. With the notation of (3.8) and (3.15), the family y(t, λ) in Theorem 3.2 is a solution of the equation y t = H(y, λ). Now we first look at H l instead of H and prove the computability of the solutions of (y l ) t = H l (y l , λ), postponing the original question to Step 5.
To this end we invoke a standard iteration process in which iterates y lm , m = 0, 1, 2, . . . , are defined via
where H l , η l are given by (3.20), (3.18). We associate with (3.21) the mapping z →z given bỹ
where z(t, λ) ranges over the set {ψ 2,n q | q ∈ N} given by (2.5). We now re-expand the abbreviations involved in the presentation of (3.22), i.e. recalling the definitions in (3.9), (3.18), (3.20) and Lemma 3.6 we rewrite (3.22) more explicitly:
with z(t, λ) = ψ Proof. We restrict ourselves to an intuitive argument. Our stipulations in (2.4), (2.5) are such that the expressions for Proof. We recall that a polynomial vector function P(λ) with values in R n and rational coefficients has the representation
It is also represented in the form P(λ) = ψ We now define the function Σ recursively by stipulating This proves (D) and, hence, the lemma.
Step 5: Proof of Theorem 3.2. For simplicity, we replace the constants C 1 , M 1 in Proposition 3.4 and C 3 , C 3 , M 3 in Lemma 3.7 by
In order to track the function y(t, λ) we subdivide the interval [0, T ] using division points:
where K is taken large enough that 
, and the neighborhoods U λ , etc. are then the same as before, on the basis of this choice of σ .
Our first goal is to find the solutions of the equation To this end we have introduced the iterates y lm in (3.21) and shown in Lemma 3.9 that they are effectively describable polynomials. We now turn to their analytic properties. We first claim that
We proceed by induction. For m = 0, i.e. for y l0 = η l , the claim follows from (3.14) and (3.19) . For the step from m to m + 1 we infer the following from (3.21), using (3.19), Lemma 3.7 and the induction hypothesis:
This concludes the proof of (3.30). Let us now define
From (3.21) we infer
In view of (3.30) we may apply Lemma 3.7(b) and (3.28) to the right hand side of this inequality so as to get
From Lemma 3.7(a) and (3.28) we then get by iteration and using (3.21)
By (3.31), the sequence y lm , m = 0, 1, . . . , is Cauchy on B σ with respect to the sup-norm and converges uniformly toward a limit function y l (t, λ), (t, λ) ∈ B σ . Moreover, y l is a solution of (3.29) and satisfies
(3.32)
In order to relate the iterates y lm to the given solution family
, we recall that the latter satisfies the ODEs
and hence the integral equation
(3.33)
By our choice of τ , Corollary 3.5 applies, whence
(3.34)
We now combine (3.29), (3.33) so as to get
In view of (3.32), (3.34), Lemma 3.7 is applicable to y(s, λ) and y l (s, λ). On the basis of (3.27), (3.28) and (3.18), we thus infer from the last inequality
In view of (3.28) therefore,
We next combine (3.32), (3.35) by means of the triangle inequality and invoke Lemma 3.9; setting m = l we get
for l ≥ 1. By Definition 2.2, this means that
. Now, (3.36) has been proved under the assumptions that σ = τ k , for some k < K , and that the function λ → y(σ , λ), λ ∈ [a, b], is computable (cf. (3.18) ). For σ = 0, these assumptions are satisfied by our solution family y(t, λ), t ∈ [0, T ], λ ∈ [a, b], which is subject to Definition 3. Assume that a, b, T ∈ R are computable, a ≤ b, T > 0. If y(t, λ), t ∈ [0, T ], λ ∈ [a, b] , is an admissible family of solutions of (3.5), then y is computable on [ 
Proof. We defineỹ viã
Since y is an admissible solution family of (3.5),ỹ satisfies the ODEs
Since y(0, λ), λ ∈ [a, b], is computable, by Definition 3.1, the functionỹ(0,λ),λ ∈ [0, 1], is computable by Lemma 2.5. It follows thatỹ(s,λ), s,λ ∈ [0, 1], is an admissible solution family of (3.39). In order to apply Theorem 3.2 to (3.39) andỹ we seek an approximating family corresponding to the family ψ n+1,n σ (λ) related to f ( , ) via (3.1), (3.2) . To this end we recall the recursive functions Γ , Π in Lemma 2.3 and Corollary 2.4, which depend on a, b and their approximants via Definition 2.1.
We set
). An elaborate but straightforward argument, based on (3.40), (3.1), (3.2) and Lemma 2.3, then shows that the polynomial vector functions
2) with ν in place of σ . Thus, Theorem 3.2 is applicable to (3.39) andỹ, implying thatỹ(s,λ), s,λ ∈ [0, 1], is computable. This fact together with Lemma 2.5 and (3.38) implies the computability of y(t, λ),
Remarks. While the system (3.5) is autonomous, there is a non-autonomous case that is subsumed under Theorem 3.2. This case arises if we consider the system
Here the matrix D(t, y) = d jk (t, y) , j, k ≤ n, is polynomial in t and y = (y 1 , . . . , y n ), with computable coefficients, while f is subject to the condition These assumptions are e.g. satisfied if f (t, y, λ) is itself polynomial in t, y, λ, with computable coefficients. The systems considered in [19] are of this type. If we relax (3.42) by dropping the term |t − s|, then (3.41) is not directly subsumed under Theorem 3.2. However, an inspection shows that only minor modifications of the proof are necessary in order to adapt it to this situation.
Recursively enumerable sets
In this section we show that the sets E f defined via (1.1) are recursively enumerable. The definitions of A and A F will be given in (4.11) . In a slight digression from [3] we work with real valued functions adding the necessary modifications for the complex setting at the end. The term ''computable'' always means computable in the sense of Definitions 2.1 and 2.2. 
proof of the following proposition is by straightforward induction and will be omitted. an m-vector, whose components are polynomials in the indicated variables with computable coefficients. We then consider the coupled system
and seek solutions y(t, λ),
With this specified we define M 1 via: (H): f ∈ M 1 iff there is a system of type (4.1) and a solution y(t, λ) = (y 1 , . . . , y n ),
Proof. Let y, z, w be solutions of some system (4.1) subject to (4.2) . Fix N ∈ N sufficiently large such that We now insert z(λ) for z in the first system of (4.1) so as to get a system of type (3.5), i.e. In order to see this we fix
We also note that, since S(y, z) is polynomial in the variables y j , z k and has computable coefficients, there is a constant C = C M and a recursive function α = α M : N → N such that S l given by
has the properties
m . By combining (4.4) with (4.7) by means of the triangle inequality we find From this it is clear that there is an effective procedure that, upon input of l, writes out the expression for f l , and so one can effectively determine a p ∈ N for which f l (y, λ) = ψ 
is recursively enumerable.
The proof, which is by straightforward approximation arguments based on Definitions 2.1 and 2.2 and applied to g(x), h(x) and e inx , is omitted. Finally, we define (with A F slightly more general than in the introduction) (2) In the present paper we have restricted our considerations to real valued functions while in [3] the functions are complex. But, since all non-linearities in [3] are polynomial, a passage to real and imaginary parts reduces the setting in [3] to the present form. That is, with H 0 (M 1 ) as in Theorem 1 of [3] , and with 
Appendix. Proof of Lemma 3.6
In this section we prove Lemma 3.6 concerning the polynomial approximation of P(y) −1 for y in the neighborhoods
of the points y(σ , λ) = η(λ) (see (3.14) ). What makes the proof lengthy is that we require uniform Lipschitz constants for the approximating polynomials P l . We first rewrite (3.18) as follows:
where we have set η l (λ) := ψ 1,n β(kl) (λ) as in (3.18) , but with k suppressed in the index. We fix k such that
where c is the Lipschitz constant for the polynomial P on the domain [−(N + 1), N + 1] n as in (3.12) , taken large enough that also (3.13) holds. We also recall from Proposition 3. (A.13)
The construction of P l (y, λ) is based on the following lemma whose proof is postponed to the end of the section. We now introduce the functions P l (y, λ).
(A.14)
By (A.9), the functions P l are polynomials in y = (y 1 , . . . , y n ) and λ, with rational coefficients. In order to show that they have the properties asserted by Lemma 3.6, we set η l = η l (λ), ϕ lp = ϕ lp (λ), and note that, by (A.6) and Lemma A.1, 
