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Sommario
La tesi verte sul settore della Computer Grafica ed in particolare sul pro-
blema di individuare, su una superficie ottenuta da scansione 3D, un insieme
di strutture geometriche note. Viene proposta una soluzione semi-automatica
basata su una minima interazione con l’utente atta ad indicare la posizione
approssimativa delle strutture che viene di seguito perfezionata automati-
camente formulando il problema come problema di minimizzazione. Il la-
voro di tesi ha portato alla definizione di un framework software generico
indipendente dal tipo di struttura e ad un’implementazione di un prototipo
funzionante.
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Capitolo 1
Introduzione
Nell’ultimo decennio il progresso delle tecnologie di scansione digitale 3D, o
3D scanning, ha portato ad un’ampia commercializzazione di scanner apren-
do cos`ı un vasto spettro di opportunita`. In particolare, ingegneri ed architetti
possono avere il modello virtuale di un edificio senza doverlo creare manual-
mente con un CAD (un software di disegno tecnico in tre dimensioni). D’altro
canto vi sono importanti differenze tra il modello ottenuto con scansione di-
gitale e quello creato.
La prima e` l’assenza di contenuto semantico del primo. Il modello digitale
e` infatti solamente un insieme di punti (o al piu` di poligoni) che descrivono
la superficie del modello anche in maniera numericamente accurata, ma non
e` noto se questa corrisponda ad un muro o ad una colonna o ad una scala.
Al contrario in un prodotto manuale tali informazioni si possono facilmente
aggiungere nella fase di sviluppo.
La seconda e` che nel modello digitale non esistono pareti perfettamente
piane, angoli retti o spigoli rettilinei semplicemente perche´ non lo sono nella
realta`, mentre per alcune applicazioni, specialmente nel settore della simu-
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lazione fisica (pensiamo allo studio della statica di un edificio) e` necessario
avere un modello con tali caratteristiche. A titolo di esempio consideriamo
che la scansione di un muro consiste nella restituzione della superficie del
muro, compreso l’intonaco o le decorazioni in rilievo che non hanno alcun
significato dal punto di vista strutturale.
Questa tesi si propone di ovviare a queste differenze o problemi definendo
un framework che permetta ad un utente non esperto di ricavare informazioni
strutturali da un modello ottenuto da scansione digitale, o in altri termini,
di effettuare un’opera di reverse engineering sul modello.
L’idea alla base del framework e` di utilizzare un processo cosiddetto di
fitting, cioe` di riconoscere in un modello 3D generico alcune strutture geome-
triche attraverso la sovrapposizione di modelli geometrici noti di tali strut-
ture.
Seppur questo tipo di approccio non e` nuovo di per se´, in questo lavoro propo-
niamo di produrne una versione che astragga dalla specifica primitiva geome-
trica (colonna, muro, scalino etc.) purche´ sia noto come produrre un’istanza
della primitiva, ad esempio una colonna, in maniera parametrica. Il fra-
mework presentato nel capitolo centrale di questa tesi e` stato implementato
nel contesto dell’applicazione MeshLab per il processing di superfici.
1.1 Organizzazione della tesi
Nel seguito di questo capitolo introdurremo il concetto di scansione 3d e
forniremo una rapida descrizione delle sue fasi. Nel secondo capitolo discu-
teremo gli algoritmi di maggiore rilievo e le tecniche piu` innovative per la
shape detection. Nel capitolo 3 descriveremo in dettaglio la nostra soluzione.
I risultati ottenuti sono esposti nel capitolo 4, mentre discutiamo nel capitolo
5 i possibili miglioramenti e le future estensioni.
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Figura 1.1: Schema della pipeline di acquisizione.
1.2 La pipeline di acquisizione
Nel lavoro svolto per questa tesi utilizzeremo spesso il termine “scansione”, o
“modello ottenuto con scansione digitale”, per indicare una rappresentazione
3D di un oggetto reale. La costruzione del modello digitale a partire da
quello reale e` il frutto di una serie di passi riferita con il termine “pipeline
di acquisizione”, che comprende tutte le fasi per la generazione del modello
3D. In Figura 1.1 abbiamo schematizzato le quattro fasi che compongono il
processo di acquisizione:
• La fase di scansione consiste nel campionamento della superficie del-
l’oggetto con un scanner 3D, uno strumento che produce un’immagine
in cui ad ogni pixel e` associato, anziche´ il colore, la distanza del cor-
rispondente punto della superficie dallo strumento. A seconda della
tecnologia dello scanner, detta distanza e` calcolata in un modo diffe-
rente, per esempio con gli scanner laser a “triangolazione” la distanza
del punto campione dallo scanner e` calcolata per triangolazione emet-
tendo un raggio laser e rilevando il punto in cui colpisce la superficie
con una macchina fotografica, posto che la posizione reciproca dell’e-
mettitore laser e della macchina fotografica sia nota. Negli scanner a
“tempo di volo” la distanza e` calcolata come il tempo impiegato da un
impulso laser per giungere sulla superficie dell’oggetto ed essere riflesso
verso un ricettore posto insieme all’emettitore sullo scanner. A secon-
da della tipologia dell’oggetto che si vuole scannerizzare puo` essere piu`
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o meno adatta una determinata tecnologia. Ad esempio per oggetti
molto grandi come edifici gli scanner a “tempo di volo” sono piu` in-
dicati, poiche´ permettono di coprire larghe aree di superficie con una
singola scansione e la minore precisione (nell’ordine del campione per
centimetro) e` sufficiente per i rilievi di tipo architettonico, mentre per
oggetti piccoli gli scanner a “triangolazione” sono piu` adatti per la loro
maggior precisione. Indipendentemente dalla tecnologia dello scanner
il risultato del processo di scansione e` un insieme di punti campione
rispetto il sistema di riferimento dello scanner (questo insieme e` chia-
mato range map). Visto che la range map rappresenta tutti i punti
campione visibili da quella data posizione dello scanner se si vuole una
rappresentazione del modello da tutti i punti di vista e` necessario ac-
quisire piu` range map spostando opportunamente lo scanner. Quindi
il processo di scansione si conclude con un insieme di range map tutte
espresse rispetto un proprio sistema di riferimento.
• Nella fase di registrazione si cerca di esprimere tutte le range map
rispetto un unico sistema di riferimento. Quindi registrare una range
map equivale a trovare una trasformazione rigida che porti i punti di
una range map a combaciare con una parte di punti di un’altra range
map ottenendo cos`ı una sovrapposizione tra due superfici. Questo alli-
neamento puo` essere ricavato manualmente da un operatore che trova
delle features comuni alle due superfici che si vogliono allineare, oppure
durante la fase di acquisizione e` possibile posizionare dei marcatori sul
modello. Una volta ottenute le features e` possibile utilizzare degli algo-
ritmi di allineamento, tra i quali l’iterative closest point(ICP) [RL01].
Il problema dell’allineamento completamente automatico e` tuttora un
ambito di ricerca.
• Nella fase di fusione l’insieme delle range map, ora allineate rispetto
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un unico sistema di riferimento, vengono fuse in un’unica superficie
andando a formare quella che sara` la superficie finale.
• Nella fase di postprocessing vengono realizzate operazioni quali la
pulizia del modello come la chiusura di fori, il filtraggio dal rumore,
la rimozione di porzioni di superfici non rilevanti come ad esempio
supporti per sorreggere l’oggetto durante la scansione ed eventualmente
la semplificazione del modello, cioe` la riduzione del numero di poligoni
che ne esprimono la superficie, pur preservandone il dettaglio.
Per una trattazione piu` approfondita della pipeline di acquisizione riman-
diamo ai riferimenti in bibliografa [FH02, MM97, So¨d99].
Capitolo 2
Stato dell’arte
Ottenere informazione da un modello 3D e` uno dei principali problemi ancora
aperti del settore del geometry processing. Ottenere informazione puo` signi-
ficare individuare punti notevoli da utilizzare nella fase di allineamento nella
pipeline di acquisizione descritta nel paragrafo 1.2, oppure riconoscere una
forma nell’analisi di dati medicali, o ancora riconoscere particolari elementi
architettonici, argomento di questa tesi. In letteratura questo problema si
trova nella sua forma piu` generale sotto il nome di feature detection o feature
extraction, dove per feature si intende una qualsiasi caratteristica propria del
modello. Per esempio le features possono essere punti di massima curvatura
della superficie [HPW05, GWM01], cos`ı come spigoli [SPP+02]. Se conside-
riamo come feature forme piu` complesse, introduciamo una nuova categoria
la shape detection o shape extraction, della quale ci occuperemo di seguito,
mostrando i quattro approcci al problema piu` significativi per il nostro lavoro
di tesi.
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Figura 2.1: (a) Scansione di una pompa dell’olio costituita da 500k punti.(b) Le
primitive individuate sono colorate in modo diverso, in rosso i piani, in
verde i cilindri, in giallo le sfere ed infine i coni in viola.
2.1 Approccio RANSAC
L’approccio RANSAC [SWK06] consiste nell’estrarre da una nuvola di punti
3D delle primitive prestabilite secondo un paradigma RANSAC (RANdom
SAmple Consensus)[FB81]. L’algoritmo prende come input un insieme di
forme primitive (ex: piano, cilindro, cono, sfera etc.) e una nuvola di punti
3D. Suddivide la nuvola di punti in tanti piccoli sottoinsiemi, ognuno di essi
e` testato su ogni primitiva, ed infine sceglie la primitiva che ha totalizzato
nel test il maggior punteggio. Il punteggio esprime quanto i punti candidati
(fittano) fanno parte della primitiva in questione. Per ridurre il costo com-
putazionale le primitive sono descritte con il minor numero di punti possibile
(ex. 3 punti e 3 normali), e la scelta dei sottoinsiemi iniziali dalla nuvola di
punti e` fatta in modo che abbia un’alta probabilita` di combaciare. In Figura
2.1 e` mostrato un risultato dell’algoritmo.
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Figura 2.2: Le primitive trovate sono disegnate con colori casuali. In questa Figura si
vuole sottolineare il fatto che il grafo topologico che esprime le vicinanze
e` diverso in funzione di come si sceglie il parametro grandezza cella. (a)
Grafo topologico costruito con cella 50cm. (b) Grafo topologico costruito
con cella 5m.
2.2 Approccio Grafo Topologico
Un secondo approccio [SWWK07] al problema consiste in due fasi:
• Nella prima fase si identifica la nuvola di punti come un insieme di forme
primitive (piano, sfera, cilindro, cono, toro) utilizzando lo stesso criterio
descritto nella sezione 2.1, poi da esse si costruisce un topology graph
che cattura le relazioni di vicinanza fra tutte le differenti forme trovate.
Il grafo e` costruito inserendo tutte le primitive trovate all’interno di una
griglia 3D, ad ogni primitiva e` associato un nodo del grafo e le primitive
che giacciono nella stessa cella sono unite da un arco. A seconda di
come viene scelta la dimensione della cella il grafo topologico risultante
e` differente (si veda la Figura 2.2).
• Nella seconda fase si cerca un sotto grafo corrispondente all’entita` se-
mantica definita dall’utente. Quindi l’utente specifica una primitiva
piu` complessa attraverso un query graph, costituita dalla connessione
di primitive piu` semplici. Per esempio nel caso si volesse identificare
un tetto di una casa (Figura 2.3(b)) l’utente puo` specificare un query
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(a) (b)
Figura 2.3: Nella parte (a) abbiamo raffigurato il “query graph” per la colonna costi-
tuita da un nodo “cilindro” in giallo collegato a due nodi “toro” rispetti-
vamente verdi e blu. Nella parte (b) abbiamo raffigurato il “query graph”
per il tetto di una casa, costituito da due nodi “piano” interconnessi tra
loro.
graph come espresso da due piani connessi tra loro, quindi due nodi
rappresentanti i due piani ed un arco che li connette. Nel caso che
l’utente volesse trovare una colonna dovrebbe definire un query graph
come un cilindro con ai due estremi due tori (Figura 2.3(a)).
Per evitare che il matching sia troppo impreciso e quindi di trovare pri-
mitive indesiderate, e` possibile esprimere dei vincoli sia per i nodi che per
gli archi del query graph; in questo modo si restringe la ricerca. Quindi,
nell’esempio del tetto precedente, aggiungendo al nodo il vincolo che l’in-
tersezione dei due piani deve essere parallela al terreno e che l’angolo α sia
minore di 90◦ si restringe il risultato a quello che realmente si stava cercando
(Figura 2.4) evitando di classificare come tetto qualsiasi piano vicino a un
altro piano. Lo stesso procedimento puo` essere applicato per la colonna: se
si esprime come un cilindro con ai due estremi due tori aventi tutti e tre
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intersection lineα
Figura 2.4: In Figura mostriamo i vincoli per il nuovo “query graph”: la linea di inter-
sezione tra i due piani deve essere parallela al piano di terra, e all’angolo
α tra il tetto e la verticale deve essere minore di 90◦.
stesso asse di rotazione si affina notevolmente la ricerca. Per estendere ulte-
riormente il query graph e` possibile specificare un nodo di tipo context object
che ha come obiettivo quello di inserire la primitiva in un contesto come si
vede dalla Figura 2.5(a) dove i lucernari sono inseriti nel tetto. Un nodo puo`
essere classificato anche di tipo optionl node come si vede nella Figura 2.5(b)
dove un tetto ad L puo` essere aperto o chiuso in entrambi i due lati oppure
chiuso in uno dei due lati. Quindi mettendo i due nodi come opzionali si
possono esprimere tutti i quattro casi. E` possibile anche creare un nodo di
tipo multinode che ha la caratteristica di replicarsi piu` volte cosicche´ e` possi-
bile descrivere primitive complesse costituite da pattern ripetitivi come nella
Figura 2.5(c) dove una scalinata e` descritta come uno scalino che e` vicino
a un altro scalino piu` basso ed a un altro piu` alto ed entrambi si possono
ripetere all’infinito perche´ sono di tipo multinode.
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Figura 2.5: Nella parte (a) mostriamo un esempio in cui e` utile classificare un nodo
di tipo “context object”, nella parte (b) un esempio per il tipo “optional
node”, infine nella parte (c) un esempio di tipo “multinode”.
2.3 Approccio Strutture regolari nelle geo-
metrie 3D
In questo approccio [PMW+08] l’idea di fondo consiste nell’aver osserva-
to che in natura ed anche in buona parte degli oggetti creati dall’uomo, si
possono riscontrare delle strutture regolari che compongono l’oggetto o l’or-
ganismo esempi sono la colonna vertebrale di un mammifero o le piante o
le conchiglie (Figura 2.6). L’obiettivo e` trovare un metodo automatico che
possa determinare queste strutture regolari costituite da pattern geometrici
ripetitivi. Quindi una struttura complessa e` costituita da dei pattern oppor-
tunamente traslati, scalati, ruotati, con tutte le varie possibili combinazioni
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Figura 2.6: In Figura mostriamo tre esempi di oggetti in cui si riscontrano strutture
regolari, sia naturali (b,c) che artificiali (a).
di trasformazioni (Figura 2.7).
Figura 2.7: In Figura abbiamo rappresentato tutte le possibili trasformazioni, e le loro
combinazioni.
L’algoritmo consiste in tre stadi descritti in Figura 2.8. Nel primo stadio
si decompone l’input in piccoli pezzi di superfici locali, successivamente si
stimano le trasformazioni simili tra questi pezzi (Transform Analysis), il
risultato e` un mapping dello spazio delle trasformazioni simili su uno spazio
2D (Transform Clusters). Nel secondo stadio lo spazio 2D appena ricavato
viene allineato (Model Estimation) e il risultato e` una struttura regolare
di patterns (Transfom Generators). Infine nell’ultimo stadio si aggregano
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le patch adiacenti(Aggregation), quindi il risultato e` una struttura regolare
(Regular Structures).
Transform ClustersInput Model
Transform GeneratorsRegular Structures
Transform
Analysis
1°
Model
Estimation 2°
Aggregation
3°
2D
Figura 2.8: In figura abbiamo schematizzato gli stadi dell’algoritmo.
2.4 Approccio per Minimizzazione
Un terzo approccio [USF08] e` quello di avere come input una nuvola di punti
P = {p1, ..., pn} ed una primitiva parametrica M(x) (dove x e` un vettore
di parametri). Si vuole ricercare nella nuvola di punti P questa primitiva
M ed i suoi rispettivi parametri fisici x affinche´ la somma dei quadrati delle
distanze di tutti i pi sia minore possibile. Quindi si tratta di minimizzare la
funzione di errore f(x):
f(x¯) =
∑
ϕ (d (M (x¯) , pi)) = minx¯ (2.1)
dove M e` la nostra primitiva parametrica, M(x¯) e` la primitiva valutata con
i parametri x¯, d() e` la funzione che misura le distanze euclidee tra M e P , ϕ
e` una funzione che pesa le distanze in modo da non considerare gli outliers
(cioe` valori numericamente molto distanti rispetto la media). Per esprimere
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M , cioe` tutte le possibili primitive che verranno create in modo parametrico,
e` stato utilizzato un linguaggio procedurale Generative Modeling Langua-
ge (GML)[Lan] che e` in grado di esprimere forme complesse attraverso dei
parametri.
Figura 2.9: Nella parte (a) abbiamo raffigurato lo schema per generare il modello
procedurale costituito da nove parametri di cui otto sono variabili. Nella
parte (b) abbiamo raffigurato il risultato ottenuto.
Quindi nel caso si volessero riconoscere i due colonnati dell’Abside del
Duomo di Pisa 2.9(b) bisognerebbe definire con il linguaggio GML un modello
come quello in Figura 2.9(a) realizzato con nove parametri: la posizione
del colonnato (x, y, z), il raggio R del colonnato, il raggio r delle colonne,
l’angolo α dove si trova la prima colonna, l’angolo β dove si trova l’ultima
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colonna, il numero di colonne n, e l’altezza del colonnato h, mentre l’altezza
dell’arco romano e` dedotta dalla distanza fra le colonne 2.9. Il parametro
n e` l’unico parametro dei nove che non varia nel ciclo di minimizzazione
ma e` fisso ed e` scelto in partenza dall’utente come anche l’intervallo dei
valori che possono assumere i nove parametri appena elencati. Terminato il
processo di minimizzazione il risultato e` quello raffigurato in Figura 2.9(b)
che e` stato ottenuto con un cluster di otto “AMD Athlon 64 X2 Dual Core”
con sedici threads paralleli. In questa configurazione il fitting delle due arcate
ha richiesto meno di 3.5 ore, il tempo di calcolo complessivo di tutti i threads
ammonta a 52h 19min.
2.5 Considerazioni sullo stato dell’arte
Gli approcci che abbiamo visto sono tutti completamente automatici, cioe`
non c’e` nessuna iterazione da parte dell’utente, ma spesso richiedono un
tempo macchina considerevole. Come vedremo piu` in dettaglio nel capitolo
seguente l’approccio scelto in questo lavoro e` quello di richiedere una minima
interazione da parte dell’utente e trarne il massimo beneficio con dei meccani-
smi che fanno s`ı che il processo converga al minimo cercato in un tempo quasi
real time. E’ interessante confrontare il risultato ottenuto in Figura 2.9(b)
con il risultato ottenuto dal nostro framework (Figura 4.8(b)) nel quale, a
parita` di modello e di risultato, c’e` una differenza notevole nel tempo impie-
gato per ottenerlo, a tutto vantaggio della nostra soluzione. Questo e` stato
possibile grazie all’interazione dell’utente che tramite un gesto semplifica il
processo di minimizzazione.
Capitolo 3
Il Framework
Figura 3.1: Nella parte (a) e` raffigurata una porzione della scansione 3D dell’abside
del Duomo di Pisa comprendente una serie di colonne. Nella Parte (b)
la scena 3D e` rappresentata per punti per mettere in risalto la primitiva
trovata.
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In questo capitolo descriviamo il framework per il riconoscimento di pri-
mitive geometriche definite dall’utente su un modello 3D. Con il termine
primitiva intendiamo una superficie tridimensionale di cui si possegga una
descrizione parametrica. Nell’esempio in Figura 3.1 tale primitiva e` la co-
lonna e la descrizione parametrica e` l’insieme delle variabili raggio ed altezza
della colonna. Un secondo esempio puo` essere la primitiva finestra la cui
descrizione e` data da altezza, larghezza e profondita`. In termini piu` generali
una primitiva e` un modello (ad esempio colonna o finestra) e un insieme di
parametri che ne specificano le particolari istanze. Mentre i parametri in-
trinseci determinano la forma esatta di una primitiva, una trasformazione
rigida, cioe` una rotazione e/o una traslazione, ne determinano la posizione
nello spazio. Chiameremo i parametri che definiscono tale roto-traslazione
parametri estrinseci. Nell’esempio in Figura 3.1 possiamo notare come una
volta ottenuti i corretti parametri intrinseci per la colonna, si possano indi-
viduare le altre colonne solo determinando nuovi parametri estrinseci (come
verra` discusso nel paragrafo 3.6). Il framework e` strutturato in modo che,
attraverso una minima interazione con l’utente, sia in grado di ricavare i para-
metri intrinseci ed estrinseci di una qualsiasi primitiva, e che sia indipendente
dal tipo di primitiva che si vuole ricercare. L’idea e` quella di ricondurre il
problema ad un problema di minimizzazione dove le variabili sono i para-
metri intrinseci ed estrinseci della primitiva e la funzione obiettivo sia una
misura della distanza tra la superficie della primitiva e quella del modello.
In questo modo, l’interazione richiesta all’utente serve solo per poter avviare
la minimizzazione da una soluzione il piu` possibile vicina al minimo cercato.
3.1 Struttura generale
La struttura del framework e` schematizzata in Figura 3.2. Il modulo “Ge-
sto” e` quello che si occupa dell’interpretazione del gesto dell’utente, rica-
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Calcolo
Distanza 
dal Modello
Gesto Generazionesuperfici
Aggiornamento
Parametri
Parametri
iniziali
Ciclo di minimizzazione sui parametri
Utente
Figura 3.2: La figura mostra lo schema del framework realizzato.
vando i parametri intrinseci ed estrinseci iniziali della/e primitiva/e che si
sta cercando. Successivamente questi parametri iniziali variano nel “Ciclo
di minimizzazione sui parametri” fino a stabilizzarsi ad un valore per
cui le distanze tra le due superfici e` minima. Il “Ciclo di minimizzazione
sui parametri” e` costituito a sua volta da tre moduli: il modulo “Genera-
zione di superfici” che, dato un insieme di valori per i parametri, genera
la corrispondente istanza della primitiva ed un secondo modulo “Calcolo
distanza dal modello” in cui vengono calcolate le distanze fra la super-
ficie generata dal modulo “Generazione di superfici” e il modello; ed il
modulo “Aggiornamento dei parametri” nel quale vengono modificati
i parametri iniziali in funzione della distanza appena calcolata. Di seguito
spieghiamo in dettaglio ogni singolo modulo.
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Figura 3.3: In figura mostriamo un’ipotetica funzione dell’errore, per la quale vo-
gliamo trovare il minimo assoluto; abbiamo evidenziato come, scegliendo
due diversi valori di partenza (in rosso), il risultato sia differente (in blu).
Motivando cos`ı la scelta del gesto.
3.2 Il modulo “Gesto”
Il modulo “Gesto” serve a trasformare pochi movimenti del mouse in una
soluzione iniziale del problema di minimizzazione ed e` la parte del framework
in cui e` concentrata l’interazione con l’utente. Quello che fa e` passare ai
moduli successivi la scelta dei parametri il piu` vicino possibile alla soluzione
cos`ı che il processo di minimizzazione converga rapidamente e con maggiore
probabilita` al minimo assoluto (Figura 3.3). Ogni primitiva riceve come input
un gesto, l’estrazione della soluzione di partenza dai movimenti del mouse
e` parte integrante dell’astrazione della primitiva geometrica che andiamo
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definendo.
(a) (b)
(d)
(c)
Figura 3.4: Nella parte (a) abbiamo rappresentato un gesto a forma di croce. Nella
parte (b) mostriamo in verde i punti scartati del gesto. Infine nella parte
(c) mostriamo l’ingrandimento dei primi due punti del gesto, e nella parte
(d) l’ingrandimento degli ultimi due punti del gesto.
Consideriamo un esempio: noi vorremmo riconoscere tutte le colonne dell’
Abside di Pisa (Figura 3.1), quindi facciamo un gesto come quello mostrato
in Figura 3.4(a). In seguito da questo gesto ricaviamo approssimativamente
la posizione, il diametro, l’altezza e l’origine della colonna. Successivamente
la routine di minimizzazione parte a cercare la soluzione con i parametri
inizializzati dal risultato del gesto che, come gia` scritto, rappresentano solo
una soluzione iniziale che pero` e` un grande vantaggio in termini di tempo
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Figura 3.5: Nella parte (a) dai due punti estremi del gesto abbiamo ricavato il centro
del nuovo sistema di riferimento. Nella parte (b) il vettore base ~x l’ab-
biamo ricavato dal prodotto vettoriale tra ~y e ~a. Nella parte (c) il vettore
base ~z l’abbiamo calcolato come prodotto vettoriale tra ~x e ~y.
rispetto ad eseguire una ricerca blind su tutto il modello. Per le primitive
implementate si sono realizzati due tipi di gesti: la croce e la linea. Il gesto
a croce e` pensato in modo da poter esprimere con la parte verticale del gesto
l’inclinazione della primitiva e l’altezza, ed con la parte del gesto orizzontale
la larghezza e la profondita`. Vediamo ora in dettaglio come ricaviamo dal
gesto di Figura 3.4(a) i suoi parametri estrinseci ed intrinseci:
• I parametri estrinseci quali posizione ed orientamento sono dedotti cal-
colando il suo sistema di riferimento, il centro del nuovo sistema di ri-
ferimento e` calcolato come il punto medio tra il primo e l’ultimo punto
del gesto, mentre l’asse y e` determinato come il vettore corrispondente
alla differenza tra i due (Figura 3.5(a)), normalizzando questo vettore
ricaviamo il vettore base ~y del nuovo sistema di riferimento della primi-
tiva sulla quale abbiamo fatto il gesto (Figura 3.5(b)). Poi calcoliamo
un nuovo vettore ~a come media delle normali dei primi due punti (Fi-
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gura 3.4(c)) e degli ultimi due punti (Figura 3.4(d)) del gesto (Figura
3.4(a)). Il prodotto vettoriale tra il vettore ~y ed il vettore appena cal-
colato ~a produce un vettore ortogonale al piano formato da questi due
vettori che e` il nostro vettore base ~x del nuovo sistema di riferimento.
Analogamente il calcolo del vettore base ~z e` realizzato sempre con il
prodotto vettoriale tra ~x e ~y, andando cosi a completare il sistema di
riferimento della nostra primitiva.
• Per il calcolo dei parametri intrinseci quali altezza larghezza e profon-
dita` non possiamo aspettarci dall’utente un gesto esatto, possiamo solo
assumere che la maggior parte dei punti del gesto corrispondano al-
la primitiva, per questo motivo abbiamo realizzato un meccanismo di
filtraggio per escludere gli outliers.
Abbiamo realizzato il filtraggio inserendo la componente z di tutti i
punti del gesto in 3D in un istogramma rispetto al nuovo sistema di
riferimento trovato ed abbiamo considerato solo i punti che mostrano
una continuita` fra loro; quindi appena si incontra una discontinuita` in
z si scartano tutti i successivi punti (Figura 3.6). La discontinuita` e`
identificata nell’istogramma in presenza di un certo numero di bin con
valore zero, il che significa che in quell’intervallo lungo z non e` presente
nessun punto. Infine i punti non scartati sono inseriti in un boun-
ding box, quindi la larghezza e la profondita` sono prese dalla successiva
larghezza e profondita` del bounding box appena creato. Il risultato e`
quello che si vede in Figura 3.4(b) dove i punti scartati sono raffigurati
in verde.
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Figura 3.6: In Figura abbiamo colorato i punti scartati in verde, ed in rosso quelli
non scartati. Nella vista frontale si vede come il gesto dell’utente molto
approssimativo produce una parte di punti verdi sulla parete retrostante la
colonna. Nell’istogramma abbiamo evidenziato come il numero dei punti
vicini al sistema di riferimento vada sempre calando a mano a mano che
ci si allontana lungo l’asse z, fino ad arrivare ad una totale assenza.
3.3 Il modulo “Generazione superfici”
Come raffigurato in Figura 3.2, il modulo “generazione superfici” e` ad-
detto alla generazione dell’insieme di punti della primitiva che si cerca di
fittare. Ogni primitiva e` definita attraverso dei parametri, quindi i sui punti
variano la posizione in funzione di questi parametri. Come si vede in Figura
3.7, la primitiva box varia i suoi punti al variare di tre parametri: altezza,
larghezza e profondita`. Da notare che nel nostro framework usiamo superfi-
cie nella sua accezione di bordo di un solido, astraendo quindi da quale sia
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Figura 3.7: In Figura abbiamo rappresentato la primitiva Box con tre differenti valori
per i suoi parametri.
la sua definizione matematica. Infatti una superficie puo` essere definita in
forma parametrica, cioe` come una funzione:
S(u, v) = (fx(u, v), fy(u, v), fz(u, v)) (3.1)
o in forma implicita, come soluzione di un’equazione:
S = {p : f(p) = 0} (3.2)
Ponendo come interfaccia verso il resto del framework un insieme di punti
sulla superficie, si lascia allo sviluppatore dello specifico tipo di primitiva
quale sia la migliore rappresentazione.
3.4 Il modulo “Distanza dal modello”
La distanza della superficie della primitiva generata dal modello e` determi-
nata come la somma delle distanze dei punti generati per la primitiva dal
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(a) (b)
(c)
Figura 3.8: In Figura (a) il calcolo della distanza e` effettuato considerando anche le
normali, mentre in Figura (b) e` considerata solo la distanza euclidea fra
i punti. Come si puo` vedere a seconda del criterio utilizzato il punto piu`
vicino a quello viola e` differente. Nella parte (c) mostriamo un esempio
di come una vicinanza di punti non equivale ad una corrispondenza delle
superfici.
modello. Facciamo notare che la vicinanza tra i punti non e` di per se´ sinoni-
mo di corrispondenza delle superfici, poiche´ puo` facilmente accadere, come
esemplificato in Figura 3.8(c) che detti punti corrispondano a regioni diverse
nei due modelli. Osserviamo che sia del modello di scansione che della super-
ficie generata si dispone del valore della normale alla superficie in ogni punto.
Questo dato viene sfruttato per arricchire la funzione distanza fra due pun-
ti, in modo da ridurre la possibilita` di produrre falsi minimi della funzione
obiettivo. La distanza del punto dal modello e` basata su una metrica non
euclidea che tiene conto anche delle normali per evitare che due punti con
normali discordi risultino vicine come si vede in Figura 3.8(a,b).
Dist = E + α
(1− ~n1 · ~n2)β
E + 1
(3.3)
Quindi la nuova distanza Dist e` data dalla somma della distanza euclidea
E piu` una certa quantita` che dipende dall’orientamento delle normali, quando
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Figura 3.9: Nella parte (a) abbiamo rappresentato due punti con le normali concordi,
quindi la loro distanza e` uguale alla distanza euclidea E. Nella parte (b)
i due punti hanno normali opposte quindi la loro distanza e` la somma
della distanza euclidea E piu` una seconda quantita` che in questo caso e`
massima.
le due normali sono concordi (Figura 3.9(a)) la quantita` e` zero e quindi Dist e
la distanza euclidea E coincidono, invece piu` le normali sono discordi (Figura
3.9(b)) piu` la seconda quantita` cresce e si somma alla distanza euclidea E.
3.5 Il modulo “Aggiornamento parametri”
Nel modulo aggiornamento parametri e` realizzato il processo di minimizza-
zione. Infatti vengono scelti i nuovi parametri intrinseci ed estrinseci che
minimizzano il quadrato delle distanze tra le due superfici (scena 3D e pri-
mitiva), dopo di che se l’errore non e` sufficientemente piccolo si continua a
ciclare (Figura3.2), altrimenti si conclude. Abbiamo scomposto ulteriormen-
te l’aggiornamento dei parametri in due fasi: Minimizzazione parametri
estrinseci ed Minimizzazione parametri intrinseci.
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3.5.1 Minimizzazione parametri estrinseci
(a) (b)
Figura 3.10: In Figura e` rappresentata in viola la primitiva tronco di cono, ed in nero
la scena 3D. Nella parte (a) abbiamo messo in evidenza il disalineamento
tra i due. Nella parte (b) e` rappresentato il risultato dell’allineamento.
Si tratta di allineare rigidamente due insiemi di punti (la primitiva in
viola e la scena 3D in nero di Figura 3.10) in modo che il quadrato delle
distanze risulti minimo. Per questo problema abbiamo deciso di utilizzare un
algoritmo consolidato come l’Iterative Closest Point o ICP [BM92, RL01], che
lavora su due insiemi di punti. L’algoritmo ICP determina la roto-traslazione
che porta una superficie A il piu` vicino possibile ad una mesh B, relativamente
alla misura punto a punto della distanza. Ogni passo consiste di 3 fasi:
1. campionamento randomizzato di N punti sulla superficie A
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2. determinazione, per ognuno degli N punti, del punto piu` vicino sulla
superficie B
3. calcolo (in forma chiusa) della migliore roto-traslazione che porta i
punti su A a corrispondere ai punti su B
Cos`ı facendo l’algoritmo migliora iterativamente la soluzione trovata fino alla
convergenza.
3.5.2 Minimizzazione parametri intrinseci
Per la minimizzazione dei parametri intrinseci abbiamo utilizzato un’imple-
mentazione dell’algoritmo Levenberg-Marquardt (LMA) [Mor78] che produce
una soluzione numerica al problema di minimizzazione di funzioni non lineari.
L’algoritmo LMA e` un processo iterativo che trova il minimo di una funzione
a piu` variabili espressa come somma di quadrati; esso combina il metodo
steepest descent quando la soluzione corrente e` molto distante dalla finale,
assicurando una lenta convergenza, ed il metodo Gauss-Newton quando la
soluzione e` vicina alla finale. La funzione obiettivo che abbiamo utilizzato e`:
1
A
s∑
i=0
max
[
t, wi(mi − ki)2
]
(3.4)
dove M rappresenta l’insieme dei punti mi della primitiva, K l’insieme
dei punti ki vicini alla primitiva sulla scena 3D, W rappresenta l’insieme dei
pesi wi, A e` l’area della primitiva, t e` un valore di tolleranza. Il valore di wi
e` compreso tra zero ed uno, per punti molto distanti dalla distanza media
tendera` verso zero, per punti vicini alla distanza media tendera` ad uno, in
questo modo vengono scartati gli outliers. La funzione obiettivo e` scritta in
modo che se si e` in presenza di un plateau (parte del dominio di una funzione
in cui essa ha sempre lo stesso valore) l’algoritmo scelga i parametri per cui
l’area e` maggiore, cos`ı da avere il doppio effetto di minimizzare la distanza
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Figura 3.11: Nella parte (a) mostriamo il risultato della minimizzazione dei parametri
estrinseci infatti il “tronco di cono” e` perfettamente allineato. Nella
parte (b) vediamo come riducendo i due parametri intrinseci (raggio
superiore ed inferiore) la somma delle distanze diminuisce. Nella parte
(c) e (d) abbiamo evidenziato come aumentando l’altezza la somma
delle distanze rimane costante a meno di una certa tolleranza t, ma
l’area aumenta.
tra la primitiva e il modello e massimizzare l’area della primitiva. Osser-
viamo la soluzione rappresentata in Figura 3.11(b): se consideriamo solo il
fattore distanza, la soluzione e` gia` un minimo in quanto questa istanza della
primitiva aderisce perfettamente alla colonna del modello. Il risultato atteso
e` in realta` quello di Figura 3.11(d), cioe` la piu` grande (nel senso di superfi-
cie) istanza della primitiva che aderisce alla colonna. Il fatto di includere il
reciproco dell’area della superficie della primitiva come fattore moltiplicatore
della funzione obiettivo ha come conseguenza il fatto che, a parita` di errore,
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il valore della funzione obiettivo decresce all’aumentare dell’area. Notiamo
come cio` non avviene nel caso in qui la distanza della primitiva dal modello
sia zero ma in nessun caso, nemmeno in quelli ideali generati proceduralmen-
te come prova, il valore e` abbastanza vicino allo zero da invalidare l’efficacia
di questo meccanismo. Il valore t e` un bond inferiore al valore della somma
delle distanze che serve a far s`ı che, per valori bassi delle stesse, il rumore
intrinseco dei dati di scansione non condizioni la funzione obiettivo.
3.6 Replicazione di primitive
Figura 3.12: In Figura abbiamo rappresentato in viola le primitive gia` individuate
dall’utente, ed in blu un esempio di gesto di “replicazione” effettuato
nella direzione in cui l’utente reputa vi siano altre istanze di primitive.
Un’altra caratteristica del framework che abbiamo realizzato e` nata dal-
l’osservazione che spesso le scene 3D sono composte da una ripetizione di
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primitive identiche [PMW+08]. Infatti come si vede in Figura 3.1 le colonne
sono piu` o meno tutte uguali e, a meno di traslazioni si ripetono per tutta la
scena andando a formare un colonnato. In particolare nel caso di una scali-
nata questo concetto risulta molto utile, perche´, una volta individuato uno
scalino, i restanti scalini sono grossomodo uguali al primo, e sarebbe molto
oneroso da parte dell’utente selezionarli ad uno ad uno. Abbiamo cercato
di realizzare una soluzione il piu` possibile generale che valga per qualsiasi
primitiva che venga definita.
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Figura 3.13: Il grafico sulla sinistra rappresenta il valore dello z-fighting per il co-
lonnato di Figura 3.12(a); quello di destra per la scalinata di Figura
3.12(b)
Quello che facciamo e` far ripartire il processo di fitting con i parametri
intrinseci della primitiva appena trovata in tutte le posizioni dove riteniamo
che ci sia un’altra sua istanza. Le posizioni in cui si trovano le altre istanze
sono dedotte da un secondo gesto dell’utente. Quindi l’utente avendo gia` in-
dividuato una primitiva esprime il concetto che questa primitiva si replica con
un ulteriore gesto nella direzione in cui si ripetono le altre primitive. Come
si vede in Figura 3.12 l’utente ha gia` fittato una colonna (o uno scalino), suc-
cessivamente compie un secondo gesto nella direzione in cui sono presenti le
altre colonne (o gli altri scalini) e il framework si occupa in maniera automa-
tica di trovare tutte le altre istanze. Il gesto fatto dall’utente ci informa che
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lungo un certo segmento (in blu in Figura) si trovano altre colonne (o scalini)
come quella gia` trovata (in viola). In linea di massima potremmo far partire
un processo di minimizzazione per ogni pixel di questo segmento per vedere
quali arrivano a buon fine, ma ricordiamo che il processo di minimizzazione
e` in genere un collo di bottiglia pertanto e` un approccio migliore cercare di
ridurre le posizioni possibili analizzando il gesto. In seguito illustriamo una
soluzione che poggia sulla potenza di calcolo dell’hardware grafico.
Figura 3.14: In rosso sono rappresentate tutte le possibili posizioni, in giallo quelle
per cui il valore dello z-fighting e` massimo.
Per ogni punto renderizziamo la primitiva che stiamo cercando e ne va-
lutiamo la presenza attraverso la stima dello z-fighting, che e` un fenomeno
che si verifica quando due triangoli si sovrappongono nel rendering. Infatti
quando due poligoni sono molto vicini nella direzione di profondita`, la com-
binazione dell’algoritmo z-buffering e le approssimazioni numeriche dovute
all’aritmetica finita del calcolatore, fanno s`ı che il valore di colore (o di altri
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attributi) assegnato al pixel coperti da entrambi i poligoni appartenga all’uno
o all’altro con un patten quasi casuale. Quindi sfruttando questo concetto
possiamo dire che quando due primitive hanno un alto livello di z-fighting
esse sono sovrapposte. In Figura 3.13 abbiamo riportato il plotting della
funzione z-fighting per l’esempio di Figura 3.12. Per ogni punto del gesto 3D
(asse delle ascisse) e` associato un valore (asse delle ordinate) che quantifica la
sovrapposizione. Come si puo` notare nel grafico delle colonne ci sono quattro
massimi in corrispondenza delle quattro colonne, e nel grafico della scalinata
ci sono sette massimi in corrispondenza dei sette scalini. Attraverso lo studio
della derivata seconda e` possibile estrapolare gli spike della funzione e po-
ter cos`ı prendere solo i massimi della funzione per cui c’e` una forte crescita
(Figura 3.14). A questi massimi estrapolati e` associata una posizione nella
quale verra` istanziata una nuova primitiva ed un nuovo processo di fitting o
minimizzazione.
3.6.1 Calcolo dello Z-fighting
Se la primitiva che stiamo cercando (raffigurata in rosso) e` completamen-
te sovrapposta alla scena 3D (raffigurata in blu) allora siamo nel caso in
cui c’e` massimo z-fighting (Figura 3.15(a)) infatti il colore risultante non e`
ben definito. Partendo da questo concetto abbiamo pensato che e` possibile
quantificare lo z-fighting contando quanti frammenti della primitiva vengono
rasterizzati se spostata leggermente in avanti lungo z rispetto all’osservatore
(Figura 3.15(b)) e quanti frammenti se spostata leggermente indietro lungo
z rispetto all’osservatore (Figura 3.15(c)). La differenza di queste due quan-
tita` divisa per la rasterizzazione della sola primitiva ci fornisce una stima di
quanto la primitiva si sovrappone nella scena.
Z − fighting = Front−Back
OnlyRed
(3.5)
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Figura 3.15: In Figura rappresentiamo in rosso la primitiva che stiamo cercando ed in
blu la scena 3D nella quale la stiamo cercando. Nella parte (a) abbiamo
messo in evidenza come la colonna vista dall’alto combacia perfetta-
mente con la primitiva tronco di cono in rosso; Nella parte (b) la pri-
mitiva e` “leggermente” spostata in avanti lungo z rispetto l’osservatore
occludendo completamente la parte blu; Nella parte (c) la primitiva e`
“leggermente” spostata indietro lungo z rispetto l’osservatore e viene
occlusa dalla scena 3D in blu.
L’idea e` che se due oggetti sono perfettamente sovrapposti uno sposta-
mento infinitesimale di uno dei due comporta la sua perdita di visibilita`
rispetto all’osservatore, invece se i due oggetti non sono sovrapposti uno spo-
stamento infinitesimale non comporta nessuna cambiamento all’osservatore.
In Figura 3.16 e` rappresentato un esempio della scalinata di Figura 3.14 dove
in blu e` raffigurata l’intera scalinata nella quale si vuole ricercare lo scalino
rappresentato in rosso; nella parte (a) e` raffigurata la rasterizzazione della
primitiva che si sta cercando spostata leggermente in avanti lungo z rispetto
all’osservatore; nella parte (b) e` raffigurata la rasterizzazione della primitiva
che si sta cercando spostata leggermente indietro lungo z rispetto all’osser-
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Figura 3.16: In Figura abbiamo rappresentato il calcolo dello z-fighting. Nella parte
(a) la primitiva e` spostata leggermente avanti rispetto all’osservatore ed
il numero dei frammenti e` Front = 9164. Nella parte (b) la primitiva e`
spostata leggermente indietro ed il numero dei frammenti e` Back = 720.
Nella parte (c) e` renderizzata sola la primitiva ed il numero dei frammenti
e` OnlyRed = 9164. Quindi si conclude che lo Z-fighting e` all’incirca
0, 92.
vatore; nella parte (c) e` rasterizzata solo la primitiva che si vuole cercare.
Applicando la formula 3.5 otteniamo come risultato un numero molto vicino
ad uno, che sta ad indicare la presenza in questa posizione di una primitiva
scalino. Come abbiamo gia` accennato in precedenza il calcolo dello z-fighting
per ogni punto del gesto e` interamente realizzato ad hardware dalla scheda
grafica; infatti durante i tre render Front e Back ed Onlyred, il calcolo di
quanti frammenti della primitiva vengono rasterizzati e` eseguito da un’ap-
posita funzione messa a disposizione dall’hardware grafico, per cui l’intero
costo del calcolo dello dello z-fighting per tutti i punti del gesto si riduce a
pochi secondi, mantenendo cos`ı un’iterazione costante con l’utente.
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3.7 Caratterizzazione delle Primitive
In questa sezione vogliamo caratterizzare la primitiva spiegando cosa si do-
vrebbe effettivamente fare per aggiungere un nuovo tipo di primitiva senza
dover modificare il resto del framework. Come abbiamo descritto nella se-
zioni precedenti il framework e` in grado di minimizzare la distanza tra una
superficie definita da un insieme di parametri e un modello, partendo da una
soluzione generata dal gesto dell’utente. Quindi la definizione di una nuova
primitiva comporta la realizzazione di due funzionalita`: interpretazione
del gesto e generazione della superficie.
Figura 3.17: In Figura si vede come la superficie del tronco di cono cambia al varare
dei suoi parametri intrinseci: altezza, raggio inferiore, raggio superiore.
• Sul tipo di gesto non ci sono vincoli di nessun genere, infatti e` prevedi-
bile che una qualche primitiva che venga definita in futuro possa avere
l’esigenza di un gesto particolare magari a forma di cerchio o di una x
a seconda dei parametri intrinseci che si sono definiti per la primitiva
stessa (ricordiamo che lo scopo del gesto e` quello di ricavare i parametri
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intrinseci ed estrinseci il piu` vicini alla soluzione). Per questo motivo
di generalita` abbiamo deciso che ogni primitiva che viene definita deve
interpretare il gesto fatto dall’utente. Ovviamente se le nuove primitive
utilizzano gli stessi gesti delle altre e` sufficiente integrare il modulo gia`
realizzato; come nel caso delle primitive Tronco di cono, Box, Finestra
rettangolare e Scalino che utilizzano tutte e quattro il gesto a forma di
croce, invece nel caso della primitiva arco romano abbiamo utilizzato
un gesto piu` semplice a forma di linea dato che l’altezza dell’arco coin-
cide con la meta` della larghezza quindi e` sufficiente una sola linea per
ricavare due parametri.
Arco
Primitive
Box Scalino FinestraTronco di cono .........
Figura 3.18: Le primitive definite ereditano tutto da una classe astratta “primitive”
ed implementano i suoi metodi virtuali.
• La generazione della superficie comporta la capacita` di descrivere una
qualsiasi primitiva in funzione dei suoi parametri, quindi procedural-
mente. Cioe` la sua superficie e la forma sono espressa in funzione di
una lista di parametri che variano a seconda della primitiva (parametri
intrinseci). Per esempio la primitiva tronco di cono l’abbiamo espressa
attraverso tre parametri intrinseci: altezza, raggio inferiore, raggio su-
periore ed al variare di questi tre parametri possiamo esprimere tutti
i possibili tronchi di cono (Figura 3.17). Lo stesso principio l’abbiamo
applicato anche per tutte le altre primitive realizzate per questa tesi.
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Nel grafico in Figura 3.18 abbiamo enfatizzato il fatto che per definire una
nuova primitiva non occorre altro che ereditare dalla classe astratta Primitive
che incapsula le astrazioni del nostro framework e ridefinire le due funziona-
lita` precedentemente descritte: interpretazione del gesto dell’utente e
generazione della superficie che sono proprie di ogni primitiva.
Capitolo 4
Risultati
Il framework descritto nei capitoli precedenti e` stato implementato in C++
[Net, Str00], con il supporto della libreria grafica OpenGL [SGI, WDS99] per
la parte di visualizzazione, l’ausilio della libreria Qt [Tro] per la gestione delle
interfacce utente e la libreria VCGLib [VCG] per la gestione delle mesh tri-
dimensionali. In esso sono state realizzate cinque primitive: tronco di cono,
box, finestra rettangolare, arco romano e scalino. Il tutto e` stato integrato
come plugin in MeshLab [CCC+08, CCR08], un software open source esten-
dibile per l’editing e il processing di mesh di triangoli, realizzato dal Visual
Computing Group (VCG) del C.N.R di Pisa presso cui ho svolto questa tesi.
In Figura 4.1 riportiamo una schermata del tool.
Abbiamo effettuato numerose prove sia su modelli realizzati con CAD per
testare la bonta` delle misure risultanti dal processo di reverse engineering,
sia su modelli reali, cioe` frutto di scansioni 3D, realizzate dal gruppo VCG.
Di seguito riportiamo solo una parte di queste prove eseguite sul modello 3D
dell’Abside del Duomo di piazza dei miracoli di Pisa e sul modello 3D della
piazza di San Gimignano. Tutte le prove ed i risultati sono stati eseguiti
su una macchina con un Intel Quad Core a 2.40GHz con 4GB di RAM ed
NVIDIA GeForce 9800GT.
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• Primitiva “Tronco di cono”: In Figura 4.3 da una parte dell’Abside
del Duomo di Pisa, sono state riconosciute cinque istanze della primi-
tiva tronco di cono tutte pressappoco con gli stessi parametri: (raggio
superiore 33.9cm, raggio inferiore 34.3cm, altezza 7.70m circa).
• Primitiva “Box”: In Figura 4.4 sempre da una parte dell’Abside,
sono state riconosciute tre istanze della primitiva box, rispettivamente
partendo dalla sinistra della Figura abbiamo: box1(altezza 8.62m, lar-
ghezza 64.5cm, profondita` 65.4cm), box2(altezza 8.62, larghezza 59.7cm,
profondita` 39.3cm), box3(altezza 8.48m, larghezza 46.6cm, profondita`
18.5cm). Un altro esempio nella Figura 4.2 dove e` stato riconosciuta
nella torre di piazza San Gimignano una primitiva box di circa 25 metri
di altezza, e 7 metri di larghezza, e 6 metri profondita`.
• Primitiva “Finestra rettangolare”: Ancora da una parte dell’ab-
side in Figura 4.5 nella parte (b) e` stata riconosciuta una primitiva
finestra rettangolare di altezza 2.18m e larghezza 1.15m e profondita`
47.4cm, nella parte (a) una seconda finestra rettangolare di altezza
2.20m e larghezza 1.18m e profondita` 48.7cm.
• Primitiva “Scalino”: In Figura 4.6 sono state riconosciute in un
pezzo della scansione della piazza di San Gimignano, cinque primiti-
ve scalino rispettivamente partendo dal basso abbiamo: scalino1 (lar-
ghezza 5.29m, altezza 20.9cm, profondita` 31.1cm), scalino2 (larghezza
4.59m, altezza 21.2cm, profondita` 34.2cm), scalino3 (larghezza 3.90m,
altezza 20.cm, profondita` 40.2cm), scalino4 (larghezza 3.20m, altezza
21.1cm, profondita` 39.5cm), scalino5 (larghezza 2.49m, altezza 21.5cm,
profondita` 41.1cm).
• Primitiva “Arco Romano”: In Figura 4.7 abbiamo individuato
quattro primitive arco romano tutte molto simili, con altezza 56.2cm e
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larghezza 1.12m e profondita` 29.7cm.
Figura 4.1: E’ raffigurata una schermata del programma MeshLab, con il plugin per
il reverse engineering realizzato per questa tesi.
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Tabella Risultati
Modello N◦
Facce
N◦
Gesti
N◦
Istanze
Minimiz.
Parametri
Estrinseci
(ms)
Minimiz.
Para-
metri
Intrinseci
(ms)
Tempo
Totale
Figura4.2 2M 1 1 53875 4921 58.7sec
Figura4.3 1.5M 2 5 132965 18595 1.51min
Figura4.4 309K 3 3 21484 16344 37.82sec
Figura4.5(a) 122K 1 1 1437 344 1.78sec
Figura4.5(b) 226K 1 1 1735 656 2.39sec
Figura4.6 730K 2 5 57735 4765 62.5sec
Figura4.7 200K 4 4 12440 436 12.8sec
Tabella 4.1: Nella tabella abbiamo riportato i tempi per le prove mostrate nelle Figure
seguenti. Il “Tempo totale” l’abbiamo calcolato come somma dei tempi
per la Minimizzazione dei parametri estrinseci ed intrinseci di ogni istanza
trovata. Il numero di istanze trovate per ogni prova l’abbiamo riportato
nella colonna “N◦ Istanze”. Nella colonna “N◦ Gesti” abbiamo riportato
il numero di gesti necessario per la data prova. Nel calcolo del “Tempo
totale” abbiamo escluso sia il tempo per eseguire il gesto sulla primitiva,
visto che dipende dall’abilita` del’utente, che il gesto per la replicazione
delle primitive perche´ ha sempre un tempo trascurabile (<10ms), dato
che e` eseguito ad hardware dalla scheda grafica.
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Figura 4.2: Dal modello 3D della torre Rognosa di San Gimignano abbiamo rico-
nosciuto una primitiva “Box” di circa 25 metri di altezza, 7 metri di
larghezza, 6 metri profondita`.
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Figura 4.3: Nella parte (a) abbiamo evidenziato in blu il gesto effettuato dall’utente
per ricavare la primitiva “Tronco di cono”. Nella parte (b) mostriamo il
risultato in rosso. Nella parte (c) l’utente effettua un “gesto di replica-
zione” nella direzione in cui identifica la presenza di altre colonne. Infine
nella parte (d) mostriamo il risultato. Le cinque istanze sono pressappoco
tutte uguali: (raggio superiore 33.9cm, raggio inferiore 34.3cm, altezza
7.70m circa).
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Figura 4.4: In blu abbiamo evidenziate tre istanze della primitiva “box”, rispet-
tivamente partendo dalla sinistra della Figura abbiamo: box1(altezza
8.62m, larghezza 64.5cm, profondita` 65.4cm), box2(altezza 8.62, larghez-
za 59.7cm, profondita` 39.3cm), box3(altezza 8.48m, larghezza 46.6cm,
profondita` 18.5cm).
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Figura 4.5: nella parte (a) in verde abbiamo riconosciuto una finestra rettangolare
di altezza 2.20m e larghezza 1.18m e profondita` 48.7cm, nella parte (b)
abbiamo riconosciuto una primitiva finestra rettangolare di altezza 2.18m
e larghezza 1.15m e profondita` 47.4cm.
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Figura 4.6: Nella parte (a) abbiamo evidenziato in blu un ipotetico gesto effettuato
dall’utente per ricavare la primitiva “Scalino”. Nella parte (b) mostriamo
il risultato in verde acqua. Nella parte (c) l’utente effettua un “gesto di
replicazione” nella direzione in cui identifica la presenza di altri scalini.
Infine nella parte (d) mostriamo il risultato.
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Figura 4.7: In Figura abbiamo individuato quattro primitive “arco romano” tutte
molto simili con altezza 56.2cm e larghezza 1.12m e profondita` 29.7cm.
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4.1 Discussione confronto stato dell’arte
In questo paragrafo facciamo un confronto di prestazioni tra i risultati otte-
nuti dal nostro framework ed i risultati ottenuti da una soluzione analizzata
nello stato dell’arte paragrafo 2.4. Entrambe le soluzioni effettuano un pro-
cesso di fitting (o minimizzazione delle distanze tra due superfici). La nostra
soluzione si avvale del meccanismo di gesture descritto nei paragrafi 3.2 e 3.6
per velocizzare la convergenza del processo di minimizzazione.
Figura 4.8: Nella parte (a) e` raffigurato il risultato ottenuto con la soluzione descritta
nel paragrafo 2.4, nella parte (b) e` raffigurato il risultato ottenuto con la
nostra soluzione su un modello di 4M di facce dell’Abside del Duomo di
Pisa. Abbiamo individuato 27 colonne (in rosso) e 27 archi (in giallo).
Sicuramente a parita` di modello e di risultato, la nostra soluzione ha
impiegato un tempo minore di elaborazione, ed un minor investimento nel-
l’acquisto del PC. La nostra soluzione ha anche il beneficio di poter interagire
per tutto l’arco di tempo dell’elaborazione con il sistema, modificando even-
tualmente le soluzioni parziali ottenute, invece di aspettare un determinato
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tempo senza sapere se il risultato sara` quello che ci aspettavamo. Per quanto
riguarda l’onere da parte dell’utente, credo che sia equo considerando anche
il fatto che per poter generare un modello con il linguaggio GML e` necessario
un utente con determinate conoscenze di programmazione, mentre nel nostro
caso non e` necessaria nessuna conoscenza.
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Tabella Confronto
Stato dell’arte Il nostro framework
Interazione
dell’utente:
L’utente deve definire un
modello in GML tipo quel-
lo in Figura 2.9(a), con 9
parametri (numero colonne,
etc..), Per ogni parametro
deve anche definire il suo
range
L’utente compie 27 gesti per
trovare gli archi, 2 gesti per
trovare due tronchi di cono,
2 gesti di replicazione per
ogni colonnato.
Macchina: Cluster di otto “AMD
Athlon 64 X2 Dual Core”
con sedici threads paralleli.
Un PC con Intel Quad Co-
re a 2.40GHz con 4GB di
RAM ed NVIDIA GeForce
9800GT
Tempo: Meno di 3.5 ore, il tempo di
calcolo complessivo di tutti
i threads e` di 52h 19min.
27 minuti circa.
Tabella 4.2: Nella tabella per ogni riga sono messe a confronto le due soluzioni.
Il tempo e` calcolato in entrambi i casi senza contare l’interazione con
l’utente.
Capitolo 5
Conclusioni
In questa tesi abbiamo presentato un framework per il fitting semi automatico
di strutture geometriche su scansioni 3D. Anziche´ utilizzare metodi ad-hoc
esistenti per i diversi tipi i primitiva, il framework da noi proposto astrae dalla
specifica forma geometrica e riporta il problema del fitting al problema piu`
generale della minimizzazione della distanza tra due superfici. Nello specifico
aggiungere una particolare struttura geometrica all’insieme delle strutture
riconoscibili dal framework comporta l’implementazione di un algoritmo che
ne fornisca un campionamento, creando cos`ı un’interfaccia generica tra il
tipo di primitiva (colonna, gradino, finestra etc.) e il resto del framework. A
dimostrazione del funzionamento di questo schema, abbiamo incluso in questo
lavoro l’implementazione di alcuni tipi di strutture geometriche e dimostrato
il loro funzionamento su casi pratici.
Il sistema implementato e` assistito dall’utente, che ha il compito di sele-
zionare il tipo di primitiva che deve essere fittato ed eseguire un gesto con il
mouse che serve al sistema per individuare un posizionamento approssimato
da utilizzare come base di partenza del processo. Abbiamo dimostrato nel
capitolo dei risultati come la scelta di avvalersi di una anche minima intera-
zione dell’utente risulti ancora conveniente comparando i tempi di esecuzione
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del nostro sistema con un approccio simile ma non assistito.
5.1 Sviluppi futuri
Possiamo individuare una prosecuzione del lavoro nell’integrazione di ulte-
riori tipi di strutture geometriche oltre a quelle gia` integrate (tronco di cono,
box, finestra rettangolare, scalino, arco romano) che rendano piu` completo
lo strumento.
In particolare si potra` inserire una struttura geometrica di tipo mesh,
dove anziche´ utilizzare una definizione matematica della superficie si possa
utilizzare un campione di superficie. In questo modo potremo eseguire il
fitting anche per forme piu` complesse di cui non si possiede una definizione
matematica, come ad esempio un particolare capitello o una statua, purche´
se ne possieda un esempio. Osserviamo che anche questa speciale primitiva
non comporta alcuna variazione al resto del framework ma solo al modo in
cui verranno campionati i punti.
Infine, una reale modifica al framework potra` consistere nella generaliz-
zazione del processo di fitting di primitive replicate (vedi paragrafo 3.6) in
quanto la soluzione proposta da noi e` in grado di trovare istanze di primitive
uguali a meno di traslazioni e non di rotazioni o scalature o loro combinazioni,
come recentemente proposto in letteratura [PMW+08].
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