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Abstract
Using density functional theory (DFT) calculations, an enhanced theoretical examination was made of the radiation-induced radicals in -d-
glucose. For the carbon-centred radicals in this sugar, the effect of the model space on the radical geometry as well as on the calculated radical
hyperfine coupling tensors was examined. The findings were compared with previously published tensors, as determined by electron paramagnetic
resonance (EPR) experiments and single molecule DFT calculations. A cluster approach was adopted, in which intermolecular interactions
(predominantly hydrogen bonds) between the radical species and its environment were explicitly incorporated. This substantially improved the
correspondence with experimental findings in comparison with single molecule calculations of an earlier examination. In a direct comparison
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detween both computational methods for the glucose radicals, it was shown that the extent of the model space plays an important part in the
etermination of the radical geometry. Furthermore, the model space also has an impact on the calculated hyperfine coupling tensors. Full cluster
PR calculations, in which the paramagnetic properties are calculated for the entire model space of the cluster, give an excellent agreement with
he experimental EPR measurements.
2005 Elsevier B.V. All rights reserved.
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. Introduction
Over the past few decades, the study of radiation-induced
adicals in solid-state sugars has received considerable attention
1,2]. These carbohydrates play an essential role in several bio-
ogical processes and are consequently extremely abundant in
lants and animals. The increasing application of industrial irra-
iation treatments to sterilize and improve the hygienic quality of
ugar-containing foodstuffs has brought about the development
f dosimetric protocols [3]. In this respect, electron paramag-
etic resonance (EPR) spectroscopy is perhaps one of the most
eliable methods to detect irradiated food and to quantify its radi-
tion dose: the radicals that are induced as a result of irradiation
n solid or dry parts of the foodstuffs are relatively stable and
ence constitute a reliable dosimeter [4]. The attractive applica-
ions in dosimetry of widespread sugars such as sucrose, glucose,
ructose have spawned further research in the general dosimet-
ic properties [5]. On a more fundamental level, single crystals
f carbohydrates have been studied using EPR or derived tech-
∗ Corresponding author. Fax: +32 9 264 66 97.
niques, in an attempt to make a clear structural identification
of the radiation-induced radicals involved. In this way, several
(monomer) sugars have been examined, such as glucose [6,7],
fructose [8] or rhamnose [9]. Additionally, these compounds
serve as model systems to examine the radiation chemistry in
the solid state. The sugar radicals in deoxyribose, for instance,
have attracted much attention as they play a key part in the dam-
age caused by ionizing radiation to the DNA polynucleotide,
such as strand breaks [1,10].
The correct assignment of radical structures based on the data
of magnetic resonance experiments is frequently complicated
due to the composite nature of the EPR spectra. As a result,
the proposed radical models most often remain tentative. Yet
in recent years, molecular modelling techniques have become
increasingly popular to perform a thorough evaluation of the
suggested radical models. In particular, the advent of density
functional theory (DFT) [11] has presented an ab initio com-
putational method to cost-effectively treat open-shell molecular
systems. From this powerful theory, several implementations
have been made to calculate hyperfine- as well as g-tensors
for these radical species, based on first principles [12]. These
modelling techniques are an important tool for the experimen-E-mail address: ewald.pauwels@ugent.be (E. Pauwels). talist who can assess the validity of a proposed radical model
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Table 1
Overview of experimental and calculated EPR properties
Aiso and Aaniso are reported in MHz; direction cosines are referenced to the crystal axes <o a b c>. φ and ψ are the angles between corresponding eigenvectors in
theory and experiment.
by comparing its calculated EPR spectroscopic properties with
experimental data.
The usefulness and accuracy of DFT methods to examine
the structure and EPR characteristics of sugar radicals has been
demonstrated in literature. Using DFT derived techniques, the
geometries and hyperfine coupling constants have been ade-
quately determined for the sugar radicals formed in the deoxyri-
bose subunit of DNA [13]. With the aid of single molecule DFT
calculations, the radiation-induced radicals in -d-fructose and
-l-sorbose were tentatively identified in computational studies
by the authors [14,15].
In this work, we will present a short overview of current com-
putational methodologies that are suitable to study radiation-
induced radicals in solid-state carbohydrates. In particular, sev-
eral of these techniques will be employed to further examine the
carbon-centred radicals in -d-glucose. These radical species
were detected in single crystals of glucose by Madden and
Bernhard [6,7] with a combination of EPR and electron nuclear
double resonance (ENDOR) techniques. The measured hyper-
fine tensors are summarized in Table 1(a). Based on these data,
structures were suggested for radicals I and II (Fig. 1). Both para-
magnetic species are formed by a hydrogen abstraction from the
glucose molecule: radical I is obtained after removing a hydro-
gen from carbon C6, while in radical II the hydrogen is abstracted Fig. 1. Structures of -d-glucose and the radiation-induced radicals I and II.
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on carbon C3. These structural assignments were confirmed
in an earlier publication by the current authors using single
molecule DFT calculations [16], in which calculated EPR hyper-
fine tensors were in close agreement with their experimental
counterparts. In the present work, we deploy more sophisticated
computational methods with the aim of obtaining an improved
accordance between theory and experiment for these radicals.
More specifically, we will focus on the importance of incorpo-
rating the molecular environment in these methods.
In the next paragraph, an overview is given of the various
model space approaches that allow the simulation of radicals
in a solid-state environment. The third paragraph will elabo-
rate on the effect of the model space on the radical geometry,
optimized within this approach. The influence of the extent of
the model space on the calculated EPR spectroscopic properties
will be considered in section four. In the ensuing discussion, the
observed effects will be analysed and interpreted. Finally, some
conclusions are made.
2. Model space approach
As was established from neutron diffraction studies [17],
the -d-glucose crystal is orthorhombic (P212121) with cell
parameters a = 10.3662 A˚, b = 14.8506 A˚ and c = 4.9753 A˚. In
the crystal, the hydroxyl groups of the molecules are involved
in an intricate pattern of hydrogen bonds. As a result, it is
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isolated or single molecule approach, and is the most rudi-
mentary computational model to determine the structure of a
radical. Intermolecular interactions within the solid state are sim-
ply neglected and the radical is considered in a vacuum at 0 K.
Nevertheless, the usefulness of these methods in the determina-
tion of radical geometries for biomolecules has been extensively
demonstrated [18]. For the carbon-centred -d-glucose radicals
I and II, surprisingly good results were obtained within this
simple model space approach, as was illustrated in an earlier
publication [16]. In that paper, geometry optimizations were
performed on both radical structures, using the B3LYP func-
tional [19] and a triple- 6–311G basis augmented with single
d and p polarisation functions (6-311G**) [20]. To later allow
the determination of hyperfine tensor principal directions, these
calculations were performed under the restriction that the entire
radical model was not shifted or rotated with respect to the orig-
inal crystal axes reference frame (by means of the NOSYMM
keyword in the Gaussian software).
A cluster approach is one possible way to incorporate the
molecular environment. In this model space, a part of the crys-
tal lattice is explicitly modelled by placing discrete molecules
around the target radical, in accordance with the crystal structure.
The model space then consists of a central radical surrounded
by several neighbouring molecules from the lattice, and hence
can account for the intermolecular interactions between the rad-
ical and these additional molecules. Since the interactions in
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cikely that these intermolecular interactions will—at least in
art—determine and affect the structure of a radical that is
nduced within the lattice. However, in most theoretical stud-
es these effects are not accounted for. Instead, the model space
onsists only of the radical itself. This constitutes the so-called
ig. 2. Cluster model structure for -d-glucose. The central moiety is surround
omprehensibility of the figure.rystalline glucose are mainly governed by hydrogen bonds, the
mallest cluster that has any physical significance contains at
east those molecules that are involved in hydrogen bonds with
central glucose unit. Such a structure is shown in Fig. 2 and
onsists of 11 glucose molecules in total. Evidently, a complete
10 glucose molecules. Some hydrogen atoms are not displayed to facilitate the
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ab-initio treatment of this model (comprising 264 atoms) would
present a considerable computational burden and therefore it is
more cost-effective to adopt a layered ONIOM approach [21].
In this scheme, the central radical (inner layer) is treated at a
high level of theory (DFT-B3LYP with 6-311G** basis set)
while the surrounding 10 glucose molecules (outer layer) are
described using a semi-empirical PM3 Hamiltonian [22]. To
prevent boundary effects, all atoms in the outer layer are pre-
vented to relax during optimization. Such a procedure already
proved quite successful in earlier studies on amino acids [23].
Perhaps the most natural way to simulate the crystal lattice is
by performing periodic calculations. In this approach, the radical
is properly embedded in its crystalline environment and periodic
boundary conditions are imposed. Adopting the Car-Parrinello
formalism [24], the electronic and nuclear degrees of freedom in
the system can then be optimized simultaneously. An approach
of this type was effectively used in [25] to examine the radiation-
induced radicals in -glycine. However, the method is only of
physical significance if the selected unitary cell containing the
radical is large enough, hence preventing interactions between
the paramagnetic species in neighbouring cells. This, unfortu-
nately, causes the periodic approach to be very expensive with
regard to computational resources.
3. Effect of model space on radical geometry
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Molecular and radical structures are presented as “stick” models
superimposing each other. It is immediately clear that the radical
geometries obtained in the cluster approach still closely resem-
ble the undamaged crystal structure. In the single molecule mod-
els, on the other hand, predominantly hydroxyl groups assume
different orientations compared with the crystal. The HO2 and
HO4 groups in radical I, for example, are rotated 50◦ and 45◦
away from their original positions in the undamaged lattice, mea-
sured along the O2 C2 and O4 C4 bonds, respectively, whereas
the corresponding hydroxyls in the cluster model are rotated a
mere 10◦ (we refer to Fig. 1 for the atomic numbering scheme).
The radical geometry is likely to differ from the pristine glu-
cose crystal structure, specifically in the vicinity of the carbon
atom that has suffered hydrogen abstraction. In radical II, for
instance, the C3 carbon atom is distinctly more sp2 hybridized
as it assumes a partially planar conformation. This is apparent
in both cluster and single molecule models, where the improper
O3 C2 C4 C3 dihedral angle—quantifying the planarity of
the radical centre—changes from −35◦ to about −19◦ in both
models. However, the peculiar hydroxyl reorientations are only
observed in the single molecule approach and are rather due to
the complete lack of intermolecular hydrogen bonding interac-
tions within the model space of this approach. Ultimately, these
effects can lead to completely unphysical radical geometries,
as was established in certain single molecule calculations on
-l-sorbose [15]. It is possible to partially circumvent this by
i
a
t
n
o
a
l
b
4
s
t
b
n
s
H
w
n
a
t
a
c
p
p
A
w
mIn this article, we have reexamined the glucose radical struc-
ures obtained in the single molecule calculations of an earlier
tudy [16], by enlarging the model space in an ONIOM cluster
pproach. Cluster models containing 11 glucose units were cre-
ted for radical species I and II by removing a hydrogen atom
rom carbons C6 and C3, respectively. Subsequently, geome-
ry optimizations were performed with the Gaussian03 software
ackage [26], adopting the above-mentioned ONIOM level of
heory.
A direct comparison between the optimized radical geome-
ries of both single molecule and cluster methods and the
ndamaged crystal structure is schematically presented in Fig. 3.
ig. 3. Comparison between glucose crystal structure (black) and optimized
adical geometry (grey), obtained in a single molecule or cluster approach.mposing additional constraints on the radical geometry—e.g.
dopting the “partial optimization scheme” [16] in which only
he atoms of substituent (hydroxyl) groups that are directly con-
ected to the C• radical centre are allowed to relax during
ptimization. Nevertheless, such a procedure is rather artificial
nd does not always guarantee a correct outcome. Cluster calcu-
ations offer an overall superior description since the interactions
etween radical and its environment are properly accounted for.
. Effect of model space on calculated EPR properties
Once a radical geometry is obtained within a certain model
pace, the corresponding EPR spectroscopic properties for
his structure can be calculated. For a typical paramagnetic
iomolecule characterized by an electronic spin S = 1/2 and
uclear angular momenta I = 1/2, the general expression for the
pin Hamiltonian is reduced to:
= µBBgS − gnµnIB + SAI
ith µB the Bohr magneton, µn the nuclear magneton and gn the
uclear magnetogyric ratio. The main quantities are the g-tensor
nd the hyperfine interaction tensor A, which are determined by
he interaction of electron spin with the external magnetic field
nd with nuclear spin, respectively. In this work, we will only
onsider the latter tensor, which is often divided into an isotropic
art (the hyperfine coupling constant or hfcc) and an anisotropic
art:
= Aiso1 + Aaniso
ith 1 being the 3 × 3 unit matrix. Diagonalisation of the Aaniso-
atrix yields the three eigenvalues (or principal components)
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and corresponding eigenvectors (or principal axes) relative to
the reference axes system.
In [16], the B3LYP/6-311G** level of theory was again
adopted to calculate the complete hyperfine tensors for the sin-
gle molecule (SM) optimized geometries of the glucose radicals.
An essential feature in this study was that the eigenvectors of
the hyperfine tensors were also examined in addition to the
(an)isotropic coupling constants, in contrast with most studies
in literature that only calculate the latter spectroscopic property.
The complete hyperfine tensors are reproduced in Table 1(b).
Radical I is characterised by one -type and one -type pro-
ton coupling besides a weak coupling of a hydroxyl proton,
whereas two large -type protons occur in radical II in addition
to a smaller hydroxyl proton coupling. The single molecule cal-
culations reveal a similar coupling pattern, although the isotropic
couplings are systematically underestimated (the hydroxyl cou-
plings notwithstanding). In radical II, the H2 and H4 couplings
differ by some 10 MHz from their experimental counterparts,
while for H5 and H6 in radical I, the discrepancy with experi-
ment even amounts to 20 MHz. The calculated direction cosines
are quite accurate for most protons, as indicated by φ and ψ
in Table 1. These angles quantify the deviation between a cal-
culated eigenvector and the corresponding experimental eigen-
vector of radical I and radical II, respectively. As established
in a previous publication [25], the deviation should not exceed
20◦ in order to be acceptable, and if the deviation is less than
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tries (Table 1(c)), important quantitative improvements can be
noticed. Most notably, the direction cosines of H6 in radical I
are significantly better, with angle deviations below 10◦. Fur-
thermore, the H5 isotropic coupling increases to 12.6 MHz, in
much better accordance with the 19.3 MHz of the experiment.
Apparently, this increase is somewhat at the expense of the φ
angle deviations for this proton, but a maximum value of 11◦ is
still in the acceptable range. For radical II, the agreement with
experiment was already good in the single molecule approach
and only a slight improvement is obtained in the full cluster EPR
calculations. The H2 and H4 isotropic hyperfine couplings are
slightly increased, whereas the reproduction of the hyperfine ten-
sor axes is further improved, which is reflected in a decreasing
value of the ψ angle deviations.
Finally, full cluster EPR calculations were performed on the
radical geometries obtained in the ONIOM cluster optimisations
(Table 1(d)). In these as well as in the single molecule calcu-
lations of Table 1(c), the exact same central radical geometry
was employed. Therefore, any enhancement in the EPR param-
eters is solely the result of a better electronic description of the
molecular system rather than a modification in the geometry.
The improvement is quite spectacular for the isotropic coupling
of H6 in radical I: a value of −41.6 MHz is calculated which is
significantly closer to the −57.8 MHz -coupling of the experi-
ment. The hyperfine coupling constants of the other protons do
not vary much, including the hydroxyl HO6 proton which is at
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c0◦ we can speak of an excellent reproduction. All angles remain
elow 10◦ for H2, H4 and H5, but for proton H6 the eigenvectors
orresponding to the minor and intermediate anisotropic eigen-
alues deviate by some 20◦. Overall, the agreement between the
xperiment and single molecule calculations is already quite sat-
sfactory for both radicals, but is mostly of a qualitative nature.
There are two possibilities to calculate the spectroscopic
roperties for the radical geometries obtained in cluster opti-
izations:
1) The first and most simple approach is to solely determine the
EPR parameters for the optimized structure of the central
radical. Hence, these are effectively single molecule EPR
calculations and the original size of the cluster model space
has been drastically reduced. This reduction is particularly
attractive from a computational point of view, as it presents
an effective way of reducing computer time without los-
ing too much of a qualitative insight. The application of
this method to the glucose radicals results in the data of
Table 1(c).
2) In the second approach, the full size of the original model
space is taken into account by treating the central radical
as well as the 10 surrounding glucose molecules at the
B3LYP/6-311G** level of theory. These full cluster EPR
calculations make it possible to evaluate the influence of
neighbouring lattice molecules on the electronic structure of
the central radical and thus on its paramagnetic properties.
The results of these calculations are presented in Table 1(d).
When comparing the previous results of Table 1(b) with
he single molecule EPR calculations on the cluster geome-10.2 MHz. The φ angle deviations also do not change much
nd stabilize at about 10◦ or below. In radical II, the isotropic
ouplings of both H2 and H4 increase further and only slightly
nderestimate the experimental value by a mere 6 MHz. It is
triking that the direction cosines for H2 are now practically
dentical to those of the experiment, with ψ angle deviations of
◦ for all anisotropic eigenvectors.
. Discussion
From the above it is clear that a geometry obtained in a cluster
ptimization gives rise to hyperfine tensors (Table 1(c)) that are
uperior to those calculated for radical geometries from single
olecule optimizations (Table 1(b)). This is especially the case
or radical I. Since in both approaches, the EPR calculations are
erformed within the same model space (single molecule EPR)
nd at the same level of theory (B3LYP/6-311G**) this com-
arison definitely validates that a cluster approach generates
ore reliable radical geometries. An explicit treatment of the
ydrogen bond interactions between the radical and the glucose
olecules of its environment is crucial, even when these inter-
ctions are only treated at a semi-empirical level in the ONIOM
ayered cluster approach. Moreover, the latter method has the
dvantage that it does not require substantially more computa-
ional resources than single molecule calculations.
Single molecule- as well as full cluster EPR calculations were
erformed on the same cluster optimized radical geometries. As
his excludes any effects due to geometry changes of the central
adical, the differences between Table 1(c) and (d) are solely due
o electronic effects. The drastic improvement of the H6 isotropic
oupling in radical I supports the conclusion that the incorpora-
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tion of the molecular environment has an important impact on the
calculated hyperfine coupling tensors. The complete description
of intermolecular interactions alters the unpaired spin distribu-
tion around the central radical in better accordance with the real
solid state. A similar beneficial effect of full cluster EPR cal-
culations was also observed in a theoretical study of -glycine
[25], in which not only the isotropic hyperfine couplings but also
the principal axes were substantially improved.
Although the accuracy of the calculated EPR parameters for
both glucose radicals was significantly enhanced by the clus-
ter calculations, some small discrepancies between theory and
experiment are still persisting. For instance, the theoretical pre-
dictions of the H2, H4, H5 and H6 isotropic coupling constants
remain underestimated by some 6%, whereas the hyperfine axes
may deviate with about 10◦ in some cases. Unmistakably, the
agreement with the measurements is already very good, but the
theoretical model used in this work can still be improved. For
instance, the presence of a Fermi contact term in the expression
of the hyperfine coupling constant makes this parameter very
sensitive to the level of theory. As a result, the use of custom-
built, extended basis sets (e.g. EPR-III [27]) can have a positive
impact on the reproduction of hyperfine coupling constants and
this was also observed for sugar radicals [14]. However, we have
chosen not to apply them in this work, primarily to highlight the
effect of the model space but not in the least due to their excessive
computational expense. More importantly, temperature effects
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Secondly, it was confirmed that the extent of the model space
also has an important impact on calculated EPR properties. Full
cluster EPR calculations, in which the paramagnetic properties
are calculated for the entire model space of the cluster, were
found to give superior results, especially for glucose radical I.
These improvements are purely of an electronic nature, since
any geometrical effect was excluded by comparing with single
molecule EPR calculations on the same (cluster optimized) rad-
ical structures.
Finally, the full cluster EPR calculations were found to give
a nearly quantitative agreement with the original 1981 measure-
ments of Madden & Bernhard on the radiation-induced radicals
of glucose. The remaining small discrepancies between the-
ory and experiment were attributed to basis set or temperature
effects. However, an overall comparison of the (an)isotropic cou-
pling constants as well as the hyperfine direction cosines was
very satisfactory. Indisputably, an assessment of both these spec-
troscopic parameters, obtained in cluster calculations, estab-
lishes a unique measure to evaluate the validity of a given radical
model.
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