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Abstract
A comprehensive overview of lattice rules and polynomial lattice rules is given for function
spaces based on `p semi-norms. Good lattice rules and polynomial lattice rules are defined
as those obtaining worst-case errors bounded by the optimal rate of convergence for the
corresponding function space. The focus is on algebraic rates of convergence O(N−α+) for
α ≥ 1 and any  > 0, where α is the decay of a series representation of the integrand function.
The dependence of the implied constant on the dimension can be controlled by weights which
determine the influence of the different coordinates. Different types of weights are discussed.
The construction of good lattice rules, and polynomial lattice rules, can be done using the
same method for all 1 < p ≤ ∞; but the case p = 1 is special from the construction point of
view. For 1 < p ≤ ∞ the component-by-component construction and its fast algorithm for
different weighted function spaces is then discussed.
1 Lattice rules and polynomial lattice rules
The aim is to approximate multivariate integrals over the s-dimensional unit cube
I(f) :=
∫
[0,1)s
f(x) dx
by equal-weight cubature rules of the form
QN (f ; {xk}N−1k=0 ) :=
1
N
N−1∑
k=0
f(xk). (1)
It is well known that for all Riemann integrable functions f , QN (f)→ I(f) for N →∞ if and
only if the sequence {xk}∞k=0 is uniformly distributed, see, e.g., [33, 38]. The measure of non-
uniformity is called discrepancy. The L∞-star-discrepancy measures the discrepancy between the
true uniform distribution and the point set by comparing boxes of the form [0,x) =
∏s
j=1[0, xj)
for x = (x1, . . . , xs):
D∗N (x0, . . . ,xN−1) := sup
x∈[0,1]s
∣∣∣∣∣ |{xk}N−1k=0 ∩ [0,x)|N − vol([0,x))
∣∣∣∣∣ .
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Figure 1: Left: a lattice rule with 64 points. Right: a polynomial lattice rule with 64 points.
Point sets and sequences which have a discrepancy of O(N−1(logN)s), or even O(N−1(logN)s−1)
in case of a finite point set, are called low-discrepancy point sets and sequences, see [38] for a
general reference.
Two related families of such point sets are studied in this manuscript: lattice rules and
polynomial lattice rules. Some classical references on lattice rules are [28, 38, 51]. Polynomial
lattice rules follow a very similar construction procedure but are in fact a kind of digital net,
see [14,38,48] for a reference on those. In both cases only rank-1 (polynomial) lattices will be
considered, these are lattices generated by a single generating vector modulo the modulus of
the point set (which is the number of points for lattice rules and a polynomial in the case of
polynomial lattice rules). In both cases, the generating vector will determine the quality of the
lattice when used for numerical integration. Figure 1 depicts the node set of a lattice rule and of
a polynomial lattice rule.
1.1 Lattice rules
The points of a rank-1 lattice rule with generating vector z ∈ ZsN , with ZN := {0, . . . , N − 1},
are given by
xk =
zk mod N
N
, k = 0, . . . , N − 1, (2)
and its quality, for fixed N and s, is fully determined by the choice of z. These point sets were
introduced by Korobov [25] and Hlawka [23]; and were shown to have low discrepancy for a well
chosen generating vector [29]. When they minimise the error of numerical integration in some
optimal way, see Section 2, they are called “good” lattice rules.
Often the number of points N is taken to be prime to simplify proof techniques. The lattice
points form a vector space, where adding two points xk + x` gives another point of the lattice
and scalar multiplication is defined as `xk = xk` for an integer `. These operations can either
be interpreted on the finite structure: modulo 1 when working with the points, or modulo N
when working with the indices, as done above. (Usually however these lattices are considered
as tiling the whole space forming what is commonly understood as a “lattice”, i.e., as a discrete
infinite subset of Rs.) From the finite point of view, it makes sense to look at the range of k to
be numbers in ZN .
1.2 Polynomial lattice rules
A very similar point set, from an algebraic point of view, was introduced by Niederreiter [37],
see also [14,38], where all the scalars in the above equation for a lattice rule (2) are replaced by
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polynomials over a finite field Fb[x] and where x denotes the formal variable. The lattice points
are given by
xk(x) =
z(x)k(x) mod P (x)
P (x)
∈ (Fb((x−1)))s, (3)
for k(x) ∈ Gb,m := {k(x) ∈ Fb[x] : deg(k) < m}, and deg(0) = −∞ by convention. The formal
Laurent series w(x) ∈ Fb((x−1)) are to be understood as w(x) =
∑
i≥` wi x
−i with coefficients
taking values in Fb. The number of points is N = bm and, typically, m = deg(P ). Similar to
above, P (x) is mostly chosen irreducible over Fb[x]. The “points” are polynomials over Fb with
negative powers in x, or more specifically, Laurent series, where the jth dimension of the point
xk is given by
xk,j(x) =
∑
i≥1
xk,j,i x−i
and the coefficients xk,j,i ∈ Fb are the Laurent coefficients of the polynomial division from (3)
over the finite field Fb. Niederreiter [38] showed that the above structure can be mapped to real
numbers in [0, 1)s, having the structure of a digital net in base b. For fixed N and s, the quality
of this point set is fully determined by the vector of polynomials z(x).
Some more notation is needed. The coefficients of a polynomial can be interpreted as a vector
over Fb and as a scalar in Zbm : for k(x) ∈ Fb[x]/P (x) interpret
k(x) = km−1xm−1+· · ·+k0x0 ' ~k = (k0, . . . , km−1)> ∈ Fmb ' k =
m−1∑
i=0
η(ki) b
i ∈ Zbm ,
where η : Fb → Zb is a bijection which can be the trivial map if b is prime. Similarly, a Laurent
series x(x) ∈ Fb((x−1)) can be interpreted as a vector over Fb and as a scalar in [0, 1):
x(x) =
∑
i≥1
xi x−i ' ~x = (x1, . . . , xn, . . .)> ∈ F∞b ' x =
∑
i≥1
θ(xi) b
−i,
again with a bijection θ : Fb → Zb. To simplify the presentation it will be assumed that b is prime
and thus the mapping in both cases can be taken as the canonical map. Sometimes below, for
a positive integer M , this infinite expansion will be truncated at x−M , or xM when considering
arbitrarily large integers, and the truncated versions will be denoted by [x(x)]M =
∑M
i=1 xi x
−i,
[~x]M = (x1, . . . , xM )
> ∈ FMb and [x]M =
∑M
i=1 xi b
−i.
For prime b the polynomial lattice points (3) can be mapped to the unit cube by “evaluating”
the polynomial point up to some precision n, typically n = m, i.e.,
yk,j = [xk,j ]n = [xk,j(b)]n =
n∑
i=1
xk,j,i b
−i.
The rule (1) using the points {yk}b
m−1
k=0 , where yk = (yk,1, . . . , yk,s), is called a (rank-1) polynomial
lattice rule.
The process described above is equivalent to the digital construction scheme from Niederreiter,
see, e.g., [14, 38], using specific generating matrices Cj(zj , P ) = Cj ∈ Fn×mb where the matrix
Cj = (cj,r,t)1≤r≤n,1≤t≤m is given by cj,r,t = aj,r+t−1 and the aj,i are the coefficients of aj(x) =
zj(x)/P (x) =
∑
i≥1 aj,i x
−i ∈ Fb(x−1). The points are then generated by
~yk,j = [~xk,j ]n = Cj ~k,
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with ~k ∈ Fmb .
For higher-order polynomial lattice rules the precision is taken to be n = αm where the integer
α ≥ 1 will denote the order of convergence O(N−α+),  > 0.
2 The worst-case error
The idea now is to find “optimal” generating vectors. For this, define the error of approximating
the integral by a lattice rule or a polynomial lattice rule QN (·; z),
EN (f ; z) := QN (f ; z)− I(f).
Note that the dependency on z(x), P (x) and N = bm for the polynomial lattice rule is suppressed
by referring to just z and N as in the lattice rule case. By assuming certain properties on the
function f the quantity |E(f ; z)| can be bounded from above (and below) with respect to the
worst possible function satisfying the assumed properties. An upper bound can be obtained by
applying Hölder’s inequality, as will be shown in Theorem 1. A similar exposition of this analysis
can be found in [20,21].
2.1 Koksma–Hlawka error bound
The assumptions on f are formalized by a weighted `p semi-norm |||f |||p,α,γ ≤ 1, where α
expresses how quickly a certain series expansion of f converges and γ = {γu}u⊆{1:s} is a set of
non-negative weights which determine the influence of the different dimensions. The notation
{1 : s} is a shorthand for {1, . . . , s}. For classical spaces, i.e., unweighted spaces, all weights are
unity, γu ≡ 1. A discussion on the weights is deferred until Section 3. The worst-case error of
integrating such f , with |||f |||p,α,γ ≤ 1, can now be defined as
e(z, N ; ||| · |||p,α,γ) := sup
|||f |||p,α,γ≤1
|QN (f ; z)− I(f)|. (4)
The following theorem shows an upper bound for functions expressed in a certain basis {ϕh}h∈Λ.
This basis is mostly the Fourier basis, with ϕh(x) = exp(2pii h · x) and Λ = Zs, when discussing
lattice rules and the Walsh basis, with ϕh(x) = walb,h(x) and Λ = Ns0 = {0, 1, . . .}s, when
discussing polynomial lattice rules. The details will follow in Sections 2.2 and 2.3.
Theorem 1 (Koksma–Hlawka error bound). Suppose f can be expressed as an absolutely conver-
gent series by a basis {ϕh}h∈Λ,
f(x) =
∑
h∈Λ
fˆh ϕh(x),
for an index set Λ ⊆ Zs, 0 ∈ Λ, with ϕ0 = 1 and such that fˆ0 =
∫
[0,1)s
f(x) dx = I(f). Then
EN (f ; z) =
∑
06=h∈Λ
fˆh
1
N
N−1∑
k=0
ϕh(xk). (5)
Furthermore assume a real valued function, the “decay function”, rα,γ(h) > 0 for all h ∈ Λ, and,
for 1 ≤ p <∞, define
|||f |||pp,α,γ :=
∑
06=h∈Λ
|fˆh|p rα,γ(h)p,
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and for p =∞ define
|||f |||∞,α,γ := sup
0 6=h∈Λ
|fˆh| rα,γ(h).
Then for 1p +
1
q = 1
EN (f ; z) ≤ |||f |||p,α,γ e(z, N ; ||| · |||p,α,γ)
where for 1 < p ≤ ∞
e(z, N ; ||| · |||p,α,γ) =
 ∑
0 6=h∈Λ
rα,γ(h)
−q
∣∣∣∣∣ 1N
N−1∑
k=0
ϕh(xk)
∣∣∣∣∣
q
1/q , (6)
or for p = 1 and q =∞
e(z, N ; ||| · |||1,α,γ) = sup
06=h∈Λ
rα,γ(h)
−1
∣∣∣∣∣ 1N
N−1∑
k=0
ϕh(xk)
∣∣∣∣∣ . (7)
Proof. Straightforwardly, as the series converges absolutely and point wise, f can be expanded
and the sums interchanged
QN (f ; z)− I(f) = 1
N
N−1∑
k=0
∑
h∈Λ
fˆh ϕh(xk)− I(f)
=
∑
0 6=h∈Λ
fˆh rα,γ(h) rα,γ(h)
−1 1
N
N−1∑
k=0
ϕh(xk), (8)
from which the results follow by applying the Hölder inequality.
Some remarks are in order. In the above theorem the decay function rα,γ(h) is there to
control how quickly the series representation converges. Obviously, the theorem only makes sense
whenever |||f |||p,α,γ <∞ and this condition then defines a function space for which the worst-case
error rate holds. The case rα,γ(h) = 0 for some h is allowed by excluding those h from the index
set Λ. The sum
1
N
N−1∑
k=0
ϕh(xk), (9)
which appearaned in (6) and (7), plays a crucial role and will be of use in the next subsections.
All results will be presented for equal weight cubature rules (1), but similar results, more involved,
can be derived for more general cubature rules QN (f) =
∑N−1
k=0 wkf(xk). E.g., if
∑N−1
k=0 wk = 1
then the above theorem holds with (9) replaced by
N−1∑
k=0
wk ϕh(xk).
In what follows the set of functions {ϕh}h∈Λ will be mostly the Fourier basis for lattice rules,
but also the cosine basis in Section 4.3, and the Walsh basis for polynomial lattice rules. For
more arbitrary ϕh it is assumed that if hj = 0 then ϕh(x) is independent of xj , which is denoted
as “zero-neutral” in this manuscript; otherwise the weights will not make sense as the weight γu
is only supposed to model the influence of the variables {xj}j∈u. The most natural form is a
product basis ϕh(x) =
∏s
j=1 ϕ
(j)
hj
(xj) with ϕ
(j)
0 = 1, which automatically fulfills this assumption.
Similarly also the decay function rα,γ(h) should be “zero neutral” for the same reason.
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2.2 Lattice rules
For lattice rules it turns out to be convenient to work with some kind of Fourier space, i.e., a
function space based on Fourier series expansions
f(x) =
∑
h∈Zs
fˆh e
2pii h·x, where fˆh =
∫
[0,1)s
f(x) e−2pii h·x dx. (10)
The sum (9) then reduces to
1
N
N−1∑
k=0
e2pii (h1z1+···+hszs) k/N =
{
1 if h1z1 + · · ·+ hszs ≡ 0 (mod N),
0 otherwise.
(11)
This is known as the character property of ZN . Note the following similar one-dimensional sum
based on the character property, where for N prime and 0 ≤ k < N
1
N
N−1∑
z=0
e2pii hzk/N =
{
1 if k = 0 or h ≡ 0 (mod N),
0 otherwise.
(12)
This will become of use in Theorem 3 on the component-by-component construction. Those
h ∈ Zs which fulfill the condition h · z ≡ 0 (mod N) from (11) are elements of the dual lattice
denoted by L⊥ = L⊥(z, N). Thus
EN (f ; z) =
∑
0 6=h∈L⊥
fˆh.
It follows that the worst-case error, for a lattice rule in a Fourier space, is given by, with 1 < p ≤ ∞,
e(z, N ; ||| · |||p,α,γ) =
 ∑
06=h∈L⊥
rα,γ(h)
−q
1/q , (13)
where q = p/(p− 1), and for p = 1 and q =∞,
e(z, N ; ||| · |||1,α,γ) = sup
06=h∈L⊥
rα,γ(h)
−1. (14)
Choosing algebraically decaying Fourier modes on hyperbolic cross isolines (also called Zaremba
crosses),
rα,γ(h) =
s∏
j=1
max(1, |hj |)α,
where all γu ≡ 1, then results in the classical Korobov class of functions [25, 26] when p = ∞.
The bound from above for the case p = 2 and q = 2, “the Hilbert case”, which is studied often
in current literature in the form of reproducing kernel Hilbert spaces, see, e.g., [10] for a recent
overview, gives
EN (f ; z) ≤
 ∑
06=h∈Zs
|fˆh|2
s∏
j=1
max(1, |hj |)2α
1/2 ∑
0 6=h∈L⊥
s∏
j=1
max(1, |hj |)−2α
1/2 .
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It is interesting to compare this to the bound for p =∞ and q = 1
EN (f ; z) ≤
 sup
06=h∈Zs
|fˆh|
s∏
j=1
max(1, |hj |)α
 ∑
0 6=h∈L⊥
s∏
j=1
max(1, |hj |)−α
 ,
where the classic quantity Pα occurs,
Pα(z, N) :=
∑
06=h∈L⊥
s∏
j=1
max(1, |hj |)−α,
as it is defined in, e.g., [38,51]. This is the quantity of interest in Korobov’s first papers, e.g., [25,26].
Korobov assumes the functions to satisfy, for h 6= 0,
|fˆ(h)| ≤ c
s∏
j=1
max(1, |hj |)−α
for some fixed positive constant c and denotes this class by Esα(c). This condition is equivalent to
asking |||f |||∞,α,γ ≤ c for this choice of rα,γ . Thus Pα is the worst-case error for the semi-norm
based on the `∞ norm whilst for the popular `2 case the worst-case error is given by (P2α(z, N))1/2.
A more general statement including weights will be given later by (23). From the one-dimensional
case, using (13) with N prime, it is clear that α > 1/q is required for the sums to converge, i.e., ∑
06=h∈NZ
|h|−qα
1/q = (2ζ(qα))1/qN−α. (15)
So, to keep ζ(qα) <∞, it is needed that α > 1/2 for the `2 case and α > 1 for `∞, i.e., the class
Esα(c).
The bounds from above are all attainable. For a rank-1 lattice rule, and 1 < p ≤ ∞, take the
function
ξ(x) = ξ(x; z, N, ||| · |||p,α,γ) =
∑
06=h∈L⊥
rα,γ(h)
−q e2pii h·x, (16)
which depends on the point set (i.e., z and N), the smoothness α, the weights γ = {γu}u⊆{1:s}
and the choice of p and q, and which has semi-norm, for 1 < p <∞,
|||ξ|||pp,α,γ =
∑
06=h∈L⊥
rα,γ(h)
−pq rα,γ(h)p
=
∑
0 6=h∈L⊥
rα,γ(h)
−p(q−1) =
∑
06=h∈L⊥
rα,γ(h)
−q,
and |||ξ|||∞,α,γ = 1 for p =∞, and thus, since 1p + 1q = 1, the Hölder inequality is turned into an
equality, as, for 1 < p <∞,
 ∑
06=h∈L⊥
rα,γ(h)
−q
1/p ∑
0 6=h∈L⊥
rα,γ(h)
−q
1/q
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=
∑
0 6=h∈L⊥
rα,γ(h)
−q = EN (ξ; z) = (e(z, N ; ||| · |||p,α,γ))q .
Scaling ξ by |||ξ|||−1p,α,γ then gives a function with semi-norm 1 and error exactly equal to the
worst-case error. For p =∞ and q = 1 the worst-case error bound is clearly an equality as then
|||ξ|||∞,α,γ = 1.
For calculating the worst-case error, the function ξ(x; z, N, ||| · |||p,α,γ) for all 1 < p ≤ ∞ can
be replaced by a function which does not depend on the point set but only on the function space,
being p, α and γ, namely,
χ(x; ||| · |||p,α,γ) =
∑
06=h∈Zs
rα,γ(h)
−q e2pii h·x, (17)
since the errors are the same, i.e., EN (ξ; z) = EN (χ; z). This property can be used to calculate
the worst-case error for 1 < p ≤ ∞ and will be of use in Section 5.
Now consider p = 1 and q = ∞. The function ξ can here be constructed by choosing any
h? ∈ L⊥ for which sup06=h∈L⊥ rα,γ(h)−1 = rα,γ(h?)−1. There are always at least two choices of
h? as, if h? ∈ L⊥, then so is −h?. The function
ξ(x; z, N, ||| · |||1,α,γ) = rα,γ(h?)−1 e2pii h?·x
then has semi-norm |||ξ|||1,α,γ = 1. The error EN (ξ; z, N, ||| · |||1,α,γ) = rα,γ(h?)−1 equals the
worst-case error for q =∞ by definition. There is however no function χ which is independent of
the point set as there is for the other choices of p and q. This means that the worst-case error
cannot be computed in a comfortable way for q =∞. Simply iterating over 0 6= h ∈ L⊥ ordered
on rα,γ(h)−1 to find the first h? for fixed z and N has exponential complexity for most classical
choices of rα,γ , see, e.g., [4], and also [5], and the references therein for alternative strategies.
For the choice of rα,γ as given above, the worst-case error for q =∞ is directly related to the
Zaremba index, or Zaremba figure of merit, see, e.g., [38, 51], which is defined, with all γu ≡ 1, as
ρ(z, N) := min
0 6=h∈L⊥
r1,γ(h), (18)
and for which larger values denote better lattice rules. The worst-case error is then given by
ρ(z, N)−α. Such figures of merit are related to the classical concept of degree of precision which
has been studied in, e.g., [1, 4]. It can be seen that smaller p will shrink the unit ball on which
the worst-case error (4) is defined, since |||f |||r,α,γ ≥ |||f |||r′,α,γ for any 1 ≤ r ≤ r′ ≤ ∞. The
case p = 1 can be considered as the limit of r → 1, which means q → ∞ and then the series
expansion (16) needs to converge faster than at an algebraic rate in the limit. This naturally
leads to the recently studied exponentially converging function spaces as in [15, 32]. Similarly,
the method in [1] is based on exponentially converging series to construct lattice rules with good
trigonometric degree.
It follows that, for 1 ≤ p ≤ ∞,
e(z, N ; ||| · |||1,α,γ) ≤ e(z, N ; ||| · |||p,α,γ) ≤ e(z, N ; ||| · |||∞,α,γ),
and so upper bounds for `∞ also hold for smaller p and lower bounds for `1 also hold for larger
p, see also [59], which states that “multivariate integration over F∞ is no easier than over F2”
(where F∞ refers to the space using the `∞ norm and likewise for F2). Because of the rather
different nature of the case p = 1 and q =∞, the construction part will only discuss 1 < p ≤ ∞.
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2.3 Polynomial lattice rules
Like Fourier series work naturally with lattice rules, so do Walsh series (in base b) for polynomial
lattice rules (in base b). Define N := {1, 2, . . .} and N0 := {0, 1, 2, . . .}. The one-dimensional
Walsh functions in base b are defined as
walb,h(x) := e
2pii (x1h0+x2h1+···+xnhn−1)/b = e2pii [~h]
>
n [~x]n/b
for x ∈ [0, 1) and h ∈ N0 and the unique base b expansions x =
∑
i≥1 xi b
−i = (0.x1x2 . . .)b and
h =
∑
i≥0 hi b
i = (hn−1 · · ·h1h0)b, with n at least as large as the number of digits to represent
x or h. Multivariate Walsh functions are defined as the product of the one-dimensional Walsh
functions
walb,h(x) :=
s∏
j=1
walb,hj (xj).
The Walsh functions span L2([0, 1)s) [17, 57]. Now consider f expanded in its Walsh series in
base b
f(x) =
∑
h∈Ns0
fˆh walb,h(x), where fˆh = fˆb,h =
∫
[0,1)s
f(x) walb,h(x) dx.
The sum (9) can then be written, making use of the generating matrices Cj ∈ Fn×mb and setting
~w :=
∑s
j=1 C
>
j [
~hj ]n ∈ Fmb . Then
1
bm
bm−1∑
k=0
s∏
j=1
e2pii [
~hj ]
>
nCj
~k/b =
1
bm
bm−1∑
k=0
e2pii
~k>(
∑s
j=1 C
>
j [
~hj ]n)/b
=
m−1∏
i=0
1
b
∑
ki∈Fb
e2pii kiwi+1/b =
m−1∏
i=0
{
1 if wi+1 = 0 ∈ Fb,
0 otherwise,
=
{
1 if ~w =
∑s
j=1 C
>
j [
~hj ]n = ~0 ∈ Fmb ,
0 otherwise.
(19)
This is the character property for polynomial lattice rules. Similar to (12), for 0 ≤ k < bm, P (x)
irreducible and yk(z, P ) ∈ [0, 1) the kth polynomial lattice point for a generator polynomial z(x)
modulo P (x),
1
bn
∑
z∈Gb,n
walb,h(yk(z, P )) =
1
bn
∑
z∈Gb,n
e2pii [
~h]>nC(z,P )~k /b
=
{∏n
i=1
1
b
∑
yi∈Fb e
2pii hi−1yi/b if k 6= 0,
1 if k = 0,
=
{
1 if k = 0 or h ≡ 0 (mod bn),
0 otherwise.
(20)
The equivalent observation is that all one-dimensional points (0.y1 . . . yn)b are generated by
looping over all possible generator polynomials z(x) and keeping k fixed, but different from 0,
when P (x) is an irreducible polynomial over Fb. Again, this will become of use in Theorem 3 on
the component-by-component construction, see also [31] for non-irreducible P (x).
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Condition (19) defines the dual lattice of the polynomial lattice rule:
L⊥ =
h ∈ Ns0 :
s∑
j=1
C>j [~hj ]n = ~0 ∈ Fmb
 .
With some more work it can be formulated into a polynomial version as is shown next.
Lemma 1. The dual of a polynomial lattice rule with bm points and generating vector z ∈ Gsb,n
modulo P (x) ∈ Fb[x], with deg(P ) = n ≥ m, is given by
L⊥ =
h ∈ Ns0 :
s∑
j=1
zj(x)[hj(x)]n ≡ a(x) (modP (x)) for which deg(a) < n−m
 .
Proof. To find
∑s
j=1 C
>
j [
~hj ]n = ~0 define ~wj = C>j [~hj ]n such that
∑s
j=1 ~wj =
~0 is needed to
complete the proof. The product ~wj = C>j [~hj ]n corresponds to the matrix-vector product
aj,1 aj,2 · · · aj,n
aj,2 aj,3 · · · aj,n+1
...
...
...
aj,m aj,m+1 · · · aj,m+n−1


hj,0
hj,1
hj,2
...
hj,n−1
 =

wj,1
wj,2
...
wj,m

over Fb. This matrix-vector product can be interpreted as a finite precision version of wj(x) :=
aj(x) [hj(x)]n mod 1(x) where aj(x) = zj(x)/P (x) ∈ Fb((x−1)) and wj(x) ∈ Fb((x−1)); and ~wj ∈
Zmb is obtained from the truncation [wj(x)]m. Now consider the infinite precision polynomial sum
s∑
j=1
wj(x) =
s∑
j=1
zj(x)
P (x)
[hj(x)]n mod 1(x) = 0 x−1 + · · ·+ 0 x−m + wm+1 x−(m+1) + · · ·
⇔
s∑
j=1
zj(x) [hj(x)]n ≡ a(x) (mod P (x)),
for any a(x) ∈ Fb[x] with deg(a) < n−m.
Thus, also here, in terms of Walsh coefficients in the same base, the error can be expressed as
the sum of the Walsh coefficients in the dual:
EN (f ; z) =
∑
0 6=h∈L⊥
fˆh.
Hence also the worst-case error takes exactly the forms (13) and (14) as for a lattice rule. That
is, for 1 < p ≤ ∞,
e(z, N ; ||| · |||p,α,γ) =
 ∑
06=h∈L⊥
rα,γ(h)
−q
1/q ,
with q = p/(p− 1), and for p = 1 and q =∞,
e(z, N ; ||| · |||1,α,γ) = sup
06=h∈L⊥
rα,γ(h)
−1.
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Because of this similarity and the shorthand notation just referring to z and N , large parts of
Section 2.2 can be transplanted to a polynomial lattice rule equivalent. E.g., assuming algebraically
decaying Walsh modes,
rα,γ(h) =
s∏
j=1
bαblogb hjc,
where logb is the logarithm in base b (with the convention logb 0 = −∞), leads to a so-called
Walsh space, see, e.g., [9, 12]. Similar to (15) it can be shown that α > 1/q for this setting.
Walsh series in base 2 are equivalent to standard Haar series. However, for continuous,
one-dimensional f it is known that if its Haar coefficients decay faster than h−3/2 with respect to
the orthonormal Haar basis then f is constant on [0, 1], and a similar remark is made with respect
to Walsh series [17]. This means the decay can only be moderate with such a choice of rα,γ . (See
also [44] for a reproducing kernel Hilbert space based on Haar wavelets and the equivalence with
the Walsh space.) The power of the Walsh series however lies in more complicated functions rα,γ
such that certain Sobolev spaces are embedded in it, see, e.g., [7, 12,13,14]. This will be made
more explicit in Section 4.4.
Like the Zaremba index (18) for lattice rules, a similar figure of merit can be defined for
polynomial lattice rules:
ρ(z(x), P (x)) := (s− 1) + min
0 6=h∈L⊥
s∑
j=1
deg(hj(x)) = (s− 1) + min
0 6=h∈L⊥
logb r1,γ(h),
where for the last equality γu ≡ 1, see, e.g., [14, 38, 48]. (In the same references it is shown that a
polynomial lattice rule is a strict (t,m, s)-net in base b with t = m− ρ(z(x), P (x)). See [14,38,48]
for (t,m, s)-nets, t-values and their relationship to Walsh functions.)
Exactly the same remark about the special case for p = 1 holds here as well as it is independent
of the specifics of the function space and so only 1 < p ≤ ∞ will be considered in what follows.
In this case also for polynomial lattice rules there is a function χ for which EN (χ; z)1/q =
e(z, N ; ||| · |||p,α,γ) and it is given by
χ(x; ||| · |||p,α,γ) =
∑
0 6=h∈Ns0
rα,γ(h)
−q walb,h(x). (21)
3 Weighted worst-case errors
In Theorem 1, the decay function rα,γ(h) controls the convergence of the series expansion through
the parameter α but also includes a set of 2s non-negative weights {γu}u⊆{1:s}. These weights have
been introduced to control the dependence on the number of dimensions and to cure the curse of
dimensionality. See, e.g., [20,21,36,55] and the recent monographs on tractability [40,41,42]. The
curse of dimensionality, in short, means, that the worst-case error has an exponential dependency
on the dimension s. The trick is now to replace the exponential dependency by a constant which
can be controlled by the weights γu and which for particular choices of weights can be bounded
by an absolute constant, independent of s. For this overview it is important to take a look at the
different kinds of weights which have appeared in the literature.
A natural place to introduce weights is just before applying Hölder’s inequality in (8). Write
rα,γ(h) = γ
−1/2
u(h) rα(h), (22)
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where the influence of γu and α has now been separated and the “support of h” is defined as
u(h) := {1 ≤ j ≤ s : hj 6= 0}.
Then
|||f |||pp,α,γ =
∑
0 6=h∈Λ
|fˆh|p γ−p/2u(h) rα(h)p,
and
e(z, N ; ||| · |||p,α,γ)q =
∑
0 6=h∈L⊥
γ
q/2
u(h) rα(h)
−q,
with the natural modification if p = ∞. It would be more natural to write just γu(h) instead
of √γu(h), however, most publications on tractability only consider the Hilbert case p = 2 and
introduce the weights directly into the inner product (or the norm); a notable exception is [58].
Hence to have the results of those papers to exactly hold for the case p = 2, the square root
in (22) is retained. A similar situation occurs with α versus 2α, see also [40, Appendix A], or the
introduction of “the square of rα,γ” in the reproducing kernel when working with reproducing
kernel Hilbert spaces.
First some more notation is needed. For u ⊆ {1 : s} define
Zu := {h ∈ Zs : hj 6= 0 for j ∈ u and hj = 0 for j 6∈ u},
i.e., the support of a vector h ∈ Zu is u. Such a vector will be denoted by hu ∈ Zu to stress this
property. A vector hu ∈ L⊥, for which hj = 0 for j 6∈ u, ignores the dimensions not in u. E.g., for
a lattice rule it follows that hu · z ≡
∑
j∈u(h) hjzj ≡ 0 (mod N) and so there is no dependency
on the dimensions of the dual not in u(h). Therefore, also define L⊥u := {h ∈ L⊥ ∩ Zu}.
Note that for both lattice rules and polynomial lattice rules
L⊥ =
⋃
u⊆{1,...,s}
L⊥u and Λ =
⋃
u⊆{1,...,s}
Λu,
since Zs =
⋃
u⊆{1:s} Zu and Ns0 =
⋃
u⊆{1:s}Nu, where Nu := {h ∈ Ns0 : hj 6= 0 for j ∈ u and hj =
0 for j 6∈ u}.
With this notation it follows that
e(z, N ; ||| · |||p,α,γ)q =
∑
06=h∈L⊥
γ
q/2
u(h) rα(h)
−q =
∑
∅6=u⊆{1,...,s}
γ
q/2
u
∑
hu∈L⊥u
rα(hu)
−q,
where it is assumed that rα(h) is “zero-neutral” in the sense that hj which are equal to zero can
be ignored.
For the algebraically decaying series expansions rα,γ(h) = γ−1u(h)
∏
j∈u(h) |hj |α in the case of
lattice rules and for rα,γ(h) = γ−1u(h)
∏
j∈u(h) b
αblogb hjc in the case of polynomial lattice rules,
then, for 1 < p ≤ ∞ and α > 1, the following equality holds
e(z, N ; ||| · |||∞,α,γ) = e(z, N ; ||| · |||p,α/q,γ1/q )p, (23)
where γ1/q means each weight raised to the power 1/q and q is the Hölder conjugate of p.
A short overview of different types of weights is given next. They will resurface in Section 5.2
when the worst-case error needs to be calculated to find a good generating vector. There are
three more or less overall structural weight types:
12
• General weights: the term general weights is used when there is no specific structure in the
weights, i.e., the 2s weights are taken arbitrary, see [16].
• Product weights : with a product basis in mind, one can give a different weight γj = γ{j} to
each dimension; the weights then take the form γu =
∏
j∈u γj , see [34,55].
• Order-dependent weights: the importance of a subset of dimensions is given by the size of
the subset, that is: γu = Γ|u| for a set of weights Γ1, . . ., Γs, see [16].
The product and order-dependent structures can also be combined:
• Product-and-order-dependent weights (POD weights): these weights are a direct combination
of product weights and order-dependent weights; they take the form γu = Γ|u|
∏
j∈u βj ,
see [35].
• Smoothness-driven product-and-order-dependent weights (SPOD weights): they take into
account norms of partial derivatives up to order α. In [8] such weights are derived which
model L∞-bounds on the derivatives; they take the form γu =
∑
νu
|νu|!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
where the sum is over νu ∈ {1 : α}|u| and δ(νj , α) = 1 if νj = α and zero otherwise.
There are three additional constraints which impose certain weights to be zero:
• Finite-order weights: weights are of order q∗ when γu = 0 for |u| > q∗, see [16]; this
constraint can be combined with other structures like product and order-dependent weights,
see, e.g., [18].
• Finite-intersection weights: finite-intersection weights of degree ρ restrict the number of
overlapping sets such that for any u, for which γu > 0, at most ρ other sets v, with weights
γv > 0, might have a non-empty u ∩ v. Again this constraint can be combined with other
weight structures, see [18].
• Finite-diameter weights: this is a subset of finite-intersection weights, and thus also of
finite-order weights. Here γu = 0 when diam(u) := maxi,j∈u |i− j| > q, see [18,40]. Again
this constraint can be combined with other structures.
A typical combination would be finite-order-dependent weights which combine the order-dependent
structure with the finite-order property, see [16].
4 Some standard spaces
Theorem 1 implies a function space for which the worst-case error bound holds by specifying
p, a decay function rα,γ and a basis {ϕh}h. The functions in this space are those for which
|||f |||p,α,γ <∞ such that the Koksma–Hlawka error bound holds.
4.1 Lattice rules and Fourier spaces
The example of the Korobov space was already given above. For the Korobov space the functions
are expanded with respect to the standard Fourier basis (10). This results automatically in a
function space of periodic functions as the series must be absolutely convergent. The function
rα,γ here takes the form
rα,γ(h) = γ
−1/2
u(h)
s∏
j=1
max(1, |hj |)α = γ−1/2u(h)
∏
j∈u(h)
|hj |α,
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with α > 1/q. The function χ from (17) is given by
χ(x; ||| · |||p,α,γ) =
∑
∅6=u⊆{1:s}
γ
q/2
u
∏
j∈u
ω(xj), where ω(x) =
∑
06=h∈Z
e2pii hx
|h|αq , (24)
which for product weights γu(h) =
∏
j∈u(h) γj becomes
χ(x; ||| · |||p,α,γ) = −1 +
s∏
j=1
(
1 + γ
q/2
j ω(xj)
)
.
The error, to the power 1/q, of integrating χ then gives the worst-case error. When αq is even
the infinite sum for the function ω(x) above can be expressed in terms of a Bernoulli polynomial.
As there are only N different values needed of this function, that is, for each one-dimensional
lattice point k/N , k = 0, . . . , N − 1, it can be calculated up front (and then any value of αq can
be used).
A very similar space is the one resulting in the Rα criterion for p =∞, see [29, 38]. Again,
functions are expressed with respect to the standard Fourier basis (10) as above, but now using a
finite dimensional basis, which changes with N :
f(x) =
∑
h∈
[
−N2 ,
N
2
)s fˆh e
2pii h·x. (25)
Again the same form of rα,γ as for the Korobov space is used, but here any α is fine. The function
χ looks very much like the one for the Korobov space. E.g., for product weights it is given by
χ(x; ||| · |||p,α,γ) = −1 +
s∏
j=1
(
1 + γ
q/2
j ω(xj)
)
, where ω(x) =
∑
06=h∈
[
−N2 ,
N
2
)
e2pii hx
|h|αq .
The N needed values ω(x) can be easily obtained by an FFT using precalculation as this sum
takes exactly the form of an FFT. For functions like (25) it is easy to show that the worst-case
error vanishes when using a regular grid with Ns nodes as then there are no dual points, however,
for a rank-1 lattice rule with N points the number of duals in [−N/2, N/2)s is at least Ns−1. A
trivial lower bound, for γu ≡ 1, also shows that e(z, N ; ||| · |||p,α,γ) ≥ 2αN−α for p ≥ 1, which is
the same as for the Korobov space. In [38, Theorem 5.5], for p =∞, the value of (R1)α, as well
as Rα, is used to bound Pα for any α > 1.
4.2 Randomly-shifted lattice rules and the unanchored Sobolev space
By adding a (random) shift ∆ ∈ [0, 1)s, where ∆ = (∆1, . . . ,∆s), to all of the points of a lattice
rule, i.e., for k = 0, . . . , N − 1,
xk =
(
zk
N
+ ∆
)
mod 1 = ((z1k/N + ∆1) mod 1, . . . , (zsk/N + ∆s) mod 1), (26)
the rule is called a (randomly-)shifted lattice rule. For functions which can be expressed in terms
of a Fourier series such a shift changes the error for a fixed function, as the sum
1
N
N−1∑
k=0
ϕh(xk) =
1
N
N−1∑
k=0
e2pii (zk/N+∆)·h = e2pii ∆·h
1
N
N−1∑
k=0
e2pii z·hk/N = e2pii ∆·h 1h∈L⊥ ,
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where 1 is the indicator function, and so (5) becomes
EN (f ; z,∆) =
∑
0 6=h∈L⊥
e2pii ∆·h fˆh.
The worst-case error however stays unchanged for the Fourier space as, for 1 < p ≤ ∞,
e(z, N ; ||| · |||p,α,γ) =
 ∑
0 6=h∈L⊥
rα,γ(h)
−q ∣∣e2pii ∆·h∣∣q
1/q =
 ∑
0 6=h∈L⊥
rα,γ(h)
−q
1/q ,
and similarly for p = 1 and q =∞. By observing that the expected value of a randomly-shifted
lattice rule vanishes, E∆[e2pii ∆·h] = 0, where the shift is uniformly distributed over the unit cube,
i.e., ∆ ∼ U [0, 1)s, it is possible to obtain a statistical error estimator by drawing ν i.i.d. random
shifts and averaging the obtained approximations,
QN,ν(f ; z) = QN,ν(f ; z, {∆i}νi=1) =
1
ν
ν∑
i=1
QN (f ; z,∆i),
where QN (f ; z,∆i) =
1
N
N−1∑
k=0
f((zk/N + ∆i) mod 1),
the standard error of these independent approximations is then given by√√√√ 1
ν(ν − 1)
ν∑
i=1
(
QN (f ; z,∆i)−QN,ν(f ; z)
)2
,
and can be used in, e.g., a Chebyshev confidence interval, see, e.g., [51, p. 91].
Randomly-shifted lattice rules have a purpose for non-periodic functions as well. For s = 1,
p = 2 and integer r ≥ 1 consider the norm of the unanchored Sobolev space of smoothness r
‖f‖22,r,γ =
∣∣∣∣∫ 1
0
f(x) dx
∣∣∣∣2 + γ−1 r−1∑
τ=1
∣∣∣∣∫ 1
0
f (τ)(x) dx
∣∣∣∣2 + γ−1 ∫ 1
0
∣∣∣f (r)(x)∣∣∣2 dx,
and its tensor generalization for s ≥ 2. Through the theory of reproducing kernel Hilbert spaces
it can be shown that the shift-averaged kernel of this space is a sum of Bernoulli polynomials of
even degrees, starting from degree 2 up to degree 2r. More specifically, for r = 1 the reproducing
kernel coincides with that of a Korobov space with α = 1 and the weights scaled by 1/(2pi2), i.e.,
here, for p = 2,
ω(x) = 2pi2
∑
06=h∈Z
e2pii hx
|h|2 = B2(x) = x
2 − x+ 16 ,
where B2(x) is the Bernoulli polynomial of degree 2, compare with (24). This means a randomly-
shifted lattice rule is expected to achieve the optimal rate for r = α = 1 being O(N−1+),  > 0,
see, e.g., [40]. Furthermore all tractability results can be transferred from one space to the other.
For higher order unanchored (non-periodic) Sobolev spaces the random shifting does not help
and so a randomly-shifted lattice rule is stuck with the rate for r = 1.
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4.3 Tent-transformed lattice rules and the cosine space
As discussed in Section 2.2 the choice of the standard Fourier basis reduces the sum (9) to the
dual lattice condition. The effect of this choice of basis is that functions with an absolutely
convergent Fourier series expansion are by definition periodic functions. It is possible to pick a
different basis and express the functions in a cosine expansion
f(x) =
∑
h∈Ns0
fˆh
∏
j∈u(h)
κ cos(pihjxj), where fˆh =
∫
[0,1)s
f(x)
∏
j∈u(h)
κ cos(pihjxj) dx, (27)
with κ 6= 0 an arbitrary constant, e.g., κ = √2. Functions in this space can be non-periodic, in
fact, this cosine basis spans L2([0, 1)s). Such a space was studied in [11] in the Hilbert setting. To
regain the nice property of the dual lattice it is easy to show that the component wise application
of the tent transform
φ(x) := 1− |2x− 1|
to the lattice rule point set, obtaining a “tent-transformed lattice rule”, reduces the sum (9) to the
dual lattice condition as well. This is shown in the next theorem which is a slight generalization
of the result in [11].
Theorem 2 (Tent-transformed lattice rule error bound). Suppose f can be expanded in an
absolutely convergent cosine series (27), then using a tent-transformed lattice rule, the error of
approximating the integral is given by
EN (f ; z, φ) =
1
N
N−1∑
k=0
f(φ(z1k/N mod 1), . . . , φ(zsk/N mod 1))−
∫
[0,1)s
f(x) dx
=
∑
06=h∈Zs
h·z≡0 (modN)
fˆ|h| (κ/2)|u(h)|.
Furthermore define, for 1 ≤ p <∞,
|||f |||pp,α,γ =
∑
0 6=h∈Ns0
|fˆh|p rα,γ(h)p,
and, for p =∞,
|||f |||∞,α,γ = sup
0 6=h∈Ns0
|fˆh| rα,γ(h).
Then for 1p +
1
q = 1,
EN (f ; z, φ) ≤ |||f |||p,α,γ e(z, N, φ; ||| · |||p,α,γ)
where, for 1 < p ≤ ∞,
e(z, N, φ; ||| · |||p,α,γ) =
 ∑
0 6=h∈Zs
h·z≡0 (modN)
rα,γ(h)
−q (κq/2)|u(h)|

1/q
,
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and for p = 1 and q =∞
e(z, N, φ; ||| · |||1,α,γ) = sup
06=h∈Zs
h·z≡0 (modN)
rα,γ(h)
−1 κ|u(h)|.
In fact, the worst-case error for tent-transformed lattice rules in the cos-space equals the worst-case
errors for lattice rules in the Korobov space for the choice of κ = 21/q, 1 ≤ q ≤ ∞.
Proof. Since, for any h ∈ N0,
cos(pihφ(x)) = cos(2pihx), for all 0 ≤ x ≤ 1,
it follows that, for any h ∈ Ns0,∏
j∈u(h)
κ cos(pihjφ(xj)) =
∏
j∈u(h)
κ cos(2pihjxj)
= (κ/2)|u(h)|
∏
j∈u(h)
(
e2pii hjxj + e−2pii hjxj
)
= (κ/2)|u(h)|
∑
σu∈{±1}|u(h)|
∏
j∈u(h)
e2pii σjhjxj ,
where for u = ∅, i.e., h = 0, the sum over σu is to be interpreted as the identity operator.
Obviously, and with the same interpretation when u = ∅ and A an arbitrary function,∑
h∈Zs
A(h) =
∑
h∈Ns0
∑
σu∈{±1}|u(h)|
A(σuh), where (σuh)j =
{
σjhj if j ∈ u,
hj otherwise.
Thus, since for h ∈ Ns0 and any σu ∈ {±1}|u(h)|, fˆh = fˆ|σuh| and |u(σuh)| = |u(h)|, then it follows
that
EN (f ; z, φ) =
∑
06=h∈Ns0
fˆh
1
N
N−1∑
k=0
∏
j∈u(h)
κ cos(pihjφ(x
(k)
j ))
=
∑
06=h∈Ns0
fˆh (κ/2)
|u(h)| ∑
σu∈{±1}|u(h)|
1
N
N−1∑
k=0
∏
j∈u(h)
e2pii σjhjx
(k)
j
=
∑
06=h∈Ns0
∑
σu∈{±1}|u(h)|
fˆ|σuh| (κ/2)
|u(σuh)| 1
N
N−1∑
k=0
e2pii (σuh)·x
(k)
=
∑
0 6=h∈Zs
fˆ|h| (κ/2)|u(h)|
1
N
N−1∑
k=0
e2pii h·zk/N
=
∑
0 6=h∈L⊥
fˆ|h| (κ/2)|u(h)|,
where L⊥ = {h ∈ Zs : h · z ≡ 0 (mod N)} is the dual of the original lattice rule. Applying
Hölder’s inequality to
EN (f ; z, φ) =
∑
0 6=h∈Zs
(
fˆ|h| 2−|u(h)|/p rα,γ(h)
)(
rα,γ(h)
−1 1h∈L⊥ 2
−|u(h)|/q κ|u(h)|
)
yields the result, with equality to the Korobov worst-case error for the choice κ = 21/q.
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The tent transform (under the name baker’s transform) occurred in [22] to attain respectively
O(N−1+) and O(N−2+) convergence for randomly-shifted and then tent-transformed lattice
rules in the unanchored Sobolev space of smoothness r = 1 and r = 2. In [11] it was shown
however that no random shifting is needed for the case r = 1 as the cosine space with α = 1 and
κ =
√
2 coincides with the unanchored Sobolev space with r = 1 with the weights scaled by 1/pi2.
4.4 Polynomial lattice rules and Walsh spaces
In Section 2.3 the Walsh space was already mentioned. The rα,γ function takes the form, α > 1/q,
rα,γ(h) = γ
−1/2
u(h)
∏
j∈u(h)
bαblogb hjc,
and so the function χ from (21) takes the form
χ(x; ||| · |||p,α,γ) =
∑
∅6=u⊆{1:s}
γ
q/2
u
∏
j∈u
ω(xj), where ω(x) =
∞∑
h=1
walb,h(x)
bqαblogb hc
.
The infinite sum above can be written in closed form, see [9]. E.g., for α = 2, p =∞ and q = 1,
and b = 2 (the most practical case on a digital computer) this becomes
ω(x) =
∞∑
h=1
wal2,h(xj)
22blog2 hc
= 12
(
1
6 − 2blog2 xc−1
)
. (28)
As is the case for lattice rules, also here a quantity Rα could be defined for which it is not needed
that α > 1/q by using a finite dimensional basis. The basis is then restricted to Λ = {0, . . . , N−1}s.
This is typically done for α = 1 and a modified (and unweighted) r1(h) =
∏s
j=1 ρb(hj) with
ρb(0) = 1 and ρb(h) = (ba+1 sin(piha/b))−1 for h = h0 + · · ·+ haba and ha 6= 0, i.e., a = blogb hc.
For b = 2 this matches with rα,γ from above with γu ≡ 1 and α = 1. See, e.g., [14,38,48], with
slight variations depending on the source.
Random shifting can also be done for polynomial lattice rules. A digitally-shifted polynomial
lattice rule adds a shift ∆ ∈ [0, 1)s to all of the points, as in (26), but in a digital way:
y′k = yk ⊕b ∆, y′k,j,i = (yk,j,i + ∆j,i) mod b,
where in the last equation the yk,j,i are the base b digits of yk,j and similar for ∆j,i and y′k,j,i.
(Note that due to the finite expansion of the yk,j , i.e., up to n base b digits, this is well defined.)
Using the technology of reproducing kernel Hilbert spaces it was shown in [12] that the reproducing
kernel of the unanchored Sobolev space with smoothness r = 1 results in a worst-case integrand
which matches the Walsh space. E.g., for b = 2
ω(x) = 16 − 2blog2 xc−1,
compare with (28). This agrees with the similar case of lattice rules in Section 4.2.
The power of polynomial lattice rules rest in the fact that it is possible to also embed certain
Sobolev spaces with r ≥ 2 (but not r = 1) into a special Walsh space, see [7]. For this the rα,γ
function needs to take on a slightly more complicated form. Consider the unique base b expansion
of h ∈ N0 written as
h = (· · ·h2h1h0)b =
∞∑
i=0
hi b
i =
#h∑
i=1
hai b
ai ,
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where #h is the number of non-zero base b digits in the unique expansion of h, so all hai ∈
{1, . . . , b− 1} and a1 > · · · > a#h ≥ 0, a1 = blogb hc. With this representation in mind and for
fixed integer α ≥ 1 now define the one-dimensional function
rα(h) = b
∑min(#h,α)
i=1 (ai+1)
and the weighted product for the multivariate version rα,γ(h) = γ
−1/2
u(h)
∏
j∈u(h) rα(hj). This
defines what is called a higher order Walsh space. Now if n = αm the worst-case error in this
space can be bounded by O(N−α+),  > 0, for digital nets and also for polynomial lattice rules,
see [7, 13]. In [7] it is shown that functions in Sobolev spaces with r ≥ 2 have Walsh coefficients
which decay faster than the above rα,γ(h)−1 and thus for p =∞ these spaces are embedded in
the higher order Walsh space. In [2] the following worst-case functions were obtained explicitly
for b = 2
ω2(x) = s1(x) + s˜2(x), ω3(x) = s1(x) + s2(x) + s˜3(x),
where
s1(x) = 1− 2x,
s2(x) = 1/3− 2(1− x)x,
s˜2(x) = (1− 5t1)/2− (a1 − 2)x,
s˜3(x) = (1− 43t2)/18 + (5t1 − 1)x+ (a1 − 2)x2,
with, for 0 < x < 1,
a1 = −blog2(x)c, t1 = 2−a1 , t2 = 2−2a1 ,
and a1 = 0, t1 = 0 and t2 = 0 when x = 0. Then ω2(x) is the ω function for α = 2 and ω3(x) for
α = 3. An algorithm to calculate ω(k/bm), k = 0, . . . , bm − 1, for any α and b is also given in [2].
Also the tent-transform can be applied to polynomial lattice rules in a similar form as in [22],
see Section 4.3 to improve the convergence rate, see [6].
5 Component-by-component constructions
Given the analysis from the previous sections it is now possible to try and find a generating
vector z∗ that achieves almost the best-possible convergence rate of the worst-case error. For
1 < p ≤ ∞ this is possible by minimizing the error of the function χ given by (17), or (21),
for all choices of z. However, the number of choices for z is excessively large, e.g., in the case
of lattice rules, the number of choices is roughly |ZsN | = Ns and a similar statement is true
for polynomial lattice rules. Korobov [25] already found that the generating vector can be
constructed component-by-component in the classical, i.e., unweighted, Korobov space. This was
later rediscovered and generalized by Sloan et al., e.g., see [52,53,54].
5.1 Component-by-component construction
First some assertions are made which are true for all the spaces defined in this manuscript.
The decay function can be split into a product of the weight γu(h) and a part determining
the convergence of the series expansion rα(h), i.e., rα,γ(y) = γ
−1/2
u(h) rα(h). Furthermore the
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unweighted part rα(h) can be written as a product and is “zero neutral” (or embedded), i.e.,
rα(h1, h2, 0) = rα(h1, h2). In other words
rα(h) =
∏
j∈u(h)
rα(hj), (29)
where the functions for the one-dimensional parts could in fact be chosen differently if needed.
For definiteness, it is assumed that the series expansions converge with an algebraic rate such
that for h 6= 0 the following holds
rα(|G|h) ≥ Nα rα(h), (30)
where G = ZN and thus |G| = N for lattice rules in a Fourier space, G = Gb,m and thus |G| = N
for polynomial lattice rules in the Walsh space and G = Gb,n with n = αm, and thus |G| = bαm
for higher order polynomial lattice rules in the higher order Walsh space. A further assumption
is that ∑
06=h∈Λ{j}
rα(hj)
−1 <∞ for all α > 1, (31)
where Λ{j} = {h ∈ Λ : hj 6= 0 and hj′ = 0 for all j′ 6= j}. These conditions are true for all rα(h)
functions considered in this manuscript.
Similar assumptions as for rα are made for the basis functions, i.e.,
ϕh(x) =
∏
j∈u(h)
ϕhj (xj), (32)
and thus Λ =
∏s
j=1 Λ{j}, where again, the one-dimensional functions could be different for the
different dimensions if needed.
The component-by-component algorithm constructs the generating vector of a (polynomial)
lattice rule dimension by dimension: in each step extending the dimension by one and finding
the best zs, denoted below by z∗s , while keeping all previous components of the generating vector
z∗j , j < s, fixed. The first step for the component-by-component construction is to write the
worst-case error in a recursive form:
es(z, N ; ||| · |||p,α,γ)q
=
∑
∅6=u⊆{1:s}
γ
q/2
u
∑
hu∈L⊥u
rα(hu)
−q
=
∑
∅6=u⊆{1:s−1}
γ
q/2
u
∑
hu∈L⊥u
rα(hu)
−q +
∑
s∈u⊆{1:s}
γ
q/2
u
∑
hu∈L⊥u
rα(hu)
−q
= es−1((z1, . . . , zs−1), N ; ||| · |||p,α,γ)q + θs(zs), (33)
where the subscripts s and s − 1 were added to make the number of dimensions explicit and
the dependence of θs on zj for j < s is suppressed as they are considered already fixed when
determining z∗s . It is clear that for the optimal choice of zs, while keeping all previous choices
fixed, only θs(zs) needs to be evaluated. Note that this step implicitly assumes that rα is “zero
neutral”.
The following theorem shows that the component-by-component algorithm can find good rules.
The proof is written such that it applies to both lattice rules and polynomial lattice rules.
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Theorem 3 (Component-by-component construction for prime N or irreducible P ). Assume
that (29)–(32) holds. Let in the case of lattice rules G = ZN , N be prime, Λu = Zu and ϕh
the Fourier basis and, in the case of polynomial lattice rules G = Gb,n, P be irreducible over Fb,
Λu = Nu and ϕh the Walsh basis.
Then, for fixed λ with 1 ≤ λ < αq, a generating vector z∗ ∈ Gs can be found, component-
by-component, minimizing the worst-case error in each step for each choice z∗s , given the best
previous choices z∗j , for j < s. The worst-case error then satisfies for each s
es(z
∗, N ; ||| · |||p,α,γ) ≤
 2
N
∑
∅6=u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ
λ/q .
Proof. The proof uses that for λ ≥ 1 and positive ak the following holds (
∑
k ak)
1/λ ≤∑k a1/λk
and the inequality is reversed in case λ ≤ 1. This is often called Jensen’s inequality. For fixed
λ ≥ 1 the optimal choice in dimension s, denoted z∗s , should do at least as good as the average
over all possible choices zs ∈ G and this still holds if all quantities are risen to the power 1/λ ≤ 1.
Under the stated assumptions for s = 1:
e1(z
∗
1 , N ; ||| · |||p,α,γ) =
γq/2{1} ∑
06=h∈Λ
rα(|G|h)−q
1/q≤
 2
N
γ
q/2λ
{1}
∑
0 6=h∈Λ
rα(h)
−q/λ
λ/q . (34)
For s ≥ 2 the optimal choice z∗s satisfies
(θs(z
∗
s ))
1/λ
≤ 1|G|
∑
zs∈G
(θs(zs))
1/λ
≤ 1|G|
∑
zs∈G
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈L⊥u
rα(hu)
−q/λ
=
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ 1
N
N−1∑
k=0
∏
s6=j∈u
ϕhj (xk,j(zj))
1
|G|
∑
zs∈G
ϕhs(xk,s(zs))
≤
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ 1
N
N−1∑
k=0
∣∣∣∣∣∣
∏
s6=j∈u
ϕhj (xk,j(zj))
∣∣∣∣∣∣
∣∣∣∣∣ 1|G|∑
zs∈G
ϕhs(xk,s(zs))
∣∣∣∣∣
≤
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ 1
N
N−1∑
k=0
{
1 if k = 0 or hs ≡ 0 (mod |G|),
0 otherwise
=
∑
s∈u⊆{1:s}
γ
q/2λ
u
 ∑
hu∈Λu
hs 6≡0 (mod |G|)
rα(hu)
−q/λ
N
+
∑
hu∈Λu
∏
s6=j∈u
rα(hj)
−q/λ rα(|G|hs)−q/λ

≤
(
1
Nαq/λ
+
1
N
) ∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ
≤ 2
N
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ,
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where (12) and (20) were used as well as (30) and αq/λ ≥ 1. For convergence reasons, see (31)
and the induction hypothesis (34), it is needed that αq/λ > 1. The result now holds by induction
on (33) as
es(z
∗, N ; ||| · |||p,α,γ)q = es−1(z∗, N ; ||| · |||p,α,γ)q + θs(z∗s )
≤
 2
N
∑
∅6=u⊆{1:s−1}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ
λ
+
 2
N
∑
s∈u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ
λ
≤
 2
N
∑
∅6=u⊆{1:s}
γ
q/2λ
u
∑
hu∈Λu
rα(hu)
−q/λ
λ .
For all the spaces considered here, this results in the optimal rate of O(N−α+),  > 0, see,
e.g., [40]. More explicitly, Theorem 3 gives the following result: For any 1/q ≤ λ < α the
worst-case error fulfills
es(z
∗, N ; ||| · |||p,α,γ) ≤ Cs,α,γ,λ 2
λ
Nλ
,
where Cs,α,γ,λ depends on the weights and on the dimension. If the weights decay fast enough
then Cs,α,γ,λ can be replaced by an absolute constant Cα,γ,λ independent of s and then the curse
is vanished, see, for lattice rules, [10,36,40,52,53,55,58,59] for the conditions on the weights. All
these results, except [59] and [58], consider p = 2 only, while [59] also analyzes p =∞ with not
so dramatic changes and [58] studies tractability for general p. For polynomial lattice rules see,
e.g., [10, 13].
5.2 Fast component-by-component construction
The fast component-by-component construction is a particular method of calculating the worst-
case errors in the component-by-component construction from the previous section which makes
use of fast convolution (by means of FFTs). The fast component-by-component construction was
first established for lattice rules with N prime in [45] and later extended for non-prime N in [47],
see also [43]. In [46] it was first demonstrated for polynomial lattice rules, see also [44], and
later for higher-order polynomial lattice rules in [2]. Also lattice sequences are possible, see [3].
The most recent construction is for SPOD weights [8]. Here only fixed rules with prime N or
irreducible P (x) will be considered.
Set
ω(xk,j) = ω(k · zj) =
∑
06=h∈Λ{j}
rα(h)
−q ϕh(xk,j),
where the notation ω(k · zj) is used to stress that this is a multiplication in the ring modulo N
for lattice rules (2) or modulo P (x) for polynomial lattice rules (3). In particular, when N is
prime, or P (x) is irreducible, this is a field where G \ {0} = ZN \ {0} or Fb[x]/P (x) \ {0} is a
cyclic multiplicative group. The function ω was given in closed form for many spaces in Section 4,
but in principle it is sufficient if it can be calculated for each of k/N , k = 0, . . . , N − 1.
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Now from (33) write
es((z
∗
1 , . . . , z
∗
s−1, zs), N ; ||| · |||p,α,γ)q
= es−1((z∗1 , . . . , z
∗
s−1), N ; ||| · |||p,α,γ)q + θs(zs)
where
θs(zs) =
∑
u⊆{1:s−1}
γu∪{s}
1
N
N−1∑
k=0
Yu(k)ω(k · zs) = 1
N
N−1∑
k=0
Ys(k)ω(k · zs)
=
1
N
(
Ys(0)ω(0) +
N−1∑
k=1
Ys(k)ω(k · zs)
)
(35)
with Y∅(k) ≡ 1 and
Yu(k) =
∑
hu∈Λu
∏
j∈u
rα(hj)
−q ϕhj (xk,j(z
∗
j )) =
∏
j∈u
ω(k · z∗j ),
and
Ys(k) =
∑
u⊆{1:s−1}
γu∪{s} Yu(k). (36)
The sum in (35) for each choice of zs ∈ G \ {0} is a circular convolution when expressing the
element in terms of the generator g of the cyclic group, 〈g〉 = G \ {0} (as N is prime or P (x)
irreducible),
N−1∑
k=1
Ys(k)ω(k · zs) =
N−2∑
δ=0
Ys(g
δ mod G)ω(gδ+ϑ mod G), for all zs = gϑ ∈ G \ {0},
see also [43] for a very comprehensive explanation. If |G| > N , as is the case for higher-order
polynomial lattice rules, then this is in fact a sparse convolution, see [2] for an analysis of this
case. Using FFTs the circular convolution can be done in O(M logM), with M = |G| − 1, hence
the annotation “fast” component-by-component construction. For calculating Ys(k) the structure
of the weights will be used. The same weights from Section 3 are here analysed with the cost per
iteration of the component-by-component algorithm.
• General weights : for general weights there is no structure and so all values of Yu(k) need to
be stored, which costs O(2sN) storage, and calculating (36) would cost O(2sN).
• Product weights: for product weights γu =
∏
j∈u γj it follows from (36) that
Ys(k) = γs
s−1∏
j=1
(
1 + γj ω(xk,j)
)
= γs Ps−1(k),
and Ps(k) :=
s∏
j=1
(
1 + γj ω(xk,j)
)
=
(
1 + γs ω(xk,s)
)
Ps−1(k).
The product can be stored and updated, i.e., overwritten, in each step of the component-
by-component algorithm, needing a storage of O(N) and an incremental calculation cost of
O(N).
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• Order-dependent weights: for order-dependent weights γu = Γ|u| it follows that
Ys(k) =
s−1∑
`=0
Γ`+1
 ∑
u⊆{1:s−1}
|u|=`
∏
j∈u
ω(xk,j)
 = s−1∑
`=0
Γ`+1 Ps−1,`(k),
and Ps,`(k) :=
∑
u⊆{1:s}
|u|=`
∏
j∈u
ω(xk,j) = Ps−1,`(k) + Ps−1,`−1(k)ω(xk,s).
The s sums of order ` = 0, . . . , s can be stored and updated, i.e., overwritten, in each step
needing a storage O(sN) and an incremental calculation cost of O(sN).
• Finite-order-dependent weights: for finite-order-dependent weights Γ` = 0 for ` > q∗. The
same analysis as above holds with ` = 0, . . . , q∗. Storage cost is O(q∗N) and the incremental
calculation cost is also O(q∗N).
• Product-and-order-dependent weights (POD weights): for POD weights γu = Γ|u|
∏
j∈u βj
the same result as for order-dependent weights is obtained as it does not matter if the
function ω stays the same for different dimensions, it can be multiplied with βj :
Ys(k) =
s−1∑
`=0
Γ`+1
 ∑
u⊆{1:s−1}
|u|=`
∏
j∈u
βj ω(xk,j)
 ,
and Ps,`(k) :=
∑
u⊆{1:s}
|u|=`
∏
j∈u
βj ω(xk,j) = Ps−1,`(k) + Ps−1,`−1(k)βj ω(xk,s).
The costs are the same as for order-dependent weights: O(sN) memory cost and O(sN)
update cost.
• Smoothness-driven product-and-order-dependent weights (SPOD weights): the calculation
for the SPOD weights is more involved, the reader is referred to [8] where it is shown that,
for the specific construction in that paper, the memory cost is O(αsN) and the update cost
is O(α2sN).
• Finite-diameter weights: for a diameter q the number of sets u which include dimension s
and have non-zero weight is bounded by 2q−1. Moreover the smallest index in these sets is
s− q + 1, thus
Ys(k) =
∑
s∈u⊆{1:s}
diam(u)≤q
γu Yu\{s}(k) =
∑
u⊆{max(1,s−q+1):s−1}
γu∪{s} Yu(k),
and Yu∪{s}\{s−q+1}(k) =
{
Yu(k)ω(xk,s) when s < q,
Yu(k)ω(xk,s)/ω(xk,s−q+1) otherwise.
The number of vectors Yu(k) is 2q−1 leading to a memory cost of O(2q−1N). They can
be updated by exchanging the new index s with the oldest index s − q + 1 at a cost of
O(2q−2N), but calculating Ys(k) will also cost O(2q−1N).
The finite-intersection weights were left out as this constraint on its own is not sufficient to
restrict the number of Yu(k) vectors to keep. The same remark holds for plain finite-order weights.
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An obvious modification is, e.g., finite-POD weights of order q∗ which would result in O(q∗N)
memory and O(q∗N) update cost.
Corollary 1. Fast component-by-component construction for a lattice rule or polynomial lattice
rule with N points in s dimensions can be done in time O(s |G| log |G| + s TN) and memory
O(T ) where |G| = N for a lattice rule or a polynomial lattice rule, and Nα for a higher-order
polynomial lattice rule, and T = 2s for general weights, T = 1 for product weights, T = s for
order-dependent weights and POD weights, T = q∗ for finite-order-dependent weights of order q∗
and T = 2q−1 for finite-diameter weights of diameter q.
The cost and memory constraints of the fast component-by-component algorithm are very
reasonable except for higher-order polynomial lattice rules where |G| scales exponentially with α.
A new construction [19] alleviates this problem by constructing interlaced higher-order digital
nets based on polynomial lattice rules, see also [8].
6 Conclusion
Only lattice rules and polynomial lattice rules were considered in this manuscript, but a similar
analysis can also be done for digital nets. However, for digital nets the number of choices even
in one dimension is already quite high and therefore a component-by-component construction
does not make much sense unless extra structure is imposed on the generating matrices. Like
polynomial lattice rules impose a certain structure, so do shift nets [50], cyclic nets [39], hyperplane
nets [49] and Vandermonde nets [24].
Matlab implementations of the fast component-by-component algorithm can be found in [46]
and [44] and the code is available from the author’s website1. Also Matlab implementations for
using such point sets are available from the author’s website2.
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