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Let X be a vertex-transitive graph with complement x. We show that if both N, 
the neighbourhood of a vertex in X, and m, the neighbourhood of a vertex in x, are 
disconnected, then either X is isomorphic to K, x K, or both N and f f  contain 
isolated vertices. We characterize the graphs which satisfy this last condition and 
show in consequence that they admit automorphisms of the form (12)(34). It 
follows that if X is a GRR for some graph G then at least one of N and #is con- 
nected. (X is said to be a graphical regular representation, or GRR, for G if its 
automorphism group is isomorphic to G and acts regularly on its vertices.) Using 
this result we determine those groups generated by their involutions which do not 
have a GRR. The largest such group has order 18. As a corollary we conclude that 
all non-abelian simple groups have GRR’s. 
1. INTRODUCTION 
A GRR (graphical regular representation) of a group G is a graph X 
whose automorphism group acts regularly on its vertices and is isomorphic 
to G. The problem of determining those groups which have GRR’s has been 
studied for some time. Among the first major results obtained were those of 
Nowitz ad Watkins [9, lo], who showed that all non-abelian groups of order 
prime to six have GRR’s. Subsequently Imrich [8] proved that with one ex- 
ception, all non-abelian groups of odd order have GRR’s. More recently Het- 
zel [4] has determined all those solvable groups which do not have GRR’s. 
For non-solvable groups less is known. In [ 151 Watkins showed that the 
symmetric and alternating groups S, (yt > 4) and A,, (n > 5) possessed 
GRR’s, while Weisfeiler [ 161 has added the special linear groups SL(n, #) 
(n > 2, k > 1 and p > 5) to the list of groups with GRR’s. In this paper we 
prove the following: 
1.1 THEOREM. Let G be a group which is generated by its involutions. 
Then ifIG > 18, G has a GRR. 
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This is a consequence of 4.2, where we determine those groups which are 
generated by their involutions and which do not have GRR’s. Of course, 
many non-solvable groups are generated by their involutions. In particular, 
all non-abelian simple groups satisfy the hypotheses of 1.1, and therefore ad- 
mit GRR’s. 
The methods used to obtain the above theorem are also of some interest. 
We begin by deriving results (3.8) and (3.11) which taken together imply 
1.2 THEOREM. Let X be a transitive graph whose automorphism group 
contains no permutations of the form (12)(34). Then if: the neighbourhood of 
a vertex in X, and in its complement, are both disconnected, X is isomorphic 
to K, x K,. 
Since K, x K, is not a GRR this theorem tells us that if a graph X is a 
GRR and the neighbourhood of a vertex in X is not connected, then the 
neighbourhood of a vertex in X, the complement of X, is connected. As a 
consequence of a more general result we then show, using the above observa- 
tion, that any group G which is generated by its involutions and has no 
GRR, has no subgroup with a GRR. 
Now a subgroup of G generated by two involutions is a dihedral group 
D,, (of order 2n). As these groups are known to have GRR’s when n > 6, 
the structure of G is accordingly restricted. After developing a further argu- 
ment to show that a subgroup of G isomorphic to D, or D,, must be normal 
in G, we are then able to identify G as one of a small number of groups, and 
so obtain 1.1. 
2. PRELIMINARIES 
2.1 Groups 
All groups considered are finite. In general our terminology is consistent 
with Huppert [6]. We list some of our more important usages. 
Let G be a group. We use 1 to denote the identity element of G. If g E G, 
1 g] will denote the order of g. If also h E G, then gh = h-‘gh is the conjugate 
of g by h and [g, h] = g-‘h-‘gh is the commutator of g and h. If for some 
prime p and non-negative integer m we have 1 g( =pm then we call g a p- 
element of G. If ] G I =p” then G is a p-group. An involution in G is an ele- 
ment of order two. The set of all such elements of G will be denoted by 
Inv(G). Z(G) denotes the centre of G and G’ the commutator subgroup. The 
centralizer of g in G, denoted C,(g), is the subgroup (h E G: gh = g). If 
C G G, C-’ = {c: c-’ E C}. 
If G is a permutation group on a set X, we will say G fixes the subset Y of 
G if yg E Y for all y in Y and g in G. We do not thereby assume that yg =y 
for all y in Y and g in G. 
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2.2 Graphs 
What is otherwise undefined will have the meaning ascribed to it in [3 1. 
We assume in general that the graph X has vertex set { 1,2,..., n}, where 
n = IX]. The elements of X are its vertices. We use ylX] to denote the Zex- 
icographic product of X by Y. (This is referred to in [3] as the “composi 
tion.“) The automorphism group of X will be denoted by Aut(X). 
The neighbourhood of a vertex i in X is the subgraph of X induced by the 
vertices adjacent to i. It will be denoted by N(i, X). Nk(i, X) is the subgraph 
of X induced by the vertices at distance k from i. We use N(i, X) to denote 
the subgraph of X induced by the vertices at distance at least two from i. 
Note that neither N(i, X) nor &i, X) contain the vertex i. We will sometimes 
omit the argument X from these expressions when it is determined by the 
context. 
2.3 Cayley Graphs, Transitive Graphs, etc. 
Let G be a group acting regularly on the set { 1,2,..., n} and let C be a sub- 
setofGsuchthat lECandC=C-I. Then the Cayley graph X(G, C) of G 
with respect to C has vertex set { 1,2,..., n}, where, for elements g and h in G, 
vertices lg and 1 h are adjacent if and only if hg-’ E C. We recall the well- 
known result due to Sabidussi [ 111 that a group G acts regularly on a graph 
X if and only if X = X(G, C) for some suitable subset C of G. 
We note also that if X = X(G, C) then X is a GRR for G if and only if 
Aut(X), = (1). If ]Aut(X), ( = 2 then G is said to be an ARR for G (almost 
regular representation). 
We call a graph X transitive if Aut(X) acts transitively on the vertices of 
X. Finally we remark that although we use 1 to denote both a vertex of a 
graph and the identity element of a group, the usage employed will always be 
determined by the context. I 
3. NEIGHBOURHOODS OF TRANSITIVE GRAPHS 
We aim to characterize those transitive graphs X such that N( 1, X) and 
N(l, X) are both disconnected. We begin by studying graphs X in which 
both N( 1, X) and N( 1, X) contain isolated vertices. This necessitates a num- 
ber of preliminary definitions. 
3.1 DEFINITIONS. (a) We call the graph X an (m, n)-graph if it is 
regular, and for each i in X, N(i, X) contains exactly m isolated vertices 
while N(i, a) contains exactly n. Note that if X is (m, n), then X is (n, m). 
We always assume that m, n > 1. 
(b) Let X be a graph on n vertices. Then Z(X), the switching gl’aph of X, 
has vertex set V(X) x (0, 1). For v, w  in X and i = 0,l we have 
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(i) (0, i) is adjacent to (w, i) only if v is adjacent to w  in X. 
(ii) (v, i) is adjacent to (w, 1 - i) only if v # w  and v and w  are not 
adjacent in X. 
Let 8 be the bijection on the vertex set of Z(X) determined by setting 
8(v, i) = (v, 1 - i). Then 8* = 1 and 8 is easily seen to be an automorphism 
of Z(X). 
We will identify X with the subgraph of Z(X) induced by the vertices in 
WJ x PI d an we denote by X’ the subgraph of C(X) induced by the ver- 
tices in V(X) x { 1 }. We have X’ = e(X), so X’ and X are isomorphic. We 
will usually abbreviate (v, 0) to v, and use v’ in place of (v, 1) (v E X). 
(c) Let X be a graph and let S c V(X). We define the graph x”) on the 
same vertex set as X to be the graph with v adjacent to w  if either 
(i) v is adjacent to w  in X and either v, w  E S or v, w  E V(X)\,!?, or 
(ii) v is not adjacent to w  and v E S, w  E V(X)\S or v E V(X)\S and 
w  E s. 
We say Xs) is obtained from X by switching about the vertices in S. Note 
that if v E X then v is an isolated vertex in XN(‘)). (Here, as elsewhere, we 
abuse our notation by writing simply XfNfX)) instead of X’Y’N’x”.) We define 
a,(X) to be the graph obtained from x’ AJ(‘)) by deleting the vertex v. (We 
take a,(X) to have vertex set V(X)\{v }.) The set of graphs {Y: Y = 2” for 
some S c V(X)} will be called the switching class of X. 
We remark that Z(X) is closely related to the “doubled graph” of Hale 
and Shult [2] while the concept of switching is due to Seidel (see [ 131). 
3.2 LEMMA. Let X and Y be graphs on n vertices. Then Z(X) is a 
regular graph of degree n - 1 on 2n vertices with N(v, Z(X)) 2 a,(X) and - - 
N(v, Z(X)) s a,(X) V K, (v E X). Z(X) and Z(Y) are isomorphic $and only 
if X and Y lie in the same switching class. 
ProoJ The claims about the degree and size of Z(X) follow at once from 
its definition. 
We show that N(v, E(X)) and N(v, Z(X)) have the form indicated. 
N(v, Z(X)) is induced by the vertices in {N(v, X), I@‘, X’)}. 
Suppose x E N(v, X) and y’ E N(v’, Xl). Then y’ is adjacent to x in C(X) 
only if y is not adjacent to x in X. Since i@‘, X’) = B(N(v, X)), it follows 
immediately from our definitions that N(v, Z(X)) z a,(X). 
Again referring to the definition of Z(X) we see that 
N(v, x(x)) n N(v’, z;‘(X)) = 0 
and so 
&.J, z;‘(X)) = { ~‘9 N(v’, s(X))}. 
582b/29/1-9 
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Consequently we have 
---- ---~- 
N(v, E(x)) = N(v, Z(X)) = K, u qil,c(x)) _--. 
=wJa”(x), 
since N(v’, C(X)) E N(v, Z(X)). 
Assume Z(X) z Z(Y). Then as we have just seen, there must exist x E X 
and y E Y such that a,(X) z oy( Y). Thus XNfx)) E YNty)). Now from the 
definition of switching (3. lc)) it is easily verified that the effect of switching 
about subsets A and B of X in turn is equivalent to switching about their 
symmetric difference. Hence the product of two switchings is a switching and 
so p(x)) 2 yw(Y)) implies X E p’) for a suitable subset S of Y. 
Conversely, assume that X z Y’ ‘) Let 8, be the bijection on the vertices . 
of Z(X) defined by setting e,(x) = e(x) for x E S u e(S) and e,(x) = x 
otherwise; i.e., 8, equals 8 on the subgraph E(S) of Z(X). It follows at once 
from the definition of Z(X) that O&?(X)) = Z(Y) and so the proof of the 
lemma is complete. 1 
3.3 DEFINITION. We say the graph X is reduced if, for each vertex v in 
X, a,(X) has no isolated vertices. 
The following lemma shows that switching graphs can be used to con- 
struct a class of (m, n)-graphs. 
3.4 LEMMA. Let @ be a switching graph. Then the following statements 
are equivalent: 
(1) @ = Z(Y[Em+ 1]), where Y is reduced, 
(2) @ is an (m, I)-graph, 
(3) @ is an (m, n)-graph. 
ProoJ Note that for any graph X, y is an isolated vertex in a,(X) if and 
only if N( y, X) = N(x, X) or x\N(x, X). 
We first prove that (1) implies (2). Let X= Y[x,+ r], where 
V(X)= {(i,j): iE V(Y),j= 1,2 ,..., m+ 1). 
By definition (i,j) and (k, I) are adjacent in X if and only if i and k are adja- 
cent in Y. In particular (i,j) and (i, 2) are never adjacent. 
Let x = (i, j) be an arbitrary vertex in X. Then w  = (k, Z) is isolated in 
a,(X) if and only if N(w, X) = N(x, X) or aN(x, X). This happens only if 
N(k y> = N(k y> or Y\N(k, Y). Since Y is reduced we conclude that w  is 
isolated in a,(X) if and only if k = i. Hence N(x, @) = a,(X) contains 
exactly m isolated vertices. From Lemma 3.2 we see that 
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N(x, @) = a,(X) u K, contains just a single isolated vertex ((a,(X) is 
connected, since a,(X) is not). Accordingly @ is an (m, 1 )-graph. 
An (m, 1)-graph is, by definition, an (m, @-graph and so it only remains 
to prove that (3) implies (1). Assume that @ = C(X) is a switching graph 
and that it is also an (m, rt)-graph. Thus, for each vertex x in X, there are ex- 
actly m + 1 isolated vertices in XNtx)). 
Define 
S(x, X) = { y E X: y is isolated in X(N(x))}. 
From our initial characterization of the isolated vertices in a,(X) it follows 
that the sets S(x, X), where x ranges over the vertices of X, partition X. Let 
Xl, x, ,-*-, xk be a complete set of representatives of these sets. We define 
and 
U= ii Ui. 
i=l 
Set X, = 2’). We will prove that X, is a lexicographic product of the form 
Y[K,+ 1], where Y is reduced. Since X and X, are related by switching, 
Z(X) g Z(X,) (by Lemma 3.2) and so we will have completed the proof of 
the lemma. 
If N( y, X) = N(x, X) or flN(.x, X) and v E 4(x, y} then N(y, X”‘) = 
N(x, x’“)) or x’“‘\N(x, X’@)), respectively. If N( y, X) = qN(x, X) then 
N(y, Xy’> = N(x, Xy)). (These claims follow immediately from the detini- 
tions and so we leave the details to the reader.) By our choice of U we find 
therefore that if y E S(xj, X) then N(y, Xi) = N(Xi, X,). 
As @ = Z(X) is an (m, n)-graph, each set S(Xi, X) contains exactly m + 1 
vertices. Let Y be a graph with vertices i = 1,2,..., k corresponding to the sets 
S(Xi, X) and where i and j are adjacent if Xi is adjacent to Xj. Then we 
clearly have X, = Y[Em+ 1 1. By yet another routine verification we find that 
-#N(w)) = yW(i)) [Em+ I]- 
Hence if a,(Y) contains t isolated vertices, CJ,~(X,) contains m + t(m + 1) 
isolated vertices. Since @ = Z(X) is an (m, n)-graph we conclude that t = 0. 
Accordingly Y is reduced as required. 
Now we turn to the problem of characterizing (m, n)-graphs. We com- 
mence our attack by deriving bounds on the size of an (m, n)-graph in terms 
of its degree. Note that 2 is an isolated vertex in N(l, X) if and only if it is 
adjacent to 1 and N( 1, X) n N(2, X) = (21. Hence 2 is isolated in N( 1, X) if 
and only if 1 is isolated in N(2, X). 
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3.5 LEMMA. Let X be a regular graph of degree d. Then if N(1, X) 
contains an isolated vertex, 1 X( > 2d, and if N(1, @ contains an isolated 
vertex, 1 XI < 2d + 2. 
Proof. Let 2 be an isolated vertex in N( 1, X). Then 
N( 1, X) n N(2, X) = 0, and so 
If N( 1, X) contains an isolated vertex we may apply the above inequality to 
2, which has degree 1 Xl - 1 - d, and so obtain 
1x(= 1x12 2()X1 - 1 -d), 
which implies that 1 XJ < 2d + 2. 1 
3.6 THEOREM. Let X be a graph other than C,. Then X is an (m, n)- 
graph if and only v it is either a switching graph of the form Z(Y[K,,,+ ,] ), 
where Y is reduced, or it is the complement of such a graph. 
ProoJ: The sufficiency follows at once from 3.4. We prove the necessity. 
Assume X has degree d. By 3.5 this implies that 2d < 1x1 Q 2d + 2. 
We begin by showing that the cases 1 XI = 2d and I XJ = 2d + 2 can be 
treated together. For if I X( = 2d, x is then an (It, m)-graph of degree d - 1 
on 2d vertices. Since the theorem holds for X if and only if it holds for X we 
may assume I XI = 2d + 2. We show that in this case X is a switching graph. 
It then follows from 3.4 that X has the form described in the statement of the 
theorem. 
Let 2 be a vertex in X which is isolated in N( 1, X). Since ) Xl = 2d + 2, 
) N( 1, X)1 = d + 1. Therefore 2 is adjacent to each of the d vertices other than 
itself in fl(l, X) = m. Since X has degree d this implies that 
N(l,X)nN(2,X)=QI. We claim that if iE@l,X) and 
N(l,X)nN(i,X)=@, then i=2. 
Assume that i satisfies these conditions. Then we have 
{i, N(i, X)} = N(1, X) = (2, N(2, X)}. 
If i # 2 then i E N(2, X) and so we see that i is adjacent to each vertex in 
N(2, X)\{i}, as well as to 2 itself. Hence N(2, X) contains no isolated ver- 
tices. This contradicts our assumption that X is an (m, n>graph and so we 
conclude i = 2. 
This implies in particular that 2 is the only vertex in X at distance greater 
than two from 1. Also since 2 is isolated in N( 1, 4, 1 is isolated in N(2, g 
and so it follows’that 1 is the only vertex in X at distance greater than two 
from 2. 
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Consequently the vertices of X may be partitioned into pairs {i,j} such 
that d(i, j) = 3 and if k E q{ i,j] then d(i, k) and d(j, k) are less than or 
equal to two. Further if k E x\{i,j}, then k is adjacent to at most one ele- 
ment in {i, j}, or we would have d(i, j) < 2. Since 1 Xl = 2d + 2 there are 
d + 1 distinct pairs (i, j} as described and since X has degree d it follows 
that any vertex in X is joined to exactly one vertex in each of the pairs not 
containing it. 
Let Y be a subgraph of X induced by a set of d vertices of X, one from 
each pair. Denote the vertices of Y by { 1, 2,..., d} and if i lies in the pair 
{k, I}, set i’ = {k, Z}\{i}. Th en vertices i and j of Y are adjacent if and only if 
i’ and $ are adjacent, and if i E Y and j’ E fly, then i is adjacent to j’ if and 
only if i’ is adjacent to j. Referring to the definition of switching graph 
(3.1(b)) we see that we have X = Z(Y). By 3.4 we conclude that the theorem 
holds when 1 X I= 2d or 2d + 2. 
We now consider the case I XI = 2d + 1. Then there is an isolated vertex in 
N( 1, X) and another vertex isolated in N( 1, 2). If these vertices are adjacent 
in X, we replace X by its complement, and thereby obtain a graph X with a 
vertex 2, isolated in N( 1, X), and a vertex 3, not adjacent to 2 and isolated in 
N( 1, X). Since the theorem holds for X if and only if it holds for z, this 
replacement causes no loss of generality. 
As it is isolated in N( 1, X), 2 is adjacent to each of the d - 1 vertices 
other than itself in fl(l, X) = N(l, X). This implies that 2 is adjacent to one 
further vertex, which must lie in N(l, X). By hypothesis this vertex is not 3; 
we denote it by 4. Thus X can be represented as shown in Fig. 1. 
Let U= N(1, X)\{3,4}. Then I UI = d - 2 and 
u c_ lv(2, X) n iv(3, X). 
Hence { 2) U U induces a component of N(3, X) on d - 1 vertices. As 
4 E N(3, X) and 4 & U, it follows that either 4 is the unique isolated vertex in 
N(3,z) or U= 0. 
In the first case we conclude that X is an (m, 1)-graph and so for each ver- 
tex i in X there is a unique vertex i’ which is isolated in N(i,x). Of course i 
FIGURE 1 
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is isolated in N(i’, X) and so i is the unique isolated vertex in N(i’, x). Con- 
sequently we can partition the vertices of X into disjoint pairs {i, i’ }. This im- 
plies that IX] is even, a contradiction. 
Thus we must have U = 0. But in this case N( 1, X) = { 3,4} which yields 
d = 2 and )X] = 5. Since the only regular graph of degree two on five vertices 
is C,, the proof is completed. 1 
Theorem 3.6 yields two corollaries: 
3.7 COROLLARY. Let X be an (m, n)-graph other than C,. Then either 
m=lorn=l. 
Proof This follows immediately from the theorem and 3.4. 1 
3.8 COROLLARY. Let X be an (m, n>graph. Then Aut(X) contains a per- 
mutation of the form (12)(34). 
Proof. If X z C,, the result holds. Otherwise by 3.6, X z Z(Y[E,,,]) 
for some graph Y. Now Y[EM+, ] admits an automorphism of the form (12) 
and therefore (12)( 1’2’) is an automorphism of X with the form required. m 
3.9 DEFINITIONS. (a) The graph of Figs. 4(b) and (c) will be denoted 
by Z(L 3). 
(b) We say that the graph X has constant neighbourhood if all the sub- 
graphs N(i, X), i E X, are isomorphic. 
Clearly a transitive graph has constant neighbourhood. Other examples 
are provided by regular graphs with girth at least four and by line graphs of 
those regular graphs with girth at least four. 
For greater clarity we separate out part of the proof of 3.11 as the follow- 
ing lemma. 
3.10 LEMMA. Let X be a graph with constant neighbourhood. Let the 
degree of X be d and assume that for each i in X there is a component C(i) 
of N(i) = N(i, X) such that I C(i)( = c and 2c < d. For each i in X, set 
A(i) = N(i) n fl( 1). 
Then if i and j are adjacent vertices in C(l), I A(i) VA(j)\ > d and 
1x12 2d + 1. If 1X(= 2d + 1 then X is isomorphic either to K, x K, or 
Z(L 3). 
ProoJ Let 2 and 3 be adjacent vertices in C( 1) and set A = A(2), 
B = A(3). Denote the degree of 2 and 3 in N(1) by r and s respectively (i.e., 
r= lW)nN(2)1, s=]N(l)nN(3)]). Clearly r, s<c- 1. Let K be the 
component of N(3) containing 2 and let k = ]K]. X is represented diagram- 
matically in Fig. 2. The proof of the lemma proceeds in a number of steps. 
NEIGHBOURHOODS OF TRANSITIVE GRAPHS 125 
A 
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(a) IAUBl>d. 
As each vertex in A nB is adjacent to 2 and as A nB G N(3), 
AnBcK. Hence 
k-s- 1 =~K~-pV(l)nN(3)~-~{1})~~AnB~. (1) 
Furthermore 
JAUBJ=lA)+JBJ-IAnBJ (2) 
=IN(2)nN(l)l +(N(3)ns(l)(-IAnB( 
>(d-r- 1)+(&s- 1)-(k-s- 1) @Y (1)) 
=2d-k-r- 1. (3) 
If K#C(3), k+c<d and if K=C(3) then k+c=2c, where 2c<d by 
hypothesis. As r < c - 1, we find that 
k+r+l<k+c<d 
and therefore 
IAUBI=2d-(k+r+l)>d. (4) 
(b) C(1) is a clique, k=d-c and IAnBl=d-2c. 
We assume henceforth that (Xl = 2d + 1. Now 
IXI= 1 + IW)l + lpwq 
> 1 +d+lAuBI 
and so, using (a), we have IAUBl=d and AUB=N(l,X). From (3) we 
thus find that d < k + r + 1 and since equality holds in (4) we obtain 
k+r+l=k+c=d, 
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implying that c = r + 1 and k = d - c. Thus 2 is adjacent to each vertex in 
C(1). Since 2 was chosen arbitrarily in C(1) we conclude that C(1) is a cli- 
que. Hence we also have s = c - 1. 
Consequently IA I= d - c = JB I. On substituting these values in (2) we 
find that IAnBl=d-2c. 
(c) c = 2. 
Suppose first that d = 2c. Then, by (b), (A n B I = 0. Let 4 be a vertex in 
C( 1)\{2,3}. Then 4 has 2c neighbours and as 1 and C(l)\{4} together make 
up c of them, another c lie in fl( 1, X) = A U B. Let 5 be a neighbour of 4 in 
A, if such exists. Then { 1,5, C( 1)\2} induces a component of N(2) on c + 1 
vertices. This implies 2 has at least 2c + 1 neighbours, a contradiction to our 
assumption that d = 2c. If no such vertex 5 exists in A then 4 must have a 
neighbour 5 in B. Then { 1,5, C( 1)\2} induces a component of N(3) on c + 1 
vertices and so we obtain a contradiction as before. 
Assume then that d # 2c. By (b), k = d - c # c and so K # C(3). Suppose 
C(3) n N(2) # 0. Then 2 E C(3) and so C(3) = K, a contradiction. As 2 and 
3 are arbitrary vertices in C(l), it follows that for any two distinct vertices i 
and j in C(l), C(i) n N(j) = 0. 
Let 4 be a vertex in C( 1)\{2,3}. Then 
C(4) n N(2) = C(4) n N(3) = 0. 
But 4 E C( 1) and so 4 can have no neighbours in N(l)\C(l). Hence 
Therefore we must have C(1) = {2,3 } and so c = 2. 
(d) d=4. 
Assume d # 2c = 4. We see that { 1,2, A nB} E K and so by (b), 
k>2+(d-2c)= d-2. Since c=2 it follows that k=d-2 and so 
K={l,2,AfV3}.AsAfQ?~N(2),2hasdegreek-l=d-3inK.Now 
2 is the only vertex in K adjacent to 1 so it is the only vertex with degree 
d - 3 in K. Since I C(3)/ = 2 it follows that 2 is in fact the only vertex with 
degree d - 3 in N(3). Similarly 3 is the only vertex of degree d - 3 in N(2). 
Since X has constant neighbourhood we conclude that its vertices can be 
partitioned into pairs {i, i’}, where i’ is the unique vertex of degree d - 3 in 
N(i), and vice versa. Therefore I XI is even, a contradiction. 
(e) If N(l)r2K,, XrK, XK,. 
Since [AUBl=d=4 and IAI=IBI=2, we must have A n B = 0. Thus 
we may assume X contains the edges indicated in Fig. 3(a). We aim now to 
show that X is as drawn in Fig. 3(b). 
If 4 is adjacent to 6 and 7, then { 4,6,2} induces a P, in N(7). Hence we 
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(a) (b) (cl 
FIGURE 3 
may assume without loss that 4 is adjacent to 6 and 8. If 5 and 6 are adja- 
cent, { 1,5,6} induces a P, in N(4), and if 5 and 8 are adjacent, { 1,5,8} 
induces a P, in N(4). Consequently 5 must be adjacent to both 7 and 9. 
Finally if 7 and 8 are adjacent then N(8) = {3,4,7,9 } s K, U 2K, . 
Therefore 7 is adjacent to 9 and 6 to 8. Thus X is as given in Fig. 3(b). The 
alternative drawing in Fig. 3(c) shows that X s K, x K, . 
(f) If N(l)EK,U2K,, XzZ(l, 3). 
Once again we must have A n B = 0, and so we may assume X contains 
the edges shown in Fig. 4(a). We will prove that X is as drawn in Fig. 4(b). 
We may assume without loss that 4 is adjacent to 6, 7 and 8. If 5 is adja- 
cent to 6, 7 and 8, then 9 must be adjacent to these three vertices also. This 
implies that N(3) = { 1,2,8,9} r 2K,. For the same reason 5 cannot be ad- 
jacent to 6, 7 and 9. Accordingly we may assume that 5 is adjacent to 7, 8 
and 9. Now if 6 and 7 are adjacent, N(2) = { 1,3,6,7} s 2K, and therefore 
we are forced to conclude that 6 is adjacent to 8 and 9. Therefore X is as 
given in Fig. 4(b). m 
2 6 
9 6 
(a) lb) (cl 
FIGURE 4 
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Note that K, x K, is a self-complementary graph while Z(l, 3) is not. In _~ 
the latter graph fl(l)rP, and thus N(l, Z(l, 3))=m(l, 3)) g FdgPq, 
which shows that N(l, Z( 1,3)) is connected, while N( 1, Z( 1,3)) is not. We 
also point out here that Z( 1,3) is transitive. This is made clear by the 
redrawing of it in Fig. 4(c). 
Taken with 3.6 the next result provides a characterization of those tran- 
sitive graphs X in which both N( 1, X) and N( 1, X) are disconnected. 
3.11 THEOREM. Let X be a transitive graph such that both N(1, X) and 
N(1, f) are disconnected. Then if X is not isomorphic to K, X K,, it is an 
(m, n)-graph. 
Proof: Clearly it makes no difference whether we work with X or its 
complement. Hence we may assume without loss that Ifl( 1, X)1 2 1 N( 1, X)1. 
Denote the degree of X by d, and that of x by d Then we have ) XI > 2d + 1. 
Suppose that ) Xl = 2d + 1. Then if N( 1, X) and N( 1, a do not both con- 
tain isolated vertices, one of them must, by hypothesis, contain a non-trivial 
component on c vertices, where 2c < d. Therefore, by Lemma 3.10, X is 
isomorphic to one of K, x K, or Z( 1,3). By our remarks following the proof 
of 3.10 it follows that X g K, X K,. 
Consequently we may assume that JX I > 2d + 1. As d + d = (XI - 1, this 
implies 161 < 2d + 1 and so by Lemma 3.10 we see that N( 1, 2) contains no 
non-trivial component on c vertices, where 2c < d Since N( 1, z) is not con- 
nected we are forced to the conclusion that it must contain isolated vertices. 
If N( 1, X) also contains isolated vertices then X is an (m, n)-graph. 
Thus we may assume without loss that N( 1, X) contains a non-trivial com- 
ponent on c vertices, where 2c < d. Let x be an isolated vertex in N(l, x). 
Then x is adjacent to each vertex, other than itself, in N( 1, X) = -?‘?t( 1, x). By 
3.5 this implies I XI < 2d + 2 and so we actually have 14 = 2d + 2. Hence 
I I( 1, X)1 = d + 1 and so it follows that {x, N(x, X)} = #( 1, X) and 
N( 1, X) n N(x, X) = 0. This implies in turn that d( 1, x) = 3 and therefore 
I&(1, XII < d. 
We adopt the notation of 3.11. We have A U B c N2( 1, X) E N(1, X)\{x}. 
From 3.10 we conclude that I A U B I 2 d, so we have 
A UB = N,(l, X) = fl(l, X)\{x, 
since I@ 1, X)\(x)1 = d. Thus x is the unique vertex in X such that 
d( 1, x) = 3. 
Since 1 and 3 are adjacent to 2, N(1, X) and N(3, X) both lie in 
N(2, X)U N,(2, X). Also N,(l, X) C A UB, and so N,(l, X) lies in 
N(2, X) U N,(2, X). Now 
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which implies that x is adjacent to a vertex in A, and is therefore also con- 
tained in N,(2, X). Thus 
x= {l,N(l,X),N,(l,X),x}~ {2,N(2,X),N*(27X)} 
and therefore N,(2, X) = 0. Since N,(l, X) # 0, this contradicts the tran- 
sitivity of X. 1 
3.12 DEFINITION. We call a graph X neighbourhood-connected if N(i, X) 
is connected for each i in X. We will abbreviate this as nbhd-connected. 
The next result provides our main application of Theorem 3.11. 
3.13 THEOREM. If X is a GRR then X or x is nbhd-connected. If X is a 
an ARR and is not isomorphic to C, or C, then again either X or x is nbhd- 
connected. 
Proof: Assume that neither X nor x is nbhd-connected and that X is 
either a GRR or an ARR. By 3.11 we see that either X is isomorphic to 
K, x K, or X is an (m, n)-graph. Since ) Aut(K, x K3)1 1 > 2, K:, X K, is 
neither a GRR nor an ARR. Hence X is an (m, n)-graph and so, by 3.8, 
Aut(X) contains a permutation a of the form (12)(34). 
If X is a GRR then this implies 1 XI = 4, but by inspection we find there 
are no GRR’s on four vertices. Assume then that X is an ARR. Then either 
I XI = 4 or I Aut(X),) = 2 and since a E Aut(X), Aut(X), = (a). The only 
ARR on four vertices is C,, which has nbhd-connected complement. 
Hence we assume I XJ > 5. Now the fixed points of Aut(X), = (a) form a 
block for Aut(X) in its action on X, so I XI - 4 must divide (Xl. This implies 
I XI = 5, 6 or 8. By inspection we conclude that if I XI = 5 or 6 then X is 
isomorphic to C, or C,. We turn to the case [XI= 8. 
Since, if necessary, we may replace X by its complement, we may assume 
that d, the degree of X, is at most three. If X is not connected then X is 
isomorphic to one of Kg, 4K,, 2C, or 2K,. However, none of these graphs 
are ARR’s and so X is connected. We leave to the reader the simple, though 
somewhat tedious task, of verifying that the possible connected transitive 
graphs of degree at most three are C,, Cz and the cube. (C,* is the graph ob- 
tained from C, by joining vertices at distance four. C, and C,* are both 
ARR’s for Z,, while the cube is an ARR for 2, x 2, .) 
Inspection reveals that if X z C, or C$, then N( 1, x) is connected, being 
isomorphic to F5 and P,, respectively. If X = K, x C, then N( 1, X) = 3K, 
while N( 1, f) = K, UK, . However, I Aut(X,)I = 6 in this case and so X is 
not an ARR. Thus the proof of the theorem is completed. 1 
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3.14 LEMMA. Let X = X(G, S) be a Cayley graph for the group G. Let C 
and D be subsets of S such that 
(a) (C)nS=C, (D)nS=D 
(b) the subgraphs of N( 1) induced by the vertices in 1C and 1D are 
disjoint components of N(1). 
Then if a in Aut(X), maps 1C onto lD, it maps l(C) onto l(D). 
Proof: By our assumptions C and D are closed under inversion. Set 
C’ = C and define C’ inductively by setting 
C i+l = {C'c: c E C}. 
Define D’ analogously. We see that 
(C) = u ci. 
i>l 
Let A = Aut(X). If a E A I and g E G define g, to be the unique element in 
G such that lga = lg, . Assume inductively that if a E A i and (lC)a = 1D 
then (1C’)a = 1D’. (For i = 1 this is guaranteed by the hypothesis of the 
lemma.) 
Suppose 4 in A, maps 1C onto 1D. Let c be an arbitrary element of C. 
Then 
lc,’ = 1c-‘(c@;‘) E lC(c@,‘)* 
Since lc, = lc# E lC#, cg E D. Hence cil E D and so, setting I,U = c@, ‘, 
we see that 1 Cv and 1D have at least one vertex in common. As 1 Cv and 
1 D induce components of N( 1) it follows that 1 CI,U = 1D and so, by our in- 
duction hypothesis, 1 C’w = 1 D’. 
Now 
(1 C’c)# = 1 C’(c+; ‘) cO = 1 C’I,VC, = 1 D’c, . 
Since c, E D we thus find that 
(lC’c)+$ E 1D’D = lD’+’ 
and as our choice of c in C was arbitrary we find that (1C” ‘)4 c 1D”‘. We 
conclude that 1 (C)4 s l(D). 1 
We point out that the proof of the above lemma does not require that G 
and X be finite. We now use 3.14 to construct GRR’s. 
3.15 THEOREM. Let G= (H, K), where Hn K = (1). Then if IHJ > 2 
and both H and K have GRR’s, so does G. 
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ProoJ By hypothesis H and K have GRR’s and therefore, by 3.13, we 
may assume they have nbhd-connected GRR’s Y = Y(H, C) and 
Z = Z(K, D), respectively. We assume that G does not have a GRR and 
derive a contradiction. 
We first show that Y and 2 are isomorphic. Let S = CUD and set 
X = X(G, S). We identify Y and 2 with the subgraphs of X induced by the 
sets 1H and lK, respectively. Assume for the moment that -Aut(X), fixes Y 
and 2. Then since it also fixes 1 and since Y and 2 are GRR’s, Aut(X), 
must fix each vertex in Y and in 2. Hence Aut(X), fixes each vertex in 
1 S = 1 C U 1 D, and therefore, by [ 9, Proposition 2.3 1, it fixes each yertex in 
1G = l(S). Thus Aut(X), = (1) an d so X is a GRR for G, contradicting our 
hypothesis. 
Consequently there exists an element a in Aut(X), which does not fix both 
1C and 1D. We seek to apply 3.14. Since Hn K = (1) we have (C)n S = 
HnS=C and (D)fU=KnS=D. Suppose cEC and dED such that 
lc and Id are adjacent in X. Then dc-’ E S = CUD. If dc-’ E C, 
dECccH and ifdc-‘ED, c-‘Ed-‘D. In either case HnK containsa 
non-identity element, a contradiction. Since l(C) and l(D) are the vertex 
sets of Y and Z, respectively, it follows that the subgraphs of X induced by 
1C and 1D are disjoint components of N( 1, X). Hence the hypotheses of 3.14 
are satisfied. 
Therefore, since a does not fix 1 C, it must map it onto some distinct com- 
ponent of N( 1, X). As the only other component of N( 1, X) is induced by 
lD, we must have 1Ca = 1D. By 3.14 we conclude that l(C)a = 1 (D), and 
consequently Y and Z are isomorphic. 
Let c= r\{C, 1). Th us Y(H, C) = F and (C) = H, since ] H 1 > 2 and 
Y(H, C) is a GRR. Let T= C U D and W = W(G, 7’). Finally let d denote 
the degree of Y, d the degree of y and let n = 1 Y]. As before we identify y 
and Z with the subgraphs of W induced by 1C and lD, respectively. 
We claim that N(l, F) is not connected. For if it is, then we repeat our 
earlier arguments and conclude in consequence that either 1C and 1 D are 
fixed by Aut(X), and so W is a GRR, or else some element a of Aut(X), 
maps 1C onto 1D. By 3.15, this implies l(c)a = l(D) and so y and Z are 
isomorphic. This implies in turn that Y z y and therefore Y is self- 
complementary. But then we have d = d, so 1 YI = n = d + d + 1 is odd. By 
[ 12, Sect. 1C ] a self-complementary graph on an odd number of vertices 
admits an automorphism fixing a vertex and so is not a GRR, a con- 
tradiction. 
Thus N( 1, q is not connected. We now show it must contain a component 
isomorphic to N( 1, Z). This holds if there exists a in Aut( w)i such that 
1Da # lD, for then we must have 1 Da c 1 fil D = 1 C, and our claim 
follows immediately. But if Aut( IV), fixes lD, then it fixes 1 C = lr\l D and 
so, arguing as before, we conclude that W is a GRR for G. 
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Hence N( 1, q contains a component isomorphic to N( 1, Z), which 
implies that d > d. Therefore n = d + d + 1 < 2d + 1. By 3.11, this implies 
that N( 1, q contains no non-trivial component on c vertices, where 2c < d. 
Since N(l, q is not connected, this forces us to the conclusion that it 
contains isolated vertices. Therefore, by 3.5, n = ( y] > 2d and so n = 2d and 
d=d+ 1. 
As d = d + 1 and as N( 1, F) contains a component isomorphic to N(l, Z), 
which has d vertices, N( 1, q must contain only one isolated vertex, x say. 
Since x is isolated in N(l, 9 = i(l,, it is adjacent to every vertex in 
N(1, Y)\(x). Since Y is a GRR, it is connected, and so d(1, X) > 3 and 
] Y] > 4. Supose there is a vertex y E N(1, Y) such that y # x and d(1, y) = 3. 
Then N( y, Y) E ff( 1, Y) (because d( 1, JJ) = 3) and therefore {N( y, Y), y } = 
fl( 1, Y), since both these sets contain d + 1 elements. Hence N( y, Y)\{x} = 
N&9 Y)\(Y) cl an as x and y are adjacent, (xy) E Aut( Y). Since ] Y] > 4, this 
contradicts our assumption that Y is a GRR. Thus x is the only vertex in Y 
such that d( 1, X) = 3. Similarly 1 is an isolated vertex in N(x, n, and 
therefore 1 is the only vertex in Y such that d( 1, x) = 3. 
Consequently Y is a regular graph of degree d on 2d= 2d + 2 vertices 
with a partition of its vertex set into disjoint pairs {i, i’} such that d(i, i’) = 3 
and if x E {i, i’ } and y E r\{i, i’ } then d(x, JJ) < 2. Arguing as in the proof of 
3.6 we conclude that Y = Z(U) for some graph U. --- 
By 3.2, we find that N(l, Y) 2 o,(U) and N(l, v SK, U a,(u). But the 
non-trivial component of N( 1, Y) is isomorphic to N( 1, Z), and -- 
N(l, 2) g N(1, Y). Hence o,(U) and a,(U) are isomorphic. Thus a,(U) is 
self-complementary and so, by [ 12, Sect. lC], it admits a non-trivial 
automorphism. We denote this automorphism by /?. 
Let U’ = a,(U) U K, . Then p induces a non-trivial automorphism /? of U’ 
fixing the isolated vertex. By the definition of a switching graph (3.1(b)) B 
induces a non-trivial automorphism of 22(V) fixing each of the two vertices 
corresponding to the isolated vertex of U’. Thus Z(U) is not a GRR. But U 
and U’ lie in the same switching class which, by 3.2, implies that Z(U) and 
Z( U’) are isomorphic. We conclude that Y is not a GRR, our final 
contradiction. u 
3.16 COROLLARY. A solvable group has a GRR if its Sylow subgroups 
. 
do. 
ProojI Let G be a solvable group and let P be a Sylow p-subgroup of G. 
By [6, VI, Sect. 1.71, P has a p-complement H, i.e., a subgroup H such that 
G = PH and P f? H = (1). For any prime q # p, a Sylow q-subgroup of H is 
a Sylow q-subgroup of G. As a subgroup of G, H is solvable and therefore, 
by induction on the number of primes dividing its order, has a GRR. By 
hypothesis P has a GRR and so, by the theorem G = PH has a GRR 
also. I 
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3.17 COROLLARY. Let G be a group with a subgroup H such that 
1 HI > 2 and (H, Inv(G)) = G. Then if H has a GRR, so does G. 
ProoJ We show that if G = (H, a), where a E Inv(G) and H has a 
GRR, then G has a GRR. The general result then follows by a simple induc- 
tion argument. 
Now, by 3.13, since H has a GRR, it has a nbhd-connected one. If a E H, 
G = (H, a) = H has a GRR and so we may assume that H n (a) = 1. It 
follows immediately from the theorem that G = (H, a) has a GRR. 1 
We mention that the preceding result can be proved directly from 3.6 and 
3.8, but we have preferred to use the above proof since it is shorter, given the 
machinery at hand. 
4. GRR’s FOR GROUPS GENERATED BYTHEIRINVOLUTIONS 
We aim now to determine those groups generated by their involutions 
which do not have GRR’s. By 3.17 we know that if G is such a group, then 
no proper subgroup of G has a GRR. This is a strong restriction on the 
structure of G. The following result provides some more information of this 
tY Pea 
4.1 LEMMA. Let G be a group with a subgroup H such that H is not nor- 
mal in G, and G = (H, a), where a is an involution in G\H. Then if H is 
isomorphic to D,, (n 2 4) or Z, (n 2 7), G has a GRR. 
Proof. If H” = H, then G = (H, a) implies H d G. Hence H” # H. 
Assume H g D,, (n 2 4). Then it is generated by two involutions, b and c 
say. If b” and ca both lie in H, H” = (b”, ca) = H. We may therefore assume 
without loss that b” 4 H. Now Y(H, {b, c}) is a regular graph of degree two, 
and is connected since (b, c) = H. Thus it is isomorphic to C,, . We set 
C = a{ 1, b, c}, and observe that Y(H, C) s Cz,. 
Suppose now that H z Z,. Then for some b in H, H = (b) and since 
H*#H, ba&H. Set C=H\{l,b,b-‘}. In this case Y(H,C)gC,. 
We point out that the neighbourhood of a vertex in cn is isomorphic to 
E-3, and is thus connected for n > 7. Set D = C U {a, ba, ab- ’ }, 
X = X(G, D) and A = Aut(X). We will show that X is a GRR for G. The 
proof proceeds in a number of steps. 
(a) The subgraph of X induced by the vertices in 1H is isomorphic to 
Y = Y(H, C). 
If 1 h and lk are adjacent vertices in 1 H, then kh-’ E H n D = C. Hence 
the claim follows. 
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(b) N(la)n lH= (1, lbj. 
Assume that lh E 1H and that lh and la are adjacent in X. Thus ha E D. 
Now ha E C implies a E h-‘C c H, contradicting our choice of a in G\H. 
Therefore ha E D\C = {a, ba, ab-‘}. If ha = ab-‘, then ab-‘a = h E H and 
so b-l E H”, again a contradiction. Therefore either ha = a, and h = 1, or 
ha = ba and h = b. Hence the only vertices in 1H adjacent to la are 1 and 
lb. 
(c) N(lba)n lH= { 1). 
Assume that 1 h E 1H and that lh and lba are adjacent in X. Then 
bah-’ E D, and again bah-’ E C implies a E b-‘Ch c H. Thus bah-’ lies in 
D\C = {a, ba, ab-’ }. If bah- ’ = a, aba = h E H which contradicts our 
assumption that b” 4 H. If bah- ’ = ba, h = 1. Finally if bah- ’ = ab- ‘, 
aba = b-‘,h E H. Consequently there are no vertices other than 1 in 1H 
adjacent to lba. 
(d) N(lab-‘) n 1H = { 1, lb-‘}. 
Once more assume lh E 1H and is adjacent to lab-‘. Then ab-‘h-’ E D, 
and as before ab-‘h-’ E C implies a E H. Hence ab-‘h-l lies in 
{a, ba, ab-‘}. Now ab-‘h-l = ba implies aba = b-‘h- ’ E H, a contradic- 
tion. If ab-‘h-l = a then h = b-l, and if ab-‘h-l = ab-‘, h = 1. Thus the 
only vertices in 1H adjacent to lab-’ are 1 and lb-‘. 
(e) 1C and {la, lba, lab-‘} are fixed by A,. 
By (a), (b), (c) and (d), N(l, X) is the disjoint union of N( 1, Y(H, C)) and 
the subgraph of X spanned by { 1 a, lba, 1 ab-’ }. We have already seen that 
N( 1, Y) z Fnwj, where n > 7. This is a connected graph on at least four ver- 
tices. Hence A, fixes the vertex set of N( 1, I’) and {la, lba, lab-‘}. 
(f) la and lb are fixed by A,. 
Since A 1 fixes 1 C it also fixes 1 H = l(C) (by [P, Proposition 2.1 I). As 
1 ba is the only vertex in { la, lba, lab- ’ } adjacent to just one vertex in 1 H, 
it is fixed. But then, by [9, Proposition 2.31, lab-’ E l(ba) is also fixed. 
Hence la is also fixed, which implies in turn that 1 b is fixed, since 
lb E l(ba, a). 
(g) X is a GRR for G. 
If H E 2, we have G = (b, a) and so, by [9, Proposition 2.3 1, X is a GRR 
for G. If H G D,, we note that A, fixes lfllC= { 1, lb, lc}. Since 1 and lb 
are fixed by A 1, so is lc. Since G = (b, c, a) it follows again that X is a 
GRR for G. 1 
We can now prove the main result of this section. 
4.2 THEOREM. The only groups generated by their involutions and not 
having GRR’s are the following: 
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(1) 2; (n = 2, 3, 4). 
(2) D,, (n = 3, 4, 5). 
(3) GDH(3,3)=(a, b, c: a3=b3=c2= 1, ab=ba, aC=a-‘, 
bC= b-l). 
(4) GDCH(4) = (a, b, c: a2 = b2 = c2 = (ab)4 = 1, (ab)2 = (bc)2 = 
@a)“). 
Proof. Our notation for the groups defined in (3) and (4) follows Hetzel 
[4]. Hoffman and Welch prove in [5] that if n = 2, 3 or 4, every subset of 2; 
is fixed by some non-trivial group automorphism. Consequently, by [ 14, 
Lemma 31, these groups do not have GRR’s. The remaining groups listed in 
the statement of the theorem are shown to be without GRR’s by Watkins in 
[ 14, 151. Hence it only remains for us to show that any group generated by 
its involutions and not listed above has a GRR. 
For an arbitrary group H let Dih(H) = {(a, b): a, b E Znv(H)}. We iden- 
tify 2, with D,, and can therefore regard Dih(H) as the set of dihedral sub- 
groups of H. It is non-empty if and only if H contains elements of even or- 
der. If H is generated by its involutions, then r(H) denotes the minimal num- 
ber of involutions required to generate H. (Thus r(D,,) = 2 for n > 2.) 
Let G be a group such that G = (Znv(G)), where Znv(G) # 0, and which 
has no GRR. We assume that G is not on the list given by the theorem, and 
show in consequence that Dih(G) = 0. This contradicts our assumption that 
Znv(G) # 0, and so proves the theorem. As already noted, by 3.17 we may 
assume no subgroup H of G with ] H( > 2 has a GRR. We now prove 
(a> r(G) 2 3. 
If r(G) = 1, G z 2, and this group has a GRR. If r(G) = 2, G 2 D,, 
where n 2 2. If n > 6 then G has a GRR by [ 141, if n = 2, 3, 4 or 5 then G 
lies on our list. 
(b) For n > 6, D,, 4 Dih(G). 
As we have just remarked, b2,, has a GRR for n > 6 and so our claim 
follows (by 3.17). 
(c) D,, & Dih(G). 
Let H be a subgroup of G isomorphic to D,,. Then by (a), 
r(G) > r(H) = 2 and there exists a E Znv(G)\H. Since G does not have a 
GRR we conclude using 4.1 that H” = H. We show (H, a) z D,, x Z, , 
since D,, x Z, z D,, this contradicts (b). 
If b E Znv(H), then b” E Znv(H) and so Znv(H) is mapped onto itself under 
conjugation by a. As IZnv(Zd)I = 5, there consequently exists b E Znv(H) such 
that b” = b. Let c be a generator of the subgroup of H isomorphic to Z,. 
Since H has only one such subgroup, (c)f = (c) and therefore c” = cm for 
some integer m. Thus we have c = ca = cm and so m2 = 1 (mod 5). Now if 
582b/29/1-10 
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m 3 1 (mod 5), ca = c and a commutes with every element in H = (b, c). 
This implies that (H, a) = (H) X (a) g D,, X 2,. 
If m E -1 (mod5) then ca=c-’ =cb and @‘=c. Since also 
bbab = bb = b, ab commutes with both b and c. Hence (H, a) = (H, ab) = 
(H) X (ab) z D,, X Z,. 
(d) If G has a subgroup H isomorphic to D,, then H Q G and - 
D, & Dih(G). 
As in (c) we conclude that Inv(G)\H is non-empty, and that H g G. Let 
K be a subgroup of G isomorphic to D, and generated by involutions a and 
b. Let c be the involution generating Z(H). Then H g G implies 
(c) = Z(H) g G. H ence ca = cb = c, i.e., c commutes with both a and b. 
Since Z(K) = (1 ), c @ K and therefore (K, c) = K x (c) r D, X Z, “= D,, . 
This contradicts (b). 
(e) If a and b are involutions of G such that (a, b) r D, and c is an 
involution commuting with a, then c E (a, b). 
Assume first that c commutes with b as well as a. Then if c E (a, b), 
(a, b, c) = (a, b) x (c) z D, x Z, which has a GRR, by [ 15, Proposi- 
tion 5.11. Consequently we may assume b and c do not commute. 
By (d), (a, b) (I G and so b’ E (a, b). If bb’ = 1 then bC = b, implying that 
b and c commute. Hence bb” is a non-identity element of (a, b) and therefore 
has order two or four. However, bb’ = bcbc = (bc)2 and so (bb’l = 4 implies 
] bcl = 8, which implies in turn that (b, c) s D16, contradicting (b). Accor- 
dingly we must have ] bb’( = 2, and (b, c) E D, . 
It follows by 4.1 that (b, c) g G. This means that a normalizes 
Z(b, c) = ((bc)2). Hence ((bc)2)” = (bc)2 and therefore (bc)2 commutes with 
a as well as with b. As (bc)2 = bb” E (a, b) this implies that 
(bc)2 E Z(a, b) = ((ba)2) and so (bc)2 = (ba)2. From this we obtain 
cbc = aba and b’” = b. Since a and c commute we also have aca = a. Thus ca 
commutes with both a and b. 
If ca @ (a, b), then arguing as above we conclude that (a, b, c) = 
(a, b, ac) 2 D, x Z,. We are therefore forced to conclude that ca E (a, b), 
and this implies c E (a, b), as claimed. 
(f) If D, E Dih(G), then G contains a subgroup isomorphic to 
GDCH(4). 
Let a and b be involutions of G such that (a, b) = D, . Then by (a), 
r(G) > r(H) = 2 and there exists c E Znv(G)\(a, b). By (e), c commutes with 
neither a nor b. Hence by (b), (c) and (d) we see that both (a, c) and (b, c) 
are isomorphic to D,, and are normal in G. 
Consequently ((bc)2) = Z(b, c) g G, and so (bc)2 commutes with a. By 
(e), this implies (bc)2 E (a, b), and since b and (bc)2 commute, we even have 
(bc)2 E Z(a, b), which implies (bc)2 = (ab)2. Similarly (ca)’ = (bc)2. Thus 
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a2 = b* = c* = (ab)4 = 1 and (ab)*= (bc)2 = (ca)‘. Hence (a, b,c) is 
isomorphic to a quotient of GDCH(4). However, since (a, b) g (a, b, c), 
I(a, b, c)I = 16 = 1 GDCH(4)] and therefore (a, b, c) is isomorphic to 
GDCH(4). 
(g) D, @ Dih(G). 
If D, E Dih(G) then, by (f), G contains a subgroup H which is isomorphic 
to GDCH(4). By hypothesis G # H, and so Inv(G)\H is non-empty. Assume 
d E Inv(G)\H and H = (a, b, c), where a, b and c are as in (f). Let 
H, = (b, c), H, = (a, c) and H, = (a, b). If d commutes with a then, by (e), 
d E Hb < H. Thus we conclude that d commutes with none of a, b or c and 
so, again using (e), (H,, d) z GDCH(4) for all x in {a, b, c}. 
From (d) we see that H, g G for x in {a, b, c} and so it follows that 
H = (Ha, Hb) g G. Hence (H, d) is a group of order 32 satisfying the rela- 
tions a2 = b* = c* = d* = (ab)4 = 1 and (abj2 = (ac)’ = (ad)* = (bc)2 = 
(bd)* = (cd)*. Set A = bed, B = acd, C = abd, D = abc and let 
F = {A, B, C, BA, CBA, DBA, DCB, DCBA }. 
Since A, B, C and D together satisfy the relations A2 = B2 = C* = D2 = 
[A, B] = [A, C] = [A, D] = [B, C] = [B, D] = [C, D] and A4 = 1, it follows 
from [4] that the Cayley graph X(G, F U F-‘) is a GRR for G. (In [4], G is 
referred to as “group 32.43.“) 
(h) If a and b are involutions in G such that (a, b) r D, and c is an 
involution commuting with a, then c = a. 
We need only show that c E (a, b), since the only non-identity element of 
(a, b) commuting with a is a itself. We assume c 4 (a, b), and find in conse-. 
quence subgroups of G isomorphic to D,, or to D,, thus contradicting (b) or 
(g), respectively. 
Assume first that c commutes with b as well as with a. Then 
(a,b,c)=(a,b)X (c)sD~XZ~SD,,. 
Therefore b and c do not commute, implying by (b), (c) and (g) that 
(b,c)sD, and lbcl=3. 
We study the subgroup (abc, ac). We have 
(abc)“’ = ca - abc . ac = cbc . ac = cbc . ca = cba = (abc)- I. 
If abc = (abc)-’ then abc and ac must commute. Since ac also commutes 
with both a and c (because a and c commute), (abc)“’ = abc implies 
a . bat . c = abc and b”’ = b. Hence ac commutes with a and b. If c & (a, b) 
we then have 
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(a, b, c) = (a, b, ac) = (a, b) X (ac) s D, x Z, z D,, . 
We therefore conclude that (abc)- ’ # abc. 
We will show that ] abc I= 4. This implies that (abc, ac) E D,, in con- 
tradiction to (g). Note that if x2 = y* = 1, (xy>” = 1 implies xy = yxyx and 
yxy = xyx. Now 
(abc)4 = ab . ca - bc(abc)* 
= aba . cbc - (abc)* 
= abab . cb(abc)* 
= bat . babcabc 
(ac = ca) 
(cbc = bcb) 
(abab = ba) 
= bc . abab - cabc (ca = ac) 
= bcb . aca . be (abab = ba) 
= bcbcbc 
= 1 
(aca = ca* = c) 
and so our claim is proved. 
(i) If D, E Dih(G), then D,, E Dih(G) implies n = 1 or 3, and all in- 
volutions in G are conjugate. 
Let a and b be involutions in G such that (a, b) g D,. By (h), no involu- 
tion in G\(a, b) commutes with an involution in (a, b). Hence if 
c E Znv(G)\(a, b), it follows from (b), (c) and (g) that (c, a) and (c, b) are 
both isomorphic to D,. Therefore if d E Znv(G)\(a, b) and d# c, it again 
follows from (h) that d and c do not commute. Consequently any two dis- 
tinct involutions in G generate a subgroup isomorphic to D,, and so the first 
part of our claim is proved. 
Since any two involutions in D, are conjugate, we thus see that any two 
involutions in G are. conjugate in the subgroup they generate. Therefore all 
involutions in G are conjugate. 
(j) If D, E Dih(G), then G’ is a 3-group and JG : G’ ] = 2. 
Let H= (ab: a, b E Znv(G)). If g E G and a, b E Znv(G) then 
aR, bR E Znv(G). Thus for all a, b in Znv(G) and g in G, (ab)g= 
aRbg E {cd: c, d E Znv(G)}. This last set is therefore a normal subset of G and 
so H, being generated by it, is also normal in G. (This also shows that a sim- 
ple group of even order is generated by Znv(G).) We now show H = G’. 
If a, b E Znv(G) then b = ag for some g in G. Hence ab = ag-lag = [a, g] 
and so ab E G’. This implies that H is generated by commutators, and is ac- 
cordingly contained in G’. On the other hand G = (a, H), for any 
a E Znv(G), and as H g G either G = H or ] G : H( = 2. In both cases G/H 
is abelian and so G’ < H, which forces H = G’. 
Now by [ 1, Satz], G’ is nilpotent and so is the direct product of its Sylow 
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subgroups. As it is generated by elements of order three, it must even be a 3- 
group. Since 2 I] GI, G # G’ and therefore 1 G : G’ I= 2. 
(k) D, @ Dih(G). 
Assume D, E Dih(G). Then by (j), G = (a, G’), where a E Inv(G) and G’ is 
a 3-group. It will suffice to show that if a E Inv(G), Cc(a) = (a). 
For in that case g” # g for all g in G’, and so conjugation by a induces a 
fixed-point-free automorphism of order two on G’. As is well known this 
plies that ga = g-l for all g in G’, and so G’ is abelian (see [6, Sect. 8.181). 
Further if g E G’ has order nine then (g, a) z D,*, which contradicts (b). 
Hence G’ is an elementary abelian group. It now follows from [ 15, 
Theorem 21 that G has a GRR if 1 G’ I > 27, and does not if I G’ I = 3 or 9. If 
lG’I=3, then GzD,, and if I G’ I = 9, it is not difficult to show that 
G 2 GDH(3,3). 
We assume then that (a) is a proper subgroup of &.(a) = N,(a). Then 
C,(a) must have order 2 . 3k for some integer k > 1, and it therefore con- 
tains an element, g say, having order three. As b E Inv(G) implies 
bg E Inv(G), we see that Inv(G) must be mapped onto itself under conjuga- 
tion by g. By (i), all involutions in G are conjugate, therefore Ilnv(G)] = 
1 G : Cc(a)1 = 3” f or some integer m. By (a), r(G) > 3 and consequently 
m > 1. Since I gl = 3, the non-trivial orbits of g on Inv(G) have length three, 
and as g fixes a, it follows that it fixes at least two further elements of 
Inv( G). 
Let b be such an element. Then g commutes with (a, b) which is 
isomorphic, by (i), to D,. Hence 
Now D, x Z, may be presented in the form (x, y: x3 = y6 = 1, xy = x- ‘) and 
so, by [9, Theorem 21, has a GRR. Consequently C,(a) cannot contain an 
element of order three, and we therefore must have C,(a) = (a). 
(1) Dih(G) = 0. 
Taken together (b), (c), (g) and (j) imply that if D,, E Dih(G), n = 1 or 2. 
Hence any two involutions in G commute, and so G 2 Z!j (n > 1). For n = 1 
and n > 5, Zy has a GRR (see [7]) and is otherwise listed in the statement of 
the theorem. Accordingly Dih(G) = 0, contradicting our assumption that 
Znv(G) = 0. The proof is therefore complete. m 
Since a non-abelian simple group is generated by its involutions, and since 
none of the groups listed in the statement of the theorem are simple, the 
following result requires no further proof. 
4.3 COROLLARY. All non-abelian simple groups have GRR’s. 
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