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Abstract
This paper presents a suite of algorithms for use in motion analysis. A brief
survey of previous work in motion is undertaken. The relationship of the gra-
dient based technique presented here to other motion analysis techniques is
explored. A simple single-scale algorithm is developed from a consideration
of image warping. The underconstrained two-dimensional motion equations
are solved by an implicit smoothness constraint. The response of the al-
gorithm in the frequency domain is explored. The limited spatiotemporal
range of the single-scale algorithm is extended by the use of a multiscale
image pyramid and a hierarchical control structure. Iterative refinement at
each scale is used to eliminate the propagation of any error to other scales.
Finally applications of the algorithn to motion compensated noise reduction
and motion amplification are demonstrated.
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Introduction
Perhaps one of the most fundamental observations about human perception is that we
are sensitive to change; when things remain the same, we tend to adapt to them. Indeed,
one might describe vision as the endeavor to interpret changes in the pattern formed on
the retinal array. Often such changes are due to motion, of either the observer or the
observed.
It is often possible to choose among several different phenomenological expla-
nations of changing intensity values, making the process of interpretation somewhat
ambiguous. Our interest is in the visual effect of the motion of objects and of the ob-
server, or camera; the essential question we ask is "what moves where?" Clearly there
are many possible sources of change in images: objects themselves may change color, as
a chameleon does; the transmissive properties of intervening transparent or translucent
media, such as fog and mist, may change. Lighting characteristics may change as well.
Furthermore, many of these phenomena are interrelated. The changing intensity pat-
tern produced by the motion of a rigid object, for exaiiple, depends on the direction
and spectral properties of the illumination which makes that object visible. There is
clearly a need for a model which incorporates all of these phenomena in its interpretive
scheme. However, lack of time and space must restrict the present analysis somewhat.
The current work focuses on the problem of modeling camera and object motion as two-
dimensional optical flow. In what follows we shall ignore all other sources of variation,
such as lighting.
We will review the available literature for a definition of the problem of motion
analysis and present a computational model, applying that model to the problem of
facial expression. The earliest work on motion may be found in the human vision
literature. More recently there have been a number of papers which attempt to model
the process of motion perception on computers or other special-purpose digital hardware.
We rely on this body of literature for a definition of the problem while seeking to be
informed in a general sort of way by the available (lata on the human visual system.
But the primary focus here remains on the model itself; how to build one that works,
to use it, and to gauge its performance.
The computer, together with a camera and a display, is valuable as a modeling
tool because, like a brain, it is programmable, or plastic. Yet this very plasticity makes
modeling vision in the abstract a somehwat nebulous complex task. It is necessary
to have a domain of application within which to test a given vision model, in order
to be sure that it is functioning in accordance with the constraints imposed by the
real world. Generally the results of motion analysis algorithms have been displayed
as vector diagrams of flow fields. While these diagrams are certainly valuable as a
diagnostic tool, they fail to demonstrate the context within which such motion analysis
has any meaning. We need to consider a complete system with both an input and an
output. One tends to think of liumani vision as a one-way system; light enters the brain
via the eyes. And then? Of course there is walking and talking and so forth, which
provides a kind of visual feedback (since other people may see it), and may often be in
response to whatever is seen, but the act of walking (for example) is so unlike the act
of seeing that one tends to think of the two as cooperating, but separate, processes, not
as the input and output of a single system. Furthermore. one may not want to have to
build (or simulate) a robot in order to test a vision system, although this approach is
certainly workable.
The solution for us will be to concentrate on the medium in which we work, which
is the digital computer, the camera and the screen. Since our primary interest is vision,
we want the output of our system to be visually interesting. Generally one strives for
a description of the "seen" in terms of properties of the real world; motion of objects,
changes in lighting direction and/or intensity, motion of the observer, and so forth.
Such information is used in the human brain for navigation, grasping, and generally
interacting with the world and its denizens. It is only natural to expect that the digi-
tal environment inhabited bv computers should place different demnands on its sensory
apparatus. In our work the analogues of the low-level processes found in the early
stages of human vision find their primary use in enhancing, conoverting, transmitting,
and otherwise manipulating digital imagery, rather than in such anthropomorphic tasks
as walking. We test the motion algorithm in a number of different image processing
applications, as a means of testing the validity of the results, as an effort to place the
work in some sort of supporting context, and because these applications are useful and
interesting in themselves.
Related Work
There has been a great deal of work on motion in the past twenty or so years. We will be
concerned primarily with the computer vision literature, but it is worth noting some of
the theoretical work on human vision, since it helps to define the fundamental problems
at hand. As early as 1960, Julesz posed the now-famous problem of stereo vision, in
the form of random-dot stereograms [Jul60]. These stereograms were pairs of images,
each of which was composed of white noise or some other basically random pattern,
which when viewed stereoscopically (with one image presented to either eye), revealed a
three-dimensional structure, for example of a raised or depressed square. Now stereopsis
is a close relative of motion analysis, since the essential parts of both can be phrased
as matching problems. Motion analysis seeks to compute the displacement of a point
from one image to the next, which is then interpreted as velocity, whereas in stereo, the
same sort of computation yields binocular disparity, from which depth, or distance, can
be computed. Julesz's stereo pairs sparked interest in the problem of stereopsis because
they seemed to indicate that stereo matching was taking lplace early on in the visual
pathways, before any higher-level notions of form or object existed. His AUTOMAP-1
project [Jul62] was an early attempt to implement this matching process on a digital
computer. His approach was fairly simple, and seems only to have ever been applied to
synthetic noise patterns, but it remains interesting today for its clear demonstration of
the possibility of performing matching, both psychophysically and computationally, in
the absence of any clearly distinguished features in either of the images to be matched.
Feature Based Motion Analysis
There have been a number of researchers who have made a case for the necessity of
computing symbolic image tokens of one sort or another prior to the matching process
which yields the muotion field. Marr & Poggio [79] modelled motion perception in the
human visual system as operating on a "2-1/2-D sketch" occupied by image tokens such
as oriented lines and blobs. Ullman [79] argued quite vociferously against using raw im-
age data (or retinal impressions) as the basic elements for correspondence. saying, -grey
level operations are inadequate for the determination of motion and ... organization of
the raw data into elementary meaningful units must precede the correspondence pro-
cess." [U1179], p.15 Although it should be noted that in [MU81], he and Marr presented a
model which was closer in spirit to the gradient and energy models. Barnard & Thomp-
son [80] introduced a relaxation labelling technique to calulate disparities for candidate
points selected by an interest operator; Hildreth [84] computed motion based on the
output of an edge-detecting process.
Indeed, the arguments of these researchers have a great deal to recommend them,
but the problem which we address in this thesis is essentially that of minimizing the
squared difference between two images. This has been our "correspondence problem."
One can easily make the implicit assumption that the motion field which would result
from a solution of that problem would correspond to (the projection of) the motion of
real objects in space. But to do this is certainly an error. The assumption that a point
in the world will always be represented by the same grey value in the image is violated
whenever that point is on an object viewed under directed light. This effect is caused
by the changes in shading which occur as the object moves relative to the light source.
What then is the purpose of doing the sort of motion analysis which operates on grey
values?
There is a basic assumption in all feature based matching schemes. Any two
images which do not differ in their features, as determined by the feature operator in
question, may be indiscriminablel. Consider a feature detector as a map from the space
of all possible images into some feature space. It seems clear that in order to qualify
as "picking out" salient features, such a map must be many-to-one. Some information
will be lost. The complete grey scale information may still be valuable in cases where
the feature detector fails. At any rate, there is some evidence from studies of human
vision( [BraSO], [AnsSO]) of a "short-range" motion process which operates purely on
grey level information. This process is described as being sensitive to small motions,
Daugman [83], for example, describes a class of images, namely those whose luminance distributions
are subharmonic, which are all confounded by schemes that consider solely the zero-crossings in the
output of a Laplacian operator.
primarily in the periphery of the visual system. In contrast, the "long-range" motion
system is taken to be responsible for the matching of the sort which requires some sort
of preprocessing, be it edge-detection or extraction of salient feature points. I think
it is worth reiterating Anstis' [80] suggestion that the essential difference between the
two processes is the order of processing; matching first, then edges (Anstis' features)
in the short-range system (Anstis' system 1); edges first, then matching in the long-
range system (Anstis' system 2). The point is that there is no reason why the matching
mechanism which is used in the two processes should not be one and the same. The
important distinction after all, is as to the basic elenients which are to be matched, not
the matching process itself. Most of the feature-based motion systems which have been
implemented use more-or-less symbolic representations such as lists of edges and/or
feature points as the basic elements of the match. But there is no reason why feature
detection processes should not provide output in the same format as their input; i.e. as
grey scale images. A list of feature points may be represented quite clearly by an image
in which only those "featured" points are illuminated. Any grey-level matching process
could then be applied to such a feature map.
Thus, grey level matching may be seen to be the fundamental matching process;
it may be involved in both the short range motion process, in which it operates on the
immediate data, and in the long range process, in which it operates on data which has
been processed by some feature detectors. The principle of parsimony should encourage
us to strive for a theory in which the same matching mechanism is used in both processes.
It is hoped that this argument will demonstrate the potential value of grey level image
matching in modelling human vision. In the current work, though, we make no further
attempts at such modelling. Rather we will confine ourselves to a demonstration of the
use of image matching in the digital domain, as it applies to image processing.
Correlation Based Motion Analysis
The correlation-based techniques, (see, e.g., [Qua84], [AnaS7], [BYX82]) for computing
image matches are probably the most straightforward ones, conceptually speaking. The
basic idea on which these techniques are based is the following. One defines a correlation
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function, C(F, G, x, y, Ax, Ay), which is a measure of the similarity of two images F and
G, at the position (x, y) relative to one of the images' coordinates, when the other image
is displaced by (Ax, Ay). Then the displacement between the two images (at a given
point (x, y)) may be taken to be the (Ax, Ay) which maximizes C. A number of different
functions may be used for C. Burt et al [1982] evaluated several correlation functions
for use in motion analysis, including direct correlation, mean normalized correlation,
variance normalized correlation, and two sorts of Laplacian filtered correlations. In
the algorithm that will be presented here, we have used a mean square error measure 2
and a Laplacian filtered mean square error measure which are closely related to direct
correlation and to Laplacian filter correlation.
The direct correlation measure is computed by summing the product of the two
images over an integration region which is specified by the supports of the weighting
function 14:
DC(F.G,x,Ax) = (W(x)F(x + Ax + 6)G(x + 6)
6
W might be a gaussian weighting function, which would give greater emphasis to points
closer to x. The mean square error measure is given by:
MSE(F,G,x, Ax) ( W(x)(F(x + Ax +6) - G(x + 6))2
Note that this can be written as Z F 2 -2FG+G 2 , where we have omitted the arguments
for brevity's sake. If the integration region is fairly large compared to the maximum
displacement Ax, then the second order moment. E F 2 will not vary much over the
relevant range. Since T G 2 is constant with respect to Ax, the MSE and (minus one-
half of) the DC measures differ only by the slowly-varying function E F 2 + G2 . Thus,
for small integration regions, the minimum of the MSE measure will approximately
coincide with the maximum of the DC measure. The mean square error has one distinct
advantage, though. Becuase it is bounded below (by zero), it is always guaranteed to
have a global minimum. This fact will allow us to derive a closed-form solution for the
displacement, which would not be possible using the simple product Z FG which can
take on both positive and negative values.
2 Anandan refers to this as a "suni of squared difference" measure.
3 The support of a function is the region in which that function is non-zero.
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Once C has been chosen, the displacement at each position (x, y), may be spec-
ified by determining the values of Ax and Ay for which C achieves its maximum (or
minimum). The simplest thing would be to do an exhaustive search, computing C every-
where in its domain. Unfortunately this can be an expensive alternative; the resulting
computation is of order n2 (2A 2 + 1), where n is the size of the correlation window and
A is the maximum displacement accounted for. And of course this does not include
the computation of the actual maximum. This latter process could of course be quite
simple if only integral (on-pixel) displacements are sought; in this case the maximum
could simply be accumulated as the correlation values are computed; or, in a parallel
implementation, a relatively inexpensive search for the maximum could be performed.
However, if fractional, inter-pixel resolution is desired, some sort of curve-fitting or in-
terpolation must be performed on the resulting C, as in Anandan's algorithm [Ana86).
Cost-cutting measures such as hill-climbing can reduce the number of displace-
ments which are tried in correlation-based matching schemes. But these measures are
undesirable for two reasons: first of all, the usual sort of polynomial fitting used to
perform sub-pixel interpolation becomes problematic when not all of the samples are
present. Second of all, such a hill-climbing method presumes a largely serial implemen-
tation, since it is impossible to know all of the displacements that should be computed
ahead of time. Since C can be computed independently for each displacement, if the
hardware required to parallelize this computation is available (and this is not outside
the scope of current technology), then it may actually be faster to compute all the
correlations than to do hill-climbing.
Gradient Based Motion Analysis
Another, indeed perhaps the most popular, class of motion analysis techniques is based
on the computation of image gradients in space and time. Under certain assumptions,
which will be detailed later, these locally-computed gradients can be used as an approx-
imation to the image over a region of space-time. These techniques are closely related
to the correlation-based techniques 4. In fact the solution which we will present, which
is essentially "gradient-based" will be derived as a method of minimizing the mean
squared error correlation measure. Let us take a look at some of the gradient-based
schemes and then compare the gradient approach with the correlation approach.
There was some work done by Limb and Murphy in 1975 on velocity estimation
in television signals [LM75] which is among the earliest implementations of a gradient-
based motion analysis scheme. Although the specifics of their implementation seem
somewhat unsophisticated in light of the hardware which is available today, the basis
of their analysis is quite similar to that of rmany current approaches. Their estimate
of velocity is essentially the sum of the "frame difference signal" (FDS) over the whole
image divided by the sum of the "element difference signal" (EDS) over the region
where the FDS is non-zero; in other words, over the moving region. This approach
is somewhat restricted, since it assumes that all of the moving parts of the scene are
moving with the same velocity, but is worth examining nonetheless, since it is at the
heart of all of the gradient-based motion detection schemes. Note that the FDS is
simply an approximation to the temporal derivative of the image, , and the EDS is
a simple horizontal spatial derivative, 4. An application of the chain rule gives the
identity aI = dx which leads to the estimate of velocity FDS/EDS. This is the basic
at - a dtI
intuition which gives the gradient-based approach its appeal. Of course we have glossed
over some important points, such as the assumptions under which this chain rule holds,
how the derivatives are to be computed, what to do when they are singular, and so forth,
but we will come back to these later. For now let us address the problem of multiple
motions within a scene. Limb and Murphy never really addressed this problem; their
analysis deals only with the case where there is a single moving object, or else the scene
has already been segmented such that the moving segments can be treated individually.
Fennema and Thompson [79] presented a gradient based approach to motion anal-
ysis which was able to accomodate the possibility of multiple simultaneous motions. In
4 Anandan provides a proof ( [Ana86], Appendix C) that in the limit of a continuous image rep-
resentation in which the correlation vindow size approaches zero, his (correlation-based) algorithm is
equivalent to Nagel's (second-order) gradient-based algorithm.
two dimensions, the first order image derivatives at a given point are not sufficient to
determine the velocity at that point. This is because, using the first derivatives, we
can only compute the component of velocity parallel to the image gradient. Fennema
and Thompson provided a geometric interpretation for this one-dimensional constraint.
They showed that the derivatives constrain the velocity to lie on a line in cartesian ve-
locity space, or equivalently, on a cosine curve in polar velocity space, in which one axis
represents angle, or direction of the velocity, and the other its magnitude. If the image
gradient varies significantly over a region, all of whose pixels are moving with the same
velocity, then the intersection of all of the region's velocity constraint lines will uniquely
specify both components of the velocity. Fennema and Thompson proposed finding this
intersection by a Hough transform, which was implemented by actually drawing the
velocity constraint curves in an image, the accumulator array. The maxima in such the
accumulator array would indicate the velocities present in the image. Then any pixel
whose derivatives were consistent with the velocity corresponding to the most promi-
nent peak in the velocity distribution were assigned that veloicty. Finally the analysis
would be repeated in its entirety for all of the remaining pixels. This would continue
until there were no more well defined peaks in the accuimulator array. This segmented
method of combining the incomplete local constraints represented an advance over the
global averaging method of Limb & Murphy, but the peak-detection process still en-
forced a single velocity for a single object. Objects which are moving in almost any
fashion other than simple translation in the plane of focus of the imaging system will
exhibit a range of (projected) velocities. One way of integrating the (pointwise) incom-
plete gradient constraints is to propagate information locally, i.e. to allow neighboring
pixels to influence each others' estimates.
Horn & Schunk provided an elegant, concise formulation of this solution to the
incompleteness in the gradient equation [HS81]. Their work is also notable for their
conservatism in describing the conditions under which their algorithm could be expected
to function. It is worth examining these conditions since most gradient based algorithms,
especially those which employ some sort of local smoothness constraint, and including
the one presented here, will suffer from the same sorts of problems as Horn & Schunk's.
There are two main assumptions at work here. The first is that
dI
-d= 0  (1)
dt
In other words, the brightness corresponding to a given point in the world is constant.
This implies either that the world is flat or that the light which shines on it is completely
isotropic. The second assumption amounts to a continuity requirement. The image in-
tensities must be differentiable in time and in space. This is a formal requirement which
is necessary for the mathematics of the derivation, but it has practical consequences as
well. Discontinuities occur in time and space primarily at the borders of objects. It
should be obvious that any matching algorithm will have difficulties where there is oc-
clusion or disocclusion, which represents discontinuity in the temporal dimension. But
the continuity requirement also applies to the spatial derivatives; in order to avoid diffi-
culties due to singularities in the spatial derivatives, each image must be smooth. These
assumptions apply equally well to all gradient based algorithms, since they are all based
on the brightness constancy assumption and the computability of brightness derivatives.
Equation 1 can be expanded via the chain rule to yield:
al dx aidy a1
y_ + 7- + -= 0 (2)
The assumptions which Horn & Schunk enumerate apply equally to all algorithms which
are based on equation 2; these are the algorithms which we term "gradient based."
In order to integrate the derivative information and overcome the incompleteness
of the information which is available at each point in the image, Horn & Schunk propose
a smoothness constraint whereby the square of the length of the gradient of the velocity
is minimized simultaneously with an error term, which is just the square of the left
hand side of equation 2. With the smoothness constraint, Horn writes the error to be
minimized as:
2= a2((Vu)2 + (Vv 2 )) + +ldx ± +
where u and v are the two components of image flow. The additional requirement
that neighboring points have similar velocities is sufficient to guarantee a solution. The
solution will be uniquely determined by the data when the images are not totally de-
generate; that is, when they do not vary along a single dimension only. When the data
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is degenerate, this smoothness constraint will cause the resulting velocity estimate to
be the smallest velocity which satisfies the constraints; this will be perpendicular to the
image gradient ("normal flow") when there is only a one-dimensional constraint, or zero
in the case where alt = 0 everywhere.
Horn & Schunk's formulation leads to an iterative solution which may not be
the most efficient approach to the computation of optical flow. However, their work
is valuable from a theoretical standpoint both because it formalized the notion that
requiring the velocity field to be smooth is a sufficient condition for a solution of the
(underconstrained) matching problem, and because it made explicit the conditions under
which a gradient based matching algorithm could be expected to succeed.
Energy Based Motion Analysis
Another approach to motion analysis is embodied by the class of algorithms based on
analyzing distributions of spatiotemporal energy. The work of Watson & Ahumada [83],
Adelson & Bergen [85], and Heeger [87] is in part motivated by human psychophysical
data showing that the human visual system is organized in spatiotemporal frequency
"bands." Watson & Ahumada presented a system which is sensitive to motion at a
certain orientation. They claim that it is a linear system, but it is fairly easy to convince
onesself that a purely linear system such as this could never really qualify as a motion
sensor of the sort that which they claim to have designed, since (for example) it cannot
unambiguously determine the direction of motion. In fact, the hyperbolic temporal filter
they use introduces the nonlinearity. The emphasis on a spatial frequency decomposition
in this model is analogous to that found in later work, and it was in a sense a precursor
of those more fully developed models. Adelson & Bergen [85] described a mechanism
based on filters with orientations in space-time which could actually extract velocity. By
combining the squared outputs of a quadrature pair of two linear filters, it is possible to
produce a filter which is sensitive to motion in only one direction (e.g. rightward only or
leftward only). Finally, pairs of these oriented energy detectors were combined (linearly)
to form motion opponent energy detectors which responded positively to motion in one
direction and negatively to motion in the opposite direction. Heeger [87] presented a
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motion energy model which extracted image flow by combining the outputs of twelve
motion-sensitive Gabor-energy filters in each spatial frequency band. The model was
applied to a number of different images, including a synthetic fly-through sequence of
Yosemite valley for which veridical flow fields were available. The estimated flow was
found to accord well with the real flow. The model was also found to accord well with
data describing the tuning of cells in human striate cortex and in the middle temporal
area.
Further Enhancements
Multiscale, or coarse-to-fine techniques have been used to extend the range of velocities
which a given algorithm can estimate. A typical instance in which a multiscale tech-
nique is particularly appropriate would be large (velocity of several pixels) motion of a
textured object. If the motion analysis is performed at a scale where the elements of the
texture appear as significant components of the match, then there will be many false
matches. Burt (83] computes a different estimate of velocity and a corresponding confi-
dence measure at each level of a Laplacian pyramid structure. Quam [84] and Anandan
[86,87] have both implemented motion estimators which employ a coarse-to-fine con-
trol structure in which the coarse (lowest spatial frequency) estimate is computed first
and is then refined by the more detailed information available in the higher spatial
frequencies. Quam has implemented this control structure by warping the image with
the coarse motion estimate and then obtaining the fine estimate by using the warped
image. While Anandan does not explicitly warp the image, his algorithm performs an
implicit warp, since the correlation search is performed at a location which is offset by
the coarse motion estimate. A similar coarse to fine control strategy has been employed
here and indeed could be valuable in any essentially local motion estimator.
Lucas & Kanade [81] demonstrated the use of Newton-Raphson iteration in a
gradient based motion estimator. The spatiotemporal first derivatives of the image
intensity are computed and used to determine an estimate of the motion at every point.
The image is then warped by the initial estimate and the whole process repeated until
convergence (or some ceiling on the number of iterations) is achieved. The derivation
of the motion estimate presented here closely follows that of Lucas & Kanade. We have
found that it is often possible to achieve passable results using only a single pass of the
gradient estimation and have rarely employed the algorithm in an iterative fashion, but
it should be noted that better results will almost certainly be achieved through iteration
(see also the discussion on iteration in a multiscale framework).
Nagel (83] demonstrated a technique, based on the computation of second order
image intensity variations, which is able to estimate velocities without resorting to a
smoothness assumption. The planar (linear) image approximation which is used in
most gradient based schemes (included that presented here) is not accurate in areas
which correspond to corners and edges. This observation may be a motivation for the
consideration of more complex (such as quadratic) image models. Unfortunately, the
solution which Nagel presents only admits a solution at grey value corners, and therefore
results in a sparse velocity field. In order to obtain a dense displacement field, some sort
of interpolation, or smoothing, must be performed. Nagel & Enkelmann [86] examined
an "oriented smoothness" constraint which propagates information along contours in
the image. This could be useful in ensuring that object boundaries remain sharp in the
velocity image.
Girod [87] performed an analysis of the value of motion analysis in picture cod-
ing. His analysis was performed in terms of rate-distortion theory and is interesting to
consider in the context of the coding results presented in the last section.
A Simple Motion Algorithm
Image Warping
Let us digress a moment from the discussion of motion analysis per se, and take a
moment to consider the concept of image "warping". We do this for two reasons.
First, warping is useful in iterating the motion process and in propagating constraints
in a coarse to fine control structure. Second, the definition of the image warp serves
an important theoretical function in that it yields . functional interpretation to the
otherwise purely formal definition of the motion flow field. In other words, through
warping images, we can see, directly, the effect of a given estimate of velocity. In a sense,
the use of the warping operation to display motion allows us to place an interpretation
on the optical flow which would otherwise be simply an abstract vector field.
We will represent motion as a two-valued function, sampled in space and time,
but for the moment, let us consider the continuous analog of this representation. The
two values represent the horizontal and vertical components of velocity in the image
plane (This is what is often known as "optical flow," and should be contrasted with
physical motion in a three dimensional viewer- or object-centered coordinate frame).
Let us suppose that we are given two images, 14 and I2. The flow field relating the two
should be a point-to-point correspondence between the two images. Or more formally,
what we would really like is an invertible mapping between the two images. However,
veridical optical flow fields derived from the projection of the motions of real objects
will not generally be invertible, even in the continuous representation. There will be
singular regions whenever there is occlusion and disocclusion; the forward map will be
undefined in regions of occlusion, and the inverse map wll be undefined in regions of
disocclusion, where new matter is being revealed. There may also be singular points like
foci of expansion and contraction, where the map may be many-to-one or one-to-many.
We make no attempt to supply a cogent interpretation of the flow field in these regions;
it is simply undefined there. Let us examine instead the effect of discretization on this
problem of inversion.
Again, at each image coordinate, we have (in the flow field) a displacement vector
whose tail lies in one image and whose head points to the corresponding place in the
other image. Mathematically, we can express the correspondence in terms of a mapping,
F, from I1 to 12. We can express F in terms of the two components of velocity, fr and
f, (which depend on x and y):
F(I)(x, y) = I(x - fx, y - fy). (3)
The condition of invertibility of the flow field is important since it captures the properties
we want from a correspondence between two images. Given a pair of images 1 and I2,
and a mapping F which is determined from a flow field in the manner described in (3), it
can be shown that F is invertible if and only if F is one-to-one and onto. In other words.,
if and only if, under F, each point in I1 maps to a unique point in 12 and each point
in 12 is the image of (a single) point in 1 (Note that the mapping could be one-to-one
and not onto if, for example, some points in 12 were not in the range of F).
The situation is complicated by the fact that our image representation is a discrete
approximation to a continuous distribution. Of course, if the underlying continuous flow
field just happens to attain only integral values on the sampling grid, then the analysis of
the discrete case is very much like that of the continuous case, since the correspondence
may be one to one in the absence of true singularities. However, it is quite possible for
an object's projected image velocity to be less than a single pixel per time sample. We
would like the velocity field to be able to achieve sub-pixel accuracy in order to perform
a smooth interpolation and avoid aliasing which would otherwise occur in the image
warping process. Unfortunately, even if the warping function has no singularities, and
the underlying continuous distribution is theoretically invertible, the discretized flow
field warp may still be many-to-one or one-to-many, in which case no inverse exists.
To know exactly what the effect of this will be, we must determine how to cal-
culate the value of an image at points off of the sampling grid. There are many ways
to do this, but the essential idea is to generate a model of the continuous distribution
of intensity from which the known samples might have been derived. and then to use
the continuous representation to calculate the values at positions which lie between
the actual sample positions. The simplest and least expensive interpolation technique
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Figure 1: The same flow field, f(x, y) = (-y, -x) displayed in different forms: An
image pair, a vector field, and an image and the result of warping it with this flow
field.
is the nearest-neighbor method, which simply rounds (or truncates) the displacement
vector to the nearest integer, but this method can suffer from blocky artifacts. More
elaborate schemes have been proposed, based on bicubic splines, and the best theoret-
ical performance is achieved by the sinc interpolant (for an extensive survey of image
warping, see [Wol88]), but for the present application, as a compromise between ef-
ficiency and accuracy, we used a bilinear interpolant. In this scheme, between-pixel
values are computed as a weighted linear combination of the four surrounding pixels.
This corresponds to an image model in which the pixel values represent (in the contin-
uous domain) overlapping four-sided pyramids. An example of flow field and a warped
image are shown in figure 1. We simply remark that, no matter what the interpolation
kernel, the image warp is a linear transformation, which is to say that, considered as a
function on the space of two-dimensional images, it obeys the superposition principle:
F(aI1 + b12 ) = aF(1) + bF(I2).
With any of these interpolation schemes, we can implement the warper by direct
analogy to equation 3. We call this the "from" warp, or "pullback". Note that there is
an approximation to the inverse available, which we can calculate by accumulating the
results of:
F-1 (I)(x + fX, y + fy) = I(x, y) (4)
We call this the "to" warp, or the "pushforward", and write - 1 because it is an
approximation to the inverse of F. The pushforward is not really very useful in general
though, since if the divergence of F is not zero, the intensity values will tend to bunch
and cluster in some places, leaving corresponding gaps in others (Note that the total
intensity in the image is preserved).
It is worth making special note of this basic asymmetry in the warping equations,
which, although it may not exist in the continuous representation, appears as a result
of the transition to a discretely sampled, pixel-based image representation.
We have neglected to discuss the problem of warping bounded images, since there
is no general solution to the problem of samples drawn from outside the bounds of the
image. Several approaches have been used; namely extending the value of the border
pixel, implicitly padding with zeros, reflecting into the image, and wrapping around
the image. Depending on the application, different techiiiques may be desirable. In the
case of motion analysis, extension of the border pixel value and reflection were generally
found to be the best techniques for elimination of the spurious estimates at the borders
which often appeared. In image warping for display, however, it is often preferrable to
pad the image with whatever the background color on the display may be (generally
black, represented by zero).
We will take our criterion for a motion field to be based on this definition of image
warping. That is, we define the displacement field f relating an ordered pair of images
(11, 12) to be the two-valued function which defines a pullback mapping F, according to
equation 3, such that I2 = F(1I). But this is an implicit definition: it does not tell us
how to compute the flow field given the two images; it does not guarantee that a solution
exists. It is quite easy to come up with examples for which there is no solution, such
as two different constant images: warping transformations have no effect on constant
images. In the face of this essential inadequacy, we can only hope to come up with a
heuristic to guide us in choosing a good approximation to the true correspondence.
The Basic Algorithm
We have discussed a number of different techniques for motion estimation in the previous
section. Let us consider the problem from a fresher, if somewhat more naive viewpoint.
Perhaps the simplest technique one could imagine is to compare each pixel value in the
first image with every pixel value in the second image, searching for the one which is
closest in intensity. This can be expressed mathematically as finding, at each (x, y),
(dx, dy) = f(x, y) which minimizes the local "squared error", 112 (x + dx, y + dy) -
I1(x,y)1 2 . Of course this method has some serious drawbacks; since in general many
pixels will be very close in intensity, there will be a great deal of ambiguity in the
voting, and the estimates will be highly unstable. Probably the first improvement one
would make would be to weight neighboring pixels more heavily (thus preferring small
displacements), both to restrict the domain of the search and to reduce the instability.
In this case, we write the (now weighted) squared error as: |W(dx, dy)(I 2 (x + dx, y +
dy) - Ii(x, y))| 2 , where presumably W is radially symmetric and increases as (dx, dy)
deviates from (0,0). But even with this modification, there will be some ambiguity in
regions of the image where the variation in intensity is degenerate. Where the image is
constant, motion will cause no variation. And where the image has an edge, or in general
has only one-dimensional variation, it will be impossible to detect motion parallel to
the iso-intensity contours, or edges. This problem is often referred to as the 'aperture
problem." One imagines a kind of window of attention within which motion processing
occurs; if the image is degenerate in that window in both images, then motion estimates
will be underconstrained within that window.
One approach to the aperture problem is to increase the size of the window over
which the matching is done, effectively imposing a smoothness constraint. If the window
is large enough, it will presumably encompass some spatial variation in intensity and
thus be able to detect motion. We can rewrite the minimization as a sum over the entire
image:
MSE= W(x, y, dx, dy)[Ii(x + dx, y + dy) -1 2(x, y)]2 , (5)
where now W is a function of both the velocity estimate and the position within the
correlation window. The region of integration is just the support of 147. As we increase
the size of this region, in the hopes of eliminating the aperture problem, we tend to
impose constancy on the resulting displacement field. In the limiting case where the
region of support of W is coextensive with the entire image, we will end up with the
same velocity estimate everywhere. We will need to make some sort of compromise
between allowing local variation in the velocity field and propagating information into
underconstrained regions.
The foregoing discussion is not meant as a serious proposal of any particular sort
of matching algorithm. It is purely intended to expose what the essential issues are
that any grey level matching algorithm must confront, namely the tradeoff between
the resolution of the velocity field, which is limited by weighting functions with large
support, and some measure of confidence in the individual velocity estimates, which is
generally enhanced by allowing neighboring points to influence each other's estimates.
We will become back to a discussion of this issue in more concrete terms, but for now,
let us consider how we might actually implement the minimization in equation 5.
If we allow ourselves to approximate the image locally by a linear function;
I(x + dx, y + dy) ~~ I(x, y) + dx + dy (6)
then equation 5 is second-order in dx and dy, and we can obtain a closed-form solution
by taking derivatives with respect to dx and dy, and setting the result equal to zero.
For simplicity, we adopt vector notation: d = (dx, dy), x = (x, y) and VI =
and drop references to the dependent variables. Substituting ( 6 ) into ( 5 ) yields:
MSE = ZW(x)[Ii + (d -V1) 12]2 (7)
For the moment, let us assume that W is constant over some finite region R and zero
outside that region. This includes the case of a simple rectangular weighting window.
We will reintroduce space-varying integration windows later on. Then, in order to
25
minimize the mean squared error, we take the derivative with respect to d and set the
two resulting equations equal to zero simultaneously:
Z 2[1 + (d - V1 1 ) - I 2]VI 2 = 0 (8)
xE1Z
A simple rearrangement of terms allows us to rewrite (d - VI1)V1I as dtVIi(V11 )t.
Letting H = EXET VIi(VI1)t and solving for d gives:
dt = (2 - I1)VI H- 1  (9)
Where H, written as components, is just:( li 2 Al 1 01
H 7 -x Oy By
Thus we have an explicit solution for the displacement, d. In component form:
1(dx, dy) = - d(bc - ae, ac - bd) (101)
where a = E(12 - I1) , b = E(12 - 1) , c =( E),, d and
e .
There are a few things worth noting about this solution. One is its basic asynmme-
try. All of the spatial derivatives are taken with respect to one of the images. The only
place the other image enters is in the temporal derivative. This may seem sonewhat
undesirable for the basic reason that, in matching two images, it seems that one ought
to include information about the spatial structure of each of them. This asymmetry is
the unavoidable result of the discrete representation of the flow field, its interpretation
as a correspondence of points in the two images, and its use in image warping. In this
representation, the flow vectors are constrained to lie on a grid in one image (the target),
yet can range freely between pixels and even overlap with each other in the other image
(the source). Because we have insisted on this strict interpretation of the flow vectors,
we are forced from the start to live with a certain asyminetry in the result, and this has
discouraged any real attempt to symmetrize the solution given above.
Certainly one could imagine computing the spatial and temporal derivatives in a
more distributed fashion; for example by averaging the two images before computing
the spatial derivatives (as Horn does). This has not been done here, but we believe
that this motion algorithm is easily adaptable, without any fundamental alterations,
to different measures of spatial and temporal variation. There are other formulations
of motion in which this asymmetry does not enter. For example, the motion energy
models (see, e.g. [AB85], [Hee87], and [WA83]) take the viewpoint that motion is best
described in terms of distributions of energy in the frequency domain. The assumption
is that the sampling density of the image will be sufficient that the derivatives can
be treated as being taken from a continuous distribution. The resulting models are
neatly symmetric in space and time. We believe that this same symmetry could be
achieved in this framework using improved estimates for the spatiotemporal derivatives,
but unfortunately any investigation of this possibility must be left for future work.
The other thing to note is that the solution to 10 is well-behaved unless the
determinant of H, 1/(c 2 - de), equals zero. This will occur whenever the quotient
/ is a constant over the region R. In fact this is a necessary condition for the
denominator to vanish. One way of seeing this is to write the above sums in vector
notation: Let I, = 2-L' and I,= . Then c2 = de -> <Ii, Ix >2 = 1I|IIlj, which
can only achieve equality when I, oc Iy. This condition is fulfilled, for example, if the
image satisfies equation 6, or if there is an edge-like feature in the image. In such regions
it is desirable to compute the normal flow, that is, the velocity parallel to the image
gradient.
Normal Flow
It may seem a little bizarre that the solution should always fail in those regions where
it satisfies the underlying assumptions; i.e. where there are linear features. We intro-
duced the assumption, in equation 6, that the image can be modeled by a plane. And
yet, we find that if the image is in fact planar, the solution to the motion equation
will be underconstrained. This paradox can be resolved by considering the range of the
approximation we made. Equation 6 only requires that that the image can be approxi-
mated by a plane over the range determined by the displacement, h, at that point. In
order for the solution to be underconstrained, however, the image must be degenerate
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(one-dimensional) over the entire region of integration; the support of the weighting
function, W. In the bilinear image model described in the discussion of image warping
above, the image was taken to be composed of one pixel wide planar patches. If we take
this to be our basic image model, we are guaranteed at least a plus-or-minus one-half
pixel range over which the planar approximation will be valid. This also corresponds to
the range of displacements which will be correctly analyzed by the algorithm. We will
see later how to extend this range using a multiscale analysis, but right now we still
need to address the aperture problem which may occurs at any scale.
In fact we can be guaranteed of a solution if we rewrite the solution in a slightly
different form, using a matrix pseudoinverse, rather than a true inverse. This will
yield the solution obtained above in situations where there is sufficient image variation.
Otherwise it results in a flow vector which is parallel to the image gradient: the -nor-
mal flow." A similar approach has been taken by other researchers; for a particularly
complete exposition of the singular value decomposition as it applies to image flow anal-
ysis, see Martinez [Mar86], who uses the SVD and the resulting pseudoinverse with a
somewhat more complex (quadratic) image model. Whatever the model, one generally
arrives at an equation of the form: A- = q, where the matrix A and the vector q are
known and one requires a solution for -. If det A # 0. A is invertible, and the solu-
tion is immediate. Otherwise, we express A in terms of an eigenvector decomposition:
A = 4tA4. Then we can rewrite our solution as: 7 = 4tA-l TI Note that this is
equivalent to inverting A if it is invertible. Of course some of the eigenvalues will be
zero if A is degenerate, in which case we simply set their inverses to be zero as well.
What effect does this have?
In our case, A is H, and is a 2x2 matrix. Thus there will be two eigenvalues; call
them Amin and Ama, and two corresponding eigenvectors, 6mjin and 4max. There are
three basic cases. If both eigenvalues vanish, this implies that all the spatial derivatives
were zero over the entire region, in which -case there is really no information available.
The algorithm returns zero as its velocity estimate. If only one of the eigenvalues
vanishes, this implies that the image is linear throughout the region. Furthermore.
emax will point in the direction of maximum contrast change, i.e. perpendicular to the
edge feature in the region. And in this case the algorithm will return an estimate parallel
to <Omax, normal to the image gradient. Finally, if both eigenvalues are non-zero, then
there will be contributions from both eigenvectors, weighted by the correlation of the
changing image intensities with the two spatial derivatives. In our computations, we
wish to avoid the instability which occurs as the eigenvalues approach zero (remember
that we are dividing by them). In order to do this, we decree that 1/A = 0 if A < C, for
some small e. The exact choice of e is not critical as long as it is tied to the magnitude
of variation in the image; the exact choice reflects an estimate of the signal-to-noise
ratio in the signal. This parameter determines the point at which the two-dimensional
equations of motion are replaced with the one-dimensional normal flow equations. We
have used the heuristic that c is always five percent of the maximum value of Ama, on
the assumption that any spatial variation which produces smaller eigenvalues than that
may be safely ignored.
Now we have a sotution which is defined everywhere in the image, even where the
image information is sparse. But we also have something else: the eigenvalues, which
represent a kind of confidence measure. Anandan has made a case for the importance of a
direction-sensitive confidence measure [Ana87), which he computes as the eigenvalues of
the matrix of second derivatives of the "SSD" (sum-of-squared-difference) surface. The
algorithm presented here yields a completely analogous oriented confidence measure,
but without the necessity of computing the SSD surface, which is a somewhat expensive
calculation. In fact, Anandan's (second-order) algorithm can be shown to reduce to this
(linear) one under either of two conditions; namely, when the image is in fact a linear
function of the spatial coordinates or when the integration window size tends to zero; for
a proof, see [Ana87], Appendix C. In any case, the orientation of the eigenvalues given
by the two algorithms will be approximately the same; always perpendicular to edge-like
features. This confidence measure can be very useful, either within the motion analysis
or in some other, later process, as it can be used in preventing incorrect estimates from
contaminating later results.
Frequency response of the algorithm
With continuous derivatives
What are the implications of the linear approximation we made in equation 6? Certainly
most images will deviate from linearity to a certain degree. It is instructive to consider
the response of the system to a translating sinusoid. For the sake of simplicity, we
consider the case of a translating one-dimensional sinusoid, but bear in mind that similar
arguments can be made (using more complicated algebra, of course) in two dimensions.
The (continuous) one-dimensional analogue to equation 9 is:
f aI aI
2 at a(11)
Consider the one (spatial) dimensional image described by I(x, t) = sin(ox + vt), which
is the equation for a sine wave of period 27r/w translating with velocity v/w. A quick
calculation verifies that the continuous equation of motion yields the correct result,
v/w. However, if we consider the image to be sampled discretely in time, the situation
is somewhat more complex. Let us assume, in order to simplify the calculations, that
the samples are taken at unit time intervals, i.e. at t = 0, 1,2,.... Next it is necessary
to specify what we mean by "derivative" in this discrete domain. The analysis above
implicitly assumes that the temporal derivative. 4, is given by a simple two-frame
difference, I2 - 1i, but does not specify the means of calculating the spatial derivatives.
In order to obtain spatial derivatives, we used simple edge operators which were chosen
as to be as small as possible while still sharing the same region of support. Larger masks
might yield more robust estimates at some given scale, but in a multi-scale framework
it is desirable to eliminate interscale interference which would be introduced by the use
of derivative filters with broader responses. With that said, let us ignore the specifics of
the spatial derivatives for now and analyze the response of the system to the translating,
one-dimensional sine wave, which is sampled temporally, but remains fully continuous
in space.
Using the discretized form for the temporal derivative recasts equation 11 as
_ f (I(x, 1) - I(x, 0)) 4|t=o 12
I (a It=o)
Now let I(x, t) = sin(ox + vt + 4), where we have now added a term which represents a
constant phase shift, which we will need in order to observe the effect of the position of a
finite integration window. Substituting this sinusoid for I in equation 12 and computing
the integrals over a finite interval R yields the following estimate for the velocity:
sin v cos 2(o +) 4) 13V = + 2(1 - cos v) cos 2(wx.+ ) (13)
W 2x + w/2sin 2(wx + 4)
It is worth examining this equation for a moment as it places some bounds on the
operating parameters of the algorithm. First of all, there will be a bound on the mag-
nitude of the velocity due to the assumption we made about linearity: the algorithm
will calculate the correct velocity only when the image is linear over the region of dis-
placement. For the moment, let us ignore the effect of the finite region of integration,
R. Allowing the integrals to be taken over the entire real line will give us an upper
bound on the velocity which the algorithm can handle in the best case. Under the limit
R. -- (-co, oo), we get v - sin v/o, which, when v < 1, i.e. in the region where sin is
linear, is approximately v/, the desired result.
This last result gives us a bound on the temporal frequency, V, which is related
to the temporal sampling density, assumed to be 1 sample / unit time. The velocity,
v/u, depends on the spatial frequency of the image as well. In regions without much
detail, where w is small, we can tolerate large displacements. However, for a worst case
analysis we need to consider the maximum frequency, which will simply be determined
by the spatial sampling den-sity of the images. In this analysis we have considered the
images to be continuous, but in the case where the image is sampled spatially and
band-limited at the Nvquist limit our results remain valid since in that case we can
expect the discrete spatial derivative operators to agree with the continuous ones. A
simple calculation shows that the (discretized) algorithm may yield incorrect estimates
for high-frequency sine gratings if velocities are in excess of approximately one half pixel
per unit time. This is just what one should expect: a sine grating with a period of two
7r
-7r PHASE 7
Figure 2: The absolute difference between the true velocity and the estimate, shown
as a percent of the true velocity, computed using a rectangular integration window.
Peak values represent ~~ 7% error.
pixels translating at one pixel per frame is indistinguishable from both a flickering sine
grating and a grating translating at the same speed in the opposite direction.
Let us examine briefly the effect of a finite integration window. We'll just consider
the case where the temporal frequency is small enough to satisy the linearity constraint;
let's take v = 0.5. In this case, the leading term of equation 13 yields very nearly the
correct result, and is independent of the size of the integration window, R. So anly errors
will be due to contributions from the second term, which depends on the exact region
of integration. Let's assume that the region of integration is centered about the origin.
More specifically, let it be [-a, a]. This does not restrict the generality of the analysis
since the sine wave can be shifted by an arbitrary constant phase. Figure 2 shows the
absolute value of the percent difference between the actual velocity and the velocity
estimate given above, as a function of the phase, 4, which is the x-coordinate, and the
integration limit, a, which is the y-coordinate. The peak values in this diagram are
approximately 7%; i.e. for the window sizes shown, all the estimates will be within 7%
of the true values. The error varies significantly as a function of phase; this is due to
the variation in the linearity of the sinusoid over its period.
We know that the velocity estimate converges as the size of the integration window
increases. However, it is apparent from figure 2 that the convergence is rather slow. In
fact, it is even possible for a small increase in window size to exacerbate the error in
the estimate. We can see in figure 2 that there are certain optimal window sizes for
which the error just vanishes. If this claim sounds a little heady, remember that we are
considering only sine waves of a given spatial frequency, u.. We can obtain an expression
for the optimal window size from equation 13: By setting the second term equal to zero
and performing some algebraic manipulations, we obtain the relation sin(2wa) = 0. Of
course there will still be some residual error from the first term due to the nonlinearity
of the sinusoid, but this would be better addressed in some other fashion. In short, for
the limiting frequency w = 0.5 cycles/sample, we obtain (the first) optimal window at
a = j. We carried this analysis through primarily because it was fairly easy to compute
and demonstrates in a clear way the implications of the linearity assumption that was
made. For general applications, the use of a rectangular integration window such as
we have been discussing is probably not the best choice. The oscillation ("ringing")
apparent in the residual error term (figure 2) is due to the sharp cut-off at the edges of
the rectangular window. This ringing would not be a problem if we knew that the image
was very narrowly bandpassed and could tune our rectangular windows accordingly, but
generally this will not be the case, and we would like to develop a means of dealing with
images of somewhat mixed spatial-frequency content.
With that said, let us consider a weighted integration window. With a weighting
function W(x), equation 12 becomes:
f W(x)(I(x,1) - I(x,0)) (
v = (14)
fW(x)
Let us assume that W'1(x) is even (symmetric about the origin). Substituting the
sinusoid for I yields;
W f W(x) cos (x + 4) (sin (WX + v + )-sinll (x +))P (15)
W2 f W(x) cos 2 (WX +4)
A few trigonometric identities may be used to split the numerator into two terms:
w J W('x)(sin V cos2 (WX + 4) + 1/2(cosv - 1) sin 2(wx + 4))
We note that the first cos2 term is identical, up to a multiplicative constant, with
the denominator, and thus cancels, leaving sin v/w, which we recognize as the previous
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Figure 3: Error in the motion estimate when the integral is weighted with a gaussian,
shown as a percent of the best linear estimate. The error is plotted with respect to
window size, as parameterized by /w. Peak values represent :: ±10 % error.
result, plus the second term. Note that if 4 = 0, then the second term is odd and
vanishes when integrated. Thus we can regard the second term as describing the phase
response of the motion analyzer. Let us examine this phase response in the case where
W(x) = e-OX2 ; a Gaussian. In this case we can perform the integration analytically if
it is taken over the entire real line. Of course this would be impractical computationally
speaking, but our results may give us some intuition as to how to proceed when we
come to the actual implementation. Using the well-known formula for the integral of a
gaussian: ff e- 2 -bxdx eb2 /a, we find the phase term reduces to:
cos v - 1 sin 24
sinv ew2 /0 +cos2#
This function, normalized by the leading term, is shown in figure 3. The reason we
normalize by the leading term sin v/w, rather than the true velocity v/w is that we
want to emphasize the errors which are due to the choice of integration window and not
confound them with the independent error which is due to sine's nonlinearity.
Compare the shapes of the functions displayed in equations 2 and 3. The exact
values are difficult to compare due to the different measures of window size used in
the two cases. The choice of integration window can have a significant effect on the
performance of the algorithm. The use of a gaussian window eliminates the ringing
that we saw earlier in the case of the rectangular window. However, generally speaking
a larger integration window must be used in order to gain similar overall error perfor-
mance. What can we conclude about the choice of integration window? The equations
described above can be used to derive an analytic assessment of the performance of a
particular window. Equation 15 contains several integrals which are very close in form
to Fourier integrals. In fact, we find that after some rearranging, we can obtain the
following:
sin v cosv-1 Y(W(x))(2w)sin2#
+ W c + F(W(x))(2w) cos 24
where F(W(x))(w) denotes the value of the Fourier transform of W(x), at the frequency
W, and c, a normalization constant, is just the volume of W(x), i.e. ff W(x)dx. In
fact, only the real part of the Fourier transform enters here, so F could more accurately
be said to denote the Cosine transform. However because the integration windows which
we are considering are all even; that is symmetric about the origin, and therefore have
transforms which are completely real, the distinction is moot. This formulation allows
us to specify the requirements of the integration window in a general sort of way. The
second term of equation 17 varies monotonically with -F, which means that this error
term will be minimal when the frequency content of the image does not interact with
the frequency response of the window. This equation may also help to give some insight
into the ringing behavior of the rectangular window. The transform of a box filter is
a sinc function, which has a qualitatively similar appearance to the damped oscillation
depicted in figure 2.
With discretized derivatives
The algorithm was implemented on a digital computer. Computations were performed
using floating-point arithmetic, and there should be little or no error due to roundoff
or loss of significant digits. There are a few gaps, however, in the foregoing theoretical
analysis that are worth noting. First of all, the preceding results dealt only with the one-
dimensional case. However, they may be extended quite readily to two dimensions in
the case of a single sine wave, as they are separable when reduced to the (essentially one
dimensional) case of normal flow. Second, and more importantly. the representation
of images in the digital implementation is discrete, not continuous, as in the theory.
This has two chief effects. First, all of the integrals are replaced with discrete sums and
the Fourier transforms with discrete Fourier transforms. Second, the spatial derivative
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Figure 4: The left-hand graph shows the velocity estimated by the algorithm at var-
ious different spatial frequencies, using a 5x5 gaussian-weighted integration window.
The correct answer was -0.5. The frequencies shown run from 0 to 7r. The range has
been clipped. The right-hand graph shows similar data for a 5x5 rectangular window.
operator is modeled by convolution with a discrete filter. This point is worth some
attention. What properties should a filter have to qualify as a derivative operator?
Consider the action of the continuous derivative operator in the frequency domain:
D(sin( ox)) = w cos(ox): Thus the frequency domain response has a real part which is
simply w, the frequency, and a constant imaginary part, which is a phase shift of -- /2.
No finite filter kernel can realize this behavior exactly, because of the discontinuity at
the highest frequency, and it is beyond our current scope to enter into the problem of
designing a filter for this purpose. However, it is important to know the effect that the
actual response of the derivative filter has on the response of the motion analyzer.
If in equation 15 we replace the cosine term (which represents the derivative of the
image) with the response of the derivative filter, D(sin(wx + (5o)) =
and once again derive equation 17, we find that the effect is to replace the W in the
denominator of the original expression with A(w) sin(4(w)). The resultant expression is
given below:
si v cos v - 1 F(W(x))(2w) sin 24
A(w) sin(#(w)) A(w) sin(#(w)) c + F(W(x))(2w) cos 24
In the continuous case, A(4) = 1, and #(w) = r/2, and the result corresponds with our
previous calculation. In this implementation, we have used we have used a. very simple
convolution kernel for our horizontal derivative filter, which is shown in figure 5(the
vertical derivative is simply the transpose of the horizontal).
The magnitude of the frequency response of this mask (in the horizontal direction)
is simply sinw, which approximates the ideal, w, only for the lower frequencies. The
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Figure 5: The horizontal derivative filter mask
effect of the non-ideal frequency response of the derivative filter can be seen in figure 4.
The largest overall effect seen in figure 4 is due to the fact that the velocity esti-
mate will actually tend to infinity at either end of the frequency range, as the derivatives
vanish, and that to counter this the algorithm clamps the estimate to zero when the
derivatives become too small. But it is not this clamping behavior which concerns us
here. There are basically two phenomena worth noting in this figure. At the low end,
the accuracy of the estimate is fairly good, except that it is corrupted by oscillations.
In general these oscillations will become worse as the frequency decreases. At any rate,
these oscillations are a function of the integration window and its phase relative to
the sine waves, as we saw above in the theoretical analysis. In the continuous case we
examined previously, this was the dominant effect. We can see here that the effect is
still visible when the images are discretized in space, but only in the lower frequency
range does it predominate. Indeed, absent the effect of the integration window (and the
threshold on the derivative), the estimate depends only on the validity of the derivative
operator, which converges to exactly the true value as the frequency approaches zero.
In the high frequency range the effect of the integration window becomes irrelevant as
the estimate is dominated by the behavior of the derivative operator. This is the cause
of the dramatic fall-off in figure 4.
This observation is confirmed by an examination of equation 18. The second
term in that equation describes the effect of the integration window. It is easy to
see that this term has a maximum at w = 0 and vanishes as ; increases. Remember
that the integration window. 1WV(x), is essentially a low-pass filter. It is only in the
lower frequency ranges that this window has any effect. Conversely. the first term of
equation 18 must always blow up at the highest frequency, as long as A() conforms
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Figure 6: The estimated velocity for a uniformly translating image consisting of the
sum of two sine waves. One was held at a fixed frequency, while the other varied in
frequency from 0 to 7r.
to the restriction A(-w) = -A(w), which is one of the requirements to be a derivative
operator. This requirement, along with the fact that A(w) = A(-r), which is true of
all discrete linear filters, ensures that A(w) = 0, which causes the estimate to blow up
when w = 7.
Although the preceding analysis is illuminating in a number of ways, it should
be clear that it does not immediately yield any great insights into the behavior of
the algorithm to any stimuli other than uniformly translating sine wave gratings. A
linear system may be completely characterized by its response to sine waves of various
frequencies. This is not the case with a non-linear system such as ours. However, a
frequency domain analysis such as we have undertaken may still prove valuable as a
guide for further analysis and as a descriptive metaphor. A linear system is described
by its action on a basis because the response to any combination of the basis elements is
simply the sum of the responses to the elements themselves, and because any stimulus
can be expressed as a weighted sum of the basis elements. This property is often known
as the "superposition principle". What we would like is to prove something akin to the
superposition principle for our (non-linear) motion process. Clearly we don't want the
velocity estimate of the sum of two images to be the sum of the two velocities, but we
would like to be able to say something about what does in fact happen when two images
are summed.
Of course there can be no general technique for analyzing a non-linear system such
as this. We will have to simply operate by trying the algorithm on some representative-
seeming images in the hopes of convincing ourselves that it will work in a more general
domain. Figure 6 shows the velocity which was computed for pairs of images which were
constructed by summing two sine waves. The displacement between the two frames was
always -0.5; as before, the only thing which was varied was the frequency content of the
images. In this case, one sine was held fixed while the other varied in frequency from
0 to 7r. We know that the behavior of the system will be similar to what we have seen
when the frequencies of the two sinusoids are close. When they are the same, we are
left with a single sine wave. It is worth noting that the system degrades in a similar
manner in this case as in the case of a single sine wave. This seems to suggest that the
frequency domain analysis may be diagnostic of the behavior of the system under more
complex situations.
Multiscale analysis
The basic motivation for multiscale motion analysis is the limited range of the single
scale technique. For the algorithm we have presented, the maximum effective range is
±} pixel displacement. In order to extend this range, we could apply the technique
to a low-pass filtered and subsampled version of the image, in which each pixel would
represent a large area in the original image. Of course, this would limit the resolution
of the resulting flow field. What we would really like to do is to integrate information
from all different scales. Our approach to this is a coarse to fine control structure
which is similar to those proposed by Quam [84] and Anandan [87]. First we generate
a hierarchical image representation, known as a pyramid, of both source and target
images. Then we compute the motion estimate for the lowest frequency band in the
pyramid, using the result (multiplied by two and expanded via Gaussian interpolation)
to warp the next higher band in the source image's pyramid. Then the whole process is
repeated in the new frequency band using the warped source image. The information
from all frequency bands is thus combined into a single estimate of displacement.
This basic technique is a fairly simple extension of the motion analysis presented
so far, but it does raise some new questions. First of all, there is the question of what is
the correct pyramid representation. Quam [84] used low-pass Gaussian pyramids. Burt
et al [83] used band-passed Laplacian pyramids. We have experimented with both, and
found the difference between them to be somewhat subtle. If the motion algorithm
functions as we would like it to, the two types of pyramids should produce the same
result. In the Gaussian pyramid, if the lowest frequency is correctly matched, then
the temporal difference image at the next sharper level of the pyramid will not have
any low frequency information in it. In fact, it will be the same image that would
be computed using a Laplacian pyramid. The distinction appears when there is some
error present. If, for example, there is a global (or nearly so) change in brightness
due to lighting, even something as simple as a constant brightness pedestal, then the
low-pass scheme will be fraught with spurious matches. Generally speaking, this sort of
problem generates errors which cause objects to appear to expand or contract, depending
on the sign of the brightness change. Using bandpassed images can help to alleviate
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Figure 7: Two frames from a sequence taken from the ABC Evening News showing
Peter Jennings raising his eybrows and forehead, opening his mouth, closing his eyes,
and shrugging slightly
problems of this nature, since they are not sensitive to an image's mean brightness.
However, lighting changes usually result in more complex variations in image intensity
than simply adding a constant amount of intensity. In order to handle such variations,
it may be desirable to preprocess the images to be matched with some sort of automatic
gain control mechanism 5. But a detailed investigation into lighting effects and the
processing that would be necessary to account for them is beyond the scope of the
current investigation. Beyond this simple account, there is no strong reason to use
band-passed rather than low-passed pyramids; both were found to achieve comparable
results.
Figure 7 shows two frames taken from the Peter Jennings sequence. They exhibit
motion at all scales which varies significantly from point to point, and thus represent
a significant challenge for any motion algorithm. The whole head moves, as do the
individual features. Figure 8 shows the results of a single-scale motion analysis at the
full resolution of the images, i.e a high-frequency motion analysis. Clearly the results
are unsatisfactory; the velocities are greatly in excess of one pixel per frame, and the
resulting estimates are greatly in error. All estimates have been clipped to the range
plus-or-minus one pixel per frame. In fact the raw calculations may return estimates
5Bergen [Private communication] has suggested dividing the image by a low-passed version of itself
as one simple AGC mechanism.
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Figure 8: The results of a single scale motion computation performed at the finest.
resolution possible. The flow field is shown on above; the image below was computed
by warping the source image (on the left in figure 7) with the computed flow field. If
the motion analysis was successful, this image should look like the target.
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the images were low-pass filtered and subsampled by a factor of eight for this analysis.
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which are much larger; these can generally be taken as a sign that the motion is taking
place at too large a scale for the analysis, and that a lower frequency band should be
matched first. In fact this places an upper bound on the velocity that can be computed
which is simply 2" - 1 pixels per frame, where n is the number of levels in the pyramid.
This raises the question how one determines which levels of the pyramid should
be used in the computation. One approach is simply always to use all of the levels which
are available. However, this is not optimal, as the analysis in the lowest frequency bands
may actually introduce errors if there is no motion in those bands; when the coarse to
fine control structure is used, these errors will be magnified. Thus it is best to choose
the coarsest level of detail by hand, using an estimate of the magnitude of the largest
velocities and the rule given above. Another approach to this problem is given in the
section on iteration.
Figure 9 shows the result of a low frequency band motion calculation. Note the
smoothness of the resulting flow field. The motion is generally upwards, which is correct.
However also note the distortion of the facial features due to the blurring of the flow
field. This problem has been ameliorated somewhat in figure 10, in which the coarse
estimate has been refined by information from the higher frequency bands. There is still
some distortion around the eyes and mouth which is due to changes in the reflectance of
the surface being modeled, a phenomenon which is not well-accounted for by the simple
linear model. These changes are due primarily to the smoothing of the wrinkles and
bags around the eyes which occurs as the skin is stretched taught, and the appearance
of the tongue as the mouth is opened.
Iterative refinement
As Lucas & Kanade [81] pointed out, we can regard a motion analysis such as we
have described as merely a single step in a process akin to Newton-Raphson iteration.
If we use the results of the motion analysis to warp the source image, we obtain an
approximation of the target. If we then recompute the motion analysis using the warped
source as the new source image, we will obtain a refinement to the initial estimate; and
we can repeat this process as many times as necessary. There is one wrinkle to this
implementation, though. The various flow fields which are derived in this manner have
their "tails" in different images; they cannot be combined into a single image by merely
summing them. Recall that, in continuous notation, the value of an image I, warped
by a flow field (f1, fv), at position (x, y) is just I(x - fx(x, y), y - fY(x, y)) 6 . Denote the
result of this warp F(I). The result of warping F(I) a second time, say with flow field
(gx, gy) yields:
G(F(I)) = F(I)(x', y') = I(x' - fx(x', y'), y' - fy(x', y')),
where x' _ x - gx and y' = y - gy. Now if we define warping on flow fields as well
as single images such that the two component images are warped in tandem, we can
define a new flow field, H = G+G(F) such that H(I) = G(F(I)). This is the definition
of functional composition for warping. Using this definition, we can combine the flow
fields generated at each step of the iteration into a single result.
Composing warp fields can be useful in the intermediate stages of the iteration
as well, not just for computing the final result. It may be desirable to generate the
successive source images by always warping the original source with the current estimate
of the total warp field, rather than warping the previous source image with the current
iteration step's refining warp field. There is a certain amount of blurring introduced with
every warp, due to the low-pass filter which is used for the interpolation. It seems that
the velocity field will usually be smoother than the images from which it was comiputed.
Therefore blurring in the velocity field was considered more tolerable than blurring in
the images, and we always warped in the manner described.
Finally, note that in the inultiscale framework, iteration should be performed by
level, rather than on the framework as a whole. This is because any refinements which
are made through iteration on the low frequencies would be more-or-less unaffected
if the higher frequency refinements preceded them, while errors in the low frequency
bands (which may be corrected by iteration at that single scale) may adversely affect
the higher frequency computations. Figure 11 shows the results of iterating the motion
6We use minus signs to denote the use of the pullback warp operator.
analysis which was performed previously on the images shown in figure 7. There is a
slight improvement over the previous results, but in general we have found the multiscale
algorithm to give fairly good results even without iteration.
Examples; applications
Here we present a few potential applications of the motion analysis technique.
Motion Amplification
One well-known application of motion analysis techniques is in frame-rate interpola-
tion, which is typically required when converting to and from different motion picture
recording standards. (See [Mar86] for a discussion of this topic). The basic idea which
is exploited in frame rate interpolation is that, given an accurate warp field relating two
successive frames in a motion picture, it is possible to generate an image as it would
have appeared at any instant of time between those two frames. A related application is
motion extrapolation, or amplification. Motion extrapolation functions in exactly the
same way as motion interpolation, except that the points in time which are recreated
lie outside of the interval bounded by the two frames. An example is shown in figure 12.
Motion compensated noise reduction
The idea behind motion compensated noise reduction is fairly simple. In the absence of
motion, the best technique for removing white noise which is uncorrelated from frame
to frame is simple averaging, or temporal low pass filtering. Often we have a sequence of
frames with a small amount of motion and would like to use the same technique. A good
motion analysis provides the capability of filtering along the trajectories of objects in
space-time in order to remove noise. An example is shown in figures 13 - 16. Figure 13
shows a noisy sequence of a van driving away and to the right. In order to average
along a trajectory in time, we performed a three-stage process. First we computed a
motion field for each frame, relating them all to a common frame, which we chose to be
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Figure 11: The results of an iterated multiscale motion computation. Three levels
of a gaussian pyramid were used, and the analysis was iterated three times at each
level.
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motion between frames 11 and 12.
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in the middle of the sequence in order to minimize the displacements. In general this
technique will probably work best if the frame of interest is surrounded on both sides
(i.e. in the past and in the future) by related frames. Then, we warped each image
with its associated flow field so that they were all aligned with each other. After this,
the temporal averaging is trivial to perform since it can be done pointwise. We used a
simple block averaging scheme in time, although it would be interesting to investigate
the effect of weighting more distant frames (in time) less heavily.
The basic idea behind this form of temporal noise reduction is to enhance those
portions of the image sequence which are preserved by the warping operation: these
generally correspond to objects which may move and deform by small amounts from
frame to frame. Incoherent variations, such as are caused by noise in the imaging
apparatus, will be dampened by this process. The basic approach is to take a set of
frames 1 ... IN corresponding to a window in time, choose a privileged frame, Ig, and
to link the set together with flow fields which connect each frame to that privileged one.
Perhaps the simplest way to do this would be to apply the matching operation directly
to the desired pairs, MATCH(Ig,Ik),k = 1... N, k # j. However, it is desirable to take
advantage of the temporal ordering; the match operation will work best when applied
to pairs of frames which are closely spaced in time. Another method of structuring the
computations takes advantage of the composition relation for flow fields given above. We
could, for example, simply compute each frame's motion relative to its closest neighbor.
Then we could compute the global flow fields by composing the local ones with each
other. However, this scheme would involve a large amount of warping for the farthest
removed frames, and a commensurate amount of blurring in the relevant flow fields.
What we did instead was to organize the computation in a hierarchical structure. This
structure can be considered as an extension of the multiscale concept to the temporal
domain. Every other image was matched with its neighbor in the direction of the target
frame. In other words, if the target was frame 8, frame 1 was matched with frame 2, and
frame 16 with frame 15. Then we subsampled by a factor of two in the temporal domain
and repeated the whole process, matching frame 2 with frame 4, frame 15 with frame
11, and so on. This process was repeated until all of the images were connected in a
Figure 13: On the left is one frame at full resolution from a noisy sequence of a
moving van. The whole sequence is shown on the right, at reduced resolution.
tree-like structure whose nodes are images and whose branches are flow fields connecting
those images. This involves the same number of matching operations as either matching
nearest neighbors, which would generate a very deep tree with just two branches, or
matching all images to one central frame, which would generate a tree with 15 branches,
each one node deep. In this particular case, the intermediate case, which is a symmetric
binary tree, was found to yield the best results. It is to be expected that other structures
will perform better with different motion sequences, but an exhaustive categorization
was not attempted.
An application of motion compensated noise reduction is shown in figures 13 - 16.
In this sequence, the van moves away (in depth) and to the right, and the camera also
performs an irregular motion. Thus this sequence represents a fairly complex real scene
and is a good test of the algorithm. Figure 14 shows the result of block averaging the
sequence of sixteen frames without motion compensation. The image is greatly obscured
by this process. Figure 15 shows the result of averaging with motion compensation,
and figure 16 shows how it the noise reduction process has made it possible to read
the (hitherto illegible) license plate of the moving van. It should also be noted that
the motion compensation process can easily be combined with other noise reduction
techniques (such as temporal median filtering) when appropriate.
Figure 14: The result of simply averaging a set of the frames in the van sequence.
Figure 15: The results of temporal low pass filtering along the trajectories indicated
by the motion analysis. On the left, the result of processing only four frames. On the
right, the full sixteen frames have been used. A spatial high-pass filter was used to
sharpen both images.
Figure 16: The license plates, before and after noise reduction, have been blown up
for comparison.
Modeling facial expression
One goal of this research was the modeling of human facial expressions. This endeavor
has met with only limited success. It succeeded in the sense that one can certainly
apply the motion analysis to images of moving faces and successfully interpolate and
extrapolate the motion of those faces, which is to some extent what is meant by facial
expression. However, it might be thought that this motion field would be a model of
facial expression in a stronger sense as well. It should be a valuable exercise to examine
this attempt, in spite of its failure, both in order to. serve as a cautionary tale and to
point out some other progress which was made in directions more-or-less tangential to
the primary thrust of this work.
A simple feature-based model of the human face was used as the basis for mapping
facial expression from one face to another, which was taken to be an indication of a
robust model of expression. Motion fields were extracted from a sequence of images
of the author's face. A simple linear transformation incorporating (two-dimiensioial)
scaling, rotation, and translation was used to map these expressions to an image of
Mona Lisa. Such a transformation can be easily generated by matching three prominent
feature points, such as the nose and the two eyes, which were selected by hand. Then
the motion fields were transformed to the coordinates of Mona Lisa's face and used to
warp it. The result is shown in figure 17, before and after warping. This experiment
was clearly only partially successful. There are many reasons for this, but the primary
one seems to be the inadequacy of the three-point face model which was used to map
the expressions from one face to the other. Clearly more work needs to be done in order
to generate more sophisticated, three-dimensional facial models from the images; given
this mapping from images to models, it should become possible to map the flow fields
onto the models as well.
An attempt was also made to use a motion-derived facial expression model as a
basis for coding. The next section discusses this idea at some length. Briefly, the idea
was that if one could reduce an image sequence, whose content was known to be a face
in a fairly central position, to a description in terms of a relatively small number of
Figure 17: Mona Lisa winks?
parameters7 , that this would facilitate transmission of expression data only, at a low bit
rate, which could be redisplayed by the receiver on some other face. We have already
seen that the simple transfer of expressions was an elusive goal, even in the absence
of bit rate coding. At the time however, this was not apparent, and we developed a
framework for temporal image coding which would lend itself naturally to the work with
facial expression. It seemed that a principle components, or eigenvector analysis offered
the most promise. The next section details the implementation of temporal eigenface
analysis, and the attempt to apply it to coding facial expressions. In fact, we did achieve
some gains vis a vis bit rate coding.
7 Ekman's 40-parameter Facial Action Coding System seemed to indicate that this would be possible.
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Eigenface Analysis
The first question to consider as we embark on a study of facial expression is what
representation to use. We want a representation that will naturally encode the percep-
tually salient features of faces and that will lend itself to efficient storage, transmission,
and computation. Let us begin by considering some standard representations for im-
ages, since we will generally encounter facial expressions as images, on CCD arrays,
CRT screens, digital memory, and retinal imprints. We refer to the data stored in all
of these media as images because they all represent their data as one or more two-
dimensional intensity functions, indexed by spatial position. The basis functions of the
basic pixel-based representation are delta functions. In some applications, it is useful to
transform image data into the Fourier domain, in which intensity values are indexed by
spatial frequency coordinates. The basis elements of the Fourier domain are sinusoids:
these are simple the Fourier transforms of the delta, functions. And of course there is
a continuum of intermediate representations which are localized to varying degrees in
both space and spatial frequency. However, we need not be overly concerned with such
distinctions here. Since our basic unit of inquiry will be the image, we will not consider
in great detail how the images themselves are represented. Suffice it to say that the
arguments in this chapter, though they will be developed without explicit reference to
spatial frequency representations, can be applied equally well and without modification
in the Fourier or hybrid domains.
For the present purpose, we seek a set of basis functions which represents all the
possible images of a particular object, namely a human head. The dimensionality of
such a set (the number of basis elements) should be independent of the resolution of the
images themselves. There are at least two approaches to obtaining such a basis. One
would be to start from an a priori model of image formation, be it geometric, physical, or
otherwise, and then to generate a basis set directly from analytical consideration of the
model. A popular approach to modeling deformable objects (of which the human face is
but one example) is modal analysis, which is based on a computation of the eigenstates
of the system. These states represent independent modes of vibration or motion of
the system. So for example, if one has a physical model of the object in question
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which can be described as a number of masses connected by massless springs, than one
writes down a correlation matrix, indexed by the mass-points, in which each entry is a
single number describing the strength of interaction (spring constant) between the two
points. We know from linear algebra that the eigenvectors of a nonsingular matrix form
a basis set, which, in the physical case, means that all motions which the model may
undergo can be described as linear combinations of the eigenstates. Furthermore, the
eigenvectors often have other valuable properties. In the physical case, the eigenvectors
of the correlation matrix represent steady states of vibration and motion of the system,
and the corresponding eigenvalues yield the frequencies of vibration.
In our case, however, there is no a priori model of the system. We want to derive
a model from data acquired by a camera. We take the model to be completely char-
acterized by a set of spatiotemporal samples of light intensity and attempt to derive a
model without any consideration of how the image may have been formed. Although
we will use the method of eigenvector analysis in what follows, the development is closer
in spirit to the Karhuenen-Loeve transformation of signal processing fame, or the prin-
cipal components analysis of statistics and psychology than it is to the physical model
described above. From a signal coding standpoint, we would like to obtain a representa-
tion whose basis elements' probabilities of occurrence are highly asymmetric. In other
words, we would like to find the representation which has the minimal entropy. Such
a representation would be amenable to variable length coding and other bandwidth re-
duction techniques, and, we argue, would represent a natural description of the intrinsic
sources of variation in the image, namely head position and facial expression. In order
to see how this is so, let us consider one method of minimizing entropy given a set of
samples.
Mathematical Foundations
Suppose that we have a set of images, n of them, and that we take this set to be
representative of the (larger) set of images which we would like to represent. Consider
these images as vectors in a normed vector space, and let the inner product be denoted
<, >, and ||xkf = <x , x > . Normalize the images so that all their lengths are equal
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to unity 8 Label them X1,x 2 ,... ,x. We seek an orthogonal basis set of the subspace
X which is spanned by the x,, and we would like to find a basis in which most of
the variation in the set can be represented by only a few basis vectors. Of course
this will only be successful if the x, contain some redundancy; if, in linear-algebraic
terminology, they are non-orthogonal. But this is essentially what is meant when we
say that the images are images of the same object, i.e. that they are correlated in
some way. What follows can be viewed as a technique for exploiting the temporal, or
interframe redundancy in the set of input samples.
We motivate the eigenvector analysis as a method of finding the vector # on
the unit sphere in X which has the maximum contribution to the xi, i.e. for which
<, > = 1 and
n
is a maximum. Such an x we will refer to as the (normalized) "principle component" of
the xi. In general, the system is spanned by n such vectors. We will choose them such
that for each j,
(<Xi #j> 2 (19)
is a maximum, and with the requirement that the #J be orthogonal to each other.
Intuitively, each vector can be thought of as the principle component of the collection of
images which is left over after removing all of the components parallel to the previous
vectors.
Let X be the matrix _ x. We will show that the eigenvectors of X satisfy
equation 19. Although the dimension of X is equal to the number of samples (pixels)
in each x., it is degenerate, with rank < n, so at most n of the eigenvalues are non-
zero. Let <k be the matrix of normalized eigenvectors #i of X, and let A = 4tX4 -
diag(A1 -.. A,), where the Ai are the eigenvalues of X. Take the Ai to be in nonincreasing
order (and the #; in the corresponding order). We can write the sun in equation 19,
replacing #. with the unknown x, in matrix notation as x'Xx. Expanding x in terms
8 Normalizing the input samples reflects the assumption that they have equal probabilities of
occurrence.
of the #i, this becomes:
nt n( <#, x>#jX ( <#$, x>#i (20)
But the # are eigenvectors of X, so X#;= A#i, and pulling the X through the sum
and rearranging terms we get:
Z< #i, x >2A, (21)
where we have used the fact that <#i, #5> = 6(i,j) . Now since <x, x> 1,
< x >2 = 1, and the above sum achieves a maximum when x = #1 (remember
that A, > > - -*- > An ). This says simply that the eigenvector with the largest
eigenvalue is the "principle component" of the set of sample images. The rest of the
proof follows by induction. Given that A. Ak and #1 - k satisy equation 19, it is
easy to see that we must choose x in equation 21 to be #k+1, since Ak+1 is the greatest
of the remaining eigenvalues.
Image sequence coding
It is instructive to consider the implications of this analysis for image coding. If we
take the first k eigenvalues to be a "code book," we can represent images as linear
combinations of those samples. For applications such as videotelephone transmission,
where the available bandwidth is extremely low, we may want to assume that all images
that will ever be transmitted can be represented by a single codebook; e.g. they will
all be pictures of a single person's face, looking more or less straight ahead. In this
case the bitrate savings yielded can be enormous, since each frame can be coded as only
k (perhaps 8-bit) numbers. However, in a more general image coding framework, we
cannot assume that the code book will be able to represent any images other than those
from which it was derived, and the relevant bitrate is that for coding just the original
image sequence. In this case, the compression ratio is roughly n/k. There will be an
additional overhead incurred in sending the n coefficients required for each image, but
if the image dimensions are much greater than n, this overhead will be negligible. The
question, then, is how many eigenimages do we really need to represent the sequence
at a given error rate? The mean-square error (MSE) can be easily computed from the
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eigenvalues as follows. For each sample x;, let y- = Ek <xi, # >#j , the projection of
x; into the subspace spanned by the first k eigenimages. Then the MSE for each image
is simply the square of the component of xi which lies in the subspace spanned by the
rest of the eigenimages: #k+1 ... 4 m. Thus the total MSE for the sequence is:
n m
||E E < x; ,O # >#jf| 2. (22)
=1 j=k+1
Using the fact that the <# , #,> = b(i, j), and rearranging terms, we can rewrite the
sum as:
m nS < xj , 3 > (23)
jk+1 i=1
Finally, we note that the inner sum can be written, in matrix notation, #jXtX#, which.
since the #J are (normalized) eigenvectors of X, is just A . This yields, for the total
MSE,
m
3 A. (24)
j=k+1
Thus we can see that the magnitudes of the eigenvalues indicate the relative impor-
tance of the corresponding eigenvectors in representing the initial sample images. In an
ensemble of images where there is a great deal of redundancy, we can expect a rapid
fall-off in the eigenvalues, allowing the images to be coded using only a small number
of eigenimages. One problem with using MSE as a measure of image quality is that it
tells you nothing about the distribution of the errors, either between or within frames.
For example, it is possible for all of the errors to be concentrated in a single frame; this
will occur if that frame is very different from the others in the sequence. If this is the
case, then what appears to be a small MSE may become quite noticeable. I merely note
that the assumption underlying the use of eigenmode analysis is that all the samples
belong to a family; if there is an outlier it will most likely not be faithfully transmitted.
The mean-square error is not the best measure of image quality (see [Prais, chapter 7]
for a discussion of image quality measures); nonetheless, it is valuable in image coding
as a rough guideline, and it is encouraging that there is a simple interpretation of the
eigenvalues in terms of MSE.
We have shown that the eigenvalue decomposition can be very useful in applica-
tions where the image content is known to be relatively constant; where the inherent
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Figure 18: One frame from of the Peter Jennings test sequence.
dimensionality of the system is low. It appears that image variations due solely to facial
expression and head motion will be amenable to this type of analysis. It also seems
possible that such a representation could be used to encode other sources of variation
such as camera motion and changing lighting conditions, but this conjecture remains to
be investigated.
Implementation
I applied the analysis described above to a sequence of images digitized from a 3/4-inch
copy of a one-inch studio master videotape of the ABC evening news. The images were
cropped to 256x256 pixels and then reduced, using a low-pass filter and subsampling
repeatedly, to 32x32 pixels each. This scale was chosen simply because it was the lowest
resolution at which the facial features were still visible. One of the frames is shown, at
full resolution, in figure 18; the entire sequence is shown in figure 19.
If you look closely at the sequence in figure 19, you will note that it is in fact
subdivided into four subsequences of eight frames each. Each of these subsequences
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Figure 19: The Peter Jennings test sequence, from the ABC Evening News
is sampled temporally at half the video frame rate, or fifteen Hertz, and therefore
represents 1/15 second of real time. The subsequences were chosen by me in an attempt
to represent the greatest range of head motions and facial expressions possible. In a
controlled situation, with a cooperative subject, it should be possible to capture a much
greater range of motions than is exhibited in the Peter Jennings sequence. However,
given the difficulty of the problem at hand, it seemed wise, initially, to restrict the
analysis to a relatively limited class of facial expressions.
Now, in order to compute the principal components, or eigenimages, as given in
the mathematical development above, we would have to diagonalize the matrix formed
by the exterior, or dyadic, products of the sample images: X = DE l x.xi. This is
a very large matrix; it is a square matrix with as many rows (and columns) as there
are pixels in each of the images. Finding the eigenvectors of a 65536 x 65536 matrix
is a task beyond the capabilities of most computers. However, as noted, the matrix is
degenerate; indeed, has rank no greater than n, the number of images. And because of
the special form of this matrix, we can perform a coordinate transformation to reduce
the problem to that of finding the eigenvectors of an n x n matrix. Let M be the matrix
which has the x; as columns. Consider the eigenvectors, ci, of MtM, which is an n x n
symmetric matrix. The eigenvector equation is:
MtMc, = pici
Multiplying on the left by M yields:
MMt(Mc;) = P- (Mc-),
which means that the Mci are eigenvectors of the matrix MMt, which is just X in
another form. Since the Mci and the #i are eigenvectors of the same matrix, they must
be the same vectors. Thus, to compute the #i, we need only find the eigenvectors of
MtM. Then we can compute the #i as needed by taking appropriate linear combinations
of the original images.
Now we need to compute the matrix of image. correlations, MtM. For this pur-
pose, the images were normalized such that their lengths were all equal to one. Length
is not a property we generally associate with images, but if we think of images as vec-
tors, we can define the inner product of two images, in the usual way, as the sum of
the scalar products of all the pairs of elements. Then the norm induced by this inner
product defines an image's length to be its root-mean-squared intensity times the total
number of pixels in the image. Normalizing the images guarantees that the correlation
of any two images (i.e. their dot-product) will lie in the range [0,1). While this normal-
ization is not strictly necessary, and would probably be omitted in any sort of hardware
implementation, it does make the analysis somewhat simpler. Obtaining the correlation
matrix is the most computationally expensive requirement of the algorithm since every
image in the sample set must be compared (inner-producted) with every other one; a
total of n(n + 1)/2 vector multiplies. But this penalty is only ever incurred once. Once
the sample set is chosen, any vector in the subspace which it spans can be faithfully
encoded using a basis set of eigenimages derived from the correlation matrix.
One drawback to this approach is that in order to faithfully encode the motion
of face and head, the sample set must contain a representative and evenly distributed
assortment of head positions and facial expressions. Currently, the selection of the
sample set requires a high degree of human supervision. It would be interesting to
develop an unsupervised, automatic selection procedure. One could simply take a new
sample when ready, compare (dot-product) it with all of the previously stored samples.
If it were sufficiently different from those samples, i.e. it could not be well-represented
by linear combinations of them, than it would be added to the sample set. The simplest
63
Figure 20: The correlation matrix of the Peter Jennings sequence. Note the block
structure, especially along the diagonal, which reflects the division of the original
sequence into subsequences.
test for inclusion would be a threshold on the length of the component of the new
sample which is orthogonal to the subspace spanned by the current sample set. This
procedure has not been implemented here largely because it was desirable to have a
high degree of control over the sample set in testing and developing the algorithm. I
simply mention this in order to indicate that the selection of the sample set could fairly
easily be automated.
Computing the eigenvectors and eigenvalues of the correlation matrix is a fairly
well-understood procedure. There are special techniques designed for use with real,
symmetric matrices which are more efficient than those which one can use with general
matrices, and we have used those here. For a good summary of numerical techniques for
computing eigenvalues and vectors, see [PFTV88). The eigenvectors can then be used
to compute eigenimages. Let the x. be the samples, and let the c- be the eigenvectors.
Then the eigenimages, Y1 . . . yn are computed according to:
m
yi = Zcixj.
j=1
Although we will only use the first few eigenimages, we compute the entire set for
curiosity's sake: these are shown in figure 21. It is instructive to look at the eigenvalues
as well, since these will tell us how much error we will introduce by throwing away
higher-order eigenvectors. The eigenvalues are plotted in figure 22. The rapid fall-off
of the eigenvalues indicates that the dimensionality of the system is fairly low. and a
Figure 21: Eigenfaces computed from the Peter Jennings sequence, ordered in row-
major order by the corresponding eigenvalues
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Figure 22: A plot of the magnitudes of the eigenvalues of the Peter Jennings se-
quence. The values indicate the percent of the total variance accounted for by each
component.
Figure 23: The Peter Jennings sequence coded using only the first five eigenimages.
quick computation of 24 reveals that we can represent approximately 99.7 percent of
all of the variance in the sequence using only the first four eigenimages 9. Figure 2:3
shows the projection of the test sequence into the subspace spanned by the first five
eigenfaces. You can see that some of the images are coded faithfully, while others are
somewhat blurred. This is an example of one of the inadequacies of the MSE measure
of image quality: it is insensitive to the distribution of errors. If the images are viewed
as a temporal sequence, the resultant artifacts appear similar to the double-imaging
familiar from frame interpolation in which the frames are simply averaged. And in fact,
each frame in the coded sequence can be written as a linear combination (average) of
the original frames.
'Due to numerical errors in the computation of the eigenvectors, they are not in fact completely
orthogonal, and thus produce spurious ringing when used in coding. All the eigenvectors we refer to in
this paper have been orthogonalized via the Gram-Schmidt procedure. While this means that they are
not strictly eigenvectors anymore, the difference introduced is small; on the order of five to ten percent.
We have seen that the eigenimages of an image sequence have many interesting
mathematical properties and can be useful in coding families of similar images. But
how can we use them to represent facial expressions? What interpretation can we
give to the "eigenfaces" depicted in figure 21? A quick glance at the images reveals
no organizing principle. One might expect to see one picture with just a grin in it,
another with just the eyes; a face broken, like the Cheshire cat's, into its component
features. But consider briefly the nature of these images. The first eigenimage is simply
the average of all the images in the sequence; the rest can be thought of as encoding
variation; differences between the images. If the sequence did not vary over time; if
all the samples were the same, then there would be only one non-zero eigenvalue, and
the corresponding vector would be that single, unvarying image. If the only thing that
changed over time was whether the eyes were opened or closed, we would expect to see
two non-zero eigenvalues; one corresponding to the mean intensity over time, and the
other to the variations in intensity due to the blinking of the eyelids. But, even in the
innocuous-looking Peter Jennings sequence, there are a great many sources of variation,
and in order to interpret the higher-order eigenfaces, we need to consider all of them.
Let us assume that all the variation in our test image sequence is due to facial
motion and deformation '. Even if this is the case, we would still not necessarily obtain
eigenimages which neatly separate the two phenomena. The problem is this: we would
like to be able to tell whether or not someone's eyes are open regardless of the position
of their head within the image frame. And we don't want to have to scan the entire
image with a template of the eves, looking for a possible match. We are presented with
the problem of separating the effects of these two confounded sources of variation. We
would like to make use of the fact that variations in facial expression have a relatively
small effect on the perception of the overall position and orientation of the head. This
dependence suggested a two-pass analysis: first we would determine the head position
and orientation. Then, using that information, we would be able to re-render the image
in a canonical position in order to extract the subtler variations which correspond to
facial expressions. Some previous work in the recovery of head position fron real images
10 This is not strictly true: the camera appears to have moved, as evidenced by the variation in the
background texture.
has been done by Mase et al. [MSA87]; their approach is based on finding facial features
such as the hairline and resulted in a real-time head-tracking system. Our approach
utilized motion analysis to extract relative position between neighboring frames.
Much work remains to be done in this area, but the idea of combining a low-
frequency motion analysis to encode head position, with an eigenanalysis to encode
facial expression still offers some promise in that it could help to eliminate the frame-
averaging artifacts from which the simple eigenface coding scheme suffers.
Conclusion
We developed various tools, including a multiscale gradient based motion algo-
rithm and a temporal eigenanalysis coding scheme. A number of previous computa-
tional approaches to the problem of motion analysis were discussed. We demonstrated
the ability to apply these tools to image sequences of moving faces and reported some
success at bitrate coding of such sequences. We performed a frequency domain analysis
of the response of a one dimensional analogue of the motion algorithm by obtaining
a closed-form solution for its response to a uniformly translating sine wave grating.
And finally, we presented a number of applications of motion analysis, including motion
compensated noise reduction and motion amplification.
Work could be extended in any number of different directions. As far as the
motion algorithm is concerned, it would be interesting to extend it to a situation where
more than two frames are considered and the temporal derivative would necessarily take
on a more complex form. It seems possible that some imnrovenent could be made in the
calulcation of the spatial derivatives as well, perhaps by associating that process with
the computation of the multiscale pyramid representation. Also, it would be valuable to
try some higher order e.g. quadratic image models. I believe that any further attempts
at modeling facial expression should be predicated on a more robust (probably three-
dimensional) facial model. Finally, the eigenimage temporal coding is promising in its
own right, and it could be even more effective if combined with a spatial coding scheme.
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