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ABSTRACT 
Richard Shane Hutton: Modeling Bachelor’s Degree Completion Rates of North Carolina 
Community College Transfer Students Using a Discrete-Time Survival Analysis  
(Under the direction of A.T. Panter) 
 
Survival analysis is a set of statistical methods that utilize longitudinal data and allow 
researchers to model time-to-event data. It not only can answer questions about if a student 
completes college, but when a student completes college. This study seeks to (1) provide 
researchers with a template for using survival analyses to study bachelor’s degree completion of 
community college transfer students at four-year institutions; and (2) identify the factors that are 
important for North Carolina Community College transfer students to successfully complete a 
bachelor’s degree within the University of North Carolina System. The study data, provided by 
the North Carolina General Administration, include demographic variables and information from 
both the community college and four-year institution that each student attends. The study 
revealed that 64.2% of North Carolina community college students graduated within four-years 
of transfer and 50% graduated by the summer of the third year. Non-continuous enrollment (i.e., 
stop-out), part-time status, and low semester GPA’s were shown to have the largest negative 
impact on graduation and were associated with the greatest risk of student departure. African-
American students were more likely to persist than Caucasians, female students were more likely 
to depart than male students, and older students had a greater risk of departure than younger 
students. Students who experienced transfer shock were more likely to depart but there was no 
effect on graduation indicating recovery from transfer shock for students who persisted. Finally, 
associate’s degree completion had a positive impact on completion and timing of completion 
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for North Carolina Community College transfer students seeking a bachelor’s degree. 
Methodological concerns related to the analysis of college completion data with survival analysis 
(i.e., student departure), as well as the analysis of transfer student data (i.e., cross-classification), 
were discussed. 
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CHAPTER 1: INTRODUCTION 
 The study of college completion and student retention has long been an important part of 
higher education research, and there has never been a time in history when college completion 
has been more emphasized. Policymakers and administrators are setting ambitious goals to 
ensure student completion at both two-year and four-year institutions. President Barack Obama 
set an ambitious goal for America to have the highest percentage of college graduates in the 
world by 2020, including an additional 5 million community college graduates by 2020 (The 
White House, 2014). 
The Association of American Community Colleges (2014) reports that approximately 
11.5 million students are enrolled in two-year community colleges representing 46% of all 
undergraduate students in the United States. Nearly half of students who complete a bachelor’s 
degree started at a community college (Association of American Community Colleges, 2014, p. 
4). During the last several decades, community colleges have experienced tremendous growth in 
enrollment. Tuition increases and increased enrollment competition at many four-year 
institutions have led to the popularity of the open admissions policy and low tuition offered by 
community colleges. One of the major functions of a community college is to provide students 
with a means for transferring to a four-year institution for the completion of a bachelor’s degree; 
however, only 61.6% of the nation’s community college transfer students complete a bachelor or 
higher at a four-year institution within six years after transfer (Shapiro, Dundar, Ziskin, Chiang, 
Chen, Harrell, & Torres, 2013).
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Methodological Concerns 
In many instances college completion is examined in a cross-sectional manner; that is, 
completion rates are obtained by comparing the entering time of a cohort to a future time point 
(e.g., 4 or 6 years). A student’s timing of completion and retention is lost; namely, the length of 
time it takes a student to complete a degree or the semester in which a student departs college. 
However, even with longitudinal data, incorporating time into traditional analyses is difficult 
given that students who do not graduate in the time period under consideration are censored; that 
is, there is no information on whether or not they will graduate in the future. Additionally, the 
use of time-varying predictors, variables that differ during each time period (i.e., GPA), are 
difficult to study with traditional statistical approaches. 
Survival analysis addresses many of these issues when analyzing student completion 
data. In addition to allowing for censored data and time-varying predictors, Willett and Singer 
(1991) summarize two additional reasons why survival analysis is superior to traditional methods 
for the study of event occurrence such as college completion. First, the time frame being studied 
is typically not substantively motivated. If a 4-year completion rate is examined, then any 
information about the timing of graduation within the four years is lost. Second, variations in the 
length of time periods studied can lead to contradictory results. If one computes 4-year versus 6-
year completion rates, it is possible that conclusions on important variables affecting completion 
will be different. 
While survival analysis has been used in student completion research, it is rarely used to 
study transfer student outcomes. To date, there have been only two published applications of 
survival analysis using transfer student data (Mourad & Hong, 2008; Hayword, 2011). In both 
applications the outcome of interest was transferring to a four-year institution. Mourad and Hong 
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(2008) used a competing risks survival analysis, where the alternative outcome of interest was 
transfer to another two-year school. No known study has used survival analysis to examine 
bachelor’s degree completion of transfer students. 
Study Purpose 
This study will utilize discrete-time survival analysis to examine the factors that are 
important in predicting if and when a North Carolina community college student will complete 
his or her bachelor’s degree at a North Carolina public university. There are three primary goals: 
(1) to apply an advanced methodological procedure to analyze transfer student data and provide 
researchers with a tutorial of the methodology; (2) to consider the timing of transfer student 
completion of the bachelor’s degree; and (3) to study the factors that influence bachelor’s degree 
completion of community college transfer students in North Carolina. 
 The study will examine three research questions of interest about North Carolina 
community college students who transfer to a North Carolina public four-year institution: 
1. What are the more important factors that influence bachelor’s degree completion and 
timing of completion of North Carolina community college transfers? 
2. Does earning an associate’s degree influence completion and timing of completion at the 
four-year institution?  
3. Does “transfer shock” affect the completion and timing of completion of the bachelor’s 
degree?  
Tinto’s Student Integration Model 
 Many theories describing student departure from college settings have been formulated, 
but Tinto’s (1975; 1993; 2006) student integration model focuses on the interaction of student 
and institutional characteristics. The theory served as a frame for many studies on student 
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completion, persistence, and retention (Melguizo, 2001). Understanding student departure is 
important for understanding students who persist at an institution and eventually graduate from 
that institution. Tinto argues that, because student departure is a process unfolding over time, 
longitudinal data should be used to understand why students depart (attrition) as a function of the 
institution and the student’s interaction with the institution.  
  Tinto’s student integration model features two key methods of integration: academic and 
social. Academic integration refers to a student’s interaction with faculty both inside and outside 
of the classroom. Social integration, on the other hand, refers to students’ social interactions 
either in a formal institutional context (such as planned activities) or social interaction with other 
students in an informal context. Tinto argues that students who feel academically and socially 
integrated in the institution are less likely to depart from that institution. Tinto’s student 
integration model has been applied for transfer students and existing research in this area will be 
reviewed in a subsequent section.  
Expanding Tinto’s model, Bean and Eaton (2000) developed a model that outlines 
psychological principles that are thought to be important for a student to integrate academically 
and socially into an institution (Tinto, 1975; 1993; 2006). Bean and Eaton (2000) suggest that 
students enter the institution with certain psychological characteristics based on previous 
experiences, abilities, and self-efficacy assessments. The student then interacts with the 
institution academically and socially. During these interactions the student engages in continual 
self-assessments connecting her experiences with the institution to her feelings about that 
institution. Students use adaptive strategies to integrate academically and socially into the 
institution. These strategies are based on three psychological principles: (1) self-efficacy theory; 
(2) coping behavioral theory; and (3) locus of control theory.   
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Bean and Eaton (2000) explained that students have self-efficacy when they believe that 
they are capable of performing well at the institution, and that based on past experiences and 
observation, they will have increased social and academic integration and more persistence. That 
is, students who believe they are capable of doing well in a particular major or at a particular 
institution will have higher self-confidence and more persistence. Students also develop coping 
strategies to adapt to the new environment at the institution. These strategies allow students to 
cope with fitting in or not fitting in to the new institution. Finally, students with an internal locus 
of control tend to have a better academic and social integration than students with an external 
locus of control. With an internal locus of control students believe that their achievements – 
academic and social – arise because they consistently work hard and study; whereas, students 
with an external locus of control view academic and social success as being due to factors that 
are not determined from within. They attribute their success to external factors such as having 
good instructors or pure luck. These psychological principles are important for understanding 
how a student academically and socially integrates into the institution.  
Community Colleges  
 Community colleges provide access to higher education and eventual completion of the 
bachelor’s degree for many students. Most research on community college transfer students has 
focused on successful transfer of students from the community college to a four-year institution 
and fewer studies have examined successful completion of the bachelor’s degree. However, 
several studies have examined factors that predict successful completion of the bachelor’s degree 
for community college students at four-year institutions (e.g., Arbona & Nora, 2007; Bailey & 
Weininger, 2002; Cejda, Rewey, & Kaylor, 1998; Freeman, Conley, & Brooks, 2006; Glass & 
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Bunn, 1998; Koker & Hendel, 2003; Mourad & Hong, 2011; Roksa & Keith, 2008; Wang, 
2009).  
Previous research on student completion has been mixed with respect to which specific 
demographics are the strongest predictors of completion. Studies have found female transfer 
students are less likely to graduate after transferring (Freeman, 2006; Surette, 2001), more likely 
to graduate (Wang, 2009), or that there is no effect for gender (Koker & Handel, 2003). It has 
also been shown that older students are less likely to graduate (Freeman, 2006; Henry & Knight, 
2003), while another study suggests there is no effect of age (Koker & Handel, 2003). 
Additionally, underrepresented minority students are less likely to complete than Caucasian 
students (Anglin, Davis & Mooradian, 1995; Pincus & Archer, 1989); however, at least one 
study found no effect for ethnicity (Wang, 2009). Finally, lower income students are less likely 
to complete (Wang, 2009). 
Higher completion rates are reported among community college transfer student who 
complete an associate's degree (Cejda & Rewey, 1998), transfer with more community college 
credit hours (House, 1989), and have a higher community college GPA (Koker & Hendel, 2003; 
Townsend, McNemy & Arnold, 1993). Among the predictors of degree completion in four-year 
institutions, factors such as full-time enrollment (Roksa, 2006) and continuous enrollment 
(DesJardins, Ahlburg, & McCall, 2006) are both important factors in the likelihood that a student 
will complete (Roksa, 2006).  Furthermore, STEM majors starting at community college are less 
likely to graduate from four-year institutions (Wang, 2013).  It is important to understand what 
role the community college has for students who ultimately attend four-year institutions.    
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Community College Mission 
The overall mission of the community college is to “provide access to postsecondary 
educational programs and services that lead to stronger, more vital communities” (Vaughan, 
2006, p. 3). The core value of the community college is to provide access to higher education for 
all members of the community. To ensure this equality, community colleges adopt an open 
admissions policy where any member of the community has the opportunity to enroll in college.  
However, an open admissions policy is not the only way community colleges provide access and 
equality.  Vaughan (2006) explains that community colleges must be located within a reasonable 
distance from students within the area they serve, provide appropriate student support while 
students are enrolled, and ensure equal access to all members of the community regardless of 
gender, race or socioeconomic status.   
Another important aspect of an open enrollment policy includes providing comprehensive 
program offerings (Vaughan, 2006). Community college program offerings can be grouped into 
five types including: (1) vocational education, (2) developmental education, (3) continuing 
education, (4) community education, and (5) academic transfer (Cohen & Brawer, 2008). In 
general, vocational, developmental, continuing, and community education set community 
colleges apart from typical four-year institutions. Vocational (sometimes referred to as technical 
or occupational) programs are terminal programs in career-based fields that community colleges 
offer at both the associate and baccalaureate levels. Developmental education courses offered by 
community colleges allow students who are not ready for college level work to obtain the 
necessary skills they need in reading, writing, and math. Continuing and community education 
refers to courses and programs that allow members of the community to further their education 
even when being a student is no longer their primary occupation. The final category of program 
8 
 
offerings at community colleges, academic transfer, refers primarily to transfer programs 
designed to provide students with general education requirements and a gateway to a four-year 
college.   
The Transfer Function 
 Academic transfer, also called the transfer function, is one of the most important 
functions of the community college. The transfer function exists to accept students from high 
school and provide them with general education courses at the collegiate level to prepare them 
for the baccalaureate at a four-year institution. Because many students at community colleges are 
minority and low-income students, the transfer function is an important way for a community 
college to reach the entire community in which it serves (Cohen & Brawer, 2008). 
 The literature on transfer student data lacks consistency on the definition of a community 
college transfer student. The classification of a transfer student also varies across four-year 
institutions. There are two primary factors to consider when determining if someone is a 
community college transfer student. First, while it appears evident, to be considered a 
community college transfer student, the student must have transferred from a community college. 
Second, students must have taken a specified minimum number of credit hours at a community 
college to be considered a transfer student. The literature is not clear on what this minimum 
should be, but many four-year institutions in North Carolina consider a student to be a transfer 
student if he or she has taken at least 24 or 30 credit hours (or approximately 8-10 courses) at 
another institution. For the purposes of this study, a North Carolina community college transfer 
student is defined as a student who: (1) transfers from a North Carolina community college; and 
(2) has taken at least 30 credit hours at a North Carolina community college. 
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Transfer Shock 
 Transfer shock is a term that refers to a decline in GPA of community college students 
during their first semester at a four-year institution (Hills, 1965). There are many reasons why 
transfer shock might occur, but several studies have noted differences in the likelihood of 
transfer shock based on demographic factors (Dennis, Calvillo, & Gonzalez, 2008; Durio, 
Helmick, & Slover, 1982), preparation of the student (Dennis et al., 2008; Reason, 2003), 
academic major (Cejda, 1997; Cejda et al., 1998), and adjustment to a new educational 
environment (Berger & Malaney, 2003). Hills (1965). Some researchers (Nolan & Hall, 1978; 
Diaz, 1992) explain that many students show evidence of recovery from transfer shock; however, 
when recovery is not achieved, transfer shock may delay degree completion or be a source of 
attrition for transfer students. 
Diaz (1992) conducted a meta-analysis of transfer shock and found that out of a total of 
62 studies that measured a decline in GPA during the first semester or quarter of transfer, forty-
nine determined students had experienced transfer shock with most reporting a GPA change of 
0.5 points or less. Recovery from transfer shock, i.e., returning to GPA at or similar to the 
community college GPA, was found in 67% of the 49 studies reporting evidence of transfer 
shock and recovery occurred typically within the first year after transfer. Transfer shock is well 
documented in the literature, and many four-year institutions specifically advise transfer students 
about this phenomenon after transferring from community college to a four-year institution. 
Glass and Harrington (2002) suggest the use of counseling, tutoring and mentoring as methods of 
helping students overcome transfer shock and integrate academically and socially into the 
institution.   
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Academic and Social Integration of Transfer Students 
 Tinto’s student integration model (1975; 1993; 2006) has been used as a primary 
theoretical framework for understanding the perspective of traditional, native four-year students. 
Fewer studies have applied the model to transfer students at four-year institutions; however, 
some studies have shown usefulness in Tinto’s model for community college students (Halpin, 
1990). Pascarella and Chapman (1983) report that academic integration played a stronger role in 
persistence for students at two-year institutions than social integration. Furthermore, Bean and 
Metzner (1985) developed a student integration model specifically for nontraditional students at 
four-year commuter institutions. The model puts more emphasis on external variables, i.e., 
employment, family responsibilities, etc. The authors suggest that external variables are more 
important than academic and social integration for predicting departure of a nontraditional 
student. That is, nontraditional students who receive high external support and have high 
satisfaction are less likely to depart. 
While there is some work on academic and social integration experiences for transfer 
students, the impact of academic and social integration on persistence in higher education has 
been well documented. Several studies have used surveys and interviews to examine the 
academic environment of transfer students at four-year institutions (e.g., Flaga, 2006; Glass & 
Bunn, 1998; Townsend, 1995; Townsend, 2008; Townsend & Wilson, 2006). Measures used in 
these studies typically focus on classroom interactions and perceptions of the academic 
environment. The studies show there are differences in academic integration at four-year 
institutions and community colleges, and it is highlighted by the interaction between students and 
faculty at each of these institutions. Townsend (2008) stated that some community college 
transfer students at four-year institutions found “the faculty’s impersonal attitude somewhat 
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daunting (p. 73),” and Townsend (1995) reported that transfer students felt that community 
college faculty were more helpful than faculty at four-year institutions. Transfer students have to 
adapt to the new academic environment and a different relationship with faculty at the four-year 
institution. It is this disconnect that can initially be a source of transfer shock for community 
college transfer students at the four-year institution. 
Several studies have examined social integration of community college students into the 
four-year institution (e.g., Bahr et al, 2013; Laanan, 2007; Owens, 2010; Reyes, 2011; Townsend 
& Wilson, 2006). These studies have used surveys and interviews to measure social integration 
and primarily focus on social adjustment of the transfer student. Townsend and Wilson (2006) 
reported that some transfer students had trouble making friends and difficulty adjusting socially 
to the new environment; however, it has been shown that transfer students involved in clubs and 
organizations have less negative social adjustment (Laanan, 2007). Transfer students are in the 
unique position of having to adapt to new social environments that already exist among native 
students. Additionally, transfer students often have other responsibilities, such as employment 
and family, which utilizes a majority of their free time and leads to poor social integration into 
the four-year institution (Bahr et al, 2013; Owens, 2010; Reyes, 2011). 
North Carolina Higher Education System 
 To better understand the academic environment of North Carolina community college 
transfer students, I will describe the North Carolina Higher Education System, which includes 
the community college system and public four-year institution system. The North Carolina 
Community College System (NCCCS) consists of 58 public community colleges making it the 
third largest community college system in the nation (NCCCS, 2014). An estimated 840,000 
students are enrolled in North Carolina community colleges representing 1 in 9 North Carolina 
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citizens who are age 18 years or older (NCCCS, 2014). The mission of the NCCCS is “to open 
the door to high-quality, accessible educational opportunities that minimize barriers to post-
secondary education, maximize student success, develop a globally and multiculturally 
competent workforce, and improve the lives and well-being of individuals by providing: (1) 
education, training and retraining for the workforce, including basic skills and literacy education, 
occupational and pre-baccalaureate programs; (2) support for economic development through 
services to and in partnership with business and industry and in collaboration with the University 
of North Carolina System and private colleges and universities; and (3) services to communities 
and individuals, which improve the quality of life” (NCCCS, 2008, p. 3). The University of 
North Carolina (UNC) System comprises 16 institutions of higher education, as well as a 
residential high school for gifted students called the North Carolina School of Science and Math. 
An estimated 220,000 students are enrolled in the UNC System with a mission to “discover, 
create, transmit, and apply knowledge to address the needs of individuals and society” 
(University of North Carolina, 2014). 
Recent Legislation 
In recent years the North Carolina Community College System has been developing 
performance-based measures to be included in the budget allocation formula for the state’s 
community colleges. Eight performance-based measures were adopted in June 2012, and the 
inaugural report utilizing these measures was released in June 2013. One of the new measures is 
intended to assess student success after transferring to a four-year institution from a North 
Carolina community college. It is measured by calculating the percentage of transfer students 
with at least a 2.0 GPA during the fall and spring semesters the year after transfer. The NCCCS 
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defines a transfer student to have completed an associate’s degree or accumulated at least 30 
articulated transfer credits.   
 While the college transfer performance measures do not directly measure bachelor’s 
degree completion at the four-year institution, it is a measure of successful completion of the 
transfer student within the first year. The remaining measures all focus on completion, 
progression or passing rates, which highlights the emphasis being placed on completion both 
directly and indirectly. In the past, enrollment was the metric used for budget decisions; but the 
importance of degree completion and progression is becoming more prominent within the North 
Carolina Community College System.  
Articulation Agreement  
The NCCCS and UNC System have created an articulation agreement between all 58 
community colleges in North Carolina and all sixteen four-year universities. The Comprehensive 
Articulation Agreement (CAA) governs the transfer of credits between community college and 
four-year institutions in North Carolina. It also outlines the Transfer Assured Admissions Policy 
(TAAP). The TAAP assures community college students admission into one of the sixteen UNC 
System institutions if the student: (1) earns an associate’s degree; (2) has an overall GPA or 2.0 
or better; and (3) earned a C or better in all CAA general education courses. The articulation 
agreement is important because it creates a partnership between the NCCCS and UNC System. 
Even if the student does not participate in the TAAP, the CAA allows for a more seamless 
transition for students when transferring into a four-year institution in North Carolina. The CAA 
outlines transferable courses so students know exactly what will transfer and what will not 
transfer from the community college to the four-year institution.  
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Articulation agreements such as these are extremely important to the transfer function of 
the community college and a transfer student’s integration into the four-year institution. It creates 
an environment where students can transition into the four-year institution without having to 
worry about credits not transferring correctly. Ideally, it creates a seamless connection from 
community college to a four-year institution. This type of agreement makes the study of North 
Carolina Community College transfer students within the UNC System more important because 
the NCCCS and UNC System are providing community college students the opportunity to 
continue their education at the bachelor’s level. The focus of the current study will be to use 
survival analysis techniques to identify the factors (e.g., transfer shock, associate’s degree 
completion, four-year institution GPA) that are important in this transition and completion of the 
bachelor’s degree.  
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CHAPTER 2: METHODOLOGY 
Survival Analysis 
Survival analysis is a set of statistical methods that allow researchers to model time-to-
event data. Time-to-event data are longitudinal data that measure time from a starting point until 
the occurrence of an event of interest. Timing of events is a common research question in the 
social and behavioral sciences (e.g., completion of college, duration of marriage, time to 
puberty), and these questions typically seek to determine “whether events occur” or “when 
events occur” (Singer & Willett, 2003, p. 306). That is, survival analysis studies both the 
occurrence and timing of an event. 
 One common technique of modeling data with a dichotomous outcome is logistic 
regression. However, traditional logistic regression is limited in two ways: (1) it only considers if 
the event occurs; it does not model the timing to event occurrence and (2) traditional logistic 
regression models are not able to handle censored data, i.e., data where the measurement of the 
outcome is partially known.  
 Survival analysis originated in the epidemiology and biostatistics literature (Cox, 1972), 
but became more popular in the social sciences over the last two decades (Singer & Willett, 
1991). The name survival analysis originates from the event of interest being death in the early 
development of survival analysis (Allison, 2010b). In this context it was used to study the time to 
death after being diagnosed with a disease, given treatment or following surgery. While 
somewhat morbid, it is important to understand the beginning of survival analysis to understand 
its terminology.   
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Depending on the research question and academic field, there are various terms used to 
describe survival models, such as event history analysis, duration analysis, reliability analysis 
and transition analysis (Box-Steffensmeier & Jones, 2004). All of these models are concerned 
with time-to-event analysis. Furthermore, the term “survival” is a misnomer in many 
applications; that is, “surviving” a certain event is not of concern but rather the concern is 
studying time to event occurrence. For example, in context of college completion, “surviving” 
refers a student who did not complete college, i.e., did not experience the event.   
Another key term in survival analysis is “risk.” Survival models assume that everyone is 
“at risk” of the event occurring. Once again, the terminology is rooted in the early days of 
survival analysis where individuals contracted a disease and they were considered “at risk” of 
death. For college completion, students are “at risk” of graduating from college given they did 
not graduate in a previous semester. That is, every student that enrolls in college is “at risk” of 
graduating but when a student graduates, he or she is no longer at risk.  
Discrete versus Continuous Time 
 The measurement and assumption of time is critical in developing the proper survival 
analysis model. Time scales for survival analysis can be categorized into continuous or discrete 
time. Distinguishing between the two time scales is important in choosing whether a discrete-
time or continuous-time survival model should be used. In the social sciences typically discrete-
time models are preferred over continuous-time models for several reasons (Allison, 2010a; 
Singer & Willett, 1993). First, discrete-time models allow for the easy inclusion of time-varying 
predictors; whereas, many continuous models require more sophisticated software to incorporate 
time-varying predictors (Allison, 2010a). Second, the methodologies used in discrete-time 
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survival analysis are easier to understand. Finally, time is often measured discretely and these 
data would not be appropriate for a continuous model (Singer & Willett, 1993). 
Continuous-time events occur when the exact time of the event is known (e.g., time of 
death) and discrete-time events occur when events occur at discrete points in time (e.g., 
graduation from college). Allison (1982) describes two situations for assuming discrete-time 
events: (1) whenever events actually occur at discrete points in time; and (2) whenever the data 
record events at discrete points in time. For example, students complete courses only one time 
per semester so those data are only available in discrete points in time (i.e., at the end of each 
semester). In the second situation a student might dropout at any point in time during the 
semester, but typically that information is only available at the end of each semester; thus, the 
event is recorded in discrete points in time even though it is really more of a continuous process.  
Clearly, for the first situation described above, a discrete-time model is appropriate given 
time is measured on a discrete scale. However, in the second situation there are two possible 
approaches: (1) treat time as continuous and use a continuous survival model correcting for the 
discrete nature of the data; or (2) treat time as discrete and use a discrete survival model. Given 
the advantages of the discrete-time model and that model specification is not affected by either 
of the approaches described above (Allison, 1982), a discrete-time model is preferred. 
Furthermore, Vermunt (1997) explains that discrete-time methods can be used to approximate 
continuous-time methods. Given the complexities of the continuous-time survival models and the 
more frequent need for discrete-time models in the social sciences, a discrete-time survival 
analysis is used in this study. 
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Censoring 
 One of the main advantages of the survival model is the ability to handle censored data.  
These data occur because individuals in the dataset will either never experience the event or did 
not experience the event during the time frame being studied (Singer & Willett, 2003). That is, 
censoring occurs when the event does not occur during the time frame being studied or a 
participant leaves prior to the end of the study. Censoring is another term for missing data. When 
data are censored, there is incomplete knowledge of when or if the event occurred; therefore, 
those data are considered missing.       
Censoring can be categorized into right-censoring and left-censoring. Left-censoring 
occurs when the event of interest is experienced before the time frame being studied; whereas 
right-censoring occurs when the event of interest is experienced after the time frame being 
studied. For instance, a student may not complete college in a particular time frame being 
observed; this is an example of right-censoring. Left-censoring is impossible in the present study 
because students are being tracked beginning at a particular semester, i.e., none could have 
graduated college prior to the first semester. 
Figure 1 shows a simple example of five transfer students who were followed for four 
years (or 12 semesters). The open dots represent the semesters the students are “at risk” of either 
graduating or departing from the institution. If a student graduates in a given semester, that is 
represented by a star and if a student departs, that is represented by an “x.” In the graph students 
1, 2, and 4 all graduated. Student 4 completed in two years, and Students 1 and 2 took longer 
than two years. Additionally, Student 5 departed the college in the summer of his or her first year 
and Student 3 had not graduated by the end of the time period. For the purposes of this study, 
Student 3 is considered to be censored.  
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Figure 1. Example of Right-Censoring 
 
There are two important classifications of censoring: informative and non-informative.  
Non-informative censoring is censoring that is due to random occurrence and is much like 
missing-at-random (MAR) in the missing data literature (Rubin, 1976). For instance, the 
censoring from students not completing college by spring of the fifth year is non-informative 
censoring1. That is, the students are not taking actions to cause the censoring; instead, the 
censoring occurs because the data collection ends at that point in time. Student 3 is an example 
of non-informative censoring in Figure 1. Conversely, informative censoring is censoring that is 
not random and due to a systematic reason (i.e., dropout or transfer). For example, Student 5 
departed during the summer of his or her first year, which is unlikely a random occurrence and 
the departure is most likely due to dropout or transfer. Survival models require that censoring be 
                                                             
1 It can be argued that the longer the student is at risk of completing, the less likely that student is to complete. This 
would challenge the assumption of non-informative censoring. In this type of situation, inclusion of predictors 
related to likelihood of graduation, such as GPA, will be important. 
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non-informative. In this context, departure is considered to be a competing risk for graduation, 
which will be discussed in a subsequent section.   
The Survival Model 
 The foundation of survival analysis lies in three important functions: the density function, 
the survivor function and the hazard function. In this section all three functions will be defined, 
and the relationship between the functions will be discussed. To begin, let Ti be a discrete 
random variable indicating the event time (i.e., semester of graduation) for student i where i = 1, 
2, …, N. Let j indicate each semester where j = 1, 2, …., J.  The density function is written as 
𝑓𝑖(𝑗) = P(𝑇𝑖 = 𝑗).                                                              (1) 
This function defines the probability of graduation occurring during semester j for student i.  
However, there are problems with defining the density function in this manner when using 
censored data. For example, if a student graduates in his or her second year, then the probability 
that he or she graduates in the third year is meaningless. Therefore, there needs to be a better way 
to determine the probability. 
Another formulation of determining probability of graduation occurring during semester j 
is to find the probability of “surviving” graduation. From this point forward, the subscript i will 
be omitted indicating that the random variable is for a random student in the population; 
however, it is important to realize that each student can have his or her own trajectory. The 
survivor function, 𝑆(𝑗), is the probability that graduation has not occurred in semester j and is 
written as 
𝑆(𝑗) = P(𝑇 > 𝑗) = 1 − 𝐹(𝑗)                                                             (2)                
where 𝐹(𝑗) =  ∑ 𝑓(𝑗)𝑗𝑘=1  is the cumulative distribution function. The survivor function 
represents the probability that a student selected at random will survive graduation. As 
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mentioned before, the term “survive” is a misnomer in the current application, i.e., students who 
“survive” college are students who do not graduate. Thus, this survivor function represents the 
probability that a randomly selected student does not graduate. Notice that the survivor function 
is written as a function of the cumulative density function. However, this approach makes the 
assumption that all students will eventually experience graduation (i.e., 𝑓(𝑗) is known), which 
may or may not be true in the presence of censored data. 
Given the problems using the density function and using the survivor function with 
censored data, it is important to develop a function that can be estimated even with the presence 
of censoring. The hazard function, ℎ(𝑗), is the conditional probability that graduation will occur 
in semester j, given that it did not occur at an earlier semester for that student. This function is 
written as 
ℎ(𝑗) =  P(T = j|T ≥ j).                                                               (3) 
The hazard function is conditional in nature, meaning that only students who are eligible to 
graduate are included. These students represent the so-called “risk set.” The risk set is a set of 
students who are “at risk” of graduating, i.e., students who have not graduated in a prior semester 
are at risk of graduation.  
  Finally, there is an important relationship between the survivor function and the hazard 
functions. More specifically, the survivor function can be written in terms of the hazard functions 
by 
𝑆(𝑗) =  ∏[1 − ℎ(𝑘)]
𝑗
𝑘=1
.                                                                  (4) 
This equation shows that the survivor function probability at semester 𝑗 is simply the product of 
the hazard function probabilities at each of the earlier semesters. This relationship between the 
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survivor function and the hazard function allows for the estimation of the survivor function even 
with censored data. 
As mentioned, in the context of student completion, survivor functions represent the 
proportion of students who have survived graduation for a given semester 𝑗. Therefore, if the 
proportion who survived graduation is subtracted from one, that value represents the proportion 
of students who actually graduated for a given semester 𝑗. In this context it makes more sense to 
present curves that report the proportion of students who graduated. To do this, the cumulative 
hazard, 𝑀(𝑗), is defined as  
𝑀(𝑗) = 1 − 𝑆(𝑗) = 1 − ∏[1 − ℎ(𝑘)].
𝑗
𝑘=1
                                                (5) 
From this point forward, the cumulative hazard function will be used instead of the survivor 
function.  
Graphing the Hazards and Cumulative Hazards 
 One of the unique features of survival analysis is the ability to examine graphs of hazards 
and cumulative hazards. Hazards are estimated across different values of time and can be plotted 
against time. This plot provides a profile for the unique risk of an event at each time point (i.e., 
event did not occur at another time point). Furthermore, the cumulative hazards can be plotted 
against time using the relationship defined in Equation 5. This plot shows the probability that a 
randomly selected person has experienced the event.  
 Figure 2 shows an example of four different hazard functions and their corresponding 
cumulative hazard functions. Hazard functions are characterized by peaks and troughs. During 
peaks the magnitude of the hazard function is high, indicating higher risk (i.e., students are more  
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Figure 2. Simulated Graphs of Hazard and Cumulative Hazard Functions 
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likely to graduate); conversely, during the troughs the magnitude is low, indicating a lower risk 
(i.e., students are less likely to graduate). Examining the hazard probability graph gives a general 
picture of the profile of risk over time. The four scenarios depicted in Figure 2 show four 
different patterns of hazard probabilities over time. Case A features hazard probabilities that are 
constant over time. While this type of risk profile is rare in the social sciences, it does illustrate 
the possibility of having hazard probabilities that are independent of time. For the scenario in 
Case B, the hazard is highest at the first time point then decays across time. This hazard is a 
common pattern in the social sciences especially in recurrence and relapse data because the risk 
of recurrence tends to be greatest following treatment. Another possibility is where hazard peaks 
at a particular point in time as depicted in Case C. The hazard probabilities are low at first, 
increase to a particular point and then decrease. A similar type of scenario would be common in 
student completion data as the risk of graduating increases to a particular point. Finally, the last 
type of scenario depicted in Case D shows the hazard probabilities monotonically increasing 
across time. 
In Figure 2 many of these properties for the cumulative hazard curves can be seen. Cases 
B, C, and D show that when the hazard probability is high, then the cumulative hazard 
probability increases rapidly. Likewise, when the hazard probability is low, the cumulative 
probability increases at a slower rate. When hazard remains unchanged across time as in Case A, 
the cumulative hazards increase at a steady rate across time. Cumulative hazard plots are very 
useful in displaying findings from a study because they take into account the hazard at each time 
period and cumulate these risks over time. They provide readers with a quick and relatively easy 
way to examine the event rates across time.  
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In the context of student completion students are followed over time to examine 
graduation rates, the cumulative hazard function will be at zero across the first few semesters 
because no one is graduating. After the first few semesters, there will be an increase in the 
cumulative hazard function because many of the students will be graduating. The cumulative 
hazard probability at the last time period represents the proportion of students who have 
graduated at that point in time. Finally, the median time-to-degree can be determined for the 
cumulative hazard plot; that is, the time point where 50% of the students have graduated. 
The Hazard Function 
As discussed, the hazard function is most useful in the presence of censored data and the 
hazard probabilities are typically used as the dependent variable of the survival model (Singer & 
Willett, 2003). However, the hazard function is a probability bounded between 0 and 1, which 
creates a problem when fitting discrete-time survival models because predicted values may lie 
outside of the boundary. To overcome this problem, the hazard function can be transformed to an 
unbounded scale via a link function, which can be the inverse of any cumulative distribution 
function. However, the most popular link function is the logit (Singer & Willett, 2003) first 
proposed by Cox (1972). The primary advantage to using the logit transformation is the 
familiarity of the function with researchers and its availability in software packages. Given these 
reasons, the logit link function is used from this point forward. Applying the logit to the hazard 
function in Equation 3, the following is obtained 
𝑙𝑜𝑔𝑖𝑡 ℎ(𝑗) = 𝑙𝑛
ℎ(𝑗)
1 − ℎ(𝑗)
= 𝛼(𝑗)                                                    (6) 
where 𝛼(𝑗) represents the logit hazard probability estimate (or intercept) for semester j.  This 
function is called the baseline hazard function.     
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Adding Predictors 
 While the baseline model can be of interest, the ultimate goal is to include predictors to 
the model. Both time-invariant and time-varying predictors can be included in the hazard. 
Suppose there are a set of 𝑃 time-invariant and 𝑄 time-varying predictors, let 𝑿 be a 𝑃 𝑥 1 vector 
of time-invariant predictors and 𝒁𝒋 a 𝑄 𝑥 1 vector of time-varying predictors at semester 𝑗.  The 
model in Equation 6 can be rewritten to include the predictors 
𝑙𝑜𝑔𝑖𝑡 ℎ(𝑗) =  𝛼(𝑗) + 𝛽𝑗
′𝑋 + 𝜅𝑗
′𝑍𝑗                                                    (7) 
where 𝜷𝒋
′ represents the vector of slope parameters for time-invariant predictors and 𝜿𝒋
′ is the 
vector of slope parameters for the time-varying predictors for semester 𝑗. Just like in a linear 
regression model, each slope parameter represents the change in the baseline logit hazard 
function given a one-unit increase in the predictor, holding all other predictors constant. It is 
important to note that Equation 7 allows for the effects of time-invariant predictors to vary across 
semesters; however, the proportional odds assumption can be invoked by constraining the effects 
to be the same across semesters, i.e., 𝜷′. Furthermore, the intercept parameter 𝛼(𝑗) represents 
logit hazard value for semester j when all the predictors are zero. As in linear regression, the 
hazard model can handle both categorical and continuous predictors.   
Estimating the Model 
The model can be estimated using a logistic regression procedure in many standard 
statistical programs when the data are in the person-period format. A person-period data are 
those that contain multiple rows for each student. Table 1 shows a hypothetical example of a 
person-period dataset for three students over six semesters. The EVENT variable indicates the 
semester in which a student graduates or departs the university. Graduation occurred if EVENT 
= 1; whereas, EVENT = 2 indicates the student departed the institution. During semesters where 
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the student did not graduate or depart, EVENT = 0. For the example in Table 1, Student 1 
departs the institution during the second semester, Student 2 graduates in her fourth semester and 
Student 3 is censored, i.e., does not graduate or depart during the six semesters being studied. 
The inclusion of time-invariant and time-varying predictors are entered into the person-
period dataset as additional columns. A time-invariant predictor remains the same across rows 
for each student but a time-varying predictor changes for each semester. For the example in 
Table 1, GENDER, CC and 4-YEAR are time-invariant so they remain the same across 
semesters for each student. The indicators CC and 4-YEAR identify the community college and 
four-year institution each student attended. Finally, semester GPA is time-varying so it changes 
each semester for each student.   
Table 1. Example of a Person-Period Dataset 
Student Semester Event CC 4-year Gender Semester GPA 
1 1 0 9 7 M 3.04 
1 2 2 9 7 M 2.82 
2 1 0 5 2 F 3.12 
2 2 0 5 2 F 2.93 
2 3 0 5 2 F 3.45 
2 4 1 5 2 F 3.33 
3 1 0 3 8 M 3.51 
3 2 0 3 8 M 2.78 
3 3 0 3 8 M 3.02 
3 4 0 3 8 M 2.86 
3 5 0 3 8 M 3.13 
3 6 0 3 8 M 3.33 
 
For the example in Table 1, time is indexed by SEMESTER. One possible representation 
of time is to create dummy variables for each semester as time indicators using 𝐽 indicators for 
𝐽 semesters. Table 2 gives the time indicators for the person-period dataset presented in Table 1. 
Using this notation, the 𝛼(𝑗) in Equation 6 is represented as [𝛼1𝑆1 + 𝛼2𝑆2 + ⋯ + 𝛼6𝑆6] where 
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each 𝛼(𝑗) is the logit hazard probability estimate or intercept for semester j. This representation 
is preferred because it is easiest to interpret. 
Table 2. Time Indicators for Example of Person-Period Dataset 
Semester 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6 
1 1 0 0 0 0 0 
2 0 1 0 0 0 0 
3 0 0 1 0 0 0 
4 0 0 0 1 0 0 
5 0 0 0 0 1 0 
6 0 0 0 0 0 1 
       
Interpreting the Parameters 
Parameter interpretations are similar to multiple regression, except now the dependent 
variable is a logit. First, consider the situation where the predictor is binary and dummy coded 
with two categories, category 0 (reference) and category 1. The intercept 𝛽0 is the value log odds 
of the DV for the reference category and the slope 𝛽1 represents the change in log odds in the 
DV from the reference category to category 1. For ease of interpretation, it is helpful to offer an 
interpretation in terms of an odds ratio. To do this, Equation 6 can be expressed in terms of odds 
by taking the exponential of both sides resulting in 
ℎ(𝑗)
1 − ℎ(𝑗)
= 𝑒𝛽0+𝛽1𝑋 .                                                            (8) 
The odds ratio, OR, is defined as the ratio of the event occurring in one category and the event 
occurring in the other category.  Thus,  
𝑂𝑅 =  
𝑒𝛽0+ 𝛽1(1)
𝑒𝛽0+ 𝛽1(0)
=
𝑒𝛽0+ 𝛽1
𝑒𝛽0
=
𝑒𝛽0𝑒𝛽1
𝑒𝛽0
= 𝑒𝛽1 .                                   (9) 
Therefore, the odds ratio for a single binary predictor logistic regression is expressed as 𝑒𝛽1.   
 For a continuous predictor, the intercept 𝛽0 now represents the value log odds when 𝑋 =
0 and the slope 𝛽1 represents the change in log odds for a one unit increase in X. This can also be 
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written in terms of an odds ratio the same way as with a binary predictor. Consider a one-unit 
increase in X, then the OR is 
𝑂𝑅 =  
𝑒𝛽0+ 𝛽1(𝑋+1)
𝑒𝛽0+ 𝛽1𝑋
=
𝑒𝛽0+ 𝛽1𝑋+𝛽1(1)
𝑒𝛽0+ 𝛽1𝑋
=
𝑒𝛽0+ 𝛽1𝑋𝑒𝛽1
𝑒𝛽0+ 𝛽1𝑋
= 𝑒𝛽1 .                            (10) 
Thus, for every one-unit increase in X, the odds of Y is multiplied by 𝑒𝛽1. Notice that if 𝛽1 > 0 
(on the log odds scale), then 𝑒𝛽1 = 𝑂𝑅 > 1 (on the odds scale) meaning that the odds increase 
for a one unit increase in X. Similarly, if  𝛽1 < 0, then the odds decrease for a one unit increase 
in X.    
Survival Model for Transfer Student Data 
When fitting a discrete-time survival model in the context of transfer student data, there 
are a couple of points to consider. First, departure serves as a competing risk to graduation as to 
why students leave the institution; thus, a strategy to handle this needs to be considered. Second, 
community college transfer students belong to both a community college and a four-year 
institution; therefore, the model needs to be specified to allow for this. Modeling techniques for 
these issues will be discussed.  
Competing Risks 
 Each semester, students have the possibility of graduating or departing the institution. 
Students who depart the institution may either dropout or transfer to another institution. 
However, given the constraints on how the data are collected in this study, there is no distinction 
made between the two. Likewise, there is no distinction made between students who dropout for 
either academic or disciplinary reasons. Stopping out is defined as a student who returns to the 
institution after an absence of at least one semester. Students who stop-out and do not return 
during the time frame being studied are considered to have departed from the institution. Finally, 
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students who have not completed by the end of the time period being studied and have not 
departed the institution are censored. 
In the present study, graduation from the four-year institution is the outcome of interest; 
however, departing the institution is considered a competing risk. That is, not experiencing 
graduation and departure are both completing reasons why a student is still “at risk” by the end 
of the time period being studied. A distinguishing feature of competing risks is that only one of 
these events will occur, or not occur, during a student’s time in college. That is, a student will not 
both depart the institution and graduate from that institution. 
 In survival analysis the competing risk model allows researchers to examine multiple 
events of interest. The present study will consider departing the institution as a competing risk of 
graduation. To do this, the dataset must contain a variable that identifies the semester a student 
departed the university. Allison (1995) describes how separate analyses for each event can be 
performed without producing biased parameter estimates and only a slight loss of precision. This 
allows the researcher to focus on the event of interest and allows for different models to be 
considered for different types of events. Fitting the graduation model, for example, involves 
treating students who departed as being censored. However, this treatment invokes an 
assumption of non-informative competing risks, i.e., experiencing a particular event tells us 
nothing about experiencing the other event.  
 Non-informative censoring in the competing risk framework assumes that if a student 
who experienced a competing event had not done so, the student would be at the same risk of 
experiencing the other events as those who did not experience the competing event. That is, if a 
student departs then that student would have been at the same risk as the other students for 
graduation had he or she not departed. However, it is unlikely that a student who departs would 
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be equally likely to graduate in subsequent semesters as students who eventually graduate. In the 
presence of possible informative competing risks, Singer and Willet (2003) suggest including 
predictors that are related to both events, i.e., GPA. Including these predictors allows for the 
events to be treated as if they are non-informative. 
 Computing cumulative hazard curves for competing risk models using Equation 5 will 
produce incorrect cumulative hazard curves for each event in the competing risks framework. 
This will be illustrated by a simple example. Consider the situation given in Table 3 where 100 
students are at risk of graduation. During the first semester five students graduated and 15 
students departed. Therefore, the hazard for graduation is 0.05 and the hazard for departure is 
0.15; that is, 5% of students graduated and 15% of students departed in semester 1. This means 
that 80 students are at risk of graduation or departure in semester 2 because a total of 20 
graduated or departed during semester 1. Now consider that during the second semester 40 
students graduated and 20 students departed; thus, the hazard for graduation is 0.50, and the 
hazard for graduation is 0.25.  
Table 3. Computing Cumulative Hazards for Competing Risk Models 
    Hazard Cumulative Hazard 
Semester At risk Graduate Depart Graduate Depart Graduate Depart Either 
1 100 5 15 0.05 0.15 0.05 0.15 0.20 
2 80 40 20 0.50 0.25 0.45 0.35 0.80 
 
 The cumulative hazard for each event during the first semester will be the same as the 
hazards because there is nothing to cumulate. Notice, there is a column titled “either” in Table 3 
showing the cumulative hazard for experiencing either graduation or departure in a given 
semester. It is simply the sum of the cumulative hazards of graduate and depart. During the first 
semester 20% of the students either graduated or departed. For the second semester, the 
cumulative hazard is 0.45 for graduate and 0.35 for depart. In this simple example, these 
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cumulative hazards can be calculated from taking the total number of students who experienced 
the event in the first two semesters and dividing by the number who were initially at risk (i.e., 
100).  
Using Equation 5 to calculate the cumulative hazard for the second semester will result in 
an incorrect value. For example, computing the cumulative hazard for graduate for semester 2 
using Equation 5 yields 1 - [(1 - .05)(1 - .50)] = 0.525. This value is greater than the true value 
for the cumulative hazard because it is ignoring the other competing risk. Scott and Kenny 
(2005) provide an alternative method for computing cumulative hazard when using a completing 
risk model to remove this “accounting error.” Let ℎ𝑘(𝑗) be the hazard for event 𝑘, 𝑀𝑘(𝑗) be the 
cumulative hazard for event 𝑘 where 𝑘 = graduate or depart, and 𝑀(𝑗) be the cumulative hazard 
for experiencing either graduation or departure during semester 𝑗. The cumulative hazards are 
defined as 
𝑀𝑘(𝑗) =  ℎ𝑘(𝑗)[1 − 𝑀(𝑗 − 1)] + 𝑀𝑘(𝑗 − 1)                                    (11)        
where 𝑗 > 1, 𝑀𝑘(1) =  ℎ𝑘(1) and 𝑀(𝑗) =  ∑ 𝑀𝑘(𝑗)𝑘 . Calculating the cumulative hazard for 
graduation during semester 2 using Equation 11 yields 0.50 [1 - 0.20] + 0.05 = 0.45, which is the 
correct cumulative hazard. 
Cross-Classification 
 A unique feature involved in the analysis of transfer student data is that students belong 
to two institutions, i.e., a community college and a four-year institution. This type of scenario in 
which an individual is a member of two schools is known as cross-classification in the multi-
level modeling literature. Figure 3 shows an example of the cross-classification in transfer 
student data. In this simple example there are two community colleges and two four-year 
institutions. The first four students attend four-year institution 1 and the last four attend four-year 
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institution 2. Students 1, 3, 5, and 7 transferred from community college 1 and students 2, 4, 6, 
and 8 transferred from community college 2. It is important to note how each student belongs to 
two institutions. For example, student 1 belongs to community college 1 and 4-year institution 1. 
 
Figure 3. Example of Cross-Classification 
 
The cross-classification means that students are nested within community colleges and 
four-year institutions; thus, it is possible that students attending the same community college and 
four-year institutions have similarities in graduation or departure. This nesting creates 
dependence among observations and violates independence assumptions of the error term, which 
can lead to incorrect inferences of parameters. To correct this, typically a random-effects (i.e., 
multilevel modeling) or a fixed-effects approach is used.   
The primary difference between a random-effects approach and fixed-effects approach 
for nested data is how the schools are added into the model. The fixed-effects approach includes 
the schools as a fixed factor; whereas, the random effects approach views schools as being 
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randomly sampled from a population of schools. Both approaches account for school effects; 
however, the random-effects approach allows for inferences about a population of schools. 
Because all community college and four-year institutions are included in the current study, there 
is no sampling of schools. Furthermore, the current study is interested in individual-level effects 
and only concerned with controlling for school-level effects. Therefore, a fixed-effects approach 
will be utilized. 
There are two primary methods for including schools as fixed factors into the model: (1) 
dummy coding; and (2) effects coding. Dummy coding specifies a reference school to which all 
other schools are compared. Thus, the 𝛼(𝑗) would represent the logit hazard value for semester j 
for students belonging to the reference community college and reference four-year institution. 
Given the interest is not just one particular school and there is no reason to assign a particular 
reference community college or four-year institution, effects coding is more appropriate. Effects 
coding specifies a base school but now the 𝛼(𝑗) represents the mean logit hazard value for 
semester j for students across all schools. This mean is unweighted suggesting that the proportion 
of students in each school is equal. However, this is most likely not the case given the different 
sizes of schools in the data. Thus, a weighted effects coding can be utilized where the base group 
is assigned the weighed proportion of that school instead of -1 as shown in Table 4. 
Using the contrast codes specified in Table 4, the model from Equation 6, with the 
addition of the school main effects, can be written as 
𝑙𝑜𝑔𝑖𝑡 ℎ(𝑗) = 𝛼(𝑗) + 𝛽𝐶𝐶1𝐶𝐶1 + ⋯ + 𝛽𝐶𝐶57𝐶𝐶57 + 𝛽4𝑦𝑟14𝑦𝑟1 + ⋯ + 𝛽4𝑦𝑟144𝑦𝑟14     (12) 
where 𝛽𝐶𝐶1, …, 𝛽𝐶𝐶57 represent the slope parameters of the effects coded variables for the 58 
community colleges,  𝛽4𝑦𝑟1, …, 𝛽4𝑦𝑟14 represent the slope parameters of the effects coded 
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variables for 15 four-year institutions2. The 𝛽𝐶𝐶 parameters in this model represent a mean shift 
in logit hazard from the mean of all community colleges for each semester 𝑗. Similarly, the 𝛽4𝑦𝑟 
parameters represent a mean shift in logit hazard from the mean of all four-year institutions for 
each semester 𝑗. 
Table 4. Unweighted Effects Coding for Community Colleges and Four-Year Institutions 
School CC1 CC2 CC3 ⋯ CC57 
Community College 1 1 0 0 ⋯ 0 
Community College 2 0 1 0 ⋯ 0 
Community College 3 0 0 1 ⋯ 0 
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ 
Community College 57 0 0 0 ⋯ 1 
Community College 58 -1 -1 -1 ⋯ -1 
 
School 4yr1 4yr2 4yr3 ⋯ 4yr14 
Four-year Institution 1 1 0 0 ⋯ 0 
Four-year Institution 2 0 1 0 ⋯ 0 
Four-year Institution 3 0 0 1 ⋯ 0 
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ 
Four-year Institution 14 0 0 0 ⋯ 1 
Four-year Institution 15 -1 -1 -1 ⋯ -1 
      
The Data 
 The North Carolina General Administration provided data for this study. They consist of 
a longitudinal dataset that track the 2007 cohort of students transferring from a North Carolina 
community college into the UNC System3. The data include five-years of information on these 
students for the fall, spring and summer semesters.4 The data were restricted to only include 
students with at least 30 transfer credit hours and completed at least the first semester at the four-
                                                             
2 UNC has 16 public institutions but one institution was excluded from analysis; the rationale for this exclusion will 
be presented in the next section. 
 
3 The 2007 cohort was the first available at the time of data request. 
 
4 The last year of data was used to properly determine if a student had departed the institution. Therefore, only four 
years of data were modeled in the present study. 
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year institution. One important note is that every institution in the UNC System is on the 
semester system, except for the UNC School of the Arts, which is on the quarter system. This 
difference creates problems when modeling time so this school is excluded from analysis.  
The outcome variables in the current study are graduation or departure. Predictors were 
selected based upon review of the literature and availability from the North Carolina General 
Administration. The predictors are grouped into three sets and are shown in Table 5: (1) 
demographic predictors; (2) community college predictors; and (3) four-year institution 
predictors.5  
Table 5. Model Predictors 
Predictors 
      Demographic:  Four-year institution:  
 Age   Financial Aid Percent (per semester) 
 Ethnicity   GPA (per semester) 
 Gender   Part-time 
    STEM Major 
 Community College:   Stop-out 
 Associates Degree Completion   Transfer Shock 
 Credit Hours Earned    
     
Outcome 
 The outcome variable for this study is the event of occurrence, which has a value of “1” if 
the student graduated from the four-year institution in a given semester, a value of “2” if the 
student departed the four-year institution or a “0” otherwise. A student who did not experience 
either event during the four years (i.e., censored) receives a “0” until the end of the time frame 
being considered. Separate analysis for the competing risks model will be conducted; therefore, a 
dichotomous variable is created to indicate occurrence of each event. A dummy variable to 
indicate graduation is coded to have a value of “1” if the student graduated and a value of “0” 
                                                             
5 On-campus housing was initially chosen as a predictor, but the variable contained a substantial amount of missing 
data so it was not used in the current study. 
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otherwise. For a student who departed the institution, a value of “0” is assigned until the last 
semester that student completed at the institution. Likewise, a dummy variable for departure is 
coded to have a value of “1” if the student departed the institution and a value of “0” otherwise. 
If the student graduated, a value “0” is assigned for the departure variable until the semester 
when the student graduated. 
Predictors 
I will describe how each predictor in Table 5 is defined. First, each student belongs to a 
particular community college and a particular four-year institution. I use weighted effects coding 
to indicate community college and four-year institution membership of each student. Some 
students attended more than one community college; however, the community college where the 
student earned the most credit hours is chosen as that student’s community college of attendance. 
These weighted effects codes are called community college indicators and four-year indicators. 
 Age is defined as the age at the time of entry into the four-year institution. The original 
dataset contained the birthdate of each student so the age of each student is determined by 
subtracting the year born from 2007. I consider students’ month of birth to ensure accuracy of 
the age variable at time of entry. The dataset also contained information on each student’s 
gender. For coding purposes, a dummy variable for male is created such that it equals to “1” if a 
student is male and “0” is the student is female. Additionally, each student’s ethnicity was 
reported as African-American, American Indian, Asian, Caucasian, Hispanic, or unknown. Five 
dummy variables are created and Caucasian serves as the reference group. Each dummy variable 
receives a “1” if a student is a member of that ethnicity or a “0” otherwise. 
 The dataset contains information about whether a student earned an associate’s degree 
prior to transfer. A dummy variable is created such that a “1” indicates the student received an 
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associate’s degree prior to transfer and a “0” indicates that a student did not receive an 
associate’s degree prior to transfer. Additionally, community college credit hours are a 
continuous variable included in the model and the number of community college credit hours 
earned at the student’s community college of attendance are used. 
 Financial Aid information is given in the dataset as the amount of financial aid per award 
per student per semester. Given that most financial aid award decisions are made on a yearly 
basis, the financial aid dollars received for each student during each academic year is computed. 
Financial aid awards for summer are considered as awarded for the previous academic year. The 
financial aid awards considered include: Federal and state subsidized loans, need-based grants, 
need-based scholarships and work study.   
Because each institution in North Carolina has a different cost of attendance, financial aid 
amounts vary across institutions. Furthermore, some students took classes part-time, and other 
students chose not to take summer courses. All of these factors might influence the amount of 
financial aid received. Therefore, for each academic year, the cost of attendance is calculated for 
each student within each institution given the number of credit hours taken. The cost of 
attendance and tuition rates are obtained from the Integrated Postsecondary Education Data 
System (IPEDS) database for each institution during the particular academic year. The total 
amount of aid for the academic year is divided by the total cost of attendance for that student for 
that academic year. Thus, financial aid percent represents the percentage of financial aid each 
student received per academic year given his or her cost of attendance. 
 Transfer shock is coded as “1” if a student experienced transfer shock, and “0” if the 
student did not. Transfer shock is defined as a greater than 0.30 point decrease in GPA during the 
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first semester after transfer (compared to cumulative community college GPA6). This cutoff is 
recommended by Pennington (2006) because it is consistent with the majority of the literature on 
transfer shock. 
 STEM major is coded as “1” if a student is enrolled as a STEM major in a given 
semester, and “0” if the student is not enrolled as a STEM major. This predictor is time-varying 
as students may change majors. Students who had an undeclared major are coded as not being a 
STEM major. STEM majors are determined based on the Classification of Instructional 
Programs (CIP) code for each student. The CIP code is matched with STEM CIP codes as 
defined by the NSF Louis Stokes Alliance for Minority Participation Crosswalk (NSF, 2014).  
 Semester GPA is a time-varying, continuous predictor in the model. It is created by 
dividing the sum of the quality points by the sum of the credit hours attempted for each student 
during each semester. For students who stopped out or did not enroll in summer classes, the 
missing semester GPA is replaced with that student’s cumulative GPA prior to that semester. 7 
 Students are classified as either part-time or full-time based on their status upon entry 
into the four-year institution. If a student entered as a full-time student (i.e., attempting at least 
12 credit hours), then that student receives the classification of full-time. If the student did not 
enter as full-time, then that student receives the classification of part-time. While some students 
fluctuated in the number of credit hours taken each semester, stop-out behavior and/or taking 
summer classes, this model assumes a time-invariant classification based on the entry of the 
student into the institution. Students who entered part-time are coded “1,” and students who 
entered full-time are coded “0.” 
                                                             
6 Cumulative Community College GPA was not included in the model due to collinearity with semester GPA. 
 
7 Models using multiple imputation to handle the missingness for semester GPA were fit but there was no change in 
the significance and pattern of results. 
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 Stop-out is defined as at least one semester of absence from the four-year institution (not 
including summer). Students who stop-out are considered as not continuously enrolled 
throughout their tenure at the four-year institution. A time-invariant dummy variable coded with 
“1” if students stopped out at any point during their time at the four-year institution, and “0” if 
they were continuously enrolled. 
Model-Fitting 
 The survival models are estimated in SAS using PROC LOGISTIC, which estimates the 
𝛼’s and 𝛽’s using maximum likelihood. The data provided by the North Carolina General 
Administration includes six datasets that are merged and manipulated into a person-period 
dataset as shown in Table 1, and include the predictors as specified in the previous section. 
Furthermore, time is represented as in Table 2.  
For both graduation and departure, a full model with all predictors, community college 
indicators and four-year institution indicators are fitted and each set of predictors and indicators 
are removed to determine which set(s) play a central role in predicting graduation and departure. 
This results in fitting five nested models and each are compared to the full model to determine if 
there is a significant worsening of fit when the set is excluded. If so, then it can be determined 
that, overall, the set of predictors or indicators is important in predicting graduation and/or 
departure. There are five sets of predictors and indicators that are considered: (1) community 
college indicators, (2) four-year indicators, (3) demographic predictors, (4) community college 
predictors, and (5) four-year predictors. Note the difference between predictors and indicators. 
The indicators represent the community college and four-year institution that the student attends 
as given in Equation 12. However, the predictors represent the selected predictors given in   
Table 5.   
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To compare models, SAS produces goodness-of-fit tests including the log-likelihood 
statistic, which can be used to calculate deviance. When comparing deviance across models, a 
smaller deviance indicates a better fit. The deviance between two nested models can be 
compared using a likelihood ratio test, which determines which set of indicators and predictors 
are most important in predicting graduation and departure. The results from this model-fitting 
procedure will determine the final model to be fitted. 
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CHAPTER 3: RESULTS 
Descriptive Statistics 
 Table 6 presents the status of NCCCS transfer students at the beginning of each semester. 
The final sample size included 3,781 students. The number of “at-risk” students were the 
students who had not experienced either event in a prior semester. This set does not necessarily 
equal the number of students enrolled in a semester as some students may stop-out or elect to not 
take summer courses. The graduate and depart columns gives the number of students who 
graduated or departed in a given semester. Finally, the last column shows the number of students 
who were censored. Given this study only examines one cohort of students, censoring only 
occurs at the end of the time frame under consideration.  
Table 6. Status of NCCCS Transfer Students at the Beginning of Each Semester 
Semester At Risk Graduate Depart Censored 
Fall 2007 3781 0 187    0 
Spring 2008 3594 16 271    0 
Summer 2008 3307 13 44    0 
Fall 2008 3250 70 125    0 
Spring 2009 3055 453 101    0 
Summer 2009 2501 168 31    0 
Fall 2009 2302 456 53    0 
Spring 2010 1793 602 49    0 
Summer 2010 1142 104 25    0 
Fall 2010 1013 246 49    0 
Spring 2011 718 262 38    0 
Summer 2011 418 39 12 367 
 
The frequencies for all categorical predictors and summary statistics for continuous 
predictors are found in Table 7. Female students made up 55.7% of the sample. In terms of 
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race/ethnicity, 73.50% of students were Caucasian, 12.54% African-American, 5.79% unknown, 
3.46% Asian, 3.41% Hispanic and 1.30% American Indian. The mean age of the students was 
24.67 (SD = 7.13). Additionally, 43.61% of the students had obtained an associate’s degree prior 
to transfer and the mean number of community college credit hours earned was 62.44 (SD = 
19.71).  
For the four-year institution predictors, the mean of semester GPA was 2.88 (SD = 0.92). 
The maximum GPA observed in the sample was 4.33. While most four-year institutions in North 
Carolina do not assign above a 4.0 GPA, there are two institutions that assign a 4.33 for a grade 
of A+. Additionally, 44.72% of the sample had a decrease in GPA of at least 0.3 points after the 
first semester at the four-year institution. The majority of students entered as full-time students 
(71.78%) and did not stop-out (88.84%). The average financial aid percent was 37.12% (SD = 
37.97) and only 9.92% of students entered as STEM majors. It should be noted that age, 
community college credit hours, and financial aid percentage contained outliers and, during 
model-fitting, these outliers were checked and determined not to be influential. 
Finally, Table 8 shows the frequencies and percentages of students belonging to each 
community college. These frequencies and percentages represent the number of community 
college transfer students that were considered to have transferred from that institution. It does not 
reflect students who attended multiple community colleges. Table 9 shows the frequencies and 
percentages for students at each four-year institution. The data reveal that students are not 
distributed evenly across community college and four-year institutions in North Carolina, which 
confirmed the need for weighted effects coding of these variables.  
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Table 7. Descriptive Statistics for Model Predictors 
Gender Frequency Percent      
   Female 2106 55.70      
   Male 1675 44.30      
        
Ethnicity Frequency Percent      
   Caucasian 2779 73.50      
   African-American   474 12.54      
   Unknown   219   5.79      
   Asian   131   3.46      
   Hispanic   129   3.41      
   American Indian     49   1.30      
        
Associates Frequency Percent      
   No 2132 56.32      
   Yes 1649 43.61      
        
Part-time Frequency Percent      
   No 2714 71.78      
   Yes 1067 28.22      
        
Shock Frequency Percent      
   No 2090 55.28      
   Yes 1691 44.72      
        
STEM (First Semester) Frequency Percent      
   No 3406 90.08      
   Yes   375   9.92      
        
Stop-out Frequency Percent      
   No 3359 88.84      
   Yes   422 11.16      
        
Continuous Predictors Mean Std. Dev. Min Q1 Median Q3 Max 
   Age 24.67   7.13 17.00 20.00 22.00 26.00   74.00 
   CC Credit Hours 62.44 19.71 30.00 47.00 62.00 74.00 158.00 
   Financial Aid % 37.12 37.97   0.00   0.00 31.38 67.25 465.31 
   Semester GPA   2.88   0.92   0.00   2.34   3.00   3.60     4.33 
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Table 8. Frequencies of Community Colleges 
Community College Freq. Percent   Community College Freq. Percent 
Cape Fear CC 329 8.70  Southeastern CC 44 1.16 
Central Piedmont CC 323 8.54  Stanly CC 43 1.14 
Wake TCC 285 7.54  Carteret CC 42 1.11 
Guilford TCC 173 4.58  Mitchell CC 39 1.03 
Fayetteville TCC 139 3.68  Blue Ridge CC 32 0.85 
Coastal Carolina CC 136 3.60  Robeson CC 32 0.85 
Pitt CC 129 3.41  Isothermal CC 31 0.82 
Asheville-Buncombe TCC 124 3.28  Nash CC 31 0.82 
Forsyth TCC 117 3.09  Piedmont CC 31 0.82 
Sandhills CC 106 2.80  Richmond CC 30 0.79 
Catawba Valley CC 103 2.72  Haywood CC 29 0.77 
Surry CC 87 2.30  Rockingham CC 28 0.74 
Gaston College 86 2.27  Tri-County CC 25 0.66 
Alamance CC 83 2.20  Bladen CC 22 0.58 
Durham TCC 79 2.09  James Sprunt CC 22 0.58 
Wayne CC 77 2.04  McDowell TCC 20 0.53 
Rowan-Cabarrus CC 73 1.93  Cleveland CC 19 0.50 
Caldwell CC and TI 69 1.82  Beaufort County CC 18 0.48 
Johnston CC 65 1.72  Brunswick CC 16 0.42 
Wilkes CC 64 1.69  Sampson CC 16 0.42 
Central Carolina CC 63 1.67  Wilson CC 16 0.42 
Western Piedmont CC 62 1.64  Edgecombe CC 14 0.37 
College of the Albemarle 58 1.53  Halifax CC 10 0.26 
Craven CC 58 1.53  South Piedmont CC 10 0.26 
Davidson County CC 52 1.38  Montgomery CC 9 0.24 
Southwestern CC 51 1.35  Mayland CC 8 0.21 
Randolph CC 48 1.27  Roanoke Chowan CC 5 0.13 
Lenoir CC 47 1.24  Martin CC 4 0.11 
Vance-Granville CC 47 1.24  Pamlico CC 2 0.05 
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Table 9. Frequencies of Four-Year Institutions 
Four-year Institution Freq. Percent   Four-year Institution Freq. Percent 
East Carolina 585 15.47   UNC-Chapel Hill 140 3.70 
UNC-Wilmington 570 15.08   UNC-Pembroke 122 3.23 
UNC-Charlotte 535 14.15   UNC-Asheville 103 2.72 
UNC-Greensboro 411 10.87   Winston-Salem State 76 2.01 
Appalachian State 399 10.55   North Carolina Central 57 1.51 
North Carolina State 313 8.28   Elizabeth City 44 1.16 
Western Carolina 224 5.92   North Carolina A&T 43 1.14 
Fayetteville State 159 4.21   UNCSA  -- --  
 
Baseline Hazards 
 Table 10 presents the computed hazards and cumulative hazard estimates. The hazard 
estimates were calculated by dividing the total number of students who experienced the event of 
graduation or departing by the total number at risk (i.e., those who had not experienced either 
event in prior semesters). The cumulative hazard estimates were calculated as presented in 
Equation 11. The Table shows that 64.2% of students had graduated by the end of four years and 
26.1% had departed.  
Table 10. Hazard and Cumulative Hazard Rates for Baseline Model 
Semester At Risk Graduate Depart 
Hazard  Cum. Hazard 
Graduate Depart  Graduate Depart 
Fall 2007 3781 0 187 0.000 0.049  0.000 0.049 
Spring 2008 3594 16 271 0.004 0.075  0.004 0.121 
Summer 2008 3307 13 44 0.004 0.013  0.008 0.133 
Fall 2008 3250 70 125 0.022 0.038  0.026 0.166 
Spring 2009 3055 453 101 0.148 0.033  0.146 0.193 
Summer 2009 2501 168 31 0.067 0.012  0.190 0.201 
Fall 2009 2302 456 53 0.198 0.023  0.311 0.215 
Spring 2010 1793 602 49 0.336 0.027  0.470 0.228 
Summer 2010 1142 104 25 0.091 0.022  0.498 0.234 
Fall 2010 1013 246 49 0.243 0.048  0.563 0.247 
Spring 2011 718 262 38 0.365 0.053  0.632 0.257 
Summer 2011 418 39 12 0.093 0.029  0.642 0.261 
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 Figure 4 shows a plot of the baseline hazard estimates presented in Table 10. The plot 
reveals that students were “at most risk” of graduating in the Spring of 2011, and the semester 
students were at most risk of departing in the Spring of 2008. The graduation hazard rates follow 
a distinct pattern of spikes in the spring semesters and low hazards in the summer semesters. 
These hazard rates indicate most students graduated during the spring; however, there were 
graduates in the fall and summer semesters. The graduation hazards during the first three 
semesters are near zero indicating that very few students graduated during those semesters. 
Finally, the departure hazards were low during the summer semesters.  
 
Figure 4. Baseline Hazard Functions for Graduation and Depart 
 
The cumulative hazard curves for the baseline hazard model are presented in Figure 5. 
These curves were plotted using the cumulative hazard columns in Table 10, and the curves 
show the proportion of students that have experienced the given event in a particular semester. 
As seen in Table 10, the curves show that 64% of students had graduated by the end of the four 
years and that 26% had departed by the end of four years. Another useful measure from this plot 
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is the median time-to-degree; that is, the semester where at least 50% of students had graduated. 
The median time-to-degree for this sample was the summer of 2010 or 3 years after transfer. 
 
 
Figure 5. Baseline Cumulative Hazard Curves for Graduation and Depart 
 
Model-Fitting 
The full model with all predictors, community college indicators and four-year indicators 
was fitted for graduation and for departure. Expanding Equation 12, the full model is given in 
Equation 13 where ℎ(𝑗) represents the predicted hazard for semester 𝑗. Nested models excluding 
each set of predictors and indicators from the full model were fitted. The five sets were: (1) 
community college indicators, (2) four-year indicators, (3) demographic predictors, (4) 
community college predictors, and (5) four-year predictors. Each set was compared to the full 
model using a likelihood ratio test to determine if that set was important in predicting graduation 
or departure.  
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𝑙𝑜𝑔𝑖𝑡 ℎ(𝑗) = 𝛼(𝑗) + 𝛽𝐶𝐶1𝐶𝐶1 + ⋯ + 𝛽𝐶𝐶57𝐶𝐶57 + 𝛽4𝑦𝑟14𝑦𝑟1 + ⋯ + 𝛽4𝑦𝑟144𝑦𝑟14              (13)  
+ 𝛽1(𝐴𝐺𝐸 − 22) + 𝛽2𝑀𝐴𝐿𝐸 + 𝛽3𝐴𝐹𝑅𝐼𝐶𝐴𝑁𝐴𝑀 + 𝛽4𝐴𝑀𝐼𝑁𝐷𝐼𝐴𝑁     
+ 𝛽5𝐴𝑆𝐼𝐴𝑁 + 𝛽6𝐻𝐼𝑆𝑃𝐴𝑁𝐼𝐶 + 𝛽7𝑈𝑁𝐾𝑁𝑂𝑊𝑁 + 𝛽8𝐴𝑆𝑆𝑂𝐶𝐼𝐴𝑇𝐸𝑆
+ 𝛽9(𝐶𝐶𝐶𝑅𝐸𝐷𝐼𝑇𝑆 − 62) + 𝛽10(𝐹𝐼𝑁𝐴𝐼𝐷𝑃𝐸𝑅𝐶𝐸𝑁𝑇 − 31) + 𝛽11𝑃𝐴𝑅𝑇
+ 𝛽12(𝑆𝐸𝑀𝐺𝑃𝐴 − 3) + 𝛽13𝑆𝐻𝑂𝐶𝐾 + 𝛽14𝑆𝑇𝐸𝑀 + 𝛽15𝑆𝑇𝑂𝑃𝑂𝑈𝑇 
 
Table 11 shows the results of the model-fitting. After the full model was fitted for 
graduation, the first nested model to be considered was Model 1G, which excluded all of the 
community college indicators. Model 1G had a significant worsening in fit when compared to 
the full model (p = .005). This suggests the set of community college indicators is important in 
predicting graduation. The same procedure was followed for the remaining sets (Models 2G-5G). 
Only Model 3G did not result in a significant worsening in fit when compared to the full model 
(p = .200). Model 3G excluded the set of demographic predictors and the result indicates that, 
overall, demographic predictors did not contribute to predicting graduation. 
Table 11. Model-Fitting Results 
*Set was not found to have a significant worsening of fit at the alpha = 0.05 significance level when removed from 
the full model. 
  
Model Description  Deviance ∆Dev. ∆df P-value 
Graduation 
Full Model with all indicators and predictors 10665.1 -- -- -- 
   Set of predictors or indicators removed:     
1G CC Indicators 10753.7 88.6 57 p = .005 
2G 4-year Indicators  10795.1 130.0 14 p < .001 
3G Demographic Predictors* 10674.9 9.8 7 p = .200 
4G CC Predictors 10788.7 123.6 2 p < .001 
5G 4-year Predictors 12017.5 1352.4 6 p < .001 
      
Model Description  Deviance ∆Dev. ∆df P-value 
Departure 
Full Model with  all indicators and predictors 6324.8 -- -- -- 
   Set of predictors or indicators removed:     
1D CC Indicators 6402.2 77.4 57 p = .037 
2D 4-year Indicators  6361.8 37.0 14 p = .001 
3D Demographic Predictors 6360.3 35.5 7 p < .001 
4D CC Predictors*  6327.1 2.3 2 p = .317 
5D 4-year Predictors 8015.2 1690.4 6 p < .001 
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Next, the same steps were taken to examine the effect of each set of predictors within the 
full model for departure. After the full model for departure was fitted, the nested models (Models 
1D-5D) were fitted and compared to the full model. All models were found to have a significant 
worsening of fit when compared to the full model except for Model 4D (p = .317). Model 4D 
contained the set of community college predictors; thus, this result suggests that, overall, 
community college predictors were not useful in predicting departure.  
The model-fitting described above reveals interesting aspects of the data. Namely, 
overall, the set of demographic variables did not have an important effect on predicting 
graduation. Furthermore, the set of community college variables were not important in predicting 
departure from the four-year institution. While model parsimony is important to consider, I will 
proceed with presenting estimates from the full model. However, it is important to use caution 
when identifying any predictors that are significant within a set that was determined to not 
worsen the model fit when excluded. 
Full Model 
 Table 12 presents estimates from the full model for Equation 14. The competing risk 
survival model is comprised of two competing events, graduation and departure. Each model was 
fit separately. For the graduation model, any students who departed during a given semester were 
treated as censored and the departure model treated students who graduated in a given semester 
as censored. The parameter estimates for the community college and four-year institution 
indicators are given in Appendix 1. It is important to note that the odds are interpreted as 
conditional and not marginal; that is, the odds represent the conditional association for levels of a 
predictor given fixed levels of the other predictors.  
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Table 12. Parameter Estimates for Full Model 
 Graduate  Depart 
   95% CI    95% CI 
Semester Est. Haz. LL UL  Est. Haz. LL UL 
Fall ‘07 -18.192 0.000 0.000 1.000  -4.050 0.017 0.013 0.022 
Spring ‘08 -5.552 0.004 0.002 0.006  -3.283 0.036 0.029 0.045 
Summer ‘08 -5.763 0.003 0.002 0.005  -4.782 0.008 0.006 0.012 
Fall ‘08 -3.994 0.018 0.014 0.024  -3.930 0.019 0.015 0.025 
Spring ‘09 -1.796 0.142 0.123 0.164  -3.964 0.019 0.014 0.024 
Summer ‘09 -2.636 0.067 0.055 0.081  -4.827 0.008 0.005 0.012 
Fall ‘09 -1.242 0.224 0.196 0.255  -4.376 0.012 0.009 0.017 
Spring ‘10 -0.223 0.445 0.403 0.487  -4.130 0.016 0.011 0.022 
Summer ‘10 -1.722 0.152 0.123 0.186  -4.293 0.013 0.009 0.021 
Fall ‘10 -0.383 0.406 0.357 0.456  -3.625 0.026 0.018 0.037 
Spring ‘11 0.555 0.635 0.582 0.685  -3.420 0.032 0.021 0.047 
Summer ‘11 -1.131 0.244 0.182 0.319  -3.931 0.019 0.010 0.036 
          
Predictor Est. OR LL UL  Est. OR LL UL 
CC Indicators* -- -- -- --  -- -- -- -- 
4-yr Indicators* -- -- -- --  -- -- -- -- 
Age -0.006 0.994 0.986 1.003  0.016 1.016 1.005 1.028 
Male -0.023 0.978 0.881 1.085  -0.270 0.764 0.656 0.889 
African American -0.267 0.766 0.634 0.924  -0.491 0.612 0.479 0.783 
American Indian -0.271 0.762 0.439 1.323  -0.226 0.798 0.393 1.620 
Asian 0.090 1.094 0.832 1.440  -0.235 0.790 0.522 1.197 
Hispanic -0.147 0.863 0.653 1.140  -0.241 0.786 0.526 1.175 
Unknown -0.051 0.951 0.768 1.177  -0.074 0.929 0.679 1.272 
Associates 0.409 1.506 1.345 1.685  -0.047 0.954 0.810 1.124 
CC Credits 0.007 1.007 1.004 1.010  -0.002 0.998 0.994 1.002 
Financial Aid % -0.002 0.998 0.997 0.999  -0.005 0.995 0.993 0.997 
Part-time -0.698 0.498 0.436 0.569  0.546 1.726 1.465 2.034 
Semester GPA 0.781 2.183 2.025 2.354  -1.160 0.313 0.294 0.335 
Shock 0.062 1.064 0.953 1.188  0.554 1.740 1.483 2.043 
STEM -0.317 0.729 0.621 0.855  -0.444 0.641 0.502 0.819 
Stop-out -2.066 0.127 0.103 0.156  -1.158 0.314 0.250 0.394 
           
Goodness of Fit 
AIC  10861.1   6520.8 
Deviance  10665.1   6324.8 
*Parameter estimates for the community college and four-year institution indicators are presented in Appendix 1. 
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Event of Interest: Graduation 
 The only significant demographic variable in the graduation model was African-
American. Namely, the conditional odds of graduation in each semester for African-Americans 
were 23.4% (OR = 0.766, 95% CI [0.634, 0.924]) less than the conditional odds for Caucasians. 
Both of the community college predictors were significant; that is, the conditional odds of 
graduation in each semester for students who obtained an associate’s degree were 50.6% (OR = 
1.506, 95% CI [1.345,1.685]) higher than for those who did not. Additionally, for each 
additional three community college credit hours earned at the particular community college of 
attendance, the conditional odds of graduating in each semester increased by 2.1% (OR = 1.007, 
95% CI [1.004,1.010]). 
All of the four-year predictors were statistically significant except for transfer shock; 
specifically, experiencing transfer shock did not change the likelihood of graduation in each 
semester. The largest effect was stop-out, i.e., students who took at least one semester off but 
returned. The conditional odds of graduation in each semester for students who stopped out were 
87.3% (OR = 0.127, 95% CI [0.103,0.156]) less than students who did not stop-out. 
Additionally, students who started the four-year institution as part-time had 50.2% (OR = 0.498, 
95% CI [0.436,0.569]) lower conditional odds of graduating in each semester than student who 
started full-time. Financial aid percent had a small negative effect on graduation; namely, for 
every 10% increase in financial aid coverage of the attendance cost for each student, the 
conditional odds of graduation in each semester decreased by 2% (OR = 0.998, 95% CI [0.997, 
0.999]). Students enrolled as STEM majors had 27.1% (OR = 0.729, 95% CI [0.621, 0.855]) 
lower conditional odds of graduating in each semester than students who were not enrolled as a 
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STEM major. Finally, for each .2 point increase in semester GPA, the conditional odds of 
graduating in each semester increased by 23.7% (OR = 2.183, 95% CI [2.025, 2.354]). 
Competing Risk: Departure 
The competing risk of departure was defined as a student who stopped out for at least one 
semester and did not return during the time frame being studied. The results for departure are 
also presented in Table 12. The parameter estimates reveal that for each additional year in age at 
enrollment, the conditional odds of departing in each semester increased by 1.6% (OR = 1.016, 
95% CI [1.005,1.028]). Additionally, the conditional odds of departing in each semester for 
African-Americans were 38.8% (OR = 0.612, 95% CI [0.479,0.783]) lower than Caucasians. 
Male students had 23.6% (OR = 0.764, 95% CI [0.656, 0.889]) lower conditional odds for 
departure than females in each semester. Both of the community college predictors were not 
significant in the departure model suggesting that associate’s degree attainment and community 
college credit hours earned did not affect the likelihood a student will depart (as found in the 
model-fitting section). 
 Transfer shock is statistically significant in this model; namely, the conditional odds of 
departing in each semester were 74.0% (OR = 1.740, 95% CI [1.483,2.043]) higher for students 
who experienced transfer shock. Students were enrolled as a STEM major had 35.9% (OR = 
0.641, 95% CI [0.502,0.819]) lower conditional odds of departing in each semester than students 
who were not enrolled as a STEM major. The conditional odds of departing in each semester 
were 72.6% (OR = 1.726, 95% CI [1.465, 2.034]) higher for part-time students and 68.6% (OR 
= 0.314, 95% CI [0.250, 0.394]) lower for students who stopped out. Additionally, for every 
10% increase in financial aid coverage of the attendance cost for each student, the conditional 
odds of departing in each semester decreased by 5% (OR = 0.995, 95% CI [0.993, 0.997]). 
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Finally, for each .2 point increase in semester GPA, the conditional odds of departing in each 
semester decreased by 13.7% (OR = 0.313, 95% CI [0.294,0.335]). 
Cumulative Hazard Curves 
In this section, I will present cumulative hazard curves for the reference students. It is 
important to note the cumulative hazard curves are not presented for students attending 
individual community colleges or four-year institutions; however, they represent the weighted 
average across the four-year institutions. Cumulative hazards were plotted using the parameter 
estimates presented in Table 12. Figure 6 shows the cumulative hazard curves for the reference 
students (i.e., when all predictors are zero); that is, 22 year-old female, Caucasian students with 
no associate’s degree who earned 62 community college credit hours at a particular community 
college. At the four-year institution, these students started full- time, did not stop-out, received 
financial aid for 31% of the cost of attendance, did not experience transfer shock, were not 
enrolled as a STEM major and maintained a semester GPA of 3.0. Examining the cumulative 
hazard curve in Figure 6 it can be seen that the median time-to-degree occurred around spring 
semester of 2010 for these students. It also reveals that 85% of these students had graduated in 
four years and around 10% had departed by the end of four years. While the four-year graduation 
rate is higher and the departure rate is lower than presented in Figure 5, it is important to 
remember these curves are for students with the given characteristics. 
Cumulative hazard curves can be plotted for virtually any scenario or combination of 
predictors in the model. Starting with the curves presented in Figure 6, a series of curves are 
presented to show the effect of each predictor in the model. The curves presented below are for 
the reference students as in Figure 6 with variations in a selected predictor. In these plots, the  
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Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, started the four-year institution full-time, did not stop-out, received 
financial aid for 31% of the cost of attendance, did not experience transfer shock, were not enrolled as a STEM 
major, and maintained a semester GPA of 3.0. 
 
 
black curves will always represent the reference students. Demographic predictors are examined 
first followed by community college and four-year predictors. Dichotomous predictors received a 
value of “1” when the effect of that predictor is being examined; however, for the continuous 
predictors, the first quartile, median and third quartile were plotted to show the differences in 
survival. As before, cumulative hazard curves are not specific to any community college or four-
year institution in North Carolina.  
 The three demographic predictors in the model were gender, ethnicity, and age. African-
American was the only significant ethnicity in comparison to Caucasian; therefore, cumulative 
hazard curves comparing each ethnicity with both genders are presented in Figure 7. These 
curves show the differences in both the graduation and departure cumulative hazard rates for 
African-American males, African-American females, Caucasian males and Caucasian females. 
                Figure 6. Cumulative Hazard Curves for the Reference Students                                   
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Overall, the cumulative hazard curves for graduation were similar with cumulative hazards for 
graduation at the end of four years being roughly the same; however; Caucasians graduated 
slightly sooner than African-Americans. The cumulative hazard curves for students who departed 
show that Caucasian males had a higher cumulative hazard at the end of four years. The relative 
similarity of these curves allows for the generalization of the reference curves to males and other 
ethnicities8. 
 
Cumulative hazard curves for 22 year-old students who earned 62 community college credit hours, did not earn an 
associate’s degree, started the four-year institution full-time, did not stop-out, received financial aid for 31% of the 
cost of attendance, did not experience transfer shock, were not enrolled as a STEM major, and maintained a 
semester GPA of 3.0. 
 
Figure 7. Cumulative Hazard Curves for Caucasian and African-American Males and Females 
 
 
Figure 8 shows cumulative hazard curves for different ages at the time of entry; that is, at 
the first quartile of 20 years old, median of 22 years old, and third quartile of 26 years old. As 
                                                             
8 According to the model, all other races/ethnicities were not significantly different from Caucasians. 
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shown, the cumulative graduation and departure proportions for these students were similar. 
However, there was a small decrease in the proportion of students graduating as age increased. It 
is possible to plot a cumulative hazard curve for an older student and the trend would be the 
same. As age increases, so does the probability that the students departed the institution, which in 
turn lowers the graduation rate.   
 
Cumulative hazard curves for female, Caucasian students who earned 62 community college credit hours, did not 
earn an associate’s degree, started the four-year institution full-time, did not stop-out, received financial aid for 31% 
of the cost of attendance, did not experience transfer shock, were not enrolled as a STEM major and maintained a 
semester GPA of 3.0. 
Figure 8. Cumulative Hazard Curves for Age 
  
The next set of cumulative hazard curves presented examines the influence of the 
community college predictors on the cumulative hazards of graduation and departure. Recall 
these curves are for 22 year-old female, Caucasian students who started the four-year institution 
full-time, did not receive an associate’s degree, did not stop-out, received financial aid for 31% 
of the cost of attendance, did not experience transfer shock, was not enrolled as a STEM major 
and maintained a semester GPA of 3.0. Figure 9 shows the cumulative hazard curves for 
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community college credit hours for the first quartile of 46, median of 62, and third quartile of 74. 
The curves show that students who earned 74 community college credit hours had the highest 
graduation proportion at the end of four years and had the shortest time-to-degree. Students who 
earned 46 had the lowest graduation proportion and their time-to-degree was longer than the 
other categories. While there were differences in the cumulative hazard curves for graduation, 
the differences for these students were small. The graduation percentage at the end of four years 
was between 80% and 83%. The cumulative hazards for depart were similar across the different 
values of community college credit hours and there were no notable differences.  
 
 
Cumulative hazard curves for 22-year old female, Caucasian students who did not earn an associate’s degree, started 
the four-year institution full-time, did not stop-out, received financial aid for 31% of the cost of attendance, did not 
experience transfer shock, were not enrolled as a STEM major and maintained a semester GPA of 3.0. 
Figure 9. Cumulative Hazard Curves for Community College Credit Hours Earned 
 
Figure 10 shows the cumulative hazard curves differentiating between students with 62 
community college credit hours who had earned and who had not earned an associate’s degree. 
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The graduation percentage at the end of four years for students who had earned an associate’s 
degree was 86%; students with the same characteristics and did not earn an associate’s degree 
had a graduation percentage of 81%. Furthermore, the median time-to-degree for students with 
an associate’s degree occurred during Fall 2009 and those without an associate’s degree was 
nearly a semester later. The cumulative hazard curves indicate the impact of students obtaining 
an associate’s degree prior to transfer, holding everything else constant. 
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, started the four-year institution full-time, did not stop-out, received financial aid for 31% of the cost of 
attendance, did not experience transfer shock, were not enrolled as a STEM major and maintained a semester GPA 
of 3.0. 
Figure 10. Cumulative Hazard Curves for Associate's Degree 
  
The next set of cumulative hazard curves presented are for the four-year predictors. 
Given that 56% of the sample did not earn an associate’s degree, the following cumulative 
hazard curves will be for students who did not earn an associate’s degree. Figure 11 examines 
the influence of financial aid percent on the cumulative hazard curves for the first quartile of 0%, 
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second quartile of 31%, and third quartile of 67%. The graduation cumulative hazard curves are 
nearly identical. There is minor separation in the cumulative hazard curves for departure. That is, 
after four years, a larger percentage of students who had 0% financial aid departed the four-year 
institution than who had 67% of their cost of education covered by financial aid. Cumulative 
hazard curves presented from this point forward will continue to assume a student received 31% 
financial aid. 
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, started the four-year institution full-time, did not stop-out, did not 
experience transfer shock, were not enrolled as a STEM major and maintained a semester GPA of 3.0. 
Figure 11. Cumulative Hazard Curves for Financial Aid Percent 
 
 
Figure 12 shows cumulative hazard curves for different values of GPA; namely, the first 
quartile of 2.33, median of 3, and third quartile of 3.60. These curves reveal that students who 
maintain a GPA of 3.6 have a four-year graduation rate of 91%. Students who maintain a GPA of 
2.33 have a graduation rate of 61%, holding everything else constant. Additionally, the median 
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time-to-degree is the Fall of 2009 for students with a 3.60 GPA but the median time-to-degree 
for those with a 2.33 GPA is the Fall of 2010. The cumulative hazard curves for departure show 
that 30% of the students departed by the end of four years when they maintained a semester GPA 
of 2.33; however, 8% of students who maintained a semester GPA of 3.6 departed. 
 
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, started the four-year institution full-time, did not stop-out, received 
financial aid for 31% of the cost of attendance, did not experience transfer shock, and were not enrolled as a STEM 
major. 
Figure 12. Cumulative Hazard Curves for Semester GPA 
 
 Figure 13 shows the effect of stop-out and part-time on cumulative hazard curves. The 
plot includes all four possibilities: part-time, stop-out; full-time, stop-out; part-time, no stop-out; 
full-time, no stop-out. There is a clear distinction between the groups as students who are full-
time and do not-stop-out have an 81% four-year graduation rate. However, students who were 
part-time and stopped out had a 20% four-year graduation rate. Additionally, students who were 
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part-time and did not stop-out had a four-year graduation rate of 61%, and students who were 
full-time and did stop-out had a graduation rate of 38%. There are major differences in median 
time-to-degree for these students as well. Namely, students who started full-time and did not 
stop-out had a median time-to-degree of Spring 2010. However, students who started full-time 
and who stopped-out did not reach the 50% graduation percentage mark during the four years. 
Students who initially enrolled part-time and did not stop-out had a median time-to-degree of 
Fall 2010; however, students who initially enrolled as part-time and stopped out did not reach the 
50% graduation rate during the four years.   
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, received financial aid for 31% of the cost of attendance, did not experience 
transfer shock, were not enrolled as a STEM major and maintained a semester GPA of 3.0. 
Figure 13. Cumulative Hazard Curves for Part-time and Stop-out 
 
 The cumulative hazard curves for departure show that 12% of students who started as 
full-time and did not stop-out had departed at the end of four years; however, 25% of students 
who did not stop-out but initially enrolled as part-time had departed. Additionally, out of the 
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students who stopped out, 10% of those who initially enrolled as part-time had departed, and 7% 
of those who initially enrolled as full-time had departed. 
 Figure 14 shows the influence of transfer shock on the cumulative hazard curves. 
Students who experienced transfer shock were more likely to depart; therefore, after four years 
the percentage of students who departed was 21% for those who experienced transfer shock but 
10% for those who did not. The cumulative hazard curves are different as well. Because a large 
percentage of students departed who experienced transfer shock, the graduation rate for those 
students is lower. However, the median time-to-degree is very similar for both of these groups of 
students. 
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, started the four-year institution full-time, did not stop-out, received 
financial aid for 31% of the cost of attendance, were not enrolled as a STEM major and maintained a semester GPA 
of 3.0. 
Figure 14. Cumulative Hazard Curves for Transfer Shock 
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Finally, Figure 15 examines the influence of being a STEM major on the cumulative 
hazard curves. STEM majors were less likely to graduate, and after four years, had a slightly 
lower graduation rate. The departure rate for STEM and non-STEM majors was the same. Non-
STEM majors graduated slightly earlier than STEM majors.   
 
 
Cumulative hazard curves for 22 year-old female, Caucasian students who earned 62 community college credit 
hours, did not earn an associate’s degree, started the four-year institution full-time, did not stop-out, received 
financial aid for 31% of the cost of attendance, did not experience transfer shock and maintained a semester GPA of 
3.0. 
Figure 15. Cumulative Hazard Curves for STEM Majors 
 
 After examination of the parameter estimates and cumulative hazard curves, there are 
clearly important factors that influence the graduation and departure hazards for North Carolina 
community college students at the UNC four-year institutions. These curves provide a picture, 
over time, of the graduation and departure cumulative hazards for these students. The next 
chapter will discuss the findings as well as implications, limitations and future research.
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CHAPTER 4: DISCUSSION 
 This study sought to accomplish two major objectives: (1) apply an advanced 
methodological procedure to study transfer student data and (2) examine bachelor’s degree 
completion of North Carolina community college students in the UNC System institutions. 
Extending discrete-time survival analysis to the study of transfer students has many important 
benefits. First, the ability to incorporate time into the model allows researchers to not only 
predict if a transfer student will complete at the four-year institution but when a student will 
complete. Second, this methodology allows researchers to include predictors that vary with time 
such as semester GPA and financial aid. Finally, cumulative hazard plots provide easy-to-read 
graphical depictions of graduation proportions across semesters for students with given 
characteristics. 
Substantive Findings 
 The study results are consistent with what was expected based on previous work on 
transfer student outcomes; however, it is important to note that no study has examined such 
factors simultaneously over time. The results provide interesting insights into North Carolina 
community college transfer students within the University of North Carolina System. While 
certain demographic variables were influential in predicting whether a student will graduate or 
depart from the institution, overall, the demographic variables seem to have small influence on 
completion and persistence. These findings are consistent with Tinto’s (1975; 1993; 2006) 
student integration model focused primarily on academic integration, rather than background 
characteristics to determine whether the student will graduate or depart. 
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 Cumulative hazard curves were most influenced by semester GPA, part-time enrollment 
and stop-out behavior. The literature shows that students who stop-out (DesJardins, Ahlburg, & 
McCall, 2006) and students who enroll part-time (O'Toole, Stratton & Wetzel, 2004; Roksa, 
2006) are less likely to graduate. This pattern exists for North Carolina community college 
transfer students. Students who stop-out and were part-time had significantly lower graduation 
rates and higher departure rates. Social integration for these students has to be challenging. First, 
students who are part-time typically have other external demands (i.e., jobs, family) that require 
their attention and create distraction for becoming socially and academically integrated at the 
four-year institution. Second, students who take at least one semester off may also have trouble 
adjusting to the social and academic climate of the four-year institution. In addition to being 
faced with external pressures, transfer students are faced with the task of integrating into the 
four-year school after being integrated into a community college. Poor transition and integration 
could lead to stop-out behavior for these students. It is clear that transfer students who were the 
most likely to graduate during the four-year time span were full-time students who did not stop-
out. 
One interesting finding is that students who stopped out were less likely to graduate but 
also less likely to depart. By definition, students who stopped out were students that returned; 
however, it is still possible for a student to stop-out and then depart or graduate. But the more 
likely scenario seems to be that these students stop-out and then persist (censored). Students who 
engage in stop-out behavior, but remain committed to graduating, are extending the time it takes 
for them to complete at the four-year institution. 
Semester GPA had a strong impact on the odds a student will graduate or depart. This 
impact is related to academic integration in Tinto’s student integration models. Namely, students 
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who perform well at the four-year institution are academically integrated into that institution 
(Tinto, 1975; 1993; 2006), which increases the likelihood those students will graduate. 
Conversely, students who are not academically integrated will have lower GPAs and more likely 
to depart. 
 There is evidence that transfer shock plays a role in student departure for North Carolina 
community college transfer students. The odds of departure were higher for students who 
experienced transfer shock; however, there was no statistically significant effect on graduation. 
Consistent with the literature, these findings suggest that students recover from transfer shock. 
The median time-to-degree was the same for those who experienced transfer shock and those 
who did not. The primary contribution to the transfer shock literature is that while transfer shock 
did appear to have an influence on student departure, it did not have an influence on graduation. 
Community college predictors were significant in determining the likelihood of 
graduation. While the number of community college credit hours earned had a small but positive 
impact on graduation, the attainment of an associate’s degree had a larger impact. In fact, 
holding everything else constant, the odds of graduation were higher for those who had obtained 
an associate’s degree. This result confirms evidence in the literature that suggests students who 
earn an associate’s degree have higher graduation rates (Cejda & Rewey, 1998). The community 
college predictors did not have a significant effect on departure. Student integration theory would 
point out that the decision on whether a student leaves depends on the daily interactions at the 
four-year institution but not the previous work at the community college. Transfer students face a 
difficult task to adjust to a new environment and, if that adjustment is not made, those students 
are more likely to depart.  
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 Finally, financial aid percent had a small negative impact on graduation, which needs to 
be interpreted with caution. The only type of financial aid considered in the present study was 
need-based (i.e., Federal and state subsidized loans, need-based grants, need-based scholarships 
and work study). Therefore, financial aid may be interpreted as a proxy for SES, which means 
that students with more financial need were students from lower SES brackets. The fact that 
students were less likely to graduate as financial aid percent increased reflects that students from 
lower SES brackets were less likely to graduate. However, the odds of departure were lower for 
higher percentages of financial aid received. This reflects the importance of financial aid so that 
students can persist towards their degree.  
Implications 
 While it was shown that African-Americans were less likely to graduate than Caucasians, 
it was also shown that African-Americans were less likely to depart. This result suggests that 
these students are persisting towards their degree but not graduating as quickly as Caucasians. 
The exact nature of this needs to be explored further (e.g., differences between historically black 
colleges and universities and predominantly white institutions) but it does suggest that African-
American students may need focused advising to ensure they are not only persisting but 
completing as well. Mentoring programs such as North Carolina Central University’s Centennial 
Scholars Program and the University of North Carolina at Greensboro’s Rites of Passage 
Program, which target African-American male students, are examples of programs that 
encourage student completion for this population. Thus, it is recommended programs such as 
these be strengthened, especially for community college transfer students. Additionally, older 
students had higher departure rates at the end of four years but, of those who did not depart, there 
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was no significant difference in graduation rates. Both of these findings place importance on 
ensuring that students from particular backgrounds are given the support needed to complete. 
 In addition to identifying the factors that are important for transfer student completion of 
the Bachelor’s degree in the North Carolina Higher Education System, there were two primary 
research questions this study sought to answer: 
1. Does earning an associate’s degree influence completion and timing of completion at the 
four-year institution?  
2. Does transfer shock affect the completion and timing of completion of the bachelor’s 
degree? 
The first question was answered by showing that, holding all factors constant, obtaining an 
associate’s degree influenced completion and the timing of completion. Students who obtained 
an associate’s degree had higher odds of graduating than students who did not. Furthermore, 
cumulative hazard curves indicated that these students also completed faster than students who 
did not have an associate’s degree. The implication is that North Carolina community college 
students who earned an associate’s degree are not only more likely to graduate at the UNC four-
year institutions but these students complete their bachelor’s degree faster, holding other 
predictors constant (i.e., community college credit hours earned, enrollment status, etc.). There is 
clear evidence from this study of the importance of students obtaining an associate’s degree prior 
to transfer even in the presence of other important factors. 
The second question produced interesting findings related to transfer shock. Transfer 
shock lowers the percent of students graduating after four years; however, this reduction in the 
percentage of students graduating is due to the fact that students who experience transfer shock 
were more likely to depart. That is, transfer shock did not have a significant effect on graduation 
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but students were more likely to depart; therefore, there were fewer students graduating. The 
findings from the model support Tinto’s (1975; 1993; 2006) student integration model that some 
students are not able to academically and socially adjust to the institution. Community college 
transfer students may have trouble integrating due to lack of self-efficacy; that is, the student 
may feel that he or she is not capable of performing well at the four-year institution. Given the 
differences in community college and four-year institutions, it is not surprising that students who 
experience transfer shock were at higher odds of departing. However, transfer shock did not have 
an impact on the likelihood a student will graduate. Furthermore, the median time-to-degree was 
the same for those who experienced transfer shock and those who did not. This finding suggests 
that, while transfer shock is a source of attrition for students, it does not appear to have a 
negative impact on students who persist and eventually graduate. That is, students who survive 
transfer shock are able to recover. Therefore, counseling, mentoring and tutoring are 
recommendations to help students overcome the initial shock of transfer into the four-year 
institution. 
Finally, the four-year institution predictors reveal profound insights into the factors that 
are important in transfer student completion at the bachelor’s level. Three of the most influential 
predictors were stop-out, part-time and semester GPA. All three of these predictors are essential 
to Tinto’s (1975; 1993; 2006) student integration model. One can imagine that students with 
lower GPAs are not academically integrated into the institution. Academic integration refers to a 
student’s interaction with faculty both inside and outside of the classroom; while this interaction 
may take place at the four-year institution, it is likely a different type of interaction than the 
student had with the faculty at the community college. This change may create problems with the 
student’s class performance, thus, leading to problems integrating academically into the new 
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environment. It may also be a result of lack of academic preparation at the community college 
for upper-level courses or a more personal characteristic such as an external locus of control. 
Additionally, part-time and stop-out had a major impact on the graduation and departure curves. 
This could be a function of students having a poor social integration into the institution as they 
are not involved in the institution in a full-time or continuous manner. Four-year institutions 
should consider methods of integrating nontraditional and part-time students into their institution 
by understanding the external factors that play an important role in the lack of academic and 
social integration. 
Limitations 
 A study limitation was the inability to determine why a student departed the four-year 
institution due to limitations in the data. Tinto (1975; 1993; 2006) points out there are types of 
departure: (1) voluntary and (2) involuntary. Voluntary withdrawal includes withdrawal of the 
student due to lack of capability between the student and institution; however, involuntary 
withdrawal is typically due to academic or disciplinary dismissal. If this information had been 
available, then the competing risk of departure could have been spilt into multiple departure 
events (voluntary dropout, involuntary dropout, transfer) to examine the predictors that 
influenced the particular type of withdrawal. Additionally, the study did not consider students 
who may have transferred from one four-year institution to another (i.e., these students were 
considered to have departed from the original institution). That is, it is possible there were 
students who graduated from a different four-year institution than the one they started. 
 Another study limitation was the inability to include external variables that might 
influence graduation and departure. The Bean and Metzner (1985) student integration model for 
nontraditional students includes external variables. The authors explain that external variables 
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are more important than academic and social integration for predicting departure of a 
nontraditional student. The current dataset did not have these types of variables but it would be 
beneficial for future research to include them.  
It is important to remember the population for this study was North Carolina community 
college transfer students within the University of North Carolina System. The results are 
specifically for that population; however, other states with similar characteristics as the North 
Carolina education system may be able to learn about the behaviors of transfer students from this 
study. More importantly, this research can serve as a model for others who may want to 
incorporate several key variables and use survival analysis to study transfer student completion.  
Future Research 
 Methodologically, there were many issues that arose during the modeling process that are 
worthy of future study. One example involves the proportionality assumption, which was 
imposed for this model; that is, effects of the predictors were assumed to be constant over time, 
i.e., the effects of transfer shock were assumed to be the same in earlier semesters as later 
semesters. This assumption can be examined by creating interactions of the predictor with time; 
however, given the sample size and possible over-parameterization of the model, interactions 
were not included. Future research should examine time-varying effects of predictors. 
Additionally, it is possible that some predictors interact with each other. Models with 
interactions can answer questions such as, “Is the effect of an associate’s degree on graduation 
different for males and females?” Future research needs to examine the more complex structures 
that might exist in the data. 
 Additional research could explore the incorporation of multiple cohorts into the survival 
framework. For the present study, only one cohort was tracked over time; however, this can be 
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extended to include multiple cohorts. The advantage of this would not only be a larger sample 
size but also the ability to examine cohort effects, i.e., “Are North Carolina Community College 
transfer students who enter in 2004 the same as those who entered in 2007?” Answering 
questions such as this can help determine the effects of legislation on graduation and departure of 
community college students. Additionally, a larger sample size would allow for more parameters 
to be included into the model. 
 Future research should examine external, psychological and institutional factors that play 
an important part in completion. Measures to gauge students’ adjustment into the four-year 
institution (i.e., interactions with faculty, social integration into the university, advising 
experiences) will help researchers better understand the success or failure of transfer students at 
the four-year institution. Personality and psychosocial variables for students should be 
considered as well as the determination of students to earn a bachelor’s degree. Individual 
personality characteristics undoubtedly play a key part in predicting student completion. 
Additionally, future research needs to examine the institutional level effects of successful 
students. That is, what are the programs or advising practices that have a positive impact on 
transfer student performance at the four-year institution? 
 Community college students are diverse and there are many subgroups that need to be 
examined. For instance, many community college students are first generation college students. 
Future research should seek to determine if there is a difference in the cumulative hazard curves 
for these students. Additionally, early and middle college students are increasing in number at 
many community colleges. These students are dual-enrollment high school students who take 
community college classes while still enrolled in high school. Future research should examine 
important predictors for the success of these students. 
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 The current student only tracked community college students starting at the time of 
transfer into the four-year institution. Future studies should consider tracking these students from 
the time of enrollment at the community college. Students who enter community college are at 
risk of the same events as transfer students who enter the four-year institution, i.e., graduation 
and departure. However, for these students, a distinction between transfer and dropout would 
have to be made. Additionally, a student who completed an associate’s degree and a bachelor’s 
degree will have graduated twice. In the survival analysis literature, there are models that allow 
for repeated events called multiple spell models. That is, the model would allow for a student to 
graduate at both the community college and the four-year institution. 
 Future studies should examine native students as well as transfer students. Due to data 
limitations and scope, this study only examined community college transfer students with no 
comparison to native students at the institution. Survival analysis could easily incorporate the 
two groups and provide cumulative hazard curves for comparing native students to transfer 
students entering at the same class level. Questions such as, “Do junior native students graduate 
faster than junior transfer students?” could be explored. It would also be of interest to compare 
characteristics of these two groups to understand the nature of what makes community college 
transfer students different than native students. 
  During model fitting, it was determined that excluding community college indicators lead 
to a worsening in model fit; however, future research needs to explore this more. Many of the 
community college indicator parameters were non-significant indicating it may not matter which 
community college a student attended because students from all community colleges have 
similar risk of graduation or departure at the four-year institution. While this work is preliminary 
and needs to be explored further, it does at least bring awareness to the fact that the North 
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Carolina Community College System may be uniform in the success of bachelor degree 
completion within the UNC System.  
 Finally, the decision to use a fixed-effect approach did not allow for school-level 
predictors to be added into the model nor was it the purpose of this study; however, future 
research should potentially consider a random-effects approach. For instance, are there particular 
institution level predictors at the community college level that affect student completion at the 
four-year level? These preliminary results suggest a lack of heterogeneity among community 
colleges in regards to bachelor’s degree completion. However, there could possibly be a 
subgrouping of community colleges that perform better than others. While the current study did 
not examine subgroupings of community colleges, future research should consider examining 
school-level predictors at the community college and even at the four-year institution level. 
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APPENDIX 1: ESTIMATES FOR SCHOOLS 
 The following table gives the de-identified parameter estimates for the community 
college and four-year indicators. Note, these estimates are randomized and do not follow the 
order of Tables 8 and 9. 
 Graduate  Depart 
   95% CI    95% CI 
Indicator Est. Haz. LL UL  Est. Haz. LL UL 
4-yr 1 -0.116 0.890 0.629 1.259  0.182 1.199 0.832 1.728 
4-yr 2 -0.341 0.711 0.458 1.105  0.476 1.610 0.888 2.921 
4-yr 3 -0.139 0.871 0.724 1.047  -0.406 0.667 0.519 0.855 
4-yr 4 0.120 1.128 0.907 1.402  -0.241 0.786 0.576 1.072 
4-yr 5 -0.196 0.822 0.678 0.997  0.392 1.480 1.166 1.879 
4-yr 6 -0.297 0.743 0.612 0.903  -0.105 0.901 0.695 1.167 
4-yr 7 -0.651 0.521 0.369 0.737  -0.515 0.598 0.347 1.030 
4-yr 8 0.412 1.510 1.225 1.861  -0.091 0.913 0.691 1.206 
4-yr 9 0.108 1.114 0.778 1.596  0.005 1.005 0.632 1.598 
4-yr 10 -0.641 0.527 0.311 0.892  0.375 1.454 0.765 2.765 
4-yr 11 -1.116 0.328 0.168 0.639  0.110 1.116 0.447 2.787 
4-yr 12 0.136 1.146 0.745 1.762  0.309 1.363 0.829 2.240 
4-yr 13 0.288 1.334 1.046 1.700  -0.011 0.989 0.693 1.411 
4-yr 14 0.990 2.691 2.054 3.526  0.001 1.001 0.646 1.552 
CC 1 0.438 1.549 0.971 2.472   0.035 1.035 0.486 2.205 
CC 2 -0.210 0.811 0.585 1.122   -0.148 0.863 0.532 1.398 
CC 3 -0.318 0.728 0.477 1.111   -0.203 0.816 0.440 1.514 
CC 4 0.079 1.082 0.634 1.844   0.487 1.628 0.793 3.341 
CC 5 -0.025 0.976 0.664 1.434   0.683 1.979 1.137 3.443 
CC 6 -0.114 0.892 0.623 1.276   0.459 1.583 1.062 2.359 
CC 7 0.994 2.703 1.331 5.490   0.635 1.887 0.758 4.701 
CC 8 -0.109 0.896 0.625 1.286   -0.203 0.816 0.476 1.399 
CC 9 -0.192 0.826 0.590 1.156   -0.188 0.829 0.478 1.436 
CC 10 0.109 1.115 0.637 1.952   0.791 2.206 1.063 4.579 
CC 11 0.478 1.613 1.047 2.485   -0.700 0.496 0.233 1.058 
CC 12 0.059 1.061 0.879 1.280   -0.215 0.807 0.601 1.083 
CC 13 0.204 1.226 0.741 2.028   0.144 1.154 0.534 2.498 
CC 14 -0.112 0.894 0.372 2.150   0.522 1.685 0.607 4.683 
CC 15 -0.384 0.681 0.342 1.359   0.013 1.013 0.375 2.737 
CC 16 0.228 1.256 0.934 1.688   -0.041 0.959 0.631 1.460 
CC 17 0.134 1.143 0.556 2.350   0.387 1.473 0.501 4.335 
CC 18 -0.174 0.841 0.634 1.115   -0.214 0.807 0.481 1.353 
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CC 19 0.130 1.139 0.107 12.102   1.398 4.048 0.453 36.207 
CC 20 0.119 1.126 0.660 1.920   0.032 1.032 0.422 2.528 
CC 21 -0.011 0.989 0.652 1.500   -0.049 0.952 0.588 1.542 
CC 22 0.428 1.534 1.136 2.070   -0.101 0.904 0.528 1.548 
CC 23 -0.182 0.834 0.542 1.283   0.174 1.190 0.552 2.564 
CC 24 -0.730 0.482 0.170 1.368   0.655 1.924 0.563 6.577 
CC 25 0.000 1.000 0.826 1.211   0.063 1.065 0.807 1.405 
CC 26 0.395 1.485 0.742 2.972   1.168 3.215 1.415 7.305 
CC 27 0.291 1.338 0.937 1.911   -0.397 0.672 0.369 1.224 
CC 28 -0.429 0.651 0.362 1.172   -0.076 0.927 0.473 1.817 
CC 29 -0.373 0.689 0.403 1.177   0.995 2.705 1.613 4.538 
CC 30 -0.343 0.709 0.479 1.050   -0.215 0.807 0.446 1.458 
CC 31 -0.060 0.942 0.660 1.344   -0.114 0.893 0.526 1.515 
CC 32 -0.370 0.691 0.359 1.328   0.154 1.166 0.527 2.582 
CC 33 -0.081 0.923 0.410 2.077   -0.309 0.734 0.268 2.011 
CC 34 -0.378 0.686 0.368 1.278   0.454 1.574 0.669 3.703 
CC 35 0.366 1.442 0.491 4.231   0.992 2.695 0.586 12.394 
CC 36 0.154 1.166 0.600 2.266   0.556 1.744 0.747 4.070 
CC 37 0.099 1.103 0.338 3.604   1.566 4.787 1.461 15.686 
CC 38 -0.107 0.898 0.549 1.471   -0.271 0.763 0.418 1.391 
CC 39 0.361 1.435 1.083 1.899   0.365 1.441 0.970 2.139 
CC 40 -0.014 0.986 0.629 1.545   -0.110 0.896 0.489 1.640 
CC 41 -0.483 0.617 0.268 1.419   0.173 1.189 0.489 2.892 
CC 42 -0.002 0.998 0.665 1.497   0.117 1.124 0.660 1.915 
CC 43 -0.755 0.470 0.097 2.272   -0.570 0.566 0.060 5.307 
CC 44 -0.644 0.525 0.255 1.083   0.489 1.631 0.816 3.259 
CC 45 -0.127 0.881 0.646 1.200   -0.058 0.944 0.634 1.405 
CC 46 0.094 1.099 0.637 1.895   -0.525 0.591 0.242 1.447 
CC 47 -0.422 0.656 0.451 0.954   0.036 1.036 0.674 1.595 
CC 48 -0.038 0.963 0.574 1.615   0.249 1.283 0.688 2.393 
CC 49 -0.573 0.564 0.389 0.818   0.244 1.276 0.736 2.212 
CC 50 0.233 1.263 0.970 1.643   -0.367 0.693 0.482 0.995 
CC 51 0.121 1.128 0.914 1.392   -0.194 0.824 0.609 1.115 
CC 52 0.526 1.693 0.462 6.204   -0.437 0.646 0.081 5.142 
CC 53 -0.091 0.913 0.588 1.417   -0.338 0.713 0.379 1.342 
CC 54 -0.140 0.870 0.419 1.805   0.224 1.251 0.503 3.113 
CC 55 -0.183 0.833 0.610 1.139   0.105 1.110 0.745 1.656 
CC 56 1.829 6.225 1.528 25.366   1.213 3.363 1.114 10.148 
CC 57 -0.447 0.639 0.299 1.367   -0.862 0.422 0.126 1.412 
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