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SUMMARY
Tactile sensing can enable a robot to infer properties of its surroundings. Recent re-
search has focused on robots that haptically perceive the world through exploratory behav-
iors that occur over tens of seconds. During manipulation, many opportunities arise for
robots to gather information about the environment from brief (≤ 2 seconds) contact due
to simple motions (e.g., linear). The goal of our work was to enable robots to infer haptic
properties under these conditions using force and thermal sensing.
We used a data-driven approach with various machine learning methods. Key chal-
lenges were obtaining adequate haptic data for training and developing methods that per-
formed well on haptic data that differed from the training data due to common real-world
phenomena. For example, haptic sensory signals vary significantly due to the robot, includ-
ing its velocity, stiffness, and sensor temperature.
To collect suitable data, we used a variety of platforms, including simplified robots,
handheld human-operated devices, and a mobile robot. We also generated synthetic data
with physics-based models. Through careful empirical evaluation, we identified machine
learning methods that better handled common signal variations. We also used physics-
based models to characterize common perceptual ambiguities and predict the performance
of data-driven methods. Overall, our research demonstrates the feasibility of robots in-
ferring haptic properties from brief contact with objects in human environments. By us-
ing force and thermal sensing, our methods rapidly recognized materials, detected when




HAPTIC CLASSIFICATION AND RECOGNITION OF OBJECTS USING A
TACTILE SENSING FOREARM
1.1 Research Summary
In this paper, we demonstrate data-driven inference of mechanical properties of objects
using a tactile sensor array (skin) covering a robot’s forearm. We focus on the mobility
(sliding vs. fixed), compliance (soft vs. hard), and identity of objects in the environment,
as this information could be useful for efficient manipulation and search. By using the large
surface area of the forearm, a robot could potentially search and map a cluttered volume
more efficiently, and be informed by incidental contact during other manipulation tasks.
Our approach tracks a contact region on the forearm over time in order to generate time
series of select features, such as the maximum force, contact area, and contact motion.
We then process and reduce the dimensionality of these time series to generate a feature
vector to characterize the contact. Finally, we use the k-nearest neighbor algorithm (k-NN)
to classify a new feature vector based on a set of previously collected feature vectors. Our
results show a high cross-validation accuracy in both classification of mechanical properties
and object recognition. In addition, we analyze the effect of taxel resolution, duration of
observation, feature selection, and feature scaling on the classification accuracy.
1.2 Introduction
Autonomous manipulation in cluttered environmnets is a difficult problem due to the pos-
sibility of unavoidable contact with obstacles. Haptic technology can serve as a useful
tool for enabling effective manipulation. A robot could utilize haptic information obtained
from its interaction with objects in the environment to maneuver itself through clutter.
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Figure 1.1: Force data from forearm skin sensor mounted on the robot, Cody. The forearm
came into contact with a cylindrical object made of polystyrene foam, while trying to reach
a goal configuration. The red arrows show the forces acting on the skin.
While doing so, knowledge of the mechanical properties of an object, such as its mobility,
compliance, weight and surface properties like friction could be especially useful. Such
information is not only useful for efficient manipulation but can also be used to haptically
search for and recognize an object. By using the large surface area of the forearm, a robot
could potentially search and map a cluttered volume more efficiently than if it only uses its
hand.
Note that non-contact sensing modalities, such as cameras and laser scanners, are not
always effective for manipulation in clutter. Such sensors have limited ability to infer me-
chanical properties [1, 2]. Humans rely heavily on their sense of touch for manipulation
tasks and can even manipulate objects using only tactile information [3]. Visually similar
objects or environments can have very different mechanical properties. For example, com-
pliant leaves can be pushed aside without generating large forces. At the same time, if there
is something fixed and rigid occluded by the leaves, such as a branch or a concealed object,
then the total system or contact behavior can become quite rigid. Likewise, when searching
for an object of interest in rubble with only non-contact sensing, it may be hard to distin-
guish between things that are stuck and those that can be pushed or pulled aside. Hence,
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estimating the mobility of an object could be highly valuable for manipulation. However,
mobility estimation studies using haptic sensing are lacking.
In this paper, we specifically address the mobility-based classification problem and also
estimate object compliance characteristics using haptic sensing techniques during manip-
ulation tasks. The rest of the paper is arranged as follows. In Section 1.3, we review
the related work in this domain. Section 1.4 describes the approach that we have used in
tackling the problem of haptic data based classification and recognition of environmental
objects. In Section 1.5, we present the results of applying our algorithm in real-life exper-
imental situations and analyze the effects of various conditions on the performance of our
algorithm. In Section 1.6, we present conclusions from our work.
1.3 Related Work
Object categorization, based on their various characteristics for specific tasks, has been
dealt with extensively in previous studies. Researchers have addressed the problem of
object categorization based on the objects’ various characteristics such as material, shape
and functional properties using single or multiple sensor modalities as given below.
1.3.1 Material Property based Classification
Previous work on material property classification is perhaps the most closely related work
to our approach. Although we do not explicitly model material properties, the features we
extract from the interactions between the robot arm and environmental objects are a direct
consequence of these material properties which affect the interaction dynamics. Drimus et
al. [4] classify rigid and deformable objects based on haptic feedback from a novel tac-
tile sensor using flexible piezoresistive rubber. They represent tactile information from a
palpation procedure as a time-series of features, and use k-nearest neighbor classifier to
categorize the objects [4]. This is the most similar prior work of which we are aware. How-
ever, in addition to classifying compliant and rigid objects, we also classify fixed versus
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movable objects. This classification could be important in cluttered environments because
the mobility of an object coupled with its compliance suggests how much force needs to
be applied to either change its state for effective manipulation, or give up. Moreover, our
method does not employ an exploratory / probing procedure used explicitly for classifica-
tion as in [4]. Instead, our method extracts the required features through general contact
during a stereotyped reaching motion. This scenario is more representative of incidental
contact that could occur with the forearm during a manipulation task. Also, the features
extracted in our method correspond with physical quantities whereas the features in [4]
are tactile array images. The tactile images do not have a clear interpretation with respect
to an object’s mechanical properties. This makes it difficult to understand the underlying
dynamics of the factors which might contribute in the haptic object classification.
Sukhoy et al. investigate the use of a vibrotactile sensor for surface texture recognition
using a Support Vector Machine (SVM) classifier [5]. Ho and Jones develop a thermal
display for simulating the thermal cues associated with making contact with various mate-
rials of different properties [6]. Kim and Kesavadas present a methodology for estimating
the material properties of objects by an active tapping procedure [7]. Takamuku et al. use
a simplified version of an artificial skin with strain gauges and PVDF films and estimate
the material properties of objects with the help of exploratory procedures like tapping and
squeezing [8]. Hosoda and Iwase [9] use a Bionic hand and utilize its hand compliance to
grip an object to obtain haptic data. They use a recurrent neural network to classify objects
based on learned haptic cues from dynamic interactions [9].
Frank et al. [10, 11] address the problem of determining the elasticity properties of
deformable objects by minimizing the difference between the actual deformed surface of
an object and its corresponding finite element model. They use a 3D registration technique
based on point clouds obtained from a depth camera for this purpose. Ueda et al. [12]
also address the issue of extracting rheological properties of deformable objects based on
haptic vision. They monitor the surface deformation of an object by exerting a known
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contact force and then observe how the object returns to its original shape after the contact
force is withdrawn. Nizar et al. [13] address the problem of the classification of material
type and surface properties by developing a sensor which uses a lightweight plunger probe
to detect surface properties. They also used an optical mouse sensor to obtain surface
images and used a Radial Basis Function Neural Network for classification. Platt et al.
[14] use proprioceptive and load-based tactile information to localize features such as a
bump, a snap and a grommet embedded in flexible materials like a fabric. They claim that
using both tactile and proprioceptive data results in a gain in the localization performance.
Matheus and Dollar [15] estimate the static friction between different object-surface pairs
while sliding a variety of objects which affects the mobility of an object on a specific
surface.
1.3.2 Shape based Classification
Kikuuwe and Yoshikawa use impedance perception schemes to extract information on the
local properties of object surfaces and categorize objects into two classes such as flat and
convex cylindrical surfaces [16]. Schneider et al. [17] use touch sensors installed in the
fingertips of a manipulation robot to get low-resolution intensity images obtained from
multiple grasping interactions. They apply a bag-of-words approach and unsupervised
clustering techniques to categorize objects using only the haptic feedback [17]. Allen et
al. use superquadric primitives for model-based haptic object recognition and perform ob-
ject recognition using the similarity between the parameters of the recovered superquadrics
[18]. Caselli et al. also use volumetric models for dynamic integration of geometric in-
formation with haptic exploration data and formulate the problem as a match-to-sample
scheme using the recovered model features [19]. Faldella et al. utilize an unsupervised
Kohonen self-organizing feature map for performing a match-to-sample classification of
3-D objects using a volumetric model called a wrapping polyhedron [20]. Pezzementi et al.
view tactile sensor readings as images and apply PCA techniques to identify the principal
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components of identified features, and then cluster them as well as build per-class his-
tograms as a class characteristic [21]. Gorges et al. [22] additionally include some passive
joints in the tactile sensor system of their robot hand so that the tactile sensor conforms
to the object shape during interaction which could help to acquire more information for
shape reconstruction. They use Self-Organizing Maps (SOMs) for identifying the haptic
key features and use a Bayes Classifier to classify the objects based on their features [22].
1.3.3 Functional Property based Classification
Sinapov et al. use acoustic properties of objects during specific interaction schemes to
classify the objects and the behavioral interactions performed with them such as grasping,
shaking, dropping, pushing and tapping behaviors on 36 different household objects [23].
Berquist et al. monitor the changes in the joint torques of a robot while it performs five
exploratory procedures such as lift, shake, crush, drop, and push on several objects and
show that the robot can learn to recognize objects solely on the basis of proprioceptive
information [24]. Griffith et al. use multiple exploratory behaviors and employ clustering
techniques for categorizing containers and non-containers by extracting visual and acoustic
features from its interaction with objects and then employing unsupervised clustering tech-
niques to form several categorizations [25]. Sinapov et al. also combine proprioceptive and
auditory feedback and use a behavior-grounded relational classification model to recognize
categories of household objects [26].
1.4 Methods
We used supervised machine learning to analyze data from a skin sensor covering the fore-
arm of a humanoid robot named ‘Cody’. Our goal was to classify an object that the robot
has not previously interacted with as being in one of four categories: Rigid-Fixed, 2) Rigid-
Movable, 3) Soft-Fixed, and 4) Soft-Movable. We also used the same methods to haptically
identify a specific object that the robot has previously interacted with. In Sections 1.5.2
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and 1.5.3 we show the effects of the spatial resolution of the taxels, and the duration of the
haptic interaction, on the classification accuracy. Section 1.5.4 shows the effect of different
feature scaling schemes on the performance of the algorithm while Section 1.5.5 highlights
the importance of the individual features for both classification and recognition purposes.
1.4.1 Experimental Setup
The experimental setup for our data collection is described below.
The Robot ‘Cody’
Cody, as shown in Fig. 1.1, is a statically stable mobile manipulator weighing roughly 160
kg. The components of the robot are: Meka A1 arms, a Segway omni-directional base
and a Festo 1-D.O.F. linear actuator. The arms consist of two 7-D.O.F. anthropomorphic
arms with series elastic actuators. When we control these arms, each joint simulates a
low-stiffness visco-elastic torsional spring. We control the robot’s arms by changing the
equilibrium angles of these simulated springs over time.
Cody has a force sensitive skin across its entire forearm. Meka Robotics and the
Georgia-Tech Healthcare Robotics Lab developed the forearm tactile skin sensor, which
is based on Stanfords capacitive sensing technology, as described in Ulmen et al. [27]. The
skin consists of a capacitive pressure-sensor array. We refer to the elements of this array as
taxels (tactile pixels). There are 384 taxels on the entire skin which are distributed into a
24 X 16 array with each taxel being 9 mm X 9 mm in size. The array of taxels reports the
estimated force applied to each taxel at 100 Hz.
Data Collection
For our experiments, we used a set of 18 objects, shown in Fig. 1.2. We selected large
objects that have mostly uniform material properties and vary widely in their mass, fric-
tion, and compliance. For each object, we collected haptic data by commanding the same
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Figure 1.2: Set of objects.
equilibrium point trajectory for the arm and recording the sensor readings from the taxels
of the forearm skin at approximately 100 Hz.
We labeled each of these objects as soft or rigid. We considered pillow-like materials,
foam, bubble-wrap, and vegetation to be soft, and all other objects to be rigid. For objects
that could be pushed aside by the robot’s motion, we also fixed them with a clamp or a
heavy weight, so that we could have both movable and fixed conditions. We collected a
dataset of 5 trials for each of the 18 different objects, 10 of them in both fixed and movable
conditions, 4 of them in only fixed conditions and the remaining 4 in movable conditions.
Fig. 1.3 shows three images from one trial of the robot interacting with a plant. It also
shows the data from the forearm sensor, visualized as an image.
1.4.2 Preprocessing, Feature Selection, and Dimensionality Reduction
We recorded data from the forearm taxel array at a 100 Hz sampling rate. We truncated this
time series data to begin at the estimated onset of contact between the robot and the object.
We then represented the data at every time step as a gray-scale image, as shown in Fig. 1.3.
We converted this image to a binary image representing the taxels in contact by applying
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Figure 1.3: Sequence of images that illustrate our data collection for our experiments
on inferring mechanical properties of objects (foliage). Each image shows a picture of
the robot Cody, and a visualization of the data from the forearm skin sensor as a 24X16
image (dark pixels correspond to larger forces). The leftmost picture shows a non-contact
situation, the middle one corresponds to the situation just after the onset of contact while
the rightmost picture shows the situation when the robot has pushed the foliage to the
maximum extent consistent with its motion-limits.
Figure 1.4: Schematic representation of the Experimental Protocol.
a threshold to each taxel. Note that this hand-tuned threshold was not same for all objects.
This was done to account for some of the more rigid or coarser objects for which a cover-
ing was put over the otherwise bare skin-sensor to ensure its safety. Then, we computed
connected components to segment the contact regions. For the connected component with
the largest area, we computed three features. Figure 1.4 depicts the complete experimental
protocol.
Fig. 1.5 shows the three features. The first feature was the maximum force that the
robot applied to the object at every time step. Second, we estimated the area of the contact
between the arm and the object as the number of taxels in the connected component. Third,
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Figure 1.5: Example of the three features that we computed from the data from the forearm
skin sensor and used for classification of object properties. The leftmost picture shows the
maximum force over time (in Newtons), the middle one shows the contact area over time
while the rightmost picture shows the contact motion (in meters). The green lines are the
features for a movable object while the blue lines are the features for a fixed object.
we estimated the distance the 3D position of the centroid of the connected component
traveled in the world frame from its 3D position at the onset of contact. We assumed that
the robot’s torso did not move throughout the trials and used the forward kinematics from
the robot’s torso to the contact location center on the robot’s forearm to estimate the 3D
positions and distance. We expected these three features to be informative about the object’s
softness and movability. For example, with increasing force applied to a soft, fixed object,
we would expect the contact area to increase. Likewise, we would expect the 3D position
of the contact to travel when encountering movable and soft objects. When making contact
with a rigid and fixed object, we would expect the maximum force to go up.
We created 40 element vectors for each of the feature time-series by uniformly sub-
sampling the 100 Hz measurements. We then concatenated the resulting vectors of maxi-
mum force, number of taxels in the contact region, and motion of the centroid of the contact
region to form a feature vector of length 120 for each trial considering the first 1.2 s time-
window after the onset of contact. To reduce the influence of noise and overfitting, we
computed a low dimensional representation of the data with principal component analysis
(PCA) before classification with a k-nearest neighbor classifier (k-NN). In our classifi-
cation experiments, we used a maximum of 20 principal components for dimensionality
reduction.
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Figure 1.6: Classification into 4-categories.
1.5 Results and Discussion
1.5.1 Classification Results
We used a k-NN classifier to test the classification accuracy for two different classification
problems. In each case, we picked the number of principal components and the value for
k by performing a grid search over these two parameters and picking the values associated
with the highest leave-one-out cross-validation accuracy.
Fig. 1.6 shows the confusion matrix for the classification into four categories: 1) Rigid-
Fixed, 2) Rigid-Movable, 3) Soft-Fixed, and 4) Soft-Movable. The classification accuracy
was 80% with k = 2 and dimensionality 20. Many of the classification errors were between
11
Figure 1.7: Classification into 2-categories.
the Rigid-Movable and Soft-Movable classes.
Fig. 1.7 shows the confusion matrix for a two category classification problem where we
used the data to classify an object as either fixed or movable. The classification accuracy
was 91.43% with k = 4 and dimensionality 3.
Fig. 1.8 shows the confusion matrix for recognizing the specific object that the robot
interacted with. The classification accuracy was 72.14% with k = 1 and dimensionality 7.
The next subsections analyze the effect of various conditions, parameters and features
on the classification and recognition accuracy.
1.5.2 Effect of Taxel Resolution
We performed the four category classification experiment and the object recognition exper-
iment for different spatial resolutions of the taxels.
Table 1.1 shows the leave-one-out cross-validation accuracy, the values for the number
12
Figure 1.8: Object Recognition.
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Table 1.1: Effect of Taxel Resolution.
Taxels/m Classification Parameters Classification Accuracy Recognition Parameters Recognition Accuracy
1 k = 3,PCs = 10 64.29% k = 1,PCs = 14 57.14%
2 k = 5,PCs = 6 67.14% k = 1,PCs = 5 58.57%
7 k = 14,PCs = 19 65.71% k = 1,PCs = 4 57.14%
28 k = 8,PCs = 11 71.43% k = 1,PCs = 7 63.57%
112 k = 2,PCs = 20 80% k = 1,PCs = 7 72.14%
of neighbors and the dimensionality of the subspace that resulted in the highest accuracy for
each taxel resolution. Fig. 1.9 shows the best classification accuracy that we obtained for
the different resolutions. Compared to 1 taxel/meter, 112 taxel/meter resolution improved
the classification accuracy by 24.44% for the four category classification problem and by
25.01% for object recognition.
1.5.3 Effect of Time Window
We also investigated the effect of varying the time-window of the sensor data on the classi-
fication accuracy. To do this, we used the same methods, except that we uniformly sampled
40 measurements of each feature type over a shorter time-window. Fig. 1.10 shows that a
shorter time-window of 0.8 seconds resulted in substantially lower classification accuracy.
This is unfortunate, since faster estimation could improve the robot’s efficiency. Estima-
tion over shorter periods of time might be possible with faster motions. Note that for our
experiments the robot forearm joint velocity was around 0.35 rad/s prior to contact . Other
measurements, such as higher frequency tactile information and different modalities, such
as shear force and temperature, might enable more rapid estimation. For example, the sur-
face texture of an object could potentially be sensed soon after initial contact. On the other
hand, determining whether or not an object will slide depends on the applied force. So, we
would expect that there would be some delay as the force applied by the robot ramps up
and potentially overcomes static friction. For an object to be considered movable in our
experiments, it needed to be moved by the robot’s stereotyped motion.
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1.5.4 Effect of Feature Scaling
Researchers often argue that proper scaling of different feature vectors might be necessary
for high performance [28]. To analyze this aspect, we employed several scaling schemes to
our original data, which were in units of taxels (contact region area), Newtons (maximum
force), and Meters (displacement of the contact region center), to see how the performance
was affected by the choice of scaling function. We used four different scaling methods as
described by Eqs. 1.1-1.5 denoted as Methods I to V respectively. Methods I to IV given by
Eqs. 1.1-1.4 scale all three features within a uniform range. However, Method V, given by
Eq. 1.5 scales up the contact motion feature to the range of the other two features such as
contact area and maximum force. We tested this since both the contact area and maximum
force features are in a comparable range of values while the values for the contact motion
feature were much smaller as seen from Fig. 1.5.
Sf = (f −mean(f)) /max(f) (1.1)
Sf = (f) /max(f) (1.2)
Sf = (f −mean(f)) (1.3)
Sf = (f −mean(f)) /Std dev(f) (1.4)
∀f ∈ {Max. Force, Contact Area, Contact Motion}
The results of the 4-category, 2-category classification accuracy and object recognition
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Table 1.2: Effect of Feature Scaling.
Scheme No Scaling Method-I Method-II Method-III Method-IV Method-V
Classification into 4 categories 80% 66.43% 67.86% 75% 61.43% 82.14%
Classification into 2 categories 91.43% 92.14% 92.14% 87.14% 92.86% 90.71%
Object Recognition 72.14% 65% 67.86% 62.86% 62.14% 70.71%





∀f ∈ {Max. Force, Contact Area}
Results from Table 1.2 show that Method V has the highest 4-category classification
accuracy while Method I and II have the highest 2-category classification accuracy. The
highest object recognition performance was obtained using the original units without addi-
tional scaling. Also, the accuracy enhancement for classification algorithm was negligible
compared to the unscaled feature based results. None of the scaling schemes showed a
consistent increase in accuracy for all the object classification and recognition cases when
compared to the unscaled data. Overall, scaling the original units did not have clear bene-
fits.
1.5.5 Effect of Different Features
Lastly, we analyzed the effect of individual features and their combinations on the perfor-
mance of the classification and object recognition tasks. We implemented the algorithm
with different combinations of features for both 4-category and 2-category classification
schemes as well as object recognition scheme. Table 1.3 shows the cross-validation accu-
racy.
Table 1.3 shows that using both maximum force and contact area features gave better
overall performance. The addition of contact motion feature did not improve the perfor-
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Table 1.3: Classification and Recognition Accuracy with Combinations of Different Fea-
tures.
Scheme Features Maximum Force Contact Area Contact Motion
4-Category Maximum Force 81.43% 80% 75.71%
Classification Contact Area 80% 73.57% 72.86%
Accuracy Contact Motion 75.71% 72.86% 60%
2-Category Maximum Force 90% 91.43% 84.29%
Classification Contact Area 91.43% 90% 89.29%
Accuracy Contact Motion 84.29% 89.29% 82.14%
Object Maximum Force 64.29% 72.14% 66.43%
Recognition Contact Area 72.14% 56.43% 60%
Accuracy Contact Motion 66.43% 60% 49.29%
mance considerably. If only one feature was to be used, the probable choice would be to use
the maximum force over time feature. Also, the choice of a particular feature had little ef-
fect on the performance of the 2-category classification scheme. The lack of influence due
to the motion feature may be due to the robot’s stereotyped motion. Although the robot’s
compliance resulted in different contact motion over time, the motions resulted from the
same controller commands over time, and thus had a form of temporal consistency.
1.6 Conclusion
In this paper, we developed an object classification and recognition algorithm using hap-
tic information obtained from interactions of a tactile sensing forearm with environment
objects. Our algorithm classified objects into one of the four categories: Rigid-Fixed, 2)
Rigid-Movable, 3) Soft-Fixed, and 4) Soft-Movable. We extracted features such as time-
trends of maximum force, contact area and contact motion from the haptic interactions and
preprocessed those to show the information from the onset of contact. We computed a
low-dimensional representation of the data using Principal component analysis and used
a Nearest Neighbor classifier for classification and recognition purposes. Results showed
that the classification and recognition algorithms worked well. We studied the effect of the
skin-sensor resolution on the performance of the algorithm. It showed that the skin-sensor
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Figure 1.9: Effect of Taxel Resolution on Cross-Validation Accuracy.
Figure 1.10: Effect of Time-Window on Cross-Validation Accuracy.
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with higher resolution (384 taxels) enhanced the performance of the algorithm compared
to 1 taxel resolution. We also analyzed the effects of time-window of haptic interaction,
feature-scaling, and selection of specific features on the overall performance. These studies
could provide useful intuitions on the various aspects of this task at hand and might serve
as valuable guidelines for our future work in this domain.
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CHAPTER 2
INFERRING OBJECT PROPERTIES WITH A TACTILE SENSING ARRAY
GIVEN VARYING JOINT STIFFNESS AND VELOCITY
2.1 Research Summary
Whole-arm tactile sensing enables a robot to sense contact and infer contact properties
across its entire arm. Within this paper, we demonstrate that using data-driven methods, a
humanoid robot can infer mechanical properties of objects from contact with its forearm
during a simple reaching motion. A key issue is the extent to which the performance of
data-driven methods can generalize to robot actions that differ from those used during train-
ing. To investigate this, we developed an idealized physics-based lumped element model
of a robot with a compliant joint making contact with an object. Using this physics-based
model, we performed experiments with varied robot, object and environment parameters.
We also collected data from a tactile-sensing forearm on a real robot as it made contact
with various objects during a simple reaching motion with varied arm velocities and joint
stiffnesses. The robot used one nearest neighbor classifiers (1-NN), hidden Markov mod-
els (HMMs), and long short-term memory (LSTM) networks to infer two object properties
(hard vs. soft and moved vs. unmoved) based on features of time-varying tactile sensor
data (maximum force, contact area, and contact motion). We found that, in contrast to 1-
NN, the performance of LSTMs (with sufficient data availability) and multivariate HMMs
successfully generalized to new robot motions with distinct velocities and joint stiffnesses.
Compared to single features, using multiple features gave the best results for both experi-
ments with physics-based models and a real-robot.
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2.2 Introduction
Manipulation in unstructured environments with high clutter is difficult due to a variety of
factors, including uncertainty about the state of the world, a lack of non-contact trajecto-
ries, and reduced visibility for line-of-sight sensors [29]. Tactile sensing is well-matched to
these challenges, since it benefits from contact and uses sensors that move with the manipu-
lator into the clutter. When contact occurs with tactile sensors, the robot has an opportunity
to acquire information. By fully covering the robot’s manipulator with tactile sensors, the
robot is likely to have more opportunities to acquire useful information through contact.
However, with a typical serial manipulator, a robot cannot independently control the pose
of each of the sensors. In addition, contact may not be anticipated.
Within this paper, we address the problem of haptic perception based on contact [30–
32] with a tactile-sensing forearm on a humanoid robot. The time varying signals from a
tactile sensing array depend on the robot’s actions, including the joint stiffnesses and joint
velocities of the robot. A key problem for data-driven approaches is how to infer object
properties based on these signals when the robot’s actions are different from those used
during training. In other words, after a robot has learned about an object using one action,
it would ideally be able to infer the same properties of the object when making contact with
it using a different action. In this paper, we consider an example of this type of problem.
Specifically, we focus on a robot inferring object properties with a tactile sensing array
when the robot’s joint stiffness and joint velocity differ from those used during training.
The type of action we consider in this work is a short compliant movement of a robot’s
forearm akin to movements that occur during reaching. Figure 2.1 shows one such exam-
ple when the robot, Cody, came into contact with a cylindrical object made of polystyrene
foam, while trying to reach a goal configuration. We intentionally do not have the robot
use exploratory behaviors, and instead investigate inference from short duration contact
(i.e., 5 s and 1.2 s). Our choice of action is inspired by the potential for robots to infer
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Figure 2.1: Force data from forearm skin sensor mounted on the robot, Cody. The forearm
came into contact with a cylindrical object made of polystyrene foam, while trying to reach
a goal configuration. The red arrows show the forces acting on the skin.
useful properties of the world based on incidental contact. By incidental contact, we mean
contact that is not central to the robot’s current actions and may occur unexpectedly or
unintentionally.1 For example, while manipulating in cluttered environments, incidental
contact is more likely to occur and can be common with some approaches to robot control
[29, 33, 34]. Incidental contact will typically not involve active exploration and interro-
gation of the contact, since the robot will be directing its resources elsewhere [31, 32].
Each such contact event is an opportunity for sensing. Unlike deliberate probing, during
which the robot has more control over its actions to optimize its sensing, the sensing is
opportunistic during these motions and contact events can be brief and simple, which could
make inference challenging.
2.2.1 Opportunities and Challenges of Haptic Perception
Inferring mechanical properties of objects from contact could be beneficial in a number
of ways. For example, we have shown that haptically recognizing leaves vs. trunk while
a robot reaches into artificial foliage can be used to haptically map the environment and
1This description supersedes our previous descriptions from [31] and [32].
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plan paths to goals [31, 32]. Rather than recognizing a particular object type, detecting an
object’s properties could be informative in novel environments. Detecting that an object
has moved due to a robot’s actions might be used by the robot to make better decisions,
such as moving the object away in order to access a new location, or avoiding the object,
so as not to alter the environment further. Likewise, detecting that an object is hard or
soft has implications for the robot’s ability to compress the object and the consequences of
collisions with the object.
One of the challenges of haptics is that sensing depends on action. For example, hap-
tic perception of surface roughness depends on contact speed [35] and contact force [36].
Many existing tactile systems use carefully controlled exploratory behaviors to reduce vari-
ability of the actions and gather information about the object (See Section 2.3). The signals
produced from a robot’s tactile sensors depend on the mechanics of both the object and
the robot. Physical interaction depends on the dynamics of impact between a robot and an
object. For example, depending upon how stiff or compliant a robot is or how fast a robot
moves, the physical interaction will vary. As such, a key issue for data-driven approaches to
tactile perception of contact is the extent to which the performance of perceptual classifiers
can generalize when a robot’s actions differ from those used to collect training data.
Classifying an object based on its compliance or mobility can become challenging when
robot joint stiffness or velocity changes. For example, interaction forces are a function of
the robot joint stiffness as well as object stiffness. The forces generated by contact between
a stiff robot and a hard object is not the same as the forces generated by contact between a
compliant robot and a hard object. Hence, perceiving an object as hard/soft is challenging
if the robot stiffness changes, because it is difficult to distinguish the interaction between a
stiff robot and a soft object and a compliant robot and a hard object. Similarly, it may be
difficult to determine if an object has moved based on tactile sensing if the robot actions
change. A movement in the robot’s arm after contact can be due to the actual movement of
the object (e.g. sliding motion) or because of the compliance in the structure of the object
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(the robot arm pushes into the object and the object deforms). A compliant robot moving
with a low velocity could push into a soft object resulting in robot arm movement after
initial contact, which could be similar to the actual movement of a hard object (without any
deformation) generated by a stiff robot impacting with a high velocity. In this work, we
focus on addressing these challenges by:
• classifying an object into one of the four categories: 1) Hard-Unmoved (HU), 2) Hard-
Moved (HM), 3) Soft-Unmoved (SU), and 4) Soft-Moved (SM), and
• investigating the potential of data-driven methods to generalize the performance of
haptic perception to different robot conditions such as robot stiffness and velocity
used to collect training data.
2.2.2 Methods
We used univariate and multivariate HMMs as well as long short-term memory (LSTM)
networks to infer object properties (Section 2.4) and compared the results with 1-NN used
in our previous work [30]. In Section 2.5, we present an idealized physics-based lumped
element model of a robot with a compliant joint making contact with an object. Using this
model, we performed experiments with physics-based simulations of varied robot, object,
and environment parameters in Section 2.6. In Section 2.7, we present experiments with
a real robot for which we varied the robot arm’s velocity and joint stiffness to values dis-
tinct from those used during training. Our multivariate HMM-based method performed
well in experiments with both physics-based simulations (Section 2.6.5) and with a real
robot (Section 2.7.5) for classifying objects into the four categories. Our LSTM networks
performed better when a larger amount of data was available with the physics-based simu-
lation compared to experiments with the real robot. Section 2.8 discusses the methods and
their limitations and Section 2.9 provides the conclusion of our work.
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2.3 Related Work
Object categorization is a well studied task. In this work, we focus on inferring properties
of objects based on haptic sensing. Although there have been multiple studies on haptics-
based compliance discrimination, most have used specific exploratory behaviors using end
effectors to extract information from the environment. Lederman and Klatzky discussed
in detail the various factors and exploratory behaviors that humans use for inferring haptic
properties of objects [37]. However, studies of discrimination tasks using information from
incidental contact with large-area tactile sensing are lacking. Also, studies on inferring
properties of objects and generalizing the performance across various conditions such as
robot stiffnesses and velocities are rare.
Researchers have also used haptics and tactile sensing to infer properties of the world
for purposes other than categorizing objects. Silvera-Tawil et al. presented a comprehen-
sive review of state-of-the-art methods in tactile sensing for robots in socially interactive
scenarios [38]. Wu et al. used tactile arrays for recognizing human intended directions
in two dimensions using support vector machine classifiers (SVMs) [39]. Muscari et al.
developed algorithms for reconstructing force and shape distributions using capacitive tac-
tile sensing arrays [40]. Hughes et al. presented a soft robotic artificial skin for texture
recognition and localization [41]. Javaid et al. used pressure sensors to classify human
activities during assistive tasks to help older adults [42]. Matheus and Dollar used a load
cell and a custom-built device to infer static friction properties of some ‘Objects of Daily
Living’ [15]. Boonvisut and Çavuşoglu used exploratory behaviors and vision to collect
deformation data for identifying boundary constraints of deformable objects required to
estimate soft tissue properties [43]. Researchers have used tactile sensors to classify events
such as slips between fingertips and objects and slips between objects and external sur-
faces [44–46]. Researchers have also used haptic sensing for texture perception [5, 47, 48],
tactile servoing [49], contour following [50], and human-robot collaborative tasks [51, 52].
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In the following subsections, we review the existing literature that addresses object
categorization using haptics.
2.3.1 Material Property Based Classification
In this work, we do not explicitly model material properties, but the features that we extract
from the interactions between the robot arm and environmental objects are a direct conse-
quence of material properties. Drimus et al. classified hard and deformable objects based
on haptic feedback from a novel tactile sensor consisting of a flexible, piezo-resistive rub-
ber [4]. They represented tactile information from a palpation procedure as a time series
of features and used a k-nearest-neighbor (k-NN) classifier to categorize the objects [4].
Our classification scheme considers both compliance and mobility characteristics and uses
information from incidental contact sensed with large-area tactile sensors.
Chu et al. presented research that uses discrete HMMs to construct a feature vector
of likelihoods and used binary SVM classifiers to classify those vectors and automatically
assign 24 adjectives to 60 objects [53]. In contrast to our work, their research focused on
classifying data using both static and dynamic features from four deliberate exploratory
procedures with sophisticated BioTac [54] robotic fingers from Syntouch.
Kaboli et al. used multi-modal tactile features to distinguish texture and weight of
objects using sliding and non-sliding exploratory behaviors [55]. Kim and Kesavadas pre-
sented a method for estimating the material properties of objects (steel, aluminum, wood,
silicon rubber) using an active tapping procedure [7]. Takamuku et al. estimated the hard-
ness properties of objects through tapping and squeezing behaviors [8]. Hosoda and Iwase
obtained haptic data using a bionic hand to grip an object. They used a recurrent neural net-
work to classify objects based on haptic cues learned from dynamic interactions [9]. Nizar
et al. classified the material type and surface properties by developing a sensor that used
a lightweight plunger probe to detect surface properties. They also used an optical mouse
sensor to obtain surface images and implemented a radial basis function neural network
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for classification [13]. Liarokapis et al. used random forests to classify size and stiffness
of objects as well as distinguish object types using a single force closure grasp with an
underactuated robotic hand and force sensors [56]. Schmitz et al. used power grasping of
objects and multiple modalities for object recognition with deep learning [57]. Kiwatthana
and Kaitwanidvilai used system identification and K-means clustering techniques to clas-
sify different cans using proprioceptive feedback [58]. Hoelscher et al. used BioTac fingers
and Schunk F/T sensors with multiple classifiers and feature extraction methods for object
recognition. They concluded that simple, dimensionally-reduced features performed better
than more elaborate features [59].
In summary, although there have been many studies on material property based clas-
sification, most have focused on carefully controlled specific exploratory behaviors using
the robot’s end-effector. These studies have not looked at whether the classification perfor-
mance can generalize to different robot behaviors.
2.3.2 Shape Based Classification
Many researchers have either used tactile images from touch sensors or analyzed object
shape deformation behaviors for object categorization. Schneider et al. applied a “bag-of-
words” approach and unsupervised clustering techniques to categorize objects [17]. Pezze-
menti et al. identified the principal components of features, then clustered them, and con-
structed per-class histograms as a class characteristic [21]. Gorges et al. introduced passive
joints in the hand for better adaptibility to different object shapes and used a Bayes classi-
fier to classify the objects [22]. Babu et al. used ‘C4.5’ algorithm to generate a decision tree
and a naive Bayes classifier to categorize shapes of objects using a tactile sensor array [60].
Other researchers have analyzed deformation behavior to classify objects. They have
used vision and haptic sensors [61, 62] or finite element models [10, 11] and volumetric
models such as superquadrics [18], polyhedral models [19] or wrapping polyhedra [20].
To summarize, shape based classification methods have used tactile images or defor-
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mation behaviors to classify objects after exploring or grasping them using multi-fingered
robot hands. Again, most of these studies used exploratory behaviors and have not looked
at whether the performance can generalize to different robot behaviors used to collect train-
ing data.
2.3.3 Functional Property Based Classification
This group of studies focused on functional property based classification or classification
based on how objects behave when they are moved. Sinapov et al. used the acoustic
properties of objects during specific interaction schemes and the behavioral interactions
performed with them, such as grasping, shaking, dropping, pushing, and tapping, to clas-
sify 36 different household objects [23]. Berquist et al. monitored the changes in the joint
torques of a robot while it performed five exploratory procedures — lifting, shaking, crush-
ing, dropping, and pushing — on several objects and demonstrated that the robot could
learn to recognize objects based solely on the joint-torque information [24]. Jain et al. used
data-driven object centric models to haptically recognize specific doors as well as classes
of doors (refrigerator vs. kitchen cabinet) [63]. Griffith et al. used multiple exploratory
behaviors and employed clustering techniques to categorize containers and non-containers.
After extracting visual and acoustic features from interactions with objects, they employed
unsupervised clustering techniques to form several categories [25]. Sinapov et al. com-
bined proprioceptive and auditory feedback and used a behavior-grounded relational clas-
sification model to recognize categories of household objects [26]. Sinapov and Stoytchev
extended their previous work by using auditory, proprioceptive, and visual modalities to
cluster novel and unlabeled objects for object individuation based on the robot’s sensori-
motor experience of handling those novel objects [64].
To summarize, functional property based classification methods have used multimodal
feedback from robot behaviors and actions to distinguish between different object cate-
gories. But, similar to other work, most of them used exploratory behaviors and have not
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Figure 2.2: Schematic of a left-right HMM with 10 states. The observations are modeled
using Gaussian distributions (Left). Schematic of a Stacked LSTM network with 50 cells in
each layer, dropout in between, and a fully connected layer as the output layer (Right).
looked at if the results can generalize to different robot behaviors.
2.4 Data-Driven Methods
For this work, we chose hidden Markov models and long short-term memory (LSTM)
networks as our data-driven methods to infer object properties from contact. To compare
our results, we used k-nearest neighbors from our previous work [30] as the baseline data-
driven method.
Hidden Markov Models
Hidden Markov models (HMMs) have a long history of success for classifying time series
such as human speech [65]. HMMs are known to have rich mathematical structure for
modeling non-stationary signals and can work effectively in practical applications [65]. In
this study, we used HMMs to classify an object as being in one of four categories: 1) Hard-
Unmoved (HU), 2) Hard-Moved (HM), 3) Soft-Unmoved (SU), and 4) Soft-Moved (SM).
A hidden Markov model (HMM) is a state-based data modeling tool that assumes the
states are hidden and the system is a Markov process. The hidden states (HSi) are inferred
using observations (Ot) at time t. The components of an HMM include N , the number of
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states in the model; A, the state transition probabilities; B, the observation probabilities;
and π, the initial state probabilities. We use notation from [65]. Equation (2.1) shows the
HMM model (λ). Eq. (2.2) shows the state transition probabilities.
λ = (A,B, π) (2.1)
A = {aij} = {P (xt = HSj|xt−1 = HSi)} , 1 ≤ i, j ≤ N, (2.2)






Note, for a left-right HMM, as time increases, the state index increases or stays the
same. Therefore, there is an additional constraint given by
aij = 0, j < i (2.4)
Eq. (2.5) represents the initial state probabilities.
π = {πi} = {P (x1 = HSi)} , 1 ≤ i ≤ N (2.5)
For a discrete HMM with M distinct observation symbols, eq. (2.6) shows the obser-
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vation probabilities.
B = {bj (k)} = {P (Ot = vk|xt = HSj)} , 1 ≤ j ≤ N,
1 ≤ k ≤M,
(2.6)
where V = {v1, v2, ..., vM} are the individual symbols. However, for a continuous
HMM with observation vector O and multivariate Gaussian emissions with mean vector µ
and covariance matrix U, eq. (2.7) shows the emission probabilities.








1 ≤ j ≤ N
(2.7)
Figure 2.2 (Left) shows the schematic of one left-right HMM with N = 10 states.
2.4.1 Long Short-Term Memory Networks
Long short-term memory (LSTM) networks have been successfully used for modeling
time-series in many applications such as machine translation, generating cursive writing,
and speech recognition [66–68]. For mathematical details, please refer to [69], where this
was first introduced. LSTMs have also been successfully used for haptic perception such
as, to estimate forces during robot-assisted dressing simulations [70], and during robot-
assisted surgery [71]. Note, Gao et al. [72] used LSTMs for haptic perception using visual
and tactile features but the performance was lower compared to other deep-learning meth-
ods.
For our applications, we use an LSTM structure inspired by Gers et al. [73] in which
each memory cell has an input gate, a forget gate, and an output gate. The specific structure
that we used for our haptic classification tasks consists of 2 layers with 50 cells each. To
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reduce overfitting, we also added a dropout layer in between the two layers, which helps
in regularization [74]. We added a fully connected output layer. Section 2.6.4 shows the
details of the implementation. The LSTM has a total of 31,004 parameters. The 31,004
parameters correspond to the weights of the stacked LSTM layers, the individual cells, as
well as the fully connected layer for the 4-category classification output.
Figure 2.2 (Right) shows the schematic of the LSTM structure.
2.5 Physics-Based Model
We modeled contact between a tactile-sensing robot forearm and an object using a lumped
element model. We developed a physics-based model that can model the mechanics of
a variety of robot-object physical interaction phenomena. In this work, the tactile-sensing
robot arm moves by actuating its shoulder joint towards a goal angle. The arc formed by the
contact point during the motion is approximately a straight line for small angle movements
and a large radius. We modeled the robot arm’s motion at the contact point as a linear
movement. We modeled the object as a deformable object and the contact surface as flat.
2.5.1 Robot and Object Model
We modeled the robot’s arm trajectory using equilibrium point control [75]. Figure 2.3
(Left) shows a robot-arm of mass marm making contact with an object of mass mobj . xarm
is the position of the robot-arm, xobj is the position of the object, and xuobj is the position
of the undeformed object. During contact, if δobj is the object deformation, note that
xobj = xarm = xuobj + δobj, (2.8)
otherwise, if the arm is not in contact with the object,
xobj = xuobj > xarm, (2.9)
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Figure 2.3: Lumped element model of our system at the onset of contact between the robot-
arm and the object (Left). Free-body diagrams of the robot-arm and object in contact
(Right).
xeq is the equilibrium point of the actuator spring with stiffness kact and actuator damp-
ing bact. kobj is the object stiffness. Ffr is the frictional force between the object and the
environment.
Figure 2.3 (Right) shows free-body diagrams for the system depicted in Fig. 2.3 (Left).
Fact is the force applied on the robot-arm by the actuator, Fsurf is the force applied by the
robot-arm to the surface of the object when in contact. Farm and Fobj are the net forces
acting on the robot-arm and the object respectively.
The force applied by the actuator to the robot-arm, Fact is given by eq. (2.10).
Fact = kact (xeq − xarm) + bact (ẋeq − ẋarm) , (2.10)
The net force on the arm, Farm, is therefore calculated as in eq. (2.11).
Farm = Fact − Fsurf , (2.11)
The net force on the object, Fobj , is given by eq. (2.12).
Fobj = Fsurf − Ffr, (2.12)
We model the joint as frictionless. Hence, the position of the robot-arm can be calcu-










The position of the undeformed object is calculated using eq. (2.14), where ẋ0obj is the
initial velocity and x0obj is the initial position of the undeformed object.
ẋuobj =
∫





Fsurf is calculated using eq. (2.15),
Fsurf = kobj (xarm − xuobj) , (2.15)
Please note that the frictional force Ffr is calculated differently depending on whether
the object is moving or not as shown in eq. (2.16). If the applied force overcomes static
friction, the object starts moving. µs and µk are the coefficients of static and kinetic friction,




µs (mobjg) , just before motion
µk (mobjg) , in motion
(2.16)
2.5.2 Contact Area Model
For an object in the shape of a cube with edge length Lobj , and surface area Aobj , let us
assume that due to a robot-arm’s applied force Fsurf , there is a positive axial compression
given by ∆Lobj in the x-direction (See Fig. 2.4). Let the cube be made up of a homogeneous
material with Poisson’s ratio νobj [76] and due to the applied force, let the elongations in
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Figure 2.4: Due to applied force in x-direction, an object undergoes axial compression.
This results in elongation in the other orthogonal axes directions, thus increasing the sur-
face contact area proportional to the object material’s Poisson’s ratio.
the y and z-directions be ∆L′obj . Before deformation, the surface area is given by,
A = L2, (2.17)
After deformation, the surface area becomes
A′ = (L+ ∆L′)2, (2.18)
Therefore, the increase in the surface area, due to the applied force, becomes















, and dεz = dzz respectively. We assume that when the object is compressed, the





























Therefore, due to the applied force and resultant deformation, the new surface area is
given by






where ∆L = Fsurf
kobj
.
2.6 Experiments with Physics-Based Simulations
Using our physics-based model from Section 2.5, we generated simulated data and used the
data for our experiments. The simulations with the physics-based model enabled us to gen-
erate data with a wide variety of robot, object, and environment conditions, which would
be challenging with experiments with a real robot (Section 2.7). We focused on whether
our algorithms could classify objects into four different categories and whether the classi-
fication performance could generalize to robots having varying mechanical characteristics.
By varying mechanical characteristics, we mean motion of the robot in which the robot
arm’s joint stiffness and velocity are varied.
2.6.1 Experimental Setup
We modeled the objects as cubes of 10 different volumes. We varied the volumes of the
cubes linearly. The edge-length varied from lobj = 0.01 m to lobj = 0.2 m. We chose 13
different materials to model the objects for our simulations. We chose materials represen-
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Table 2.1: Material Selection for Simulations.
Young’s Density Friction Coefficients [78–91]
Modulus (ρobj) Ratio
General Common (E) [87, 92] Wood Surface Glass Surface (ν)*
Material Objects [87, 92] [93–96] Static Kinetic Static Kinetic [97]
[98, 99] kg/m3 (µs) (µk) (µs) (µk) [100]
N/m2 [101]
ABS Beverage 1.60E+09 1110.00 0.5 0.4 0.3 0.25 0.41
Plastic containers
Glass Beverage 6.25E+10 2250.00 0.17 0.14 0.95 0.35 0.2
containers
Pine Furniture 1.68E+10 520.00 0.5 0.364 0.36 0.14 0.38
Wood
Ceramic Counter 7.00E+10 2250.00 0.5 0.4 0.42 0.35 0.18
Tops
Steel Appliances 2.00E+11 7850.00 0.61 0.35 0.13 0.12 0.27
Polymer Mattresses 2.50E+05 54.00 0.12 0.11 0.37 0.3 0.27
Foam
Light Pillows 3.30E+04 16.00 0.12 0.11 0.37 0.3 0.28
Foam
Soft Seat 1.00E+04 48.06 0.12 0.11 0.55 0.5 0.30
Foam Cushions
Open Cell Sponges 2.20E+04 72.08 0.12 0.11 0.55 0.5 0.30
Foam
Natural Footwear 2.00E+06 925.00 0.9 0.7 0.87 0.7 0.50
Rubber
Neoprene Clothing 1.35E+06 1240.00 0.9 0.7 0.87 0.7 0.49
Rubber and Bags
Fat Human 1.90E+03 919.60 0.91 0.6 0.45 0.3 0.41
(Tissues) Body
Muscle Human 1.28E+04 1060.00 0.91 0.6 0.45 0.3 0.30
(Thigh) Body
*Ratio = Poisson’s Ratio
tative of everyday household objects and the human body (See Table 2.1). We calculated
the mass of the object, mobj , using eq. (2.25), where ρobj is the density of the object. To
calculate the friction coefficients, we modeled the objects resting on two kinds of surfaces
made of wood and glass found on commonly used table tops (See Table 2.1).
We labeled objects as hard if the calculated stiffness (kobj) was greater than 100, 000
N/m which is the stiffness of a medium-stiff environment [102]. Note, stiffness is a property
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of object structure as well as its material and is distinct from the Young’s modulus of a
material which is a material property. For example, a flat thin rectangular block of plastic
and a long slender cylindrical plastic bottle may have same Young’s modulus (both are
made of plastic, assuming the material is homogeneous) but they may have completely
different stiffness due to different structural properties. If the calculated stiffness of the
object (kobj) was less than or equal to 100, 000 N/m, we labeled it as ‘Soft’ (See Section 2.8
for more detailed discussion on the ‘hardness’ of an object). We labeled objects as ‘Moved’
or ‘Unmoved’ based on whether xobj was greater than 0 or equal to 0, respectively, at the
end of the simulation. We ran simulations with the physics-based model for 5s. The mass
of the robot, marm, was 1.167 kg based on the model of the forearm of the robot ‘Cody’
used in our experiments. During the simulations, the robot-arm model came in contact with
objects in the shape of a cube of various edge-lengths. Each object of mass mobj is made
up of a single material from Table 2.1.
mobj = ρobjlobj
3 (2.25)
For each object, we calculated the stiffness as
kobj = 2lobjEobj, (2.26)
where Eobj is the Young’s modulus of the material of the object. We derived eq. (2.26)
for an object under both cantilever and axial loading.
2.6.2 Experimental Procedure
For the experiments, we simulated the robot moving using varying stiffness and velocity.
Specifically, we trained the algorithms with three of the four possible combinations of stiff-
ness and velocity conditions (low-velocity-low-stiffness, low-velocity-high-stiffness, high-
velocity-low-stiffness, and high-velocity-high-stiffness) and tested with the other combina-
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tion to find out how well the results generalized to different robot conditions. We repeated
this procedure for each of the four conditions and reported the mean classification accuracy
for all the conditions. We set the robot’s stiffness (kact) to a low value (543 N/m) or a high
value (2050 N/m) based on the stiffness values identified in [103] and the velocity (ẋarm)
to a low value (0.005 m/s) or a high value (0.02 m/s). These values correspond with the
values used in our experiments with a real robot in Section 2.7.2. We set the damping (bact)




where η = 1 is the damping ratio of a critically-damped system [104].
Data Collection
The simulated robot made contact with a set of solid cube objects (See Section 2.6.1) made
of materials given in Table 2.1 while performing a simple, goal-directed reaching motion
as shown in Section 2.5.1. We simulated the robot-object interactions on both a wooden
and a glass table. We simulated the robot movement using an equilibrium-point control
similar to that of our experiments with the real robot. We actuated the simulated robot by
commanding a goal location and the robot moved according to a PD controller. The final
goal location was inside the object.
Our algorithm classified the objects into the four categories ‘Hard-Unmoved’, ‘Hard-
Moved’, ‘Soft-Unmoved’, and ‘Soft-Moved’. There were 1835 simulation trials with 544
‘Hard-Unmoved’, 365 ‘Hard-Moved’, 496 ‘Soft-Unmoved’ and 430 ‘Soft-Moved’ trials.
Note that for each of the trials in which an object moved, we fixed it to generate one
additional ‘Unmoved’ trial, similar to our experiments with the real robot.
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Preprocessing and Feature Selection
We truncated the data to begin at the estimated onset of contact (whenever the force exceeds
0 N ) between the robot and the object. We collected three time-varying features at each
time-instant for 5 s at 100 Hz. Our ‘force’ feature is Fsurf (See Section 2.5.1), ‘contact
area’ feature is A′ (See Section 2.5.2), and ‘motion’ feature is xarm (See Section 2.5.1).
Note, if the robot loses contact with the object at any time-instant (Fsurf = 0), A′ becomes
A. However, to match the scenario of experiments with the real robot (See Section 2.7.2),
we make the ‘contact area’ feature 0 for those time-instants during preprocessing. We
expected these three features (force, contact area, and motion) to be informative about the
object’s softness and mobility. These features are similar to the features selected in our
experiments with a real-robot (See Section 2.7.2).
The frequency of the signal from tactile sensing forearm on the real robot is 100 Hz.
We modeled an analog-to-digital anti-aliasing filter for the tactile sensing forearm using a
low-pass Butterworth filter of order 6 and cut-off frequency of 200 Hz. We also modeled
the tactile sensing forearm noise as Gaussian with zero mean and a signal-to-noise ratio of
0.5% for force measurements and zero mean and a signal-to-noise ratio of 0.05% for contact
area measurements. We modeled the joint encoder noise as Gaussian with zero mean and
a signal-to-noise ratio of 0.05%. The signal-to-noise ratio (SNR) values correspond with






We performed the simulations in MATLAB/Simulink with the ‘ode15s (stiff/NDF)’ solver
[105] of maximum order ‘5’ using the ‘Variable-step’ solver type and the ‘Full perturbation’
Jacobian method as well as the ‘Adaptive’ zero-crossing option. The resultant simulation
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trials are of variable length due to the ‘Variable-step’ solver type. To make each simulation
trial a vector of uniform length, first, we interpolated the data to a very high sampling rate
of 100,000 Hz. Then, we applied a low-pass Butterworth filter to the signal. Finally, we
resampled the data to 100 Hz to match the frequency of the tactile sensing forearm, and
added Gaussian noise to match sensor noise.
We implemented continuous univariate and multivariate HMMs as well as LSTMs to
model the temporal trends of features for different categories of objects. We modeled each
of these four object categories: Hard-Unmoved, Hard-Moved, Soft-Unmoved, and Soft-
Moved, using an HMM for each category (λHU , λHM , λSU , λSM).
We used the GHMM toolkit [106] to model the HMMs and implemented them in
Python. We trained the models with the standard Baum-Welch algorithm, which uses ex-
pectation maximization. For testing, we ran the Viterbi algorithm which estimates the
maximum likelihood with which a model can describe a given test data. These are standard
methods for modeling sequential data (see [65] for details). We ran the Viterbi algorithm
on the given test data for each of the trained HMM models and assigned the category asso-
ciated with the model that returned the highest likelihood.
For LSTMs, we used the ‘Keras’ library [107] with the ‘Theano’ backend [108]. We
trained our model for 10 epochs and used a batch-size of 5.
For comparison purposes, we implemented a one nearest neighbor classifier (1-NN)
using the scikit-learn package [109] in Python. We used PCA to reduce the dimensionality
of the concatenated features similar to [30]. We used the Amazon EC2 cloud computing
service [110] to run the experiments on a c3.4xlarge system (high performance compute-
optimized instances) with 30 GB of memory, 16 vCPUs and multiple c4.8xlarge systems




For the univariate and multivariate HMMs, we analyzed the performance with 10 states.
We set a uniform prior to all the states and initialized the emission matrix with Gaussian
distributions with means and standard deviations obtained from the training data. For mul-
tivariate HMMs using multiple features (force, area, and/or motion), we used a spherical
covariance matrix for initialization. Also, for multivariate HMMs, we scaled each feature
(f ) to a scaled feature (Sf ) according to eq. (2.29) to normalize the values.
Sf = (f −mean(f)) /std(f) (2.29)
For LSTMs, we initialized the parameters with a uniform distribution, used ’softsign’
activation functions for the hidden layers, and ’softmax’ activation function [107] for the
fully connected output layer. Our dropout probability was 0.2. We used ’RMSprop’ [107]
as the optimizer and ’categorical crossentropy’ [107] as our loss function because our task
is a classification task. We used the ’MinMaxScaler’ function [107] to scale multivariate
features for LSTMs.
To compare this with our previous work [30], we used 1-NN. Before using 1-NN, we
applied principal component analysis (PCA) representing more than 95% variance in the
training data to reduce the dimensionality as described in our previous work [30]. We used
PCA to reduce the effect of noise. As with the HMMs, we used eq. (2.29) to scale the
multivariate features for 1-NNs.
2.6.5 Results
As seen in Table 2.2, multivariate HMMs with contact force and motion as the features
performed the best (82.13%) when compared to our previous method, 1-NN [30], which
failed to generalize (best performance was 64.58% with area and motion features) across
different robot-arm stiffnesses and velocities. Univariate HMMs also failed to generalize.
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LSTMs showed the best performance with force, area, and motion features (80.46%).
Note that, multivariate features with HMMs and LSTMs showed better performance
compared to univariate features. Fig. 2.5 shows the confusion matrix from multivariate
HMMs with force and motion features. The algorithm classified ’Hard-Unmoved’ category
well. But, there is some confusion between ’Soft-Moved’, ’Soft-Unmoved’ and ’Hard-
Moved’ categories. Section 2.8 summarizes a possible reason for this.
Table 2.2: Summary of Algorithm Performance for Simulations (Ranked based on Perfor-
mance). Note ‘f’ = force, ‘a’ = contact area, and ‘m’ = motion feature.
Algorithm Features Ranked Accuracy (%)
HMM f + m 82.13
LSTM f + m + a 78.02
LSTM m + a 70.64
LSTM m 68.64
LSTM f + m 66.73
LSTM f + a 64.68
1-NN m 64.41
1-NN m + a 62.72




HMM m + a 48.01
1-NN f + m 40.93
1-NN f 40.71
1-NN f + m + a 40.54
1-NN f + a 40.44
HMM a 39.4
HMM f 39.07




2.7 Experiments with a Real Robot
We also performed a set of experiments with a real robot. Similar to our experiments with
the physics-based models in Section 2.6, our experiments with the real robot varied arm
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Figure 2.5: Classification into four categories using multivariate HMMs with 10 states for
experiments with physics-based models. The figure shows the result with force and motion




We used the robot, Cody, for our experiments. Cody, as shown in Fig. 2.1, is a statically
stable (wheeled) mobile humanoid robot weighing approximately 160 kg. The components
of the humanoid robot are: two Meka A1 arms, a Segway omni-directional base and a Festo
1-DOF (degree of freedom) linear actuator for a spine to adjust the torso height. The two
seven-DOF anthropomorphic arms contain series elastic actuators. When we control these
arms, each joint simulates a low-stiffness, visco-elastic, torsion spring. We control the
robot’s arms by changing the equilibrium angles of these simulated springs.
Cody has a force-sensitive skin covering its forearm. Meka Robotics and the Georgia
Tech Healthcare Robotics Lab developed the forearm tactile skin sensor, which is based
on Stanford’s capacitive sensing technology, as described by Ulmen et al. [27]. The skin
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consists of a capacitive pressure-sensor array. We refer to the elements of this array as
taxels (tactile pixels). There are 384 taxels on the entire skin, and these are distributed in a
24 x 16 array, with each taxel being 9 mm x 9 mm in size. The array of taxels reports the
measured force applied to each taxel at 100 Hz.
2.7.2 Experimental Procedure
We conducted experiments to determine whether the performance of our algorithm could
perform well on data collected with different robot arm stiffness and velocity than the
training data. For the experiments, we selected two velocity settings, low = 5 deg/s and
high = 20 deg/s, and two arm stiffness settings, low = 2.01 Nm/rad and high = 20.1 Nm/rad.
Data Collection
The robot made contact with a set of objects on a wooden table while performing a simple,
goal-directed reaching motion. We actuated the robot’s shoulder joint only and it pushed
into soft and hard objects in moved and unmoved conditions with varied arm stiffness
(compliance) and velocities. We performed experiments with the eight objects shown in
Fig. 2.8 (seven in both moved and unmoved conditions, one [heavy iron bucket] in the
unmoved condition only). We selected large objects that have mostly uniform material
properties and vary widely in their mass, friction, and stiffness. We actuated the robot’s
shoulder joint by commanding a goal angle in the joint space. The robot arm tried to reach
the goal using a joint PD controller. We selected the final goal angle in joint space such
that the equivalent point in the Cartesian space was inside the object. Thus, the robot would
come in contact with the object before reaching the goal. When the robot incidentally came
in contact with the object, it pushed against it and tried to reach the goal as shown in Fig.
2.6. For each object, we collected haptic data by commanding the same goal angle for the
arm and recording the sensor readings from the taxels of the forearm skin at approximately
100 Hz.
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Figure 2.6: Sequence of images that illustrates the data collection for our experiments
on inferring mechanical properties of objects (foliage). Each image shows a picture of
the robot Cody and a visualization of the data from the forearm skin sensor as a 24 x 16
image (darker pixels correspond to larger forces). The leftmost picture shows a non-contact
situation, the middle picture corresponds to the situation just after the onset of contact, and
the rightmost picture shows the situation when the robot has pushed the foliage.
We labeled each of these objects as either soft or hard. For objects that could be pushed
aside by the robot’s motion, we fixed them with a clamp or a heavy weight so that we could
obtain both moved and unmoved conditions. We repeated the experiments for four trials
with each of the stiffness and velocity settings. We collected data for a total of 240 trials
((7 objects x 2 stiffness x 2 velocities x 2 conditions x 4 trials) + (1 object x 2 stiffness x
2 velocities x 1 condition x 4 trials)). Each object category had 60 trials. Our experiments
with the heavy iron bucket were only with the unmoved condition because it could not be
moved by the robot’s motion.
Preprocessing and Feature Selection
After recording the time-series data using the forearm taxel array, we truncated them to
begin at the estimated onset of contact between the robot and object. We estimated the
onset of contact whenever the force exceeded a threshold. We represented the data at every
time step as a gray-scale image, as shown in Fig. 2.6. We converted this image to a binary
image, representing the taxels in contact by applying a threshold to each taxel. We used
two thresholds. One threshold (0.01 N) was for objects which were less likely to harm the
robot-arm. For the other set of objects, we used a larger threshold (0.1 N) to account for
the extra covering that we put over the skin sensor to prevent damage to the skin. This is
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equivalent to biasing the skin sensor. Then, we computed the connected components on the
binary image to segment the contact regions. For the connected component with the largest
area, we computed three features.
Figure 2.7 depicts the feature collection procedure. The first feature is the maximum
force (Fmax) measured by a taxel in the contact region at each time step. This is analogous
to measuring the highest pressure. In our Initial tests, the maximum force performed better
than total force (Ftotal) or mean force (Fmean).
For the second feature, we estimated the area of contact (a) between the arm and object
(contact region) as the number of taxels in the connected component.
For the third feature, we estimated the distance that the centroid of the connected com-
ponent traveled in the world frame from its position at the onset of contact (d). We held the
robot’s torso fixed throughout the trials and used the forward kinematics from the robot’s
torso to the center of the contact location on the robot’s forearm to estimate the 3D positions
and distance traveled.
Similar to the experiments with physics-based models, we expected these three features
to be informative about the object’s softness and mobility. For example, with increasing
force applied to a soft, unmoved object, we would expect the contact area to increase.
Likewise, we would expect the 3D position of the contact area to travel when encountering
moved and soft objects. When making contact with a hard and unmoved object, we would
expect the maximum force to increase. Our algorithms used the values of maximum force,
the number of taxels in the contact region, and the contact motion for each trial during the
first 1.2s time window after the onset of contact.
2.7.3 Implementation
We implemented HMMs, LSTMs, and 1-NN similar to our experiments with physics-based
models in Section 2.6.3. We performed experiments with the real robot using a 32-bit
Ubuntu 10.04 system with 8 CPU(s) and Intel(R) Core(TM) i7-2600 CPU processor with
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Figure 2.7: Schematic representation of the experimental protocol.
3.40 GHz. We used Python to send commands to the robot’s real-time PC using ROS-
Diamondback [111].
2.7.4 Algorithm Parameters
We used 10 states for the univariate and multivariate HMMs. We set a uniform prior for
all states and initialized the emission matrix with Gaussian distributions with means and
standard deviations obtained from the data.
For LSTMs, similar to experiments with physics-based models, we initialized the pa-
rameters with a uniform distribution, and used the same structure, scaling function, activa-
tion functions and dropout probability.
To compare this with our previous work [30], we extracted the features and converted
them to a low-dimensional representation of these feature vectors using PCA. We used a
dimensionality of three which represented greater than 95% of the variance in the data.
Also, we used the same evaluation procedure as in the experiments with the physics-
based model (Section 2.6.4). We trained on three conditions of robot stiffness and velocity
and tested on one. We repeated this procedure for each of the four conditions. For multi-
variate HMMs, we scaled each feature (f ) to a scaled feature (Sf ) according to eq. (8.1) to
normalize the values.
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Figure 2.8: Set of objects for experiments with variable motion (Left). Classification into
four categories using multivariate HMMs for experiments using the robot ‘Cody’. The
figure shows the results with force, area, and motion features from the robot moving with
varying stiffness and velocity. The numbers in the figure represent the number of trials
(Right).
2.7.5 Results
We used both univariate HMMs, multivariate HMMs, and LSTMs for classification to
model the temporal trends of all combinations of the three feature vectors: maximum force
(Fmax), contact area (a) and contact motion (d). Table 2.3 presents the results for classi-
fication into four categories: 1) Hard-Unmoved, 2) Hard-Moved, 3) Soft-Unmoved, and 4)
Soft-Moved. Our previous method (from [30]) performed poorly, and the highest accuracy
was only 37.92% with a single feature (motion) and only 35% with three features (force,
area, and motion) using a dimensionality of three. Note that 12 trials could not be captured
up until the time window of 1.2 s because of the varying velocity conditions. In those cases,
we extrapolated the data with the mean value for that particular trial to obtain a consistent
time window of 1.2 s. With HMMs using a single feature (force or area), the accuracy
improved only slightly to 40.41%. However, using multivariate HMMs, the accuracy im-
proved to 83.75% with all three features. This provides evidence that multivariate HMMs
can be used to generalize the data-driven inference results to testing data that differ from
training data due to varying robot conditions. Fig. 2.8 (Right) shows the resulting confu-
sion matrix. From the figure, we see that some ‘Soft-Moved’ and ‘Soft-Unmoved’ trials
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were categorized as ‘Hard-Moved’. However, the algorithm categorized ‘Hard-Moved’ and
‘Hard-Unmoved’ categories well. Note, the results with LSTMs did not perform well. With
access to more data, LSTMs might match the better results we obtained with physics-based
models shown in Section 2.6.5.
Table 2.3: Summary of Algorithm Performance for Experiments (Ranked based on Perfor-
mance). Note ‘f’ = force, ‘a’ = contact area, and ‘m’ = motion feature.
Algorithm Features Ranked Accuracy (%)
HMM f + m + a 83.75
HMM f + m 71.25
HMM m + a 60.41
HMM f + a 52.08




LSTM f + a 40.0
1-NN f + a 39.17
LSTM a 39.17
1-NN m 37.92
LSTM f + m + a 35.83
1-NN f + m + a 35.0
LSTM m + a 34.58
HMM m 32.5
LSTM m 31.67
1-NN m + a 28.33
1-NN f 27.5
1-NN a 26.25
1-NN f + m 25.42
Majority Classifier 25.0
Random Guess 25.0
2.8 Discussion and Limitations
Our data and models will be available publicly as a part of our ‘Open-Access-Haptic-
Database (OAHD)’. From the overall results, we learned that:
• It is feasible to use data-driven methods to infer object properties from contact during
a reaching motion,
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• Classification results using HMMs and LSTMs (with sufficient data availability) with
multiple features can generalize well to different robot behaviors, such as robot-arm
stiffness and arm velocity used to collect training data.
We used the physics-based model to do experiments with objects with a wide-variety of
stiffnesses. Collecting haptic data from robots touching real-world objects is challenging.
The physics-based model we used in this work can help collect data from a wide variety of
objects and robot settings (varied robot stiffnesses, velocities etc.) by leveraging the widely
available material properties in online databases. In addition to collecting the real-world
data, the results from our physics-based model matched quite well with the results from our
real-world data. For example, for both the experiments with physics-based models as well
as the real-robot, we note that there is confusion between ‘hard-moved’, ‘soft-unmoved’
and ‘soft-moved’ categories. This is probably because, given the features we have, the
algorithm finds it difficult to disambiguate between sliding motion in hard objects and
motion due to deformation of soft objects.
Note that for our experiments with the real robot using multivariate HMMs, there was
very little confusion between hard and soft objects in the ‘Unmoved’ condition. However,
for experiments with the physics-based models, there was some confusion between hard
objects and soft objects. This could be because objects in the hard category for the exper-
iments with the real robot were much stiffer than objects in the soft category. We used a
compression spring to compress the objects used in the real-robot experiment and found
that the soft objects had stiffnesses ranging between 630 N/m to 1500 N/m whereas the
hard objects had stiffnesses ranging between 8000 N/m to 100, 000 N/m and above. This
is not the case for experiments with the physics-based models. We experimented with a
wide variety of stiffnesses and used a stiffness threshold of 100, 000 N/m that differenti-
ated hard and soft categories. Thus, the stiffnesses of the objects in the hard and soft cate-
gories were much closer (e.g. our simulation labeled an object with stiffness 100, 100N/m
as hard but labeled an object with stiffness 99, 900 N/m as soft) for experiments with the
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physics-based models and this led to more confusion.
For our experiments with physics-based models, we used stiffness as a criterion for
labeling objects as hard or soft. In material sciences community, ‘hardness’ is defined as a
measure of how resistant an object is to deformation when a compressive force is applied
[112, 113]. We are interested in forces only in the elastic deformation range of a material
and for elastic deformation ranges, this highly correlates with stiffness of an object [112,
113] which is a function of the object material as well as structural properties. This is
related to deformation of the object, as stiffness is monotonically related to deformation.
Similarly, we labeled the objects for experiments with the real robot depending on how
an object deforms in macroscopic scale due to applied forces. The human labeling of
hard vs. soft objects for experiments with the real robot was coarse. However, note that
when consistent force was applied, all the objects labeled soft showed larger macroscopic
deformation when compared to objects labeled hard.
Finally, we intentionally made the problem harder by not giving the perceptual classi-
fiers information about the robot’s joint stiffness or arm velocity. This is because robots
might not have good stiffness estimates for all contact locations on their bodies. Likewise,
robots might have uncharacterized compliant coverings or components like soft robots.
Similarly, accurate velocity estimates may not be attainable. Also, although the perfor-
mance with LSTMs (with sufficient data) and multivariate HMMs generalized well to new
robot behaviors used to collect training data, there are some limitations to the results pre-
sented here. In this work, our objective was to see if our algorithms can infer haptic prop-
erties using simple motions (e.g. linear) without haptic exploratory behaviors. Note that
many motions are locally linear and therefore, this simple type of motion may be applica-
ble in many scenarios. However, there are many factors which are relevant to real-world
incidental contact like the impact dynamics, non-ideal contact (partial, non-normal) due to
different robot trajectories and object shapes and sizes etc. In this paper, we focused on two
aspects — ‘stiffness’ and ‘velocity’— which affect the way contact occurs. Other aspects
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of non-ideal contact merit consideration in the future.
2.9 Conclusion
We developed algorithms to infer object properties using haptic information obtained from
contact between a robot’s tactile sensing forearm and objects in the robot’s environment.
We showed that using our algorithms and relevant tactile sensing features, haptic inference
can be generalized to data collected using different robot-arm velocities and stiffnesses.
Our algorithms classified objects into four categories: 1) Hard-Unmoved, 2) Hard-Moved,
3) Soft-Unmoved, and 4) Soft-Moved.
We developed an idealized physics-based model and generated simulated data under
varying robot stiffness and velocity. We also performed experiments with a real robot. We
used univariate and multivariate HMMs and long short-term memory (LSTM) networks to
classify objects under these conditions and compared the results with our previous method
of PCA + 1-NN [30]. Our results showed that HMMs are a useful tool to model robot-
object interactions. Multivariate HMMs consistently performed better in all cases with
varying robot velocity and compliance parameter values and outperformed our previous
technique using PCA + 1-NN [30] (See Fig. 2.2 and Table 2.3). With the availability of
more data, the classification performance using LSTMs can also generalize to data col-
lected using different robot actions. Also, for HMMs and LSTMs, classification results
using a combination of relevant features such as force, area, and motion generalize better
than using single features.
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CHAPTER 3
RAPID CATEGORIZATION OF OBJECT PROPERTIES FROM INCIDENTAL
CONTACT WITH A TACTILE SENSING ROBOT ARM
3.1 Research Summary
We demonstrate that data-driven methods can be used to rapidly categorize objects en-
countered through incidental contact on a robot arm. Allowing incidental contact with
surrounding objects has benefits during manipulation such as increasing the workspace
during reaching tasks. The information obtained from such contact, if available online,
can potentially be used to map the environment and help in manipulation tasks. In this
paper, we address this problem of online categorization using incidental contact during
goal-oriented motion. In cluttered environments, the detailed internal structure of clutter
can be difficult to infer, but the environment type is often apparent. In a randomized clut-
tered environment of known object types and “outliers”, our approach uses Hidden Markov
Models to capture the dynamic robot-environment interactions and to categorize objects
based on the interactions. We combined leaf and trunk objects to create artificial foliage as
a test environment. We collected data using a skin-sensor on the robot’s forearm while it
reached into clutter. Our algorithm classifies the objects rapidly with low computation time
and few data-samples. Using a taxel-by-taxel classification approach, we can successfully
categorize simultaneous contacts with multiple objects and can also identify outlier objects




Rapid identification of haptic properties of objects in unknown environments during explo-
ration or navigation is a difficult problem. Our method extracts information from incidental
contacts and simultaneously comprehends the incoming data. The information obtained
from such contact can be used to map the environment by categorizing object properties
from the robot-environment interactions. This can potentially help in manipulation tasks
and in the exploration of unknown environments. Allowing incidental contact with sur-
rounding objects while maneuvering through a cluttered environment has many benefits
such as an increase in the robot’s workspace. By ‘incidental contact’, we mean any contact
that occurs unintentionally while performing a goal-directed manipulation tasks. In this
study, we address this issue of rapid categorization of objects conditioned on the environ-
ment.
Our approach uses hidden Markov models (HMMs) and considers the likelihood of
finding particular object types in an environment to classify dynamic robot-environment
interactions. We extend our previous work [30] on object classification by implement-
ing HMMs to model these interactions for rapid online categorization. We generalize our
algorithm to non-stereotyped motions. Our new algorithm allows multiple simultaneous
contacts and has the capability to identify outlier objects. Inferences based on the like-
lihood of finding an object in a given environment use little training data for identifying
specific objects and isolating outliers. For our experiments, we used the 7 DoF arm of the
humanoid mobile manipulator, Cody, as shown in Fig. 3.1. As an example of a cluttered
environment with known object types and unknown configuration, we created artificial fo-
liage consisting of combinations of leaf and trunk objects. A common scenario is shown
in Fig. 3.1 in which the robot is making simultaneous incidental contacts on its forearm
(forearm skin sensor) and end-effector (our developed flipper with tactile sensing described
in Section 3.5.1) with multiple objects. Only the forearm sensors are used to perform ob-
55
Figure 3.1: (Left) A mobile humanoid robot, Cody, reaching into clutter while making
simultaneous contact with multiple objects; (Right) Rapid categorization of Leaf and Trunk
categories while the robot is reaching into clutter. The taxels categorized as leaves are
marked with green dots (on the left side of forearm) while the brown dots show the trunk
(on the right side of forearm).
ject categorization. We provided the robot-arm with goals in its workspace, and it used
model-predictive control (MPC) [114] to limit contact forces while navigating towards the
goals.
We organize the remainder of the paper as follows. In Section 3.3, we review related
work in this domain. Section 3.4 describes our approach of categorization of objects condi-
tioned on the robots environment. In Section 3.5, we describe our experimental procedure
in detail and in Section 3.5.5, we present experimental results for this algorithm and ana-
lyze the accuracy in various conditions. In Section 3.7, we present the conclusions from
our work.
3.3 Related Work
Categorization of haptic properties of objects is an extensively explored field (refer [30] for
a detailed literature review). Our focus in this study is online classification of objects from
incidental contact, on which there are few related previous studies. Our previous work in-
cluded categorization from incidental contact during goal-directed movements [30] but it
was implemented for stereotyped motion of the robot-arm and was not generalized to mul-
tiple contacts. In addition, the categorization was done offline and the algorithm required
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Figure 3.2: (Left) Trunk-only environment for training the HMM model for Trunk Category;
(Middle) Leaf-only environment for training the HMM model for Leaf Category; (Right)
Combined environment for testing
extensive training data of equal sample-length to classify specific objects [30]. In our cur-
rent study, we address these shortfalls by implementing an online categorization scheme
using HMMs which can deal with time-series data of varied length. Some of the previous
studies on online categorization used explicit exploration movements for object identifica-
tion [115] and shape identification [116]. Soh et al. [115] created a spatio-temporal online
recursive kernel gaussian process to perform online object classification during gripping
movements by a robot hand. They found that they could identify between objects based on
signature tactile features. The tactile features were measured with a specific hand closing
movement. Liu et al. [116] used a naive Bayesian process to perform online classification
of shape and pose of objects during an explicit exploration movement by a robot finger.
They used an off-the-shelf tactile sensor array mounted on a robot finger and were able
to rapidly identify object shape after exploration of the object by the finger. The objects
were smaller than the sensor array, so complete exploration before identification was pos-
sible. Chitta et al. [117] created a hybrid velocity-force controller that allows a robot
gripper to hold objects and gather tactile and deformation data from the interaction. Using
their gathered tactile and deformation data, they were able to distinguish between states
of the objects (e.g. empty, full, open, closed) with recognition rates comparable to that of
a human. Jamali and Sammut [118] used several machine learning algorithms to perform
material classification based on surface texture during explicit exploration movements by a
57
bio-inspired artificial finger. Vibrations measured by the tactile sensors in the finger while
being run across the textured surface at a specified speed could be used to identify the
material with some accuracy after minimal training data.
Work on online categorization has been performed in other fields as well, such as in 3D
scene analysis, handwritten character recognition, human gait recognition, and in monitor-
ing of bearings for abnormal behavior in industrial machinery. Hu et al. [119] categorized
3D scenes into different object types from range data for use in robotics. They described
the tradeoff between precise categorization at the cost of speed and fast categorization at
the cost of increased misclassifications and used a simple but imprecise scene represen-
tation method to address the problem. Hu and Zanibbi [120] performed online recogni-
tion of handwritten mathematical symbols by creating an HMM for each symbol class and
a segmental K-means to initialize the gaussian mixture models parameters. Garain and
Chaudhuri [121] combines a nearest-neighbor classifier with an HMM to perform online
recognition of handwritten mathematical symbols. Kale et al. [122] used a continuous
HMM to perform online identification of humans by gait. Starner et al. [123] presented
two real-time HMM systems to recognize continuous, sentence-level American sign lan-
guage while Yamato et al. [124] proposed a HMM-based method for recognizing human
actions from a series of time-sequential images. Cartella et al. [125] assessed bearing
condition in industrial machinery using online adaptive learning of left-right continuous
HMM. These studies use HMMs as a tool for rapid identification of object characteristics.
3.4 Categorization Method
For our problem, the robot must classify each region of contact, Ri, according to the type
of object, ci, that resulted in the contact region. We assume that the robot is operating in
a known environment, E, composed of T object types and that each contact region, Ri,
results from one of these T object types or results from an anomalous object type that is
not typically found in the environment, E. In this paper, we use hidden Markov models
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(HMMs) to perform the classification problem, and focus on the problem of an environment
with different object types.
Hidden Markov model is a statistical tool to model systems using a state-based approach
such that the current state is dependent only on the previous state. The states are hidden
and are not directly observable. Instead, they are stochastically dependent on observations.
The elements which constitute an HMM are (1) N, the number of states in the model; (2)
M, the number of distinct observation symbols per state; (3) A = {aij}, the state transition
probability distribution; (4) B = {bj (k)} , the observation symbol probability distribution;
and (5) P = {πi}, the initial state distribution [65, 126]. The model is represented as given
in eq. (3.1), where the parameter λ describes the HMM model.
λ = (A,B, π) (3.1)
For classification using HMMs, we need to train the HMM models first. We had differ-
ent HMM models which we trained on environments composed of single object categories.
We trained the HMMs by choosing the λwhich locally maximizes P (O|λ) iteratively using
expectation-maximization (EM) techniques [65]. After training the models for the different
categories, we evaluate a new observation sequence O = {O1, O2, ...On} according to eq.
(3.2) which gives us the model which best matches the observation sequence. The third
step in eq. (3.2) leads to the fourth step, if all the models are equally likely, as is the case
for the first part of this study.
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Later, we use HMMs to identify an outlier in the environment for which all the models
are not equally likely. In this case, the conditional probability is given by eq. (3.3).
c∗ = arg max
c∈[C]
P (O|λc)P (λc) (3.3)
3.5 Experimental Procedure
For our experiments, we used a mobile humanoid robot Cody to reach into artificially cre-
ated reconfigurable cluttered environments while rapidly classifying into various categories
objects encountered through incidental contact. The details are given in the following sub-
sections.
3.5.1 Experimental Setup
Cody, as shown in Fig. 3.1, is a mobile humanoid robot weighing approximately 160 kg.
It has two Meka A1 arms, a Segway omni-directional base and a Festo 1 DoF (degree of
freedom) vertical linear actuator for changing its height. The two 7 DoF anthropomorphic
arms contain series elastic actuators for compliance and torque control ability. When we
control these arms, each joint simulates a low-stiffness, visco-elastic, torsional spring. We
control the robot’s arms by changing the equilibrium angles of these simulated springs over
60
Figure 3.3: A flipper with tactile sensing based on fabric based sensing technology. It has
69 taxels in total. It is used to navigate clutter.
time [30].
Cody has a force-sensitive high-resolution skin across its forearm. Meka Robotics and
the Georgia Tech Healthcare Robotics Lab developed the forearm tactile skin sensor, which
is based on Stanford’s capacitive sensing technology, as described by Ulmen et al. [27].
This skin has a capacitive pressure-sensor array and each sensing element is called a taxel
(tactile pixel). The skin has 384 taxels in total arranged in a 24 X 16 pattern. Each taxel is
of 9 mm X 9 mm size and it can measure applied force at 100 Hz. [30].
We created an artificial cluttered foliage environment using leaf and trunk objects as
shown in Fig. 3.2. The clutter is reconfigurable so we can create a large set of environments
by rearranging the relative position of the leaf and the trunks. It is made reconfigurable by
a ground platform made of a combination of wet and dry foams as shown in Fig. 3.2. The
leaves can be stuck stably inside these foams and can be removed at will. The trunks are
fixed to the table beneath the foam platform with flanges to provide stability. Each foam
block is a 25 cm X 10 cm sized rectangular block. We can move the foam blocks and the
trunks and we can place leaves in different relative positions to reconfigure the environment
and create a variety of cluttered environments with which the robot can interact.
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Figure 3.4: (Left) Cody reaching into clutter while making contact with multiple objects on
forearm and flipper; (Right) The contact forces on the forearm and flipper skins are shown
in Rviz with the goal provided by the interactive marker
Whole-Arm Tactile Sensing with Flipper
While reaching into clutter, contact can occur at any point of the arm including the end-
effector. By using only the forearm skin sensor, we would lose contact information used
for haptic navigation. Without an end-effector, we would also lose the degrees of freedom
afforded by Cody’s wrist joint. Hence, we created a wedge-shaped end-effector (referred
to as a ‘flipper’, see Fig. 3.3) for Cody, on which we mounted tactile sensors based on our
fabric-based tactile sensor technology [127]. We put 69 taxels ranging from 1 cm2 to 15
cm2 in a pattern fixed to the 25 cm long flipper’s surface. We used haptic signals from the
flipper to navigate in the foliage environment.
3.5.2 Collecting Training Data
The purpose of our classification is to categorize between leaf and trunk in a foliage envi-
ronment. Hence, we need a model for the trunk and the leaf categories. To train the model
for the trunk category, we made the robot reach into a trunk-only environment as shown
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in Fig. 3.2 (Left). To train another model for the leaf category, we made the robot reach
into a leaf-only environment as shown in Fig. 3.2 (Middle). The test environment was a
combination of trunk and leaf objects as shown in Fig. 3.2 (Right).
To collect training data, we made Cody reach into the leaf training environment and into
the trunk training environment multiple times. For each of these reaches, we commanded
multiple goal positions for the robot end-effector using the interactive markers in Rviz as
shown in Fig. 3.4. The 7 DoF robot arm moves towards the goal using model predictive
control [114] while limiting contact forces across its whole arm. Fig. 3.4 shows the sensed
forces from the forearm and flipper skin sensors while the robot is making contact with the
environment. During each of the reaching attempts, we provided multiple goals to make
the arm contact various parts of the clutter with various configurations. Between each
reach, we changed the configuration of the environment using our reconfigurable cluttered
environment setup to create multiple environment situations. We used both the forearm and
flipper tactile sensors for haptic navigation and used the data from the forearm for object
classification. The next two subsections detail the methods for extracting features from the
data collected during the experiments.
3.5.3 Connected Component based Categorization
Our first method of extracting features relies on connected components. We represented
the data from the forearm skin sensor as a gray-scale image with a 24 X 16 array pattern.
We converted this image to a binary image representing the taxels in contact by applying
a threshold to each taxel. We computed connected components on this array pattern to
segment the contact regions. For each of these connected components, we computed the
maximum force and the contact motion at every time-instant. We expected these two fea-
tures to be informative about the characteristics which distinguishes a leaf from a trunk
because we would expect the 3D position of the contact area to travel more when the robot
is bending a soft leaf and the maximum force to rise faster when making contact with a
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Figure 3.5: The force (Left) and motion (Right) features collected from a taxel using taxel-
based approach while the robot was reaching into a clutter. The figure shows a trial in
which the robot came into contact with leaf (in green) and another trial in which it came
into contact with a trunk (in brown). The left figure shows that as the robot pushes against
the object, the force increases at first and then the MPC controller tries to decrease it while
moving towards the goal. The right figure shows the motion of the taxel in contact. Clearly,
the rate of increase of force as well the magnitude is higher for trunk contact. Also, the
motion is larger for leaf as the robot can push and bend the leaf easily.
trunk.
During each of the reaching attempts in the cluttered environments, the robot frequently
came into contact with multiple objects simultaneously. We tracked the motion for each
of these connected components using their estimated 3D positions in the world frame. We
assumed that the robot’s torso did not move throughout the trials and used the forward
kinematics from the robot’s torso to the center of each associated contact region to estimate
these positions. We associated connected components between time steps based on the
distances between their estimated 3D positions.
For data management purposes, we name each period between when the robot makes
contact with an object and when the robot breaks contact with that object as one trial.
There were varied numbers of trials during each reaching attempt depending on the num-
ber of times the robot initiated and broke contact with objects in the environment. Based
on the connected component based segmentation, there were 288 such trials for the leaf en-
vironment over 10 reaches and 324 trials for the trunk environment over 25 reaches which
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form our training data for this approach.
3.5.4 Taxel based Categorization
Our second method of extracting features is taxel-based. We consider data from each of
the 384 taxels separately, nullifying the need for segmentation and tracking. This method
is inherently high resolution but may contain redundant information when multiple tax-
els contacting the same object measure similar information content. We collect the same
force and motion features as described in Section 3.5.3. In the taxel-based approach, the
maximum force is the force acting on the taxel as there is only one force per taxel at each
time-instant. In this approach, we name each period between when each taxel in the robot’s
forearm skin sensor makes contact with an object and when that taxel breaks contact as one
trial. There were varied number of trials during each reaching attempt depending on the
number of times each taxel initiated and broke contact with objects in the environment.
Based on the taxel-based approach, there were 496 trials for the leaf environment over 10
reaches and 582 trials for the trunk environment over 25 reaches which form our train-
ing data for this approach. The features collected from a sample reaching experiment are
shown in Fig. 3.5.
3.5.5 Results and Discussion
In this section, we present an experimental evaluation of algorithm using cross-validation,
and present an assessment of online categorization performance.
Cross-Validation Performance of HMMs
We used two-fold cross-validation to characterize the performance of our HMM classi-
fiers. The data was collected through various reaches in the leaf and trunk environments
as discussed in Section 3.5.2. We applied both component-based (Section 3.5.3) and taxel-
based (Section 3.5.4) categorization methods to the data to compare their performance. To
65
Table 3.1: Cross-Validation Performance.
Type Features Used 5 Hidden States 10 Hidden States 20 Hidden States
Component-Based Max. Force 61.76% 72.22% 70.75%
Categorization
Max. Force and 54.41% 55.55% 58.50%
Contact Motion
Taxel-Based Force 72.91% 80.24% 81.40%
Categorization
Force and 70.22% 71.98% 73.47%
Contact Motion
analyze the effect of states and the effect of different features used in our algorithm, we
compared the performance of our algorithm with varying numbers of hidden states (5, 10,
and 20 states) and when using only force as a feature vs. both force and motion as features.
The results are given in Table 3.1.
The taxel-based methods consistently performed better than component-based methods
both for one-feature and for two-feature based classification methods, irrespective of the
number of states used. This may be due to the presence of higher resolution data in taxel-
based methods which captures the characteristics of dynamic interactions more effectively
than in component-based methods: in a connected component, there are multiple taxels
interacting with the same object that may each capture different aspects of the dynamic
interaction when considered individually. The confusion matrices for the results of the
cross-validation study for the taxel-based method with 20 states are shown in Fig. 3.6 with
force as the sole feature and in Fig. 3.7 with both force and motion as features. Note
that cross-validation results using force as the sole feature gives consistently equivalent or
better results than using two features. It can be seen from Table 3.1 that our algorithm
consistently performs better using 10 or 20 hidden states than using 5 states. This implies
that 5 state transitions may be insufficient to characterize and distinguish models of leaf
and trunk categories.
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Figure 3.6: Cross-validation performance of taxel-based categorization using a 20-state
HMM with force as the feature.
Figure 3.7: Cross-validation performance of taxel-based categorization using a 20-state
HMM with force and motion as the features.
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Online Categorization Performance
In this section, we describe the implementation of our algorithm for online rapid catego-
rization as the robot reaches into clutter. Based on results from Section 3.5.5, we used
taxel-based methods for categorization. The robot used both the forces sensed from fore-
arm tactile sensing skin and flipper to reach into clutter by moving towards commanded
goal while minimizing these forces using MPC [114]. We classified the taxels in contact
into 3 categories: trunk, leaf and uncertain. The uncertain category was for those taxels
which cannot be classified into either trunk or leaf with confidence. We implemented this
classification scheme by using a threshold on the log-likelihood values of the HMM be-
low which the taxel was categorized as uncertain. This helped in reducing the number of
misclassifications and in improving the false-positive accuracy of our algorithm.
To analyze the performance of our algorithm, we computed metrics of computation
time, and amount of data samples required for classification for one of the reaching tasks.
The results are given in Figs. 3.8, 3.9, and 3.10. From Fig. 3.8, we see that the algorithm
can categorize rapidly taking on average 0.83 s per 100 taxels in contact for inference
using a 10-state univariate HMM. This computation was performed on a system which
runs Ubuntu 12.04 32-bit OS with a 3.2.0-45-generic-pae linux kernel. It has 4 GB RAM
and an Intel R© CoreTM i5-2410M CPU @ 2.30 GHz X 4 processor. The number of data-
samples used for classification varies over time as seen in Fig. 3.9, with an average around
12 (exactly 11.9). Fig. 3.10 shows that the number of correctly classified taxels is higher
than the misclassified taxels and the number of uncertain taxels is low.
To compare our results against ground-truth, we conducted 10 reaching experiments in
the artificial foliage environment and designed them such that 5 of them contacted only
leaves while the other 5 only trunks. The results are shown in Fig. 3.11. The results
for the reaching trials in which the robot contacted only leaves, are shaded in green while
the results for trunk contacts are shaded in brown. The number of mis-classifications was
reduced, with the tradeoff that our algorithm is more conservative. We prefer a conservative
68
Figure 3.8: Computation time per 100 taxels in contact during a reaching task for two
category classification using 10-state univariate HMM.
Figure 3.9: Number of Data Samples used to classify the objects in clutter using HMMs dur-
ing a reaching experiment. The data-samples are zero when the classification is uncertain.
Please note that the number of data samples is proportional to time with the data-sample
rate at 100 Hz.
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Figure 3.10: (Top) Number of correctly classified taxels; (Middle) Number of misclassified
taxels; (Bottom) Number of Taxels which are not strongly classified into one of the two
categories, they are put into an uncertain category. We have this uncertain category to be
able to reduce misclassifications while rapidly categorizing the environment
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approach as this allows us to choose environment-based manipulation strategies with higher
confidence.
After these experiments, we did a general reaching experiment in which the robot
reached into clutter while making contact with trunk and leaf at different times or simulta-
neously. The video of the reaching trials is submitted along with this manuscript. It shows
our approach for rapid categorization with simultaneous contacts and multiple objects.
Fig. 3.12 shows a snapshot of the robot reaching into the clutter while it is making contact
with leaves. The rapid categorization algorithm classifies the taxels in contact as leaves and
marks them with green dots as shown in Fig. 3.12. Link to the video is given in [128]
Effect of Data-Sample Length
Based on results from Fig. 3.9 in Section 3.5.5, we analyzed the effect of the data-sample
length on the algorithm performance. We varied the training-data sample length by truncat-
ing the remaining data such that the maximum number of data samples varied from 200 to
50 in intervals of 50. We performed a two-fold cross-validation and the results are shown
in Fig. 3.13. We do not see significant effect of the data sample length on the algorithm
performance. This result encourages us to believe that we can achieve faster categorization
without reduction in performance by using fewer training samples.
Identifying an Outlier in the Environment
We conducted an experiment to show that our algorithm can be used to identify an outlier
object in the environment without explicitly modeling an outlier category. An outlier object
is an object which does not normally belong to the environment in question and has distinct
physical properties from the expected object types. If we had a model for the outlier cate-
gory, we could use eq. (3.3) as is, for computing the conditional probability. However, in
our implementation, without explicitly modeling the outlier, we identify an outlier by using
a threshold on the log-likelihood values of HMM. We selected the threshold by considering
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Figure 3.11: Rapid categorization performance for 10 reaches in clutter. The figure shows
the percentage of correctly classified, misclassified, and uncertain taxels. To compare the
algorithm performance with ground truth, the first 5 reaches were engineered to have con-
tacts only with leaves while the next 5 reaches had contacts only with trunks as represented
by their respective colors.
the likelihood of finding an outlier object in the environment.
Our setup consisted of a foam roll embedded in the artificial foliage environment as
shown in Fig. 3.14. The experiment was designed to compare the algorithm performance
against ground-truth. The robot would make contact with the outlier first and then would
come into contact with leaf or trunk.
For our task, c∗ (computed using eq. (3.3)) is the maximum of c∗T (for trunk) and
c∗L (for leaf). We computed the difference between the log-likelihood values of c∗T and
c∗L which is an indicator of how confident the model is in its inference. If the model (c∗)
was either c∗T or c∗L and the difference was greater than a threshold chosen (80 for our
task), we classified it as a trunk or a leaf respectively with high confidence. However, if the
difference was between 80 and 15, we classified it as an outlier. Note that this is equivalent
to having a model for an outlier in eq. (3.3) with a low prior. If the difference was less than
15, we classified it as uncertain because we do not have strong confidence in our inference.
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Figure 3.12: Successful categorization of leaves using taxel-based approach (green dots
corresponding to the taxels in contact) as the robot reaches into clutter. The classification
algorithm uses data from the forearm skin sensor only. The MPC controller uses the forces
from both the forearm and flipper skin sensor to reach into clutter.
Figure 3.13: Effect of changing the data-sample length. The original data has trials with
variable length. To analyze the effect of data-sample length on the cross-validation perfor-
mance, we truncated the remaining data such that the maximum number of data samples
in the trials are varied from 200 to 50 in intervals of 50. The sampling rate was 100 Hz.
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Figure 3.14: Experimental setup showing an outlier (foam roll) in an artificial foliage
environment.
The results are shown in Fig. 3.15. The algorithm successfully identified the outlier during
both contact events, although there were some uncertain contact data as well. This method
shows the potential of identifying outliers in the environment without the need of an explicit
model.
One limitation of this algorithm is the need to choose a threshold to identify the outlier.
A wiser choice of features might help in easily distinguishing the different object proper-
ties and make the algorithm more robust. Also, we used a specific artificial environment
for testing and some carefully chosen environments for training which limits its practical
usage. The information content in the haptic data is dense and visually promising but we
might require more elaborate processing techniques to achieve more confident estimates
about the categories. In addition, the recognition performance depends on the task cho-
sen and the MPC controller used in this study, and it remains to be seen how well it can
generalize to other controllers.
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Figure 3.15: Successful detection of the outlier object (red) during a reaching experiment.
There were three distinct phases of contact, the first two were with the outlier object while
the last was with leaves. The algorithm successfully detected the outlier in the first two
phases of contact while some of the taxels were uncertain (blue). There were few misclas-
sified taxels (green). For the last phase of the contact, the taxels were uncertain about the
contact.
3.6 A Manipulation System using Force Sensing based Mapping
In this section, we present an example of a system which uses haptic perception from a
tactile sensor over an articulated joint that uses stretchable conductive and resistive fabrics.
3.6.1 A Fabric-based Resistive Stretchable Skin
Single Taxel
A single sensing element or taxel (short for tactile pixel) consists of five layers of fabric,
illustrated in Fig. 3.16. The layer in the middle is resistive fabric, which is sandwiched
between two layers of conductive fabric. The resistance between the two electrodes made
of conductive fabric decreases given an applied force that compresses the layers.
The fabrics that we used to construct our sensor, follow:
• Stretchable conductive fabric: From Less EMF Inc., we purchased “Stretch Con-
ductive Fabric (Cat. #321)”, which is a silver-coated fabric made of 76% nylon and
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Figure 3.16: Five layers of conductive, resistive and nonconductive fabric that make up our
tactile sensor.
24% elastic fiber.
• Stretchable resistive fabric: From Eeonyx, we purchased the EeonTex fabric named
“LG-SLPA-16K” with a specified surface resistance of 16KΩ/sq. This is a a knitted
nylon and spandex fabric with a proprietary conductive coating.
• Stretchable nonconductive fabric: We purchased a sleeveless compression shirt for
athletes made by McDavid. The fabric is 80% nylon and 20% spandex.
Sleeve with an Array of Taxels
To make an array of tactile sensors, we laser cut one of the layers of conductive fabric
to have multiple discrete conductive patches (electrodes) of the desired shapes and sizes.
We then sew these electrodes to a layer of insulating fabric with space separating them so
that they are insulated from one another (see Fig. 3.17). By having a separate wire go
to each insulated electrode, we reduce the possibility of cross-talk that can occur during
multi-contact conditions with grid-based wiring, as seen with the original rSkin design
[129]. We leave the remaining conductive fabric layer as a single sheet in order to serve as
a common ground for all the taxels, and we place a single sheet of resistive fabric between
this common ground layer and the electrode layer. As with the single taxel design, we also
have an insulating layer on the exposed side of the common ground layer.
For the humanoid robot Cody, we designed a single sleeve with 25 taxels that covers
the end effector, 2 DoF wrist joint, and forearm (see Fig. 3.17). To fabricate the sensor,
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we laser cut the fabrics and sewed them together. Due to the presence of 25 distinct taxels
operating in parallel, the sleeve can detect multiple contacts simultaneously. The output
of an individual taxel depends on the resistance between the taxel’s discrete electrode and
the common ground layer, Rtax. Prior to analog to digital conversion, the only signal
conditioning we perform is to put Rtax into a resistive voltage divider with Rdiv, where
Rdiv > 0Ω. The output voltage of this voltage divider is converted to a digital signal via
the analog to digital converter of an Arduino Mega 2560 R3 board, which linearly converts
the 0 to 5 volt analog signal to a 10-bit digital signal. We refer to a taxel’s digital signal
resulting from this analog to digital conversion as ADC. Since the input to the voltage




5V c = b 1024Rtax
Rtax+Rdiv
c
The ends of the sleeve are anchored to the proximal end of the forearm and the distal
end of the end effector. Otherwise, the sleeve is allowed to slide across the underlying 2
DoF wrist joint and the rigid surfaces of the forearm and end effector. With respect to our
model of stretch in [127], L1 = 250.7 mm, L2 = 200.9 mm,R = 75.6 mm, and β = 0.167.
Where L1 relates to the forearm length and L2 relates to the end effector length. Given the
wrist’s maximum angle from neutral, θ = 55◦, our model predicts that the tactile sleeve
will need to stretch by 16%. Interestingly, the predicted stretch required for θ = 70◦, which
is not achievable with Cody’s wrist, would be 20%, which is very close to the 20.4% stretch
estimated in [130] for human skin when a human wrist undergoes a 70◦ bend.
3.6.2 Experiments with Fabric-based Resistive Skin on a Real Robot
For our system using the stretchable tactile sleeve, we trained two HMM models (for trunk
objects and leaf objects) using training data we collected using the robot Cody [131], on en-
vironments wholly composed of small tree trunks and artificial leaves. We used a previous
controller from [132] for training in these cluttered environments.
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Figure 3.17: Insulating fabric with 25 electrodes of conductive fabric (left) spread out,
(middle) mounted on the robot, and (right) with the resistive layer and conductive layer
added.
3.6.3 Results and Discussion
Notably, even though Cody used a different controller and different tactile sensors, we
found that the same HMM models worked well in practice for DARCI. DARCI and the
environment are shown in Fig. 3.18. Our rapid categorization method classifies, online and
in real-time, the contact force data for every taxel on the tactile sleeve.
We create a haptic map by mapping the leaf and trunk contacts encountered, as de-
scribed in Sec. 3.6.3 for the planner. The visualization only shows the trunk contacts, in
brown (Fig. 3.19).
The Haptic Map
We first construct a 3D cost map (haptic map). We represent the workspace of the robot as
a 3D voxel grid with 0.01 m × 0.01 m × 0.01 m voxel size in Cartesian space. Each voxel
includes a collision cost associated with the location. We define the collision-cost value as
a scalar value between 0 to 100. Higher values indicate greater difficulty for traversal of the
location by the robot’s arm. The haptic classifier provides the 3D location and category of
each detected contact while the robot moves. The system uses this information to continu-
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Figure 3.18: A robot reaches in dense clutter using our system.
ously update its haptic map. It assigns collision costs of 50 and 100 for contacts classified
as leaves or trunk, respectively. Open space has a collision cost of 0. Newly detected leaves
and trunk contacts overwrite the current voxel values. For this implementation, voxels are
never set back to 0. Implementations that allow the arm’s volume to reduce voxel costs or
that decay voxel costs over time might be valuable for dealing with dynamic environments
and noisy sensing.
The total volume of the haptic map is a rectangular box, 0.6m× 0.7m× 0.6m in front
of the robot. The system initially populates this volume with zeros, using the optimistic
initial guess that the entire unobserved environment is easy to traverse. The map records
the contact information using the Point Cloud Library’s (PCL) Voxel Grid [133].
3.7 Conclusion
This chapter describes our approach for rapid categorization of objects conditioned on the
environment. Our approach uses hidden Markov models to model the dynamic interactions
of the objects with a robot-arm. Using our newly developed flipper with tactile skin and
the forearm skin sensor, the robot can haptically navigate through a cluttered environment
while rapidly categorizing objects encountered through incidental contact. We created an
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Figure 3.19: Planned robot configuration with a visualization of trunk contacts in the as-
sociated haptic map.
artificial foliage as a test environment and trained two HMM models for categorizing trunk
vs. leaf. Our algorithm consistently performed with cross-validation accuracy as high as
81%. For our tests, the highest performance was achieved when the categorization was
done on a taxel-by-taxel basis with force as the sole feature and using 20 states. The com-
putation time and data sample length were appropriate for online categorization. Results
showed that our algorithm can be used to classify multiple objects with multiple simultane-
ous contacts. In addition, our initial tests suggest that outlier detection may be achievable.
We have also showed the feasibility of using this system with a resistive fabric-based skin
in a cluttered foliage environment for rapid haptic mapping.
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CHAPTER 4
MATERIAL RECOGNITION FROM HEAT TRANSFER GIVEN VARYING
INITIAL CONDITIONS AND SHORT-DURATION CONTACT
4.1 Research Summary
When making contact with an object, a robot can use a tactile sensor consisting of a heating
element and a temperature sensor to recognize the object’s material based on conductive
heat transfer from the tactile sensor to the object. When this type of tactile sensor has
time to fully reheat prior to contact and the duration of contact is long enough to achieve
a thermal steady state, numerous methods have been shown to perform well. In order to
enable robots to more efficiently sense their environments and take advantage of brief con-
tact events over which they lack control, we focus on the problem of material recognition
from heat transfer given varying initial conditions and short-duration contact. We present
both model-based and data-driven methods. For the model-based method, we modeled
the thermodynamics of the sensor in contact with a material as contact between two semi-
infinite solids. For the data-driven methods, we used three machine learning algorithms
(SVM+PCA, k-NN+PCA, HMMs) with time series of raw temperature measurements and
temperature change estimates. When recognizing 11 materials with varying initial condi-
tions and 3-fold cross-validation, SVM+PCA outperformed all other methods, achieving
84% accuracy with 0.5 s of contact and 98% accuracy with 1.5 s of contact.
4.2 Introduction
When a robot’s body makes physical contact with the world, it has a distinct opportunity
to sense its surroundings. Multimodal tactile sensors can combine a variety of types of
sensing, such as pressure, vibration, and temperature sensing, each with its own capabilities
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Figure 4.1: Example temperature features for robot experiments with a) consistent initial
conditions and long duration (top), b) varied initial conditions and duration (bottom).
and limitations. Tactile sensing based on conductive heat transfer can be highly informative
about materials in contact with the robot, but has temporal limitations. In order for heat to
flow from the sensor to a material, the sensor is typically heated prior to contact and then
held in contact with the material. The resulting temperature measurements over time can
then be used to recognize the material. For example, touching an aluminum object results
in a rapid drop in temperature as heat flows into the aluminum (see Fig. 4.1), which is
related to the cold sensation a person feels upon touching aluminum at room temperature.
When a tactile sensor has time to achieve a consistent temperature well above the am-
bient temperature of the environment and stays in contact with an object until it reaches
a thermal steady state, many methods can recognize the material with good performance.
However, these requirements greatly decrease the temporal efficiency of tactile sensing,
since they reduce the rate at which a sensor can make contact with the world and require
that the sensor be held in contact for a substantial length of time. In this paper, we focus
on the problem of recognizing materials given short-duration contact and varying initial
conditions, which results in visibly different temperature time series, as seen in Fig. 4.1.
Many robotics applications would benefit from methods that recognize materials from
short-duration contact with less time between contact events. In general, this would in-
crease the speed at which a robot acquires information using touch. As we discuss later,
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recent algorithm-centric research on heat-transfer-based sensing has used contact durations
of 15 s or longer and consistent initial conditions. In contrast, we show the feasibility of
acquiring useful information 30x faster with 0.5 s of contact, initial sensor temperatures
varying from 26◦C to 40◦C in a room with an ambient temperature of 25◦C, and materials
that did not fully cool down to the ambient temperature between contact events. This is a
markedly different level of efficiency and opens up the possibility of new uses for sensing
based on heat transfer, such as helping a robot find metal keys in a bag.
The potential for robots to acquire information from incidental contact between their
bodies and their surroundings has motivated our work. By incidental contact, we mean
contact that is not central to the robot’s current actions and may occur unexpectedly or
unintentionally [31, 32]. In contrast to deliberate probing during which the robot controls
contact to improve perception, sensing during incidental contact is opportunistic with the
robot inferring what it can from contact as it occurs. For example, a robot reaching into
a densely cluttered environment can use tactile sensing across its arm to better maneuver
within the environment and map it [31, 32]. Likewise, an assistive robot reaching around a
person with disabilities could potentially use tactile sensing to recognize contact between
its arm and the person’s body or wheelchair [34]. Similarly, tactile sensing across a robot’s
fingers might provide useful information during in-hand manipulation. All of these tasks
could potentially benefit from tactile sensing based on heat transfer, but would be sensitive
to the temporal limitations we address in this paper.
4.3 Related Work
Many researchers have used thermal sensing in studies with consistent initial conditions
and long duration contact using specialized exploratory behaviors. In contrast to these
studies, our work focuses on short-duration contact (without reaching steady-state) with
varying initial conditions. Also, instead of investigating multiple sensory modalities, we
focus on the performance of heat-transfer-based sensing in isolation. Unlike most previous
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Figure 4.2: Experimental setup with a 1-DOF linear actuator to measure thermal response
of different materials in contact.
Figure 4.3: Sensor test rig composed of a) linear actuator, Arduino circuit and sensor (left),
b) Heat-transfer-based tactile sensor with a single-sided transient plane source technique
(right).
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studies, we have developed a physics-based model for material recognition for increased
understanding of the recognition problem and to provide a comparison with data-driven
methods.
4.3.1 Short-duration Contact with Consistent Initial Conditions
Studies in this section focus on thermal sensing during short-duration contact. However,
these studies are hardware-centric with limited evaluation. In addition, all of these studies
use methods that assume consistent initial conditions.
Hardware-centric
Russell [134, 135] developed a thermal sensing array with which he compared the percent
decrease in temperature from a uniform initial temperature after 3 s of contact. The array
successfully recognized six distinct materials in a single trial [134, 135]. Siegal et al. [136]
developed another sensor with a slower temporal response, according to Monkman and
Taylor [137]. Monkman and Taylor [137] developed two methods of thermal sensing that
they reported to be faster than Russell’s or Siegal et al.’s . One sensor used a Peltier heating
element, and the other used a pyrometer and a heating element. They evaluated the two
sensors with respect to the recognition of four materials with distinct thermal properties
given consistent initial conditions. Their figure showing sensor readings over time from
a single trial with each material, suggests that recognition of these four materials could
potentially be performed quickly (between 0 s and 3 s), but they did not report specific
results. Engel et al. [138, 139] developed a flexible multimodal tactile sensing system that
included a side-by-side gold heater and temperature sensor. Based on combined pressure
and thermal sensing, their system recognized 5 materials with 90% accuracy over 50 trials
with consistent initial conditions, but unreported contact duration. Our methods could po-
tentially be used with these and other sensors that use heat transfer, and different hardware
might result in improved performance.
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4.3.2 Long-duration Contact with Consistent Initial Conditions
Studies in this section deal with thermal sensing under idealized scenarios with consistent
initial conditions and long-duration contact.
Hardware-centric
Many researchers have included thermal sensing as a part of multimodal tactile sensing
hardware, such as absolute temperature sensors [140], [141] and sensors that use heat
transfer [142], [54], [143], [144], [145]. However, this body of work focuses on hardware
development with little evaluation of material recognition performance.
Algorithm-centric
A number of researchers have performed algorithm-centric research using existing sensor
hardware to perform tasks related to material recognition. Xu et al. [146] used a Syn-
touch BioTAC sensor to measure the temperature derivative during 15 s of contact using
exploratory behaviors from Bayesian exploration coupled with Reinforcement Learning
techniques. They used multimodal sensor data to identify 10 objects with 99% accuracy
[146]. McMahon et al. [147] used HMMs to automatically assign adjectives to haptic sig-
nals collected from a BioTAC sensor using approximately 80 s of data. [147]. Takamuku
et al. [148] constructed a soft anthropomorphic finger that included both tactile and ther-
mal sensors. They achieved classification by recording the convergent temperatures of 5
materials after 35 s of contact [148]. Kerr et al. [149] also used a heated BioTAC sensor
(allowed 15-20 minutes to reach a steady-state after it is powered on) to record the thermal
response data of 6 material groups with varying thermal properties for 20 s. They used the
static temperature (TAC) and dynamic thermal conductivity (TDC) data from 15 trials for
each material and implemented ANN with 73% accuracy [149].
In summary, the above studies focus on long-duration contact with consistent initial
conditions using specific exploratory behaviors. Hardware-centric studies have focused on
86
designing new thermal sensors with limited material recognition evaluation, while algorithm-
centric studies have focused on data-driven algorithms such as HMMs, ANNs, and other
ML-based methods. Most of the studies have used results from multimodal sensing devices,
obscuring the role of thermal sensing.
4.4 Experiments
4.4.1 Experimental Setup
Figure 4.3 shows the test rig we used in our experiments. We constructed our sensor from
the Thorlabs HT10K Foil Heater/Thermistor [150] which contains a 20 Ω heater and a 10
kΩ NTC thermistor. Our sensing technique is based on the single-sided transient plane
source method that Mathis et al. [151] developed for characterizing samples of materi-
als. This material characterization typically involves estimating material properties, such
as thermal effusivity and thermal conductivity, for use in industrial applications, such as
monitoring the quality of products, for which initial conditions can be controlled and the
duration of contact can be long [142]. In contrast to previous transient plane source meth-
ods that required a sensor to be sandwiched between two samples of the material [152],
[153], the single-sided approach [151] only requires that the sensor make frontal contact
with a sample of the material, making it appropriate for tactile sensors that cover a robot.
For this approach, the heater and temperature sensor are on a thermally insulating backing.
In general, a higher initial sensor temperature corresponds to better quality data. We
chose a sensor heater supply voltage of 2.5 volts, so that a person can comfortably touch
the sensor surface. We mounted the sensor on a layer of thermally insulating foam with the
front face exposed as seen in Fig. 4.3. When the warmed sensor is brought into contact
with an unknown surface, heat transfer from the sensor to the material occurs at a rate
that depends on the material’s temperature, thermal conductivity, density and specific heat
capacity. We also installed a separate LM35 Precision Centigrade Temperature Sensor to
measure the heater temperature and a limit switch to detect contact with the material and
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Figure 4.4: Material test set consisting of a) Acrylic, b) Aluminum, c) Brick, d) Cardboard,
e) Glass, f) Medium-density fiberboard (MDF), g) Neoprene, h) Porcelain, i) pine wood,
j) Rubber, k) Steel. Please note that we have a separate subsection that analyzes the tests
with a human forearm (Section 4.8.5).
support autonomous data collection. To measure the ambient temperature of the room, we
added a second LM35 temperature sensor on top of the test rig.
The test rig shown in Fig. 4.3 uses a 1-DOF linear actuator to move the heat-transfer-
based tactile sensor. All sensors and actuators are connected to an Arduino Duemilanove.
We used a DC power supply to run the linear actuator and sensor heater.
Figure 4.5: Warm environment test configuration. We used a heating lamp as a heat source
along with a protective covering to avoid direct thermal radiation from the lamp and pro-
vide an isolated environment for the experiments.
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Figure 4.6: Example temperature and slope features for experiments with a) consistent ini-
tial conditions and long duration (top), b) varied initial conditions and duration (bottom).
4.4.2 Experimental Procedure
Figure 4.3 demonstrates the use of the test rig to sense an aluminum sample. We used a
Python script running on a separate computer to control the device through a serial link
with the Arduino. Before contacting the sample, the device waited with the linear actuator
in the “Up” position and allowed the heating element to heat the sensor body. Once heated,
the device lowered the linear actuator and brought the heat-transfer-based tactile sensor
in contact with the unknown sample. As the two bodies came to a thermal steady state,
the Arduino recorded the thermistor, ambient temperature sensor and absolute temperature
sensor outputs at 200 Hz. We programmed the device to be in contact with the sample until
the thermistor temperature maintained a constant value for 3 s or a total of 35 s passed. We
truncated these trials in time to simulate different durations of contact. Once a trial was
completed, the device raised the linear actuator and waited for the sensor body to reheat
before making contact with the material again.
To gather data with varying initial conditions, we randomized the reheat time with each
trial to be in the range of 2-60 s. After every 10 trials, the device waited for 10 minutes
with the sensor in the “Up” position to allow the test sample to cool and the sensor to fully
reheat. This method generated trials with the initial sensor temperatures distributed in the
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range of 26-40◦C in a room that was at 25◦C.
4.4.3 Data Collection
Figure 4.1 shows the temperature data from various trials with samples of aluminum and
wood, as well as a human forearm. As seen in the figure, materials with different thermal
properties exhibit distinct temperature time series that vary based on the initial conditions.
Despite this variation, features of the temperature time series remain similar for a given
material.
Figure 5.5 shows the set of 11 test materials with various thermal properties that we
used in our experiments. We collected 500 trials with random initial conditions for each
material using the automated test rig shown in Fig. 4.3, giving a total of 5500 trials. During
the experiment, we maintained the room temperature at 25◦C throughout the day. The
sensor temperature during this set of experiments varied from 26◦C minimum to 40◦C
maximum with an average of 30◦C across all the trials just before contact. To investigate
the role of ambient temperature on performance, we conducted a second set of experiments
in a warm environment of 35◦C as shown in Fig. 4.5. We used a heating lamp to heat
the surroundings to 35◦C and a protective covering to isolate the sample. For this set, the
sensor temperature varied from 35◦C minimum to 43◦C maximum with an average of 37◦C
across all the trials just before contact. We collected an additional 500 trials with random
initial conditions for both aluminum and pine wood in the warm environment, resulting in
1000 total trials. We also collected two more data sets that we describe in Sections 4.8.2
and 4.8.5.
4.4.4 Data Preprocessing and Feature Extraction
For each trial in an experiment, we collected the thermistor raw analog values at 200 Hz.
We truncated the data at the onset of contact and obtained time-series vectors until steady-
state was reached. To simulate varying contact duration, we used the first 0.5-2.5 s of
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Figure 4.7: Diagram representing our model of the sensor in contact with a material. We
model both bodies as semi-infinite solids.
data after the onset of contact. Fig. 4.1 shows the raw temperature time series for three
example materials. In addition to the raw temperatures, our methods used estimates of the
the derivative (slope) of the temperature with respect to time by taking the first difference
of the raw signals and then using a causal filter. The filter was an 8th-order digital low-pass
Butterworth filter with Nyquist frequency of 100 Hz and cutoff frequency of 2 Hz. Fig. 4.6
shows the slope features.
4.5 Modeling Heat Transfer
We modeled the heat transfer between the heat-transfer-based tactile sensor and a block of
material as contact between two semi-infinite solids, which we refer to as the sensor body
and the object body [142, 154]. Fig. 6.4 shows a diagram representing the model. A semi-
infinite solid is an idealized body for which the temperature change in a part of the body
is due to thermal conditions on a single surface [154]. In an analogous manner, [154] has
modeled a finger touching a material as a contact between two semi-infinite bodies.
First, we assume that the initial temperature of the object body, Tobj(t=0), is constant
throughout its extent and equal to the ambient temperature, Tamb.
Second, we find the initial temperature of the sensor body, Tsens(t=0). The input to the






where V is the supply voltage, and R is the resistance of the heating element. Tsens(t=0)
is constant across the entire sensor body and results from the heating element heating the
sensor body before it comes into contact with the object body (i.e., the material sample).







where A is the cross-sectional area of the heating element, l is the height of the sensor
body (i.e., length in x dimension), Tamb is the ambient temperature, ksens is the coefficient
of thermal conductivity of the sensor body, and q̇x
A
is the magnitude of heat flux per unit
cross-sectional area.
Once the sensor body comes into contact with the object body, heat begins to flow from
the sensor body to the object body and the temperature varies with time and position. When
the bodies come into contact with one another, the surface between them at x = 0 (see Fig.
6.4) attains a temperature, Tsurf , that remains constant throughout the duration of contact

















where αobj and kobj are the coefficients of thermal diffusivity and thermal conductivity of
the object body, and αsens and ksens are the coefficients of thermal diffusivity and thermal
conductivity of the sensor body.
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Figure 4.8: Forward simulation results for pine wood and aluminum with temperature
values.
Once we have found Tsens(t=0) and Tsurf , we can find the temperature in the sensor









where Tsens(x, t) is the temperature at time t of the sensor body at distance x from the
surface between the two bodies. The thermistor, which is inside the sensor body, measures
the temperature Tsens(x = 8 ∗ 10−5, t) (see Fig. 6.4). Using our boundary conditions,
Tsens(x = 0, t) = Tsurfand Tsens(x, t = 0) = Tsens(t=0) we can solve for Tsens(x, t).











where erfc() is the complementary error function given by
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Figure 4.9: Inverse Simulation of the heat-transfer data (top), Histogram of the thermal









With this forward model we can predict the sensor readings, Tsens(x = 8∗10−5, t), that
would result from the heat-transfer-based tactile sensor coming into contact with a material




We used the heat-transfer model from Section 4.5 to simulate the temperature measure-
ments, Tsens(x = 8 ∗ 10−5, t), that would result from our sensor coming into contact with
a known object, specifically a block of pine wood or a block of aluminum. We used the
coefficients of thermal conductivity and diffusivity, kobjand αobj , for pine wood and alu-
minum from the CES materials database [92]. For aluminum, αobj = 3.55∗10−5 m2/s and
kobj = 80W/(mK) and for pine wood, αobj = 2.05∗10−7m2/s and kobj = 0.15W/(mK).
We obtained the cross-sectional area of the heating element A = 1.5625 ∗ 10−4 m2, the
height l = 2.4 ∗ 10−4 m and the thermistor location at a distance x = 8 ∗ 10−5 m from
the sensor data sheet [150]. We calculated the heat flux using eq. (4.1) with V = 2.5 volt
and R = 19.7 Ω. We set the initial temperature of the material Tobj(t=0) to be the ambient
temperature, 25 ◦C.






which relates the absolute temperature, T , to the resistance across the thermistor, Rth.
Our calibration resulted in C0 = 9.5594∗10−4 and C1 = 2.6181∗10−4. A resistive voltage
divider with the thermistor, Rth, and a resistor, RREF , performed the only signal condition-
ing prior to analog-to-digital (A/D) conversion by an Arduino Duemilanove board. The
A/D converter linearly converted a 0-1.1 volt analog signal to a 10-bit digital signal, Ain.
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relates Rth to Ain with RREF = 668 Ω, V + = 5.06 volts, and VREF = 1.1 volts.
The only other parameters needed for the simulation were αsens and ksens for our tactile
sensor, which we estimated using a recursive least squares method implemented in SciPy
[156]. For this estimation, we used actual measurements from one trial with a pine wood
block, resulting in αsens = 2.796 ∗ 10−9 m2/s and ksens = 0.0349 W/(mK).
To perform the simulation, we found the initial temperature of the sensor Tsens(t=0)
using eq. (4.2) and the surface temperature Tsurf using eq. (4.3). We then computed
Tsens(x=8∗10−5,t) using eq. (4.5). When compared with the average measurements from 60
real trials with wood and 60 real trials with aluminum, the pine wood simulation had an
RMSE of 0.77◦C, and the aluminum simulation had an RMSE of 1.08◦C (see Fig. 4.8).
4.6.2 Model-based Inference
In this section, we use the model from Section 4.5 to recognize an unknown material given
consistent initial conditions based on a time-series of real temperature measurements from
our tactile sensor, Tsens(x = 8 ∗ 10−5, t). We use the model to estimate the material’s
thermal effusivity, e, at each point in time, where e = kobj√
αobj
. These estimates tend to
improve with a longer duration of contact (see Fig. 4.9). To estimate e, we first find the









based on eq. (4.9) with Tamb set to the currently measured ambient temperature and the
other parameters set to the values described in Section 4.6.1. We then combine eqs. (4.5)
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) + Tsens(t=0). (4.11)
Notably, all of the terms in the resulting equation are constants, except for t and Tsens(x =
8 ∗ 10−5, t). Consequently, we can use this equation to estimate the material’s thermal ef-
fusivity, e, at each point in time using only the current time, t, and the current sensor
temperature, Tsens(x = 8 ∗ 10−5, t). To recognize a material, our algorithm compares these
thermal effusivity estimates to values from the CES materials database [92]. For this paper,
our algorithm used a 10-bin histogram of log10(e) from the estimates made during a trial. It
then found the bin containing the largest number of estimates and compared the range asso-
ciated with this bin to the ranges associated with the candidate materials, as determined by
the materials database. It then classifies the material as being the candidate material with
the most similar range of values.
We evaluated this model-based method of material recognition using time series of raw
temperature measurements from 60 trials with aluminum and 60 trials with pine wood using
consistent initial conditions with substantial time between trials. Fig. 4.9 shows the results
of plotting log10(e) for all the estimates of e from these 120 trials. The top figure illustrates
how the estimates change with duration of contact. The bottom figure shows a histogram
produced from these values along with the ranges for aluminum and pine wood from the
materials database. When using this method to recognize whether each of the 120 trials
was pine wood versus aluminum, it had no errors and achieved 100% accuracy. However,
this performance must be considered with caution, given the consistent initial conditions,
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the long duration of contact, and the very distinct thermal properties of aluminum and pine
wood.
Given these results, model-based methods for material classification based on heat
transfer merit further research. Perhaps more importantly, this model can potentially pro-
vide intuition for the estimation problem, inform feature selection, inform sensor design,
and be used to generate synthetic data for evaluation and training. A clear benefit of this
model-based method is that it can directly use information from materials databases. A po-
tential limitation of this particular model-based method is that it is deterministic and does
not represent various sources of uncertainty that could be relevant to the estimation.
4.7 Data-driven Inference
In addition to our model-based method for inference, we evaluated three data-driven machine-
learning algorithms that categorize materials based on the raw temperature and estimated
slope over time. We chose these algorithms based on their wide usage and suitability for
time series.
4.7.1 k-Nearest Neighbors and Support-Vector Machines
We implemented both k-nearest neighbors (k-NN) and support vector machines (SVMs)
using the scikit-learn package [109] in Python. For k-NN we used k=3. For the SVMs, we
used the svm.SVC() function, which performs multiclass classification using SVMs. This
function implements multiclass classification via pairwise coupling as described in [157].
We used a linear kernel after trying other kernels, such as radial basis functions.
To produce feature vectors for training, we truncated the raw temperature time series
to 500 samples, starting from the onset of contact, to produce a 500-dimensional feature
vector. Due to the 200 Hz sampling rate, this resulted in approximately 2.5 s of data. When
using both the raw temperature and the estimated slope, we truncated each time series to
500 samples from the onset of contact and concatenated them into a 1000-dimensional fea-
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ture vector. To reduce the effect of noise and overfitting, we computed a low-dimensional
representation of the training data with principal component analysis (PCA) before clas-
sification with k-NN or SVMs. In our classification experiments, we used 10 principal
components for dimensionality reduction. 10 principal components could account for 95%
of the variance of the 1000-dimensional feature vectors resulting from 5500 trials.
4.7.2 Hidden Markov Model
We used a hidden Markov model (HMM) for each candidate material. We used multivariate
continuous left-right HMMs with 25 hidden states and either 1 or 2 dimensional Gaussian
emissions. We implemented them using the GHMM toolkit [106] in Python. We decided
on these specifications based on results with preliminary data. We trained these HMMs
with the standard Baum-Welch algorithm. For testing, we ran the Viterbi algorithm to find
the HMM with the most probable state sequence given the observations and classified the
material as being the material associated with this HMM [65].
4.8 Experimental Results
In this section, we present our results from evaluating the three data-driven methods.
4.8.1 Consolidated Results
Fig. 4.10 shows the range of values of log(e) for the materials in our experiments based
on the CES materials database [92]. As seen from the figure, some of the materials have
overlapping ranges, while others are quite different.
Table 4.1 shows the consolidated results from our evaluation of the three data-driven
algorithms using 3-fold cross-validation with 5500 trials (500 trials for each of the 11 mate-
rials). SVM+PCA outperformed the other algorithms. HMMs had the worst performance,
confusing neoprene with pine wood and aluminum with steel.
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Figure 4.10: Thermal properties of materials used for experiments. Each material has
a minimum and maximum value for log(e). The values are taken from CES materials
database [92].
Table 4.1: Performance Summary.
Experimental HMMs k-NN SVM
Conditions Features + PCA + PCA
Varied Initial One
Conditions Feature 59.55% 82% 99%
and Two
Contact Duration Features 53.2% 86% 99%
4.8.2 Effect of Initial Conditions
We conducted another evaluation using 60 trials each for aluminum and pine wood with
similar initial conditions. We extracted the features and ran all the algorithms for these
120 trials. Table 4.2 shows the results. The overall results are much better than with the
randomized initial conditions. SVM+PCA, k-NN+PCA, and the model-based inference
method (Section 4.6.2) outperformed HMMs.
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Table 4.2: Effect of Initial Conditions.
Data-driven Model
Experimental Approach based
Conditions k-NN SVM Approach
Features HMMs + PCA + PCA
One
Same Feature 100% 100% 100%
Initial Two 100%
Conditions Features 68.12% 100% 100%
Table 4.3: Effect of Contact Duration.
Experimental Time HMMs k-NN SVM
Conditions (s) + PCA + PCA
Varied 0.5 22.35% 63% 84%
Initial 1.5 25.67% 77% 98%
Conditions 2.5 31.25% 82% 99%
4.8.3 Effect of Contact Duration
To analyze the effect of contact duration on classification performance, we truncated the
data at different time lengths and ran the algorithms. Table 4.3 shows the results (500 trials
for each of the 11 materials). As expected, with increased length of the time, the perfor-
mance of the algorithms improves. With 2.5 s of random and uncertain data, SVM+PCA
reached an accuracy of 99%. When the input was reduced to 0.5 s of data, SVM+PCA
achieved 84% accuracy.
4.8.4 Effect of Ambient Temperature
We also conducted a set of experiments wherein we varied the ambient temperature to see
if our results would generalize. We performed this set of experiments in a similar manner
to the first set of experiments with short-duration contact and varying initial conditions.
Table 4.4 shows the results (500 trials for aluminum and for pine wood). The overall
trend remains the same and SVM+PCA shows the best cross-validation results with raw
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Table 4.4: Effect of Ambient Temperature.
Experimental Ambient HMMs k-NN SVM
Conditions Temperature + PCA + PCA
Varied Initial Conditions 25◦C 83.2% 100% 100%
and Contact Duration 35◦C 66.4% 94% 91%
temperatures. However, the performance at higher temperature degrades when compared
to the results at 25◦C due to the smaller difference between the sensor’s temperature and
the material’s temperature.
4.8.5 A Heat Generating Material (Human Skin)
We recruited 1 able-bodied participant via word of mouth. We obtained written informed
consent from the participant according to our experimental protocol that was approved by
the Institutional Review Board of the Georgia Institute of Technology. We collected 35
random initial condition trials on the forearm of the participant as shown in Fig. 4.2. The
skin was at approximately 30◦C and the ambient temperature was 26◦C. The sensor was
at 2◦ to 6◦C above the forearm skin temperature just before contact. The experimental
data presented in [158] indicates that the thermal conductivity of human skin is around
0.37W/mK. According to [92], out of the 11 materials we used in our other trials, MDF
has the closest thermal conductivity to that of human-arm skin. We evaluated how well
our best performing algorithm (SVM+PCA) could distinguish them. The algorithm suc-
cessfully classified the two materials with 99% accuracy using raw temperatures and with
100% accuracy using both raw temperatures and slope estimates.
4.9 Conclusion
We investigated the classification of different materials based on heat transfer with short-
duration contact and varying initial conditions. We conducted five sets of experiments using
our 1-DOF experimental setup and implemented both model-based and data-driven meth-
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ods for classification. We modeled the heat transfer between the sensor and the material as
contact between two semi-infinite solids and used this model to categorize materials from
temperature data. In addition to this model-based approach, we compared three data-driven
algorithms for classification performance and found that SVM+PCA gave the best results.
We also investigated the effect of initial conditions, contact duration, and ambient tem-
perature on the classification algorithms’ performance. Our results provide evidence for
the feasibility of material classification by robots based on measurements acquired during
short-duration contact with varying initial conditions. The performance of these methods
during real-world tasks for which the contact between the sensor and the object is more
varied, and there are greater numbers and varieties of objects, merits further inquiry.
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CHAPTER 5
DATA-DRIVEN THERMAL RECOGNITION OF CONTACT WITH PEOPLE
AND OBJECTS
5.1 Research Summary
Many tactile sensors can readily detect physical contact with an object, but tactile recog-
nition of the type of object remains challenging. In this paper, we provide evidence that
data-driven thermal tactile sensing can be used to recognize contact with people and objects
in real-world settings. We created a portable handheld device with three tactile sensing
modalities: a heat-transfer sensor that is actively heated, a small thermally-isolated tem-
perature sensor, and a force sensor to detect the onset of contact. Using this device, we
collected data from contact with the arms of 10 people (3 locations on the right arm) and
contact with 80 objects relevant to robotic assistance (8 object types in 10 residential bath-
rooms). We then used support vector machines (SVMs) to perform binary classifications
relevant to assistive robots. When classifying contact as person vs. object, classifiers that
only used the temperature sensor performed best (average accuracy of 98.75% for 3.65 s
of contact, 93.13% for 1.0 s, and 82.13% for 0.5 s). When classifying contact into two
task-relevant object types (e.g., towel vs. towel rack), classifiers that used the heat-transfer
sensor together with the temperature sensor performed best. Performance was good when
generalizing to new contact locations in the same environment (average accuracy of 92.14%
for 3.65 s of contact, 91.43% for 1.0 s, and 84.29% for 0.5 s), but weaker when generalizing
to new environments (average accuracy of 84% for 3.65 s of contact, 71% for 1.0 s, and
65% for 0.5 s).
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Figure 5.1: A person using a handheld device to make contact with a toothbrush on counter
in a bathroom (left), and a human participant’s shoulder (right).
5.2 Introduction
In this paper, we provide evidence that data-driven thermal tactile sensing can be used to
recognize contact with people and objects in real-world settings. Unlike approaches that
attempt to classify objects into a large number of categories, we focus on task-relevant bi-
nary classification. Robots operating in human environments would benefit from the ability
to recognize when contact has occurred with a person versus objects in the environment.
For example, a robot might regulate the force it applies to a person or monitor contact with
a person for communicative signals. When manipulating objects, distinguishing between
contact with an object of interest and a nearby object could also be useful. For example, a
robot might use this capability to better maneuver its end effector to grasp a target object. In
general, we expect that the task being performed by the robot and observations of the local
environment can be used to reduce the tactile recognition problem to one of categorizing
contact into a small number of categories.
We train support vector machines (SVMs) to classify time series from a temperature
sensor and a heat-transfer sensor. As we demonstrate, temperature sensing is useful for de-
tecting contact with a person’s body versus the environment. Temperature sensing is well
matched to this classification problem, since the human body actively generates heat, while
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most objects in the environment are thermally passive and close to the ambient tempera-
ture. We also show that heat-transfer sensing can be informative for distinguishing between
task-relevant objects. This is in part due to heat-transfer sensing being able to distinguish
materials with different thermal effusivities, such as metal and plastic.
Data-driven approaches for tactile perception have shown promise [31], but suitable
training data is lacking. To help address this challenge, we developed a portable handheld
device (see Fig. 5.1) [159] for the efficient acquisition of heat-transfer and temperature
sensing data from objects in their natural settings. Robot vision and audition, including
face detection and speech recognition, have benefited greatly from large labeled data sets
of pictures, videos, and audio collected by people. One of our motivations for creating this
device is to enable people to efficiently acquire tactile training data for robots, so that tactile
perception systems for robots can similarly benefit. Our data-driven recognition algorithm
uses this data to train the classifiers for thermal recognition of contact with people and
objects.
Thermal recognition of objects in situ entails distinct challenges from material recog-
nition and laboratory-based studies. In contrast to recognition of material samples, objects
will often be composed of multiple materials with distinct thermal properties, such as dif-
ferent thermal effusivities. Objects will also have geometries that affect heat transfer, such
as by altering the contact area between thermal sensors and the object. Also, different
objects in the same object category can be made of thermally distinct materials, such as
a plastic fork and a metal fork. In contrast to laboratory-based studies, objects in their
natural settings and thermal sensors making contact with them will be influenced by more
varied thermal phenomena. These include sunlight through windows, heating, ventilating,
and air conditioning (HVAC), body heat, and complex connections between objects and the
interiors and exteriors of buildings.
To evaluate our approach, we collected two data sets. For the first, we collected data
from contact with 3 different locations on the right arms of 10 human participants. For
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Figure 5.2: Tactile sensor response with average (solid lines) and standard deviation
(shaded) values for both heat-transfer (top two regions in each graph) and temperature
(bottom two regions in each graph) sensors for contact with task-relevant objects and lo-
cations on human arm. Black dashed lines show the onset of contact.
the second, we collected data from contact with 80 objects, consisting of 8 object types
from 10 residential bathrooms. We considered objects in the bathroom because many ac-
tivities of daily living (ADLs) with which robots might provide valuable assistance take
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place in bathrooms, such as hygiene, grooming, bathing, showering, toileting, transfers,
and dressing [160–162]. We selected these objects because they are related to ADLs and
are commonly found within residential bathrooms in the United States.
In our evaluation, we only consider binary classification problems. Due to the existence
of only two categories (i.e., two object types or two contact types), we use terms like
‘distinguishing’, ‘classifying’, and ‘recognizing’ nearly interchangeably.
Our evaluation of human vs. object recognition focuses on distinguishing contact with a
human arm from contact with task-relevant objects associated with ADLs. This recognition
problem has additional challenges due to factors such as clothing, the location of contact
on the person’s body, and physiological differences among people (See Fig. 5.2(f)).
Our evaluation of task-relevant object recognition focuses on distinguishing a target
object, which we refer to as the tactile foreground, from an object in its immediate sur-
rounding, which we refer to as the tactile background. Each foreground/background pair
corresponds with two objects relevant to a specific task. For example, the task of placing a
towel on a towel rack and the task of picking up a toothbrush from a counter (See Fig. 5.2).
5.3 Related Work
Most previous tactile recognition studies focus on data taken from material samples or ob-
jects in a controlled laboratory setting. However, our work focuses on task-relevant object
recognition using data gathered from in situ objects in homes. Also, contact based material
recognition studies in the literature have often focused on deliberate exploratory contact
behaviors. These behaviors help in controlling the sensing to maximize the information
retrieval for material recognition. Our work uses a single instance of sustained contact.
5.3.1 Human vs. Object Recognition
Humans represent an important class of object in the world that merits special considera-
tion by machines. Research communities devoted to other perceptual modalities, such as
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audio and video, have emphasized machine perception of signals resulting from people,
such as face detection [163]. In contrast, detecting when tactile signals result from human
contact has been relatively unexplored [164]. In [165], we used heat flow to classify contact
with medium-density fiberboard versus a persons bare forearm. The closest other work of
which we are aware investigated multimodal tactile sensing for affective interaction with
the Huggable, a small robotic teddy bear for companionship [166, 167]. The Huggable
used distributed electric field, temperature, and force sensors [167] to categorize gestures
based on 200 examples from a single person using his/her hand to make communicative
contact. In contrast, we focus on discriminating contact between objects and people under
varying conditions, such as location and presence of clothing, and investigate the relevance
of these capabilities for tasks related to ADLs. [168] uses SVMs and carefully designed
features to detect collisions from physical interactions between a robot and a human. Kerr
et al. [169] used the BioTACTM sensor to infer properties of a human body by detecting
pulse, classifying the heart rate and analyzing pulse-to-pulse intervals.
There have also been studies on detecting people using non-contact thermal sensors
such as thermal cameras [170]. This body of work generally relies on the fact that there
is a temperature difference between a heat-generating object like the human body and sur-
rounding objects. Researchers have also used other non-contact thermal sensors such as
pyrometers to measure skin temperature [171]. [172] gives an overview of the tempera-
ture of the human body, explains the source of heat generation, and discusses its variability
depending on the location on the body.
5.3.2 Object vs. Object Recognition
Thermal Sensing Only
There have been many studies on material recognition using only thermal sensing. For an
overview of such material recognition studies, please refer to [134, 135, 137, 165, 173,
174].
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Figure 5.3: Design of handheld haptic data acquisition device.
There have also been studies in which researchers have used thermal sensing in con-
junction with other sensory modalities for material recognition purposes.
Thermal and Force Sensing Modality
Engel et al. [138, 139] developed a flexible multimodal tactile sensing system using pres-
sure and thermal sensing and achieved 90% accuracy over 50 trials for recognizing 5 ma-
terials. Siegal et al. [136] developed a multimodal sensor consisting of an 8 x 8 array of
capacitive tactile sensors with a 4 x 4 array of thermal sensors. Takamuku et al. [148]
designed an anthropomorphic finger consisting of 3 strain gauges and 4 thermistors with
a heating element arranged in a layered format. They successfully classified 5 materials
using a combination of strain gauge information and thermal sensing. Yang et al. [140]
constructed a 32 x 32 array of conductive rubber based force sensors and absolute temper-
ature measurement chips mounted on both sides of a flexible substrate.
Yuji et al. [145] developed a tactile and thermal sensor using a single pressure-conductive
rubber sheet with unequally spaced electrodes to infer both temperature and contact force.
They used a common heating element to warm a 2x2 array of sensing modules to 36◦C
and performed tests with two materials. Caldwell et al. [143] developed a multimodal
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tactile sensor to measure contact force and thermal response. They measured the contact
force and robot position during specific exploratory behaviors to infer texture, stiffness and
object profile, temperature and thermal properties. The thermal sensor used a temperature
controlled heat source at a constant 40◦C and a Peltier Effect sensor to identify 7 materials
with different thermal properties. Castelli [141] developed an 8x8 array of capacitive-based
tactile sensors using temperature-dependent semiconductors for absolute temperature mea-
surement. Dario et al. [175] developed a polymer-based tactile and thermal sensor inspired
by dermal and epidermal layers of human skin.
Thermal and Other Sensing Modalities
Taddeucci et al. [176] used a multimodal haptic sensing finger with thermal and vibration
feedback and a high resolution array of tactile sensors to identify 14 objects during ide-
alized sliding contact using neural networks. [146, 149, 177] used the BioTACTM sensor
with thermal feedback to classify objects using Bayesian learning techniques, ANNs and
HMMs.
Mittendorfer et al. [144] developed hexagonal multimodal sensing modules with optical
proximity, thermal and acceleration-vibration modalities combined to form an array on a
robot arm. In [178], the authors developed a prosthetic skin that used strain, pressure,
temperature, and humidity sensors, along with electroresistive heaters.
5.4 Description of the handheld device
Figure 5.3 shows the design of the complete handheld data acquisition device. Figure 5.4
shows the tactile sensor module that mounts to the front of the handheld device and comes
into contact with objects. The tactile sensor includes a sensor for measuring heat transfer,
a fast response thermistor for temperature sensing and a fabric-based force sensor for force
estimation. The heat-transfer and temperature sensing modalities are used for recognition
purposes. The force sensing modality is only used to detect the onset of contact and is not
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Figure 5.4: Exploded view of tactile sensor module.
used for recognition.
The handheld device uses an onboard camera to save a picture of each object for doc-
umentation. The onboard Raspberry Pi 2 and 8 channel 12 bit ADS7828 analog-to-digital
converter (ADC) record data to a USB flash drive from the force sensor at approximately
550 Hz and from the heat-transfer sensor and temperature sensor at approximately 110 Hz.
To simplify analysis, we upsampled the data from the heat-transfer and temperature sensors
to 550 Hz using zero-order hold interpolation in order to match the sample rate of the force
sensor.
5.4.1 Design Assembly of the Sensor Module
Figure 5.4 shows the complete sensor with a 3D printed base. We used Surebonder 727
Hot Glue [179] to attach the passive fast response thermistor, and heat-transfer sensor on
top of the force sensor, which is mounted on the 3D printed base. The heat-transfer sensor
and fast response thermistor sit beside one another and form the outer-most sensing layer.
They come into direct contact with the object, which allows for faster response times.
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5.4.2 Heat-Transfer Sensor
We based the sensor for measuring heat transfer on our work in [165]. The sensor uses a
Thorlabs HT10K - Flexible Polyimide Foil Heater with a 10 kOhm Thermistor [150]. This
sensor uses the modified transient plane source technique for thermal property estimation
[151]. In this technique, a resistive heater heats the sensor up before bringing it into contact
with a uniform material sample at room temperature. With good contact and a large sam-
ple, the material’s thermal effusivity [165] primarily determines the heat transfer from the
sensor to the sample. This results in a characteristic temperature change measured by the
HT10K’s thermistor. We converted the raw ADC output from the thermistor in the heat-
transfer sensor to degrees Celsius using a third-order polynomial fit (R2 = 0.994) based on
calibration data.
5.4.3 Temperature Sensor
Unlike our previous work in [165], we also used a small, passive EPCOS fast response
10K NTC thermistor to measure the approximate air temperature before contact and the
object’s temperature during contact. Though heat from the heat-transfer sensor’s heater
and other onboard electronics, as well as other environment factors tend to raise the tem-
perature of the surrounding air, it is still possible to estimate the ambient temperature of the
environment within approximately 1◦C by recording the temperature sensor value prior to
contact. We implemented a third-order polynomial fit (R2 = 0.994) based on calibration
data to convert the raw ADC output from the fast response thermistor to degrees Celsius
(See [165] for details).
5.4.4 Fabric-Based Force Sensor
The force sensing modality uses a single 2.5 cm square taxel of piezoresistive fabric in a
voltage divider circuit based on the stretchable fabric-based force sensor described in [180].
We converted the raw ADC output from the taxel to force in newtons, assuming a uniform
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Figure 5.5: Test set consisting of 10 sets of common items found in a bathroom associated
with activities of daily living (ADLs): bathtub, sink counter, empty towel rack, toilet handle,
toilet seat, toilet tank, toothbrush and towel on towel rack.
pressure distribution over the taxel, using a third-order polynomial fit (R2 = 0.984) with
calibration data collected using an ATI Mini45 Force/Torque sensor.
5.5 Experiments
We performed two sets of experiments to evaluate our device and methods.
5.5.1 Experimental Procedure
For both the experiments with humans and objects, we performed the following procedure
for data collection.
• We identified the object or the location on the human arm and attached a sticky note
adjacent to it identifying the object / location.
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• Before a trial with any object or any location on the human arm, we allowed the
heat-transfer sensor to heat for 3 minutes to allow it to reach a thermal steady state.
This reduces variability in the sensor’s initial conditions.
• We took a picture of the object/location using the camera mounted on the device.
• We attempted to move the device in a linear motion normal to the surface of the
object with constant velocity.
• We maintained contact with approximately constant pressure for 5 s and waited for a
beep from the device to break contact.
5.5.2 Experiments with human participants
For these trials, we used the handheld device to make contact with three locations on the
human arm, namely the wrist, the forearm and the shoulder (covered by the sleeve of an
article of clothing) as shown in Fig. 5.6. Each participant wore his/her own shoulder-
covering clothing for the study. We recruited 10 participants via word of mouth. We had 3
female and 7 male participants from 21 to 49 years of age. We obtained informed consent
from each participant. Our study was approved by the Institutional Review Board of the
Georgia Institute of Technology. For each experiment, we asked the participant to keep his
/ her arm on a table-like surface while we applied the handheld device to three points on
his / her arm.
We chose locations on the wrist, forearm and elbow of a human arm to be anatomically
consistent across different participants in our controlled experiments (Fig. 5.6). For the
wrist, we chose a location 1cm away from the triquetral bone towards the sagittal plane. For
the forearm, we chose a location on the bulk of the flexor muscle, 5cm away (towards the
wrist) from the line connecting the elbow pit and elbow bone. For the shoulder, we chose
the location of the acromion scapula. We conducted 1 trial per location, thus collecting a
total of 30 trials (3 locations X 10 participants). Figure 5.2(f) shows 3.65 s of the data from
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all trials on the wrist and shoulder of human participants. As seen in the figure, the heat-
transfer rate is higher for the bare wrist (and forearm) locations compared to the clothed
shoulder potentially due to the thermal insulation provided by the clothing. Unlike the
experiments with household objects, the temperature sensor warms up slightly after contact
because it is in contact with a heat-generating object (human body). The temperature sensor
is close to ambient temperature (within 1◦C) before contact.
5.5.3 Experiments with household objects
Figure 5.5 shows the common household objects found in a bathroom from which we
collected data. Our objective was to analyze recognition performance for the following
task-relevant tactile foreground versus tactile background recognition problems: toothbrush
vs. counter; towel vs. towel rack; toilet handle vs. toilet tank; toilet seat vs. toilet tank; and
towel vs. bathtub.
Objects in the same bathroom
We used the handheld device to make contact with each of the 8 objects in the same bath-
room. We collected 10 trials from 10 different locations on the same object while waiting
for 3 minutes between each trial. After collecting the data, for each sensing modality, we
subtracted the starting temperature of a trial from all subsequent measurements in the trial.
We did this to avoid bias from spatially varying temperatures in the bathroom.
Objects from different bathrooms
We used the handheld device to make contact with each of the 8 objects once each in 10
different bathrooms for a total of 10 trials with each object. Figure 5.2 shows 3.65 s of the
sensor data from all trials with different objects. As seen in the figure, the heat-transfer
rate is higher for the counter when compared to the toothbrush. Also from the figure we
see that the average room temperature measured by the temperature sensor before contact
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Figure 5.6: The three images on the left show data collection from three locations on the
dominant arm of 3 different participants using the handheld device. The image on the right
shows the test locations (black) [1-Wrist, 2-Forearm, 3-Shoulder] and the anatomical key
points (red) [A-Triquetral bone, B-Elbow bone, C-Elbow pit, and D-Acromion Scapula].
varies slightly between trials with toothbrushes and counters potentially due to variations
in the temperature of the room while the data was recorded. After contact, the temperature
sensor cools slightly for approximately the first 1s of contact before coming to thermal
steady state with the object. Before contact the temperature sensor is heated approximately
1◦C above the air temperature in the room, potentially due to heat generated in the heat-
transfer sensor’s heater and other onboard electronics.
5.5.4 Recognition algorithm
For each trial, we truncated the raw time series from the heat-transfer sensor and tempera-
ture sensor to include 2000 time samples from time of contact to approximately 3.65s after
contact for each modality. To ensure accurate detection of contact, we checked each trial
data visually and determined the time instant when contact occurred using the force sensor
modality. We then used the same time instant for the thermal modalities in the same trial.
Our methods also used estimates of the derivative (slope) of the heat-transfer data with re-
spect to time by taking the first difference of the raw signals and then using a causal filter.
The filter was an 8th-order digital low-pass Butterworth filter with Nyquist frequency of
100 Hz and cutoff frequency of 5 Hz.
We then normalized each modality by subtracting the mean and dividing by the variance
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across all of the modality’s data, after which we vectorized each modality and concatenated
the resulting vectors into a single vector. We used a binary support vector machine (SVM)
classifier with a linear kernel and 5-fold cross-validation to recognize each object-object
and human-object pair.
5.6 Results and Discussion
5.6.1 Results with human participants
Effect of different modalities
Table 5.1 shows the results with different modalities and 30 trials across the human-participants
experiment and 80 trials across the objects experiment. Results show that temperature is
a valuable modality for distinguishing humans from their surroundings irrespective of lo-
cation or clothing. This is intuitive as the human body generates heat which can be felt
irrespective of clothing.
Effect of contact duration
For these analyses, we varied the duration of contact by truncating the data at different time
intervals (0.5 s, 1.0 s, 2.0 s, and 3.65 s) to see how rapidly our algorithm could accurately
classify. Table 5.2 shows the results for different contact durations. We chose passive
temperature sensing because it gave the best results in Table 5.1. Results show the highest
accuracy was with the longest contact duration of 3.65 s, as seen in Table 5.2. However,
results with just 0.5 s of contact were above chance (82.13%) showing the potential of these
methods for faster discrimination between humans and their surroundings.
5.6.2 Results with objects in the same bathroom
Table 5.3 shows the results for objects in the same bathroom. Using both heat-transfer and
temperature sensing gave the best results. For this experiment, we used two different towel
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Table 5.1: Human vs. Object recognition.




Slope of H Slope of H T
Brushing Teeth
Human Toothbrush 88% 72% 100%
Hand on Counter
Human Counter 97% 95% 100%
Wiping Face
Human Towel 95% 75% 100%
Flushing Toilet
Human Toilet Handle 93% 72% 100%
Flushing Toilet
Human Toilet Tank 95% 88% 100%
Lifting Toilet Seat
Human Toilet Seat 95% 88% 97%
Taking a Bath
Human Bathtub 93% 90% 93%
Placing a Towel
Human Rack 93% 90% 100%
Average Performance 93.63% 83.75% 98.75%
*H = Heat-Transfer, T = Temperature Sensor Modality
conditions in dry and wet state as seen in Table 5.3. Note that the rack in this bathroom had
a rectangular cross-section, thus allowing more contact with the heat-transfer sensor. Table
5.4 shows the effect of contact duration on the recognition problem. Even with just 0.5 s of
contact, the accuracy results are good because of less variability in object conditions in the
same bathroom, as mentioned above.
5.6.3 Results with objects from different bathrooms
Effect of different modalities
Table 5.5 shows the results with one trial for each object in each bathroom for different
modalities thus totaling 80 (10 bathrooms x 8 objects x 1 trial) trials. Results (Table 5.5)
show that heat-transfer with temperature sensing gave the best results, thus generalizing
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Table 5.2: Human vs. Object recognition : Effect of contact duration.
T Modality
Tasks
0.5s 1.0s 2.0s 3.65s
Brushing Teeth
Human Toothbrush 80% 97% 97% 100%
Hand on Counter
Human Counter 85% 93% 97% 100%
Wiping Face
Human Towel 78% 97% 97% 100%
Flushing Toilet
Human Toilet Handle 85% 90% 97% 100%
Flushing Toilet
Human Toilet Tank 90% 90% 93% 100%
Lifting Toilet Seat
Human Toilet Seat 82% 93% 93% 97%
Taking a Bath
Human Bathtub 82% 88% 88% 93%
Placing a Towel
Human Rack 75% 97% 97% 100%
Average Performance 82.13% 93.13% 94.88% 98.75%
Table 5.3: Object recognition : Generalization to new locations.




Slope of H Slope of H T
Toothbrush on Counter 95% 90% 95%
Dry Towel on Rack 100% 100% 65%
Wet Towel on Rack 100% 100% 100%
Toilet Handle on Toilet Tank 85% 80% 85%
Toilet Seat on Toilet Tank 75% 65% 60%
Dry Towel on Bathtub 95% 95% 60%
Wet Towel on Bathtub 95% 95% 90%
Average Performance 92.14% 89.29% 79.29%
to different objects / bathrooms. Results in Table 5.5 are worse when compared with the
results in Table 5.3 because 10 trials were taken from 10 different toothbrushes, counters,
towels etc. that may be different in each of the 10 bathrooms. Results with towel and
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Table 5.4: Object recognition : Effect of contact duration on generalization to new loca-
tions.
Task H+T+Slope of H Modalities
Relevant
Scenarios 0.5s 1.0s 2.0s 3.65s
Toothbrush on Counter 90% 90% 95% 95%
Dry Towel on Rack 95% 100% 100% 100%
Wet Towel on Rack 95% 100% 100% 100%
Toilet Handle on
Toilet Tank 65% 75% 90% 85%
Toilet Seat on
Toilet Tank 75% 90% 90% 75%
Dry Towel on Bathtub 90% 90% 95% 95%
Wet Towel on Bathtub 80% 95% 90% 95%
Average Performance 84.29% 91.43% 94.29% 92.14%
rack are low, possibly because racks varied with rectangular and circular cross-sections
which affects the contact area with the heat-transfer sensor. Segregating the data with the
rectangular rack, which allows more contact area with the heat-transfer sensor, resulted in
93% accuracy for towel-rack recognition with heat-transfer and temperature data.
Effect of contact duration
Table 5.6 shows the results for different contact duration of 0.5 s, 1.0 s, 2.0 s, and 3.65
s. We used both the heat-transfer and temperature data because it gave the best overall
results shown in Table 5.5. Our methods achieved highest accuracy with the longest contact
duration of 3.65 s as seen in Table 5.6. With a duration of 1.0 s, the accuracies are high
except for recognition of towel vs. rack, due to different shapes of cross-sections of racks
(See Section 5.6.3). Recognition of towel vs. bathtub in such short intervals is also low,
probably due to different wet and dry towel conditions.
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Table 5.5: Object recognition : Generalization to new environments.




Slope of H Slope of H T
Toothbrush on Counter 90% 85% 70%
Towel on Rack 65% 65% 55%
Toilet Handle on Toilet Tank 95% 95% 55%
Toilet Seat on Toilet Tank 80% 60% 35%
Towel on Bathtub 90% 75% 55%
Average Performance 84% 76% 54%
Table 5.6: Object recognition : Effect of contact duration on generalization to new envi-
ronments.
Task H+T+Slope of H Modalities
Relevant
Scenarios 0.5s 1.0s 2.0s 3.65s
Toothbrush on Counter 70% 80% 85% 90%
Towel on Rack 55% 50% 60% 65%
Toilet Handle on Toilet Tank 75% 90% 90% 95%
Toilet Seat on Toilet Tank 70% 75% 75% 80%
Towel on Bathtub 55% 60% 70% 90%
Average Performance 65% 71% 76% 84%
5.6.4 Discussion
Throughout this paper, we have referred to the actively heated sensor as the heat-transfer
sensor. However, both thermal sensors rely on heat transfer. For example, the unheated
temperature sensor is cooler than the human body, resulting in a distinctive signal due to
heat transfer from the human body to the sensor.
We conducted our research with robots in mind. We expect our results to be relevant
to robots that operate in close proximity to people and manipulate objects, such as assis-
tive robots. However, other devices could potentially use similar methods to sense their
surroundings and human interaction. For robots, a number of open questions remain. For
example, more varied conditions associated with a task might degrade performance. During
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real-world use, we would expect greater variability in applied force, contact area, relative
orientation of the sensor to the object’s surface, reheat times, and other characteristics.
Nonetheless, we expect data-driven thermal recognition to still be useful, given the strong
performance of object vs. object classification when in a single environment and human
vs. object classification.
5.7 Conclusions
We investigated data-driven thermal recognition of contact with people and objects. Using
a portable handheld data acquisition device, we collected data from 3 different locations
on the arms of 10 different human participants, and from 8 types of task-relevant objects
found in 10 residential bathrooms. We implemented SVMs to distinguish between contact
with humans and objects, and between task-relevant object pairs. In our tests, classify-
ing contact as people versus object worked well with temperature sensing alone in spite
of clothing, individual variation, and different locations on the arm. Classifying contact
into two task-relevant object types worked well when restricted to a particular bathroom.
Heat-transfer sensing and temperature sensing had complementary value for this type of
recognition problem. Recognition performed using both modalities outperformed recogni-
tion performed with either modality alone. Classifying contact in a new bathroom based on
training data only from other bathrooms did not work as well. However, the classifiers did
generalize to new bathrooms to some extent, as evidenced by their improved performance
with longer contact duration.
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CHAPTER 6
A MODEL TO ESTIMATE MATERIAL RECOGNITION PERFORMANCE
USING THERMAL SENSING
6.1 Research Summary
We demonstrate the feasibility of using heat-transfer based sensing for material recogni-
tion across a wide range of materials. We use a physics-based model with a statistical
method to estimate the material recognition performance when a heated sensor touches
two materials with flat surfaces. We used a semi-infinite solid based model for modeling
the time-dependent heat transfer process. We added gaussian noise in the model and mod-
eled the resulting time-series as a gaussian process. We developed a statistical method to
calculate the F1-score of the binary material recognition performance given the sensor and
material thermal properties. Using our model, we also analyzed the effect of variability in
the initial temperature of the sensor, sensor and object thermal properties on the material
recognition performance. We performed experiments with the simulated heat-transfer data
from all 69 materials in the CES Edupack Level-1 Database [92] and predicted their binary
material recognition performance for all different material combinations resulting in a total
of 2346 comparisons. We then compared these results with the results obtained using Sup-
port Vector Machines (SVMs). Our model’s predictions matched the SVM performance
with 96% accuracy. Finally, we selected 12 representative real-world materials and per-
formed real-world experiments with a robot and a heat-transfer sensor module touching
the material samples. We identified the sensor and material thermal parameters using a
system identification procedure and then predicted the material recognition performance
(66 binary comparisons) using our physics-based model and statistical method. We com-
pared the results with results obtained using SVMs with the real-world data. Our model
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Figure 6.1: A 1-DoF Robot with an active thermal sensing module reaching to touch a
cardboard material sample
successfully predicted the real-world results with 92% accuracy for fixed initial conditions
and 91% accuracy for varied initial conditions.
6.2 Introduction
Material recognition using thermal sensing is relatively unexplored in robotics when com-
pared with other haptic sensing modalities such as force sensing. However, different mate-
rials have different thermal properties [165] and it remains to be seen how robots can use
this sensing modality to differentiate between different materials. Knowing the material
when a robot touches an object can help in devising intelligent manipulation strategies in
cluttered and uncertain environments as well as in assistive scenarios. For example, a robot
might come in contact with a bed or a mattress while assisting a disabled person lying on
bed. Knowing that the object in contact is ‘wood’ might help the robot infer that it is in
contact with the bed frame instead of the human body or the mattress and thus, the robot
might want to avoid it.
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Previously, we have shown the relevance of recognizing ‘tactile foreground’ vs. ‘tactile
background’ for task-specific manipulation tasks [181], where ‘tactile foreground’ is the
target object and ‘tactile background’ is any other object in its vicinity that the robot might
come in contact with during the manipulation task. This involves the robot touching two
objects made of different materials. In this paper, we focus on binary material recognition
tasks for various combinations of material comparisons. For each of these binary mate-
rial comparisons, our objective is to analyze how well the robot can recognize these two
materials using the thermal sensing modality.
For this paper, we focus on heat-transfer based thermal sensing, where we have a tactile
sensor with a heating element and a temperature sensor touch an object. We call this ‘active’
thermal sensing modality compared to ‘passive’ thermal sensing which is just a temperature
sensor touching an object to measure its temperature. During active thermal sensing, when
the tactile sensor, which is heated above room temperature, comes in contact with an object
at room temperature, heat transfers away from the sensor into the object. This heat-transfer
is dependent on the sensor and object thermal properties, the initial temperature conditions
of the sensor and the object, as well as the noise due to various sensor and environmental
conditions. A robot could potentially use the difference in this heat transfer for different
materials to distinguish them. Figure 6.1 shows a 1-DoF robot with an active sensor module
reaching to touch a cardboard material sample.
We developed a physics-based model using a semi-infinite solid assumption for mod-
eling heat-transfer from the heated sensor to the object. We added gaussian i.i.d noise to
model the effect of noise. This model can account for the variability in the initial con-
ditions of the sensor and the object, the sensor and object thermal properties, as well as
noise. Using this model, we can generate simulated time-series heat-transfer data given
sensor and object parameters as well as their initial temperature conditions. We modeled
this time-series as gaussian process and developed a statistical method to calculate the F1-
score of the material recognition performance. Using this model and the statistical method,
126
we analyzed the effect of material thermal effusivities, initial temperatures, and noise on
the material recognition performance. We also estimated the binary material recognition
performance for all materials in the CES Edupack Level-1 Database [92] resulting in a to-
tal of 2346 binary material recognition tasks and compared the results with that of Support
Vector Machines (SVMs). We also collected data from 12 real-world representative ma-
terials using a 1-DOF robot with a linear actuator and a tactile sensor attached at its end.
We estimated their material recognition performance (66 binary comparisons) using the
identified parameters from the real-world data, the physics-based model and the statistical
method. Our objective is to see if our model can predict the results obtained using SVMs.
6.3 Related Work
6.3.1 Passive Thermal Sensing
A passive thermal sensor detects the temperature of a target object without introducing ad-
ditional heat transfer. Related work on passive thermal sensors are more hardware-centric
with limited applications in material detection. In this section, we will discuss both contact
based and non-contact based passive thermal sensors.
Contact Based Sensors
Researchers used different types of contact based thermal sensors to develop passive
sensing devices. Contact based thermal sensors fall into three main categories: Resistance
Temperature Detectors (RTDs), Thermistors and Thermocouples. RTDs and Thermistors
measure temperature by the fact that the resistance of some materials changes as tempera-
ture changes. Thermocouples function by the Seebeck Effect [182], which states that the
difference between temperatures of two electric junctions in a thermoelectric device creates
a voltage. Of the three types of thermal sensors, thermocouples have the widest operating
range of -200◦C to 2000◦C, with relatively low accuracy. RTDs have a high accuracy of
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0.03◦C with relatively long response time. Compared with RTDs, thermistors have a lower
accuracy of 0.1◦C but give faster thermal responses [183].
Many researchers [19, 140, 184–189] developed arrays of combined thermal and tactile
sensors using RTDs and thermistors. Someya et al. [185] developed a flexible artificial
electronic skin with a network of pressure and thermal sensors using organic diodes. They
pointed out that the network can be applied on robot fingers, but they did not mention
its application on material recognition. Ma et al. [189] fabricated a flexible thermal sensor
array using Nickel-based RTDs to detect dynamic wave flow in hydrodynamic experiments.
Bayindir et al. [190] developed a fiber device for large area thermal sensing, using long
fiber thermistors that can sense heat along its entire length and generates electrical signal
in response.
Non-Contact Based Sensors
An alternative type of passive thermal sensor is non-contact based, which detects the
radiated energy out of the target object by applying the Plank’s Law of Radiation. By avoid-
ing contact, such sensors have the advantage of real-time non-destructive measurement. A
common type of non-contact based thermal sensor is infrared thermal camera. Many re-
searchers study complex heat transfer problems by taking the advantage of infrared thermal
cameras [191–193]. Sarro et al. [194] developed an infrared thermal sensing linear array
based on integrated silicon thermopiles, and Schaufelbhl et al. [195] fabricated a thermal
imager consisting of a 10 × 10 array of infrared sensors. Both claim that their own de-
signs have the advantage of low cost, low crosstalk and high yield, and can be applied to
monochromatic radiation sensing.
In summary, studies on passive thermal sensing focus on the fabrication process of
sensing hardware, with limited evaluation for inferring thermal properties of materials or
objects.
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6.3.2 Active Thermal Sensing
Active thermal sensors have a heating element to heat up the sensor above room tempera-
ture and a thermistor to measure the response over time. Thus, on contact with an object at
room temperature, there is heat transfer away from the sensor into the object.
Contact Based Sensors
a. RTDs and Thermistors Many researchers use thermistors and RTDs to develop inte-
grated thermal and tactile sensing systems [135, 136, 138, 139, 144, 145, 148, 175, 196–
201]. Russell [135] developed an array of thermistors, with which he compared the percent
decrease of different materials from a uniform initial temperature after 3 seconds of contact.
The array is able to recognize six different materials in a single trial. Instead of compar-
ing temperature at a specific time, our work compare the entire time series of temperature.
Siegel et al. [136] developed an integrated tactile and thermal sensor, and compared the
response of the thermistor on touching wood, nylon and steel over a 50 second period, with
the initial temperature maintained by the heat generated by current flow on the conduc-
tive paint. However, Siegel et al.’s work does not involve any machine learning algorithm;
material recognition is achieved by matching the sensor’s response with existing library of
response curves.
Engel et al. [138, 139] developed flexible multimodal tactile sensing systems with gold
heaters and nickle RTDs. With consistent initial conditions and based on the combined
pressure and temperature sensing, their system successfully recognized 5 materials with
90% accuracy over 50 trials and unreported contact duration. Takamuku et al. [148] devel-
oped an anthropomorphic finger with 3 strain gauges, 4 thermistors and a heating element
arranged in a layered format. They used the outputs of thermal and tactile sensors to clas-
sify 5 different materials.
In the study of material recognition, some researchers use the SynTouch BioTAC sen-
sor. The SynTouch BioTAC sensor is a multimodal tactile sensor which uses thermistors
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for thermal sensing [202]. Xu et al. [146] used the BioTAC sensor to measure the tem-
perature derivative and other multimodal sensor data during 15 s of contact. They used
Bayesian Exploration and Reinforcement Learning techniques to identify 10 objects with
99% accuracy using the data. McMahon et al. [147] used the BioTAC sensor on PR2
robots to get the haptics data with each trial approximately 80 s. They then used HMMs
to automatically assign adjectives to the collected haptic signals. Kerr et al. [149] used the
BioTAC sensor to record the thermal response data of 6 material groups with varying ther-
mal properties for 20 s with 15 trials. They used the derivative of the temperature (TAC) as
well as the dynamic thermal conductivity (TDC) data and got 73% accuracy with the ANN
they implemented.
b. Thermocouples Of the three types of contact-based thermal sensors, thermocouples
have faster response, wide range but relatively low accuracy [183]. Monkman and Tay-
lor [137] developed a method of using the response drive current of the thermocouple in
performing material recognition, which they reported to be faster than Russell [135]’s and
Siegel et al. [136]’s. They evaluated the sensor by the recognition of four materials with
distinct thermal properties under consistent initial conditions. Their figure of sensor read-
ings over time of a single trial suggests that the recognition of the four materials could
potentially be performed more quickly (between 0 and 3 s), but they did not report specific
results.
Caldwell and Gray [143] developed a method of using the response output voltage of
thermocouple in material recognition, while maintaining the temperature of the sensor at 40
± 0.5 ◦C. They collected the data of testing 7 typical materials 20 trials each, and showed
a graph of the probability densities of the 7 materials on steady-state thermocouple output
voltage. However, they did not apply the sensor data to any classifier algorithm to get the
performance of this method on material recognition. Caldwell et al. [203] also proposed
a multi-functional tactile sensor, in which they used thermocouple to acquire temperature
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Figure 6.2: Schematic of our Performance model
gradient information through induced output voltage. They reported high accuracy for clas-
sifying 5 materials using the thermal sensing modality, but they did not report the specific
classification method used.
Jackson W. proposed a paper sensing system that identifies physical properties of pa-
pers. The system includes a heater and two thermocouples for the purpose of detecting the
thermal diffusivity of different papers. [204]. Shao et al. [205] developed a tactile sensa-
tion measurement system, using thermocouples in the thermal module. The system served
to quantify human sensory perceptions by studying the correlation of collected sensor data
and human subject self report. A similar attempt to quantify human haptic perception [206]
also uses thermocouples to simulate human contact of materials and register the thermal
process.
6.3.3 Non-Contact Based Sensors
Though not often used in material recognition, non-contact based thermal sensors also
have application in active thermal sensing. An example is the method of Infrared Non-
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destructive Testing (IRNDT) [207] to find defects in laminar materials. The method in-
jects controlled thermal energy into the test sample, and uses infrared cameras to observe
the response. Mulaveesala et al. [208] applied different non-stationary thermal excitation
schemes to perform IRNDT on fiber-reinforced plastic materials. VanDamme et al. [209]
performed IRNDT on different laminate materials and electric circuits to detect flaws using
infrared lamp and low-power CO2 laser heat source.
In summary, related studies on material detection from active thermal sensing did ma-
terial recognition on a small set of materials using contact-based active thermal sensors
and specific machine learning algorithms. However, none of them developed a general-
ized model that is able to evaluate the expected recognition performance of a given active
thermal sensor with a specific thermal property for recognizing two materials.
6.4 A Model for Performance Estimation
In our attempt to better understand material recognition using thermal sensing, we derived
a performance model that, given a set of sensor and environmental conditions, evaluates
the expected performance of the material recognition task. In general, our model calculates
the probability of successfully distinguishing two materials, given sensor and environment
conditions.
Figure 6.2 shows our approach for the performance model. It consists of a physics-
based model [165] that takes sensor and material thermal properties as well as environment
conditions as inputs and outputs a time-series heat-transfer data. This heat-transfer data
is then fed into a statistical method which helps quantify the difference between the heat-
transfer data from two materials. We express this difference in terms of F1-score values.
We evaluate our performance model using a three-part evaluation. First we compare
the prediction of our performance model with the performance of SVM, which is a widely
used data-driven algorithm, in classifying simulated sensor time-series data for two differ-
ent thermal effusivities. We use a wide range of thermal effusivities to compare the perfor-
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Figure 6.3: Evaluation of our Performance Model.
mance and analyze the effect of noise and sensor initial condition on the performance.
Second, we compare the prediction of the performance model in binary material recog-
nition tasks for simulated time-series heat-transfer data from all materials in the CES-
Edupack Level 1 Database [92] with that of SVM under consistent sensor initial conditions.
Third, we compare the prediction of the performance model in binary material recogni-
tion tasks for real-world time-series heat-transfer data collected using a 1-DoF robot from
12 different materials under both consistent and varied sensor initial conditions.
We use F1 Scores as a metric to compare the performances for all three cases. Figure
6.3 shows a schematic of the evaluation method.
6.5 Physics-based Model
Here we present the physics model that help us understand the heat transfer process be-
tween a heated sensor and a material.
133
6.5.1 Semi-infinite Solid Model
A semi-infinite solid is an idealized body in which a temperature change in any part of
the body is due to thermal conditions on a single surface [154]. [154] has modeled a
finger touching a material as a contact between two semi-infinite bodies. In an analogous
manner, we modeled the heat transfer process between a heated thermal sensor and a block
of material as heat conduction between two semi-infinite solids [142, 154]. Fig. 6.4 shows
the diagram that represents this model.
In the model, we first assume that the initial temperature of the object body, Tobj(t=0),
is equal to the ambient temperature, Tamb. The initial temperature of the sensor body,
Tsens(t = 0), is higher than Tamb.
Once the sensor body comes into contact with the object body, heat begins to transfer
from the sensor to the object, resulting in temperature change over time. In the sensor
body, let x be the distance of the thermistor from the contact surface (Fig. 6.4). The
contact surface at x = 0 has a temperature Tsurf that remains constant and is given by
Tsurf =









where αobj and kobj are the coefficients of thermal diffusivity and thermal conductivity
of the object body, and αsens and ksens are the coefficients of thermal diffusivity and thermal
conductivity of the sensor body. Given Tsens(t = 0) and Tsurf , we can find the temperature











Figure 6.4: Diagram representing our model of the sensor in contact with a material. We
model both the sensor and the material as semi-infinite solids.
where Tsens(x, t) is the temperature at time t of the sensor body at distance x from the
contact surface. The thermistor, which is inside the sensor body, measures the temperature
at x = 8 ∗ 10−5 (obtained from manufacturer) as shown in Fig. 6.4. Using the boundary
conditions, Tsens(x = 0, t) = Tsurf and Tsens(x, t = 0) = Tsens(t = 0), we can solve for
Tsens(x, t).

















With the physics based model we can predict the sensor readings, Tsens(x = 8 ×
10−5, t), that would result from the heat-transfer-based tactile sensor coming into contact
with a material with thermal effusivity eobj .
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6.5.2 Noise Model
Note that during each temperature measurement, the measurement of the sensor also in-
cludes noise and other sources of uncertainty. In order to account for the noise and un-
certainty in sensor reading, we introduce an additive Gaussian noise, Zi, with zero mean
and variance σ2 to each temperature measurement. The underlying assumption is that, the
deviation of each sensor reading from the actual sensor temperature, caused by the uncer-
tainty due to sensor and environment conditions, can be modeled as an independent normal
random variable.
With noise taken into consideration, the complete sensor model is given by












This modified model can help us analyze the effect of noise on the performance of
material recognition.
6.6 Statistical Method
In this section, we derive a performance model to evaluate a given sensor under specific
environmental conditions and noise.
6.6.1 Gaussian Process
In order to account for the effect of noise, we introduce the concept of Gaussian Process
(GP). In a Gaussian process, every point in some continuous input space is associated with
a normally distributed random variable [210]. In our case, the continuous domain is time,
and at any time instant, the associated normal random variable is the noisy sensor reading at
that instant. Moreover, every finite collection of those random variables has a multivariate
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normal distribution. The distribution of a Gaussian process is the joint distribution of all
those (infinitely many) random variables, and as such, it is a distribution over functions in
a continuous domain [210].
In our model, let Tsens be the random function (given by eq. 6.5, with x fixed) from
which every observation Tsens(ti) can be sampled. We have




where f(t) is the mean function (given by eq. 6.3) and εi is a random normal variable.
Thus, we can express Tsens as Gaussian process GP (f,K), meaning the random func-
tion Tsens is distributed as a GP with mean function f and covariance function K [211].
The covariance for any two given samples is given by K as
K(Tsens(ti), Tsens(tj))




























Since εi, εj ∼ i.i.d.N (0, σ2),






6.6.2 Multivariate Normal Distribution
The multivariate normal distribution N (µ,Σ) is a generalization of the one-dimensional















= {f(ti)|i ∈ (1, n)} (f being the mean function), and Σ is the n × n covariance
matrix.
Every set of finite samples x = {Tsens(ti)|i ∈ (1, n)} drawn from Tsens = GP (f,K)
can be viewed as a random vector corresponded to a multivariate normal distribution, mean-
ing we can calculate the probability of observing a specific random vector x given prior
knowledge of the mean function and the covariance matrix.








2 i = j
0 i 6= j
(6.10)
As a result, Σ is a diagonal matrix in which the main diagonal entries are all σ2. Thus,
we have the determinant of Σ equal to the product of all main diagonal entries
|Σ| = (σ2)n (6.11)
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Figure 6.5: Gaussian Decision Boundary illustrated in 1 Dimension








(x− µ)T (x− µ)/σ2
) (6.12)
The above equation represents the probability distribution of observed measured time
series x, given the mean vector µ and covariance matrix Σ associated with the underlying
Gaussian process Tsens = GP (f,K).
6.6.3 F1 Score and F1 Score Matrix
We determine whether a given material pair is distinguishable by modeling the performance
of a binary classifier given a random time series sample from the underlying multivariate
normal distribution associated with each of the two materials. In other words, if the labeling
accuracy of the binary classifier is higher than a certain threshold, we decide that the mate-
rial pair is distinguishable. For consistency, we use F1 Score as the accuracy measurement
and 0.9 as the threshold.
We model the decision process of binary classifiers with a Gaussian decision boundary.
Consider two underlying distributions of random vector variables (time series) N (T 1,Σ)
and N (T 2,Σ) each associated with a material. At any instant, we obtain a sensor mea-
sured time series vector x′, and we want to label it with its corresponding material la-
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Figure 6.6: True Negative Rate and True Positive Rate
Figure 6.7: False Negative Rate and False Positive Rate
bel. Since we actually do not know which material the sensor is currently in contact with,
we naively label x′ with the more probable distribution by comparing P (x′|T 1,Σ) and
P (x′|T 2,Σ), and assign the more probable label. This leads to the formation of a decision
boundary as illustrated in Fig. 6.5, which is a hyperplane in the n dimensional space associ-
ated with the two distributions. To simplify the calculation, we translate both distributions
by −T 1, and define x = x′ − T 1, ∆ = T 2 − T 1.
We can then express the translated distributions as N (0,Σ) = N (T 1 − T 1,Σ) and
N (∆,Σ) = N (T 2 − T 1,Σ). As a result, P (x′|T 1,Σ) = P (x|0,Σ), and P (x′|T 2,Σ) =
P (x|∆,Σ). We can calculate the likelihood of the measured time series belonging to each
distribution using the translated distributions and get the same result.
To derive an expression of F1 Score specific to our model, we start from the definition
F1 =
2TP
2TP + FN + FP
(6.13)
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where ‘TP’ is the true positive rate, ‘FP’ is the false positive rate, and ‘FN’ is the false
negative rate. Let ∆ be the positive label and 0 be the negative label. Then, we can define
true positive rate as, the probability of assigning a positive label to a sample that belongs
to the positive distribution N (∆,Σ). As illustrated in Fig. 6.6, all samples that belong
to N (∆,Σ) and fall on the right side of the decision boundary, in other words, closer to
the N (∆,Σ) distribution, will be correctly labeled positive. This proximity, as we will
elaborate later, can be measured using the Mahalanobis Distance [212].
We then define the mathematical expression for true positive rate, false negative rate,
true negative rate, and false positive rate as follows,
TP = P
[
P (x|0,Σ) < P (x|∆,Σ)
∣∣∣x ∼N (∆,Σ) ]
FN = P
[
P (x|0,Σ) > P (x|∆,Σ)
∣∣∣x ∼N (∆,Σ) ]
TN = P
[
P (x|0,Σ) > P (x|∆,Σ)
∣∣∣x ∼N (0,Σ) ]
FP = P
[
P (x|0,Σ) < P (x|∆,Σ)
∣∣∣x ∼N (0,Σ) ]
(6.14)
Note, the two distributions N (0,Σ) and N (∆,Σ) have identical spherical covariance
matrix, so we have TP = TN , and FN = FP . Therefore, the expression for F1 Score
can be simplified as follows
F1 =
2TP




= TP/1 = 1− FP
(6.15)




P (x|0,Σ) < P (x|∆,Σ)
]
(6.16)
Using the Square of Mahalanobis distance, which is proportional to the negative log
likelihood [212], we have
FP = P
[


















































= P (F < 1) (6.18)
Note that xi ∼ i.i.d.N (0, σ2) and (xi − ∆i) ∼ i.i.d.N (−∆i, σ2). It follows that X






σ2. Y is a central chi-squared random variable with n degrees of
freedom. As a result, random variable F falls under a noncentral F-distribution. Then, we
can calculate P (F < 1) by evaluating the cumulative distribution function of F , which we
will refer as CDFF , at 1 [213]. We used the implementation from Pav et al. [214] in ‘R’
language to calculate CDFF (1).
The expression for F1 Score is
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λ is the noncentrality parameter, I is the regularized incomplete beta function [215],
and








































































































6.7 Experiments with Different Thermal Effusivities
In this section, we evaluate our performance model by comparing its F1 Score for classify-
ing two different thermal effusivities with the F1 Score obtained with SVMs and simulated
time-series data. We use SVMs as our data-driven method given its best performance in
our previous work [165, 181].
Given a reference thermal effusivity value, we are interested in comparing the perfor-
mance model result and the SVM result for the minimum effusivity difference required to
obtain a binary classification F1 Score greater than or equal to a desired performance (Φ).
In this paper, we set Φ = 0.9. This means we consider any effusivity pair with F1 ≥ 0.9
classification score as distinguishable.
6.7.1 Minimum Distinguishable Difference δ(e)
For a given thermal effusivity value e, let δ(e) be the smallest value such that either
F1(e, e+δ(e)) or F1(e, e−δ(e)) is greater than Φ. We then define the minimum distinguish-
able difference of the given effusivity value e to be δ(e). Intuitively, the calculated δ(e) for
a given e provides us with a quantitative evaluation of what materials can be distinguished




We are interested in finding the effect of the following parameters on the F1 Score obtained
with our model as well as with SVMs.
• Noise Z ∼ N (0, σ2) : σ = 0.01 , σ = 0.05 and σ = 0.10
• Initial Sensor Temperature Tsens(t = 0) : 30◦C and 35◦C
• Contact Duration tcontact : 1.00s, 2.00s, 3.00s, and 4.00s
We estimate the minimum distinguishable difference δ(e) for every effusivity value e
for the above conditions with the model and with SVMs and compare the results. For our
performance model, we use the statistical method to calculate the F1 Score under the given
sensor and material thermal properties using Eq. 6.23. For SVMs, we generate noisy data
using the physics-based model and performed a 3-fold cross-validation over each unique
effusivity value pair and report the F1 Score.
We used the implementation of binary support vector machines (SVMs) provided by
the scikit-learn package [109] in Python. We used a linear kernel for the classification task.
To produce feature vectors for training, we use both the raw temperature and the estimated
local slope from each trial of experiment, and concatenate them into a single feature vector.
6.7.3 Data Collection
In order to account for a sufficiently large thermal effusivity range, we refer to the CES
EduPack 2016 [216] Level 1 material database. Of all the included materials, Rigid Poly-
mer Foam (LD) has the minimum effusivity value of 3.05×101J/(s 12 ·K ·m2), and Copper
Alloy has the maximum effusivity value of 3.68×104J/(s 12 ·K ·m2). Therefore, we sample
effusivity values in the range (0, 4.00 × 104] J/(s 12 · K ·m2). We discretize the range to
500 equal intervals. We can think of each interval as a material category, and an instance
of the material category can take on any effusivity value within the interval.
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Figure 6.8: Examples of generated time-series heat-transfer data from our physics-based
model for some example effusivity values.
Given an effusivity value e, we construct the time series heat-transfer data based on the
semi-infinite solid model defined in 6.5.1. We use esens = 892 (J · s−
1
2 ·K−1 ·m−2), and
αsens = 1.19 × 10−9 (m2 · s−1) similar to our real-world sensor parameters. We set Tamb
to 25◦C. We set the sampling rate to be 200 Hz, similar to our real-world sensor sampling
rate. Figure 6.8 shows examples of data generated using our physics-based model with
these parameters and some example object effusivity values.
We generated 50 trials for each effusivity interval by uniformly sampling from the ef-
fusivity interval and performed simulations with the sampled effusivity. We performed
all simulations using a 2015 MacBook Pro equipped with Intel Core i7 CPU at 3.1 GHz
running OS X El Capitan Version 10.11.6.
6.7.4 Results and Discussion
In this section, we present and compare the results of our performance model based eval-
uation and SVM based evaluation. Figure 6.9 shows the F1 Score Matrix with pairwise
F1 Scores for all effusivity values using our performance model and SVMs. We obtained
this matrix using tcontact = 2s, Tsens(t = 0) = 35◦C, and σ = 0.05. Table 6.1 shows the
percentage of indistinguishable effusivity combinations calculated based on the F1 Score
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matrices with Φ = 0.9. The results show that the evaluation using our performance model
matches well with the evaluation using SVMs.
Figure 6.9: Example F1 Score Matrix with our performance model (left) and SVM (right)
(Tsens = 35◦C, σ = 0.05, tcontact = 2.00s)








5◦C 10◦C 5◦C 10◦C
Noise
0.1 62.97% 45.96% 55.54% 38.61%
0.05 45.96% 30.00% 38.62% 24.41%
0.01 14.69% 7.89% 23.30% 13.26%
We compare the F1 Score matrix predicted by the performance model and the F1 Score
matrix produced by SVM for binary classification of the experiment data by calculating the
L1 distance between the two matrices. Before, we calculate the L1 distance, we convert
the F1 Score matrix into a binary map where any score greater than 0.9 (our threshold for
determining whether a material is distinguishable) is converted to 1 and the any score less
than 0.9 is converted to 0. This gives us a sense of which materials are distinguishable
under the given scheme with thermal sensing. The L1 distance [217] between two n × n







|aij − bij| (6.24)
Since F1 Score matrix is symmetrical, and the diagonal values in the matrix are trivial
(a material’s recognition performance with itself is not meaningful), we only consider the













This gives a measure of the difference between two F1 Score matrices. We use this
metric to compare the difference between our performance model F1 Score matrix and the
F1 Score matrix obtained with SVMs running on both simulation and experimental data.
Table 6.2 shows that the F1 Score matrices predicted by our performance model match well
with the F1 Score matrices produced by SVM.
Table 6.2: Percent Matching Between Performance Model Predictions and SVM Results










In order to capture the impact of initial condition Tsens(t = 0) and noise Z, we calculate
minimum distinguishable difference δ(e) for all values of e for each of the conditions. Figs.
6.10 and 6.11 show the results.
Effect of Contact Duration
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To analyze the effect of contact duration on classification performance, we truncated
the time series data at different time lengths and ran our performance model and SVMs on
the truncated data. Fig. 6.10 shows the minimum distinguishable difference δ(e) curves
calculated based on the performance model results (left graphs). As expected, in each plot,
with increased length of the time, the expected performance of the algorithm improves.
Fig. 6.10 also shows the results from SVMs and it follows the same trend (right graphs).
The more the contact duration, the better is the performance of material recognition.
Effect of Initial Condition
Fig. 6.10 shows the results with our performance model (left-graphs) and SVMs (right-
graphs) for both Tsens(t = 0) = 30◦C and Tsens(t = 0) = 35◦C initial conditions. By
comparing the (Tsens(t = 0) = 35◦C) graphs with the (Tsens(t = 0) = 30◦C) graphs
in Fig.6.10, we observe that larger initial temperature difference (Tsens(t = 0) = 35◦C)
between sensor and ambient environment produces a lower δ(e) curve. In other words,
the classification algorithm works better with larger initial temperature difference between
sensor and measured object, which generates more distinguishable heat transfer data for
materials.
Also, the graphs generated by the performance model are visually similar with the
ones generated by SVMs across different initial sensor temperature conditions. Observe
that SVM actually performs slightly better than the performance model for each speci-
fied tcontact, with δ(e) curves just below that of the performance model. This is probably
because SVMs are less susceptible to the additive gaussian noise in the data than the per-
formance model.
Effect of Noise
Fig. 6.11 shows the results with our performance model (top graphs) and SVMs (bottom
graphs) for different levels of noise. By comparing the left plot (σ = 0.01) with the middle
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Figure 6.10: Effect of Initial Condition on δ(e) with fixed noise σ = 0.05: Performance
Model and Tsens(t = 0) = 30◦C (Top-left), SVM and Tsens(t = 0) = 30◦C (Top-Right),
Performance Model and Tsens(t = 0) = 35◦C (Bottom-left), and SVM and Tsens(t = 0) =
35◦C (Bottom-Right)
plot (σ = 0.05) and the right plot (σ = 0.10) in Fig. 6.11, we observe the impact of noise on
the algorithm performance. As expected, simulations with a noise level σ = 0.10 produce
the highest δ(e) values. Again, the graphs generated by our performance model are similar
to the ones generated by SVMs.
6.8 Experiments with Simulated Data from Material Database
In this set of experiments, we map the previous results obtained using different thermal
effusivity values to actual material effusivity values. Our objective here is to evaluate our
performance model using actual material effusivity values. We take thermal effusivity val-
ues of all 69 materials from CES EduPack Level 1 database [92]. Figure 6.12 shows the
effusivity ranges of all the 69 materials. We looked up binary material classification re-
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Figure 6.11: Effect of Noise on δ(e) with fixed initial condition Tsens(t = 0) = 35◦C:
Top graphs show the results from the performance model whereas the bottom graphs show
the results from SVMs. The noise levels increase from (σ = 0.01) in the left graphs to
(σ = 0.05) in the middle graphs, and finally (σ = 0.1) in the right graphs.
sults for all possible pairs of effusivity values corresponding to 69 materials (2346 material
pairs) from our previous results in Section 6.7.4 to find out what materials are distinguish-
able with F1 Score greater than 0.9. We compare the results of our performance model with
that of SVMs. We present the F1 Score matrices in terms of node graphs of distinguishable
and indistinguishable pairs.
6.8.1 Node Graphs of Material Pairs
To visualize whether any two materials from the CES EduPack Level 1 database [92]
is distinguishable, we generate a node-graph based on their F1 Scores where each node
represents a material. The node-graph has the following characteristics:
• An edge between two material nodes represent that they are indistinguishable. Note
Φ = 0.9.
• The radius of a material node is proportional to its thermal effusivity. So, metals with
larger effusivities are represented by larger circles.
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Figure 6.12: Effusivity Distribution of the 69 Materials in CES Edupack Level 1 [92] in
Logarithmic Scale
• CES Edupack divides all materials into four large categories such as Metals / Alloys,
Ceramics / Glasses, Polymers / Elastomers, and Composites / Foams / Natural. A
material node’s color signifies which category the material belongs to.
• The thickness of the edge connecting two materials is inversely proportional to their
F1 Score. This means that the thicker the edge, the more difficult it is to distinguish
the material nodes that are at its ends.
• The relative position of the nodes has no relation with any physical property. It is
purely for visualization purposes.
Note, each material in the CES Edupack database [92] has a range of thermal effusivity
values that it can have. So, to calculate a single F1 Score for the range of effusivity values
for a single material pair, we use the average F1 Score ≥ 0.9. To find the average F1
Score, for example, for gold and silver, we find the average of F1 Scores for the binary
classification between all possible combinations of gold effusivities and silver effusivities.
In our case, the average F1 Score can be calculated based on the F1 Score Matrix, as shown
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Figure 6.13: Node Graphs of Material Pairs using Performance Model (left) and SVMs on
the simulated data (right). A link between two nodes means that they are indistinguishable
with F1 Score > 0.9
in Fig. 6.9, by taking the average of all F1 Scores within a rectangular area, bounded by all
possible effusivity values (e1) (inside effusivity range of gold), and all possible effusivity
values (e2) (inside effusivity range of silver).
Fig. 6.13 shows the results with Tsens(t = 0) = 35◦C and N = 0.05 noise. We see that
the results with our performance model match well with the results with SVMs. From the
figure, we note that there are three to four connected components in each node-graph and
these connected components tend to have majority of the material nodes in a particular cat-
egory such as Metals / Alloys, Ceramics / Glasses, Polymers / Elastomers, and Composites
/ Foams / Natural. This further means that a material belonging to one of these categories
has a higher probability of being distinguished from a material in another category than in
its own category. For example, it would be easier to distinguish a Ceramic from a Metal
than another Ceramic. We can also see some densely connected components in the graph.
For example, Metals are densely connected together, which agrees with our observation
in Fig. 6.10, as rising δ(e) makes it harder to distinguish materials with larger effusivity.
The Metals are more densely connected in the performance model, while Polymers / Elas-
tomers are more densely connected in SVM result. The intuition behind this observation
is that the performance model finds it difficult to distinguish among materials with larger
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effusivity values, such as Metals / Alloys, while the SVM finds it difficult to distinguish
among materials with smaller effusivity values, such as Polymers / Elastomers.
The observed connected components also agree well when compared with the effusivity
ranges provided in Fig. 6.12. Metals, with large effusivity values, are generally difficult
to distinguish amongst themselves because their effusivity values are so large that they
dominate Tsurf (eq. 6.1) to a value very close to the ambient temperature, rendering the
Tsens curves indistinguishable.
While our performance model predicts better δ(e) for smaller effusivity values, Poly-
mers / Elastomers and Composites / Foams / Natural materials still form many edges, be-
cause the effusivity values of materials are so close that their difference is smaller than the
minimum distinguishable distance δ(e).









5◦C 10◦C 5◦C 10◦C
Noise
0.1 22.42% 14.54% 21.14% 15.77%
0.05 14.54% 10.61% 14.96% 12.53%
0.01 7.08% 5.16% 11.94% 8.35%
Table 6.4: Percent Matching Between Performance Model Predictions and SVM Results










As shown in Table. 6.3, the number of edges present in the graph is consistent with
the observation we made in Fig. 6.10, that a larger initial temperature difference between
sensor and material and less noise leads to more distinguishable material pairs. Also, the
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Figure 6.14: The sensing module with fabric-based force sensor and an active thermal
sensor
quantitative values using the performance model match well with that of SVMs. As shown
in Table 6.4 the indistinguishable material pairs predicted by our performance model match
with the SVM results with 99.6% accuracy across all experimental conditions.
6.9 Experiments with a Real-Robot
6.9.1 Experimental Setup
Figure 6.1 shows the 1-DoF robot used in our experiments. The robot consists of a linear
actuator, two Teensy 3.2 microcontrollers, a passive sensing thermistor, and an active sens-
ing module. The active sensing module consists of the Thorlabs HT10K Flexible Polyimide
Foil Heater with 10 kOhm Thermistor [150] (heating element and a temperature sensor) on
a fabric based force sensor [180] which is backed by thermal insulation foam. The passive
sensing thermistor uses the fast-response 10kΩ NTC thermistor (EPCOS B57541G1103F)
[218].
Figure 6.15 shows the list of materials used for this set of experiments. We selected
these materials in order to have uniform representation of materials from all the four cat-
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Figure 6.15: Twelve selected materials for real-world experiments with the 1-DoF robot
egories (Metals, Ceramics, Polymers, and Composites) from the CES Edupack database
[92]. We included 3 materials from each category. We selected 12 materials such that it
has both distinguishable and indistinguishable material pairs between them. We estimated
this by running our performance model using the mid-point of the effusivity range of these
materials.
6.9.2 Experimental Procedure
Figure 6.1 shows an example of the 1-DoF robot reaching to touch a cardboard sample. We
used a Python script on a separate Dell Optiplex 9010 Computer equipped with Intel(R)
Core(TM) i7-3770 CPU at 3.40 GHz running 32-bit Ubuntu 12.04.2 LTS system with Linux
Ubuntu 3.5.0-54-generic kernel to control the device through a serial link with the Teensy
3.2 microcontrollers. Before contacting the sample, the device waits at 15 mm above the
sample, to allow a voltage supply to generate heat based on an integral controller such that
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the active sensing thermistor maintains a desired temperature. Then the integral controller
stops so as not to interfere with the natural heat-transfer from the sensor to the material
and the robot lowers the sensing module. Upon contact (detected by the fabric-based force
sensor when the force that the actuator exerts on the material exceeds 5N ), the micro-
controllers record the active sensing thermistor and the passive sensing thermistor readings
at 200 Hz for 10 s. Note, we do not use the passive thermistor data for any material
recognition purposes. The robot then raises the sensing module and waits for 20 seconds
before starting the next trial. Using the FLIR Tau 2 324 7.5mm Thermal Imaging Camera
Core (46324007H-FRNLX), we found that 20 s was enough for the materials to come back
to their initial state. This is to ensure that the material is at a consistent initial condition
before the robot touches it at any trial.
We performed two sets of experiments with the real-robot. The first set consisted of 10
trials each with fixed initial sensor temperature conditions for each material. The second
set consisted of 50 trials each with uniformly varied initial sensor temperature conditions
for each material. We uniformly varied the initial sensor conditions between Tsens(t =
0) = 30◦C to Tsens(t = 0) = 35◦C. We performed this set of experiments to simulate
contact situations when a robot incidentally touches objects in its environment without the
opportunity to adjust its sensor conditions. This is a common scenario in manipulation in
cluttered and unstructured environments or in assistive scenarios working in close contact
with a human body [219].
6.9.3 Finding Sensor and Material Parameters
To get sensor parameter values (sensor effusivity esens and sensor diffusivity αsens), we
collected 10 trials data with fixed initial conditions from each of the materials in Figure
6.15. We identified the sensor parameter values based on the sum of squared error between
experiment temperature data and the ideal temperature data based on the semi-infinite solid
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Figure 6.16: Example Real-world data from Copper and Acrylic under fixed sensor ini-
tial conditions. The graphs also show the simulated data using the identified sensor and
material parameters.
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model defined in Section 6.5.1. For each material, we use the Limited-memory BFGS
with boundary constraints (L-BFGS-B) [156] algorithm to find its optimal effusivity value,
with the boundary constraints given by the thermal effusivity values of materials in CES
EduPack database [92]. We identified the sensor effusivity as esens = 892 (J · s−
1
2 ·K−1 ·
m−2), and sensor diffusivity as αsens = 1.19 × 10−9 (m2 · s−1). The resultant effusivity
value of each material is given in Table 6.5.
Table 6.5: Thermal Effusivity Values of Materials in the Experiment
Material Thermal effusivity identified Maximum thermal effusivity Minimum thermal effusivity
from database from database
(J · s− 12 ·K−1 ·m−2) (J · s− 12 ·K−1 ·m−2) (J · s− 12 ·K−1 ·m−2)
Cardboard 336.90 196.67 452.23
Wood 400.95 331.00 506.46
ABS 514.15 514.15 882.58
Rubber 570.81 407.00 570.81
MDF 544.63 618.47 733.93
Acrylic 635.49 380.35 702.15
Porcelain 1276.59 1162.69 1334.07
Glass 1433.31 1433.31 1560.39
Granite 2749.87 2252.32 2749.87
Stainless Steel 10184.17 6388.35 10184.17
Aluminum 17530.03 12767.69 25972.02
Copper 23049.18 23049.18 36761.16
Figure 6.16 shows some examples of the experimental data as well as the simulated
data using the identified sensor and material thermal parameters. As seen from the figure,
using the identified parameters, the simulated data matches the experimental data well.
6.9.4 Results
Fixed Initial Conditions
With fixed initial conditions, SVMs achieved an average F1 Score of 0.985 for binary ma-
terial recognition across all 66 material pair comparisons. Our performance model result
successfully achieved a 92.42% match with the SVM results, using the metric defined in
eq. 6.25. While the performance model predicted that MDF vs. Acrylic can only be distin-
guished with 0.62 F1 Score, SVMs were able to achieve an F1 Score of 0.92.
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Varied Initial Conditions
In order to test the accuracy of the performance model under varied initial conditions, we
collect 50 trials of data for each material with varied sensor initial conditions by uniformly
sampling Tsens(t = 0) from 30◦C to 35◦C before contact. SVMs were able to achieve
an average F1 Score of 0.976 for binary material recognition across all 66 material pair
comparisons.
However, to apply our performance model to trials collected with varied initial condi-
tions, we need to transform the data to fixed initial conditions. We achieve this by trans-
forming the data as follows.
By using eq. 6.5 and substituting Tsurf with eq. 6.2, we have the following relation,
Tsens(x, t)− Tobj(t = 0)












Z ∼ N (0, σ2)
Tsens(t = 0)− Tobj(t = 0)
(6.26)
















Using the above transformation, our performance model prediction successfully achieved
a 90.91% match with the real-world data performance obtained with SVMs. The perfor-
mance model successfully predicted the majority of distinguishable material pairs. It also
successfully predicted that ABS and Rubber, and MDF and Rubber would be indistinguish-
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able under the given sensor and environment conditions. Interestingly, our performance
model predicted that Copper vs. Aluminum would be indistinguishable but SVMs could
distinguish them. Out of the four pairs of materials (ABS vs. MDF, Copper vs. Stainless
Steel, ABS vs. Wood, and Aluminum vs. Stainless Steel) that the performance model ex-
pected to distinguish, SVM achieved F1 Score ≤ 0.9, but managed to achieve an average
F1 Score of 0.83.
6.10 Limitations
Our performance model is based on a semi-infinite solid model assumption, which assumes
heat transfer from the active thermal sensor to the material in one direction only. In reality,
however, none of the materials are perfectly semi-infinite though its a widely used model
in these scenarios. Note that this semi-infinite solid model assumption is generally valid
for a short duration which is characterized by the Fourier Number of the material [220]
[221]. Also, the thermal properties of a material change with temperature which we did not
account for in our physics-based model.
In our performance model, we modeled the sensor time series data as a gaussian pro-
cess, wherein there is an underlying ‘mean temperature vector’, and a multivariate gaussian
distribution from which each trial of the noisy sensor temperature vector is sampled. As a
result, the discrepancy between the distribution of actual temperature time series data and
the assumed multivariate gaussian distribution can cause inaccuracy in the prediction of
the performance model. For example, if we obtain a sample population of time-series data
where the initial condition is varied by sampling Tsens(t = 0) for each trial uniformly from
30◦C to 35◦C, the expected resulting distribution is a high dimensional ”plateau” shaped
multivariate generalized normal distribution [222], which our statistical method cannot di-
rectly account for. Although it is possible through affine transformation of the variable
initial condition time-series data to consistent initial condition time-series data (See Sec-
tion 6.9.4). While our performance model is only suitable for estimating the performance
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of binary classification, we can transform a multiclass classification problem to binary clas-
sification problems using the one-vs-one strategy or the one-vs-rest strategy [223] and pre-
dict the performance for classifiers similar to the scikit-learn implementation of multiclass
SVMs [109].
Finally, note that in this paper, we used the active thermal sensor similar to the one used
in [165]. However, we also performed all these three evaluations with another ‘point’ ther-
mal sensor used in [224]. For experiments with fixed initial conditions, our model predicted
the performance well using the point sensor. The model performance matched the SVM
performance with 92.29% accuracy using the metric (See eq. 6.25) for effusivity combina-
tions, 99.94% for simulated data from material database, and 86.36% for real-world data
with fixed initial conditions. However, the model predictions matched the real-world data
with varied initial conditions with only 46.97% accuracy for the ‘point’ sensor. Basically,
the model predicted that a lot of the binary material pairs are distinguishable but the SVMs
running on the real-world data collected using the ‘point’ sensor could distinguish only 22
out of the 66 material pairs. This is probably because the sensor is a ‘point’ sensor whose
contact area during heat-transfer is low and thus the differences in the heat-transfer be-
tween materials is less prominent than the ‘flat area’ sensor used in this paper and in [165].
This relates to the fact that heat-transfer is dependent on the contact area and geometry as
well how well two surfaces are in contact. Thus, depending upon the compliance in the
sensor, application of larger force might result in a better contact area or contact between
two flat surfaces may result in more prominent heat-transfer than contact between a flat
surface and a spherical surface (‘point’ sensor) or between two spherical surfaces. This is
compounded by the fact that the point sensors were also in contact with the fabric, thus
adding more uncertainty to the heat-transfer data. Also, the ‘point’ sensor parameters may
be more susceptible to temperature changes i.e. the thermal effusivity and diffusivity of
the ‘point’ sensor may have changed significantly with temperature changes in the sensor
and thus, during varied initial conditions, the heat-transfer data was more unpredictable
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than obtained using a fixed sensor parameter in our physics-based model. Accounting
for the sensor parameter dependence on temperature, the effect of contact area, as well
the force applied during physical contact, in the heat-transfer data using the semi-infinite
model needs further investigation.
6.11 Conclusion
We investigated the binary classification of material pairs across a wide range of materi-
als using heat transfer based sensing. We derived a physics-based model with a statistical
method to calculate the binary material recognition performance when a heated sensor
touches two materials with flat surfaces. We conducted a three part evaluation of the per-
formance model. First, we evaluated the accuracy of performance model prediction with
different thermal effusivity values by calculating and comparing δ(e) vs. e curves. Based
on the evaluation result, we investigated the effect of initial conditions, contact duration,
and noise on the classification algorithms expected performance. We then performed eval-
uation using simulated data from 69 materials provided in CES EduPack Level 1 database.
In the third part of our evaluation, we collected real world data using a 1-DoF robot and
compared the classification performance with the model prediction. Our results provide
evidence for the feasibility of using the performance model to evaluate the binary material
classification performance given sensor and material thermal properties. The accuracy of
our performance model during real-world tasks, for which the contact between the sensor
and the material is more varied and there are greater numbers and varieties of objects and
material compositions, merits further investigation.
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CHAPTER 7
CAN ROBOTS OVERCOME HUMAN LIMITS OF THERMAL SENSING?-ROLE
OF MULTIPLE INITIAL CONDITIONS.
7.1 Research Summary
During touch, people use thermal sensing cues to identify material properties [225–229].
Similarly, robots can use thermal sensing for material recognition [53, 138, 148, 149, 181,
230–232]. The perception of warmth and cold when humans touch a material depends
on various factors such as object temperature and material properties, skin temperature
and properties, as well as area and geometry of contact [233–240]. Skin temperature,
in turn, affects other haptic perception modalities [241–243]. Researchers working on
tactile thermal displays use these factors to create realistic thermal sensations [244–249].
Using psychophysics experiments, researchers have found that material discrimination with
thermal sensing is possible only if large differences in certain material properties exist [228,
245, 249]. However, these results are conservative for data-driven material recognition by
robots [231]. Here we develop a non-conservative mathematical condition under which
thermal sensing ambiguities arise and provide empirical evidence for ambiguity. This can
provide insights into the related phenomenon of the cold feeling of metals to touch. We
then develop conditions under which such thermal ambiguities can be removed and show
that robots can overcome these human thermal sensing limitations by actively using sensors
with multiple thermal initial conditions.
7.2 Research Overview and Results
Thermal sensing in robotics is becoming more common but fundamental ambiguity has
not been extensively explored yet. When a robot with an actively heated thermal sensor
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Figure 7.1: When the human body makes contact with an object at ambient temperature,
heat flows from the body into the object, creating the sensation of coldness that is more
or less pronounced based on the thermal properties of the object. Similarly a robot with
an actively heated thermal sensor such as a self-heated thermistor can use this sensing
modality to distinguish materials with different thermal properties. We model the heat
transfer from the robot’s sensor to the object as contact between two semi-infinite solids,
an approach also used to approximate human thermal touch [225, 231, 245, 248].
(containing a heater and a temperature sensor) comes in contact with an object at ambient
temperature (usually lower than the heated sensor), heat flows out of the sensor at a rate that
depends on the initial contact conditions as well as material properties of sensor and object
(See Fig. 7.1). Given consistent initial conditions, the heat-transfer rate will differ only
according to the material properties and thus, we can employ data-driven or model-based
methods to identify different materials [231].
Researchers have modeled heat transfer based interaction between a human finger and
an object using contact between two semi-infinite solids [225, 231, 245, 248]. Using this
model, the thermistor temperature (inside the heated sensor module) at a distance x from
the contact surface and at any point of time, t, is given by








where Ts = Ts(t = 0) is the sensor initial temperature, Tsurf is the surface temperature
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when the sensor touches the object, erfc() is the complimentary error function, and αs is
the coefficient of thermal diffusivity of the sensor.
The common phenomenon that metals usually feel colder than wood or plastic at same
temperature when we touch them, is related to their material properties being different as
evident from eq. (7.1). However, note that in addition to the material properties, the heat
transfer also depends on the initial temperature of the object and the sensor (or human fin-
ger). Therefore, it is possible that two different materials with different material properties
(eg. wood and metal) might feel the same if the initial conditions are different. We define
this phenomenon as ‘thermal ambiguity’.
To find out the thermally ambiguous conditions when a thermal sensor touches two
objects O1 and O2 made of different materials, we have,
















where Tsurf O1 and Tsurf O2 are the contact surface temperatures when the sensor touches
the objects O1 and O2 respectively. Let e, e1, and e2 be the thermal effusivities of sensor,
object O1, and object O2 respectively and TO1, TO2 are the initial temperatures of objects
O1 and O2 respectively. From eq. 7.2, we have,








By rearranging eq. (7.4) and using a mathematical identity, we have the relation be-
tween the initial temperatures of the objects and the sensor and their thermal effusivities
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Figure 7.2: We used a simple 1-DoF robot with interchangeable thermal sensing modules
to test samples of aluminum and pine wood at room temperature and pine wood chilled in a
refrigerator. The robot’s Teensy 3.2 microcontroller lowers the linear actuator to bring the
sensor module into contact with the material sample and uses an internal analog-to-digital













Given the thermal effusivities of the objects and the sensor and the sensor initial tem-
perature, the above equation lets us find the conditions (initial temperatures of two objects)
in which it is impossible to distinguish them using the model even if they have very dif-
ferent thermal effusivities. We performed experiments with two materials (See Fig. 7.2)
to show this result (See Fig. 7.3). We selected a pine wood block (O1) and an aluminum
block (O2) for comparison purposes because pine wood and aluminum are two of the most
common materials of objects found in homes. Fig. 7.2 shows our experimental setup con-
sisting of a 1-DoF (degree-of-freedom) robot with a sensor module, two material samples,
and a refrigerator to change the temperature of the pine wood block.
It is a common occurrence that an object made of aluminum feels much colder com-
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pared a similar object made of wood, when touched in the same normal ambient conditions.
And, through experiments, we see that a block of aluminum and a block of pine wood un-
der same ambient temperature conditions generate very different heat transfer data shown
in Fig. 7.3, and can thus, be easily distinguished. Figure 7.3 also shows the actively heated
sensor in the sensor module which the robot used to collect the data. We obtained the
thermal effusivity of the pine wood block (e1 = 331 J/(m2s0.5K), the aluminum block
(e2 = 23664 J/(m2s0.5K)) and the sensor (e = 225 J/(m2s0.5K)) by using a quasi-Newton
constrained nonlinear optimization method on the empirical data. The material blocks were
initially at TO1 = 23.4◦C and the sensor was at Ts = 40.0◦C.
Under certain conditions as derived from eq. (7.5), the same aluminum and pine wood
blocks can generate very similar heat transfer data which might make the task of distin-
guishing them difficult. What this means, is that the same wooden block will feel thermally
similar to the aluminum block when touched, if they are kept at certain ambient tempera-
tures. Using eq. 7.5 and the estimated thermal effusivities of the materials and the initial
temperatures of the aluminum block and the sensor, we estimate the temperature at which
the pine wood block should generate similar heat-transfer data as that of the aluminum
block to be T̂O2 = 12.4◦C. We used a refrigerator (See Fig. 7.2) to cool the pine wood
block and collected data at various cold temperatures ranging from 10◦C to 15◦C at 0.5◦C
intervals. We found that the data collected at TO2 = 12.5◦C is very similar (and thus,
thermally ambiguous) to the original data collected from aluminum (See Fig. 7.3). We
computed a histogram of the temperature difference of the empirical data and found the
temperature difference to be less than given by histogram of the sensor noise, thus showing
the evidence of ambiguity. This also provides evidence that the conditions derived from
the model match well with real experimental conditions and thus, the model was predictive
(T̂O2 ≈ TO2) of the thermal ambiguity conditions. Figure 7.3 also shows the histogram
of temperature difference between the heat-transfer data using the model based on semi-
infinite solid assumption and the empirical data. We see from Fig. 7.3 that the difference
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Figure 7.3: Using an active thermal sensor in the form of a self-heated thermistor can
distinguish between pine wood and aluminum when both samples are at room temperature
(23.4◦C). However, when the pine wood is cooled to 12.5◦C the signal from the active
thermal sensor is very similar to aluminum at 23.4◦C.
decreases with smaller time windows which could be due to the fact that the semi-infinite
solid assumption is valid for small contact time durations [249].
We, as humans, cannot actively control the skin temperature in normal circumstances
and thus, this poses a potential limitation to human material recognition capabilities using
thermal sensing. This may in part explain human interpretation of metal as generally cold
to touch at normal room temperatures. However, we devise a solution that robots could po-
tentially use to overcome these challenges. Our solution relies on the fact that robots could
actively control the sensor temperature by using a simple PID based feedback control and
thus use multiple sensor initial conditions to overcome the thermal ambiguity. Therefore,
we propose a thermal sensor module design in which we have two adjacent thermal sensors,
one actively heated and one passive (unheated), which are at two different initial conditions.
The actively heated sensor can control its temperature using a simple closed loop PID con-
troller. Fig. 7.4 shows the sensor module with the two adjacent sensors. During a contact
event, using the new sensor design, when the robot comes in contact with the object, it
collects data using the two adjacent sensors at different initial conditions and thus, can re-
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solve the ambiguous heat-conduction data arising out of certain temperature conditions of
the objects.
Mathematically, from eq. (7.5), we derive the sensor initial temperature Ts for ambigu-
ous situations to be
Ts =
TO1e1(e+ e2)− TO2e2(e+ e1)
e1(e+ e2)− e2(e+ e1)
. (7.6)
Let us assume that there is another sensor initial temperature T ′s for which thermal ambi-
guity exists given all other thermal conditions (TO1, TO2, e, e1, e2) are the same. Therefore,
T ′s =
TO1e1(e+ e2)− TO2e2(e+ e1)
e1(e+ e2)− e2(e+ e1)
. (7.7)
Given all the other conditions are same, for eqs. (7.6) and (7.7) to be same, the required
condition is Ts = T ′s . So, if everything else is same such as the temperature of objects and
material properties of sensor and object, then there is only one sensor initial condition for
which thermal ambiguity can exist. Therefore, if the sensor can be heated to a different









Tsurf O1 6= Tsurf O2 (7.9)
and hence, they are no longer ambiguous. Fig. 7.4 shows the results with the new sensor
design using two different initial conditions. It is evident that using the passive temperature
sensor, the data is significantly different and the robot can overcome the ambiguity. We
computed the histogram of the temperature difference of the passive sensor data under the
previous found ambiguous conditions in Fig. 7.3 and compared it with the histogram of
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Figure 7.4: Using two thermal sensors at two different initial temperatures (such as active
and passive) robots can overcome the thermal ambiguity by inferring both the temperature
and thermal properties of the material. The active thermal sensor is useful for recognizing
pine wood and aluminum at room temperature but an additional passive sensor is required
to distinguish between aluminum at 23.4◦C pine wood at 12.5◦C.
sensor noise and found it to be significantly higher, thus overcoming the issue of thermal
ambiguity as shown in Fig. 7.4. Note that though we have provided empirical evidence
of overcoming ambiguity using an active and a passive sensor simultaneously, the method




Figure 7.2 shows the 1-DoF robot used to collect thermal sensor data from samples of
pine wood and aluminum. We used a Teensy 3.2 microcontroller to control the Firgelli
L12 linear actuator and read data from the sensor module on the robot’s end-effector and a
separate passive thermistor mounted to the material sample during the experiment.
Figure 7.5 shows a circuit diagram of a self-heated thermistor powered by a buck con-
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verter for active thermal sensing. We used an EPCOS B57541G1103F thermistor as a
combined heat source and temperature sensor and measured its resistance using a voltage
divider circuit and the microcontroller’s internal 12-bit analog-to-digital converter. This
resistance value is then converted to temperature in Celsius using calibration constants pro-
vided by the thermistor manufacturer. A closed-loop PID controller adjusts the duty cycle
of the pulse-width modulated signal (Vpwm) to vary the DC output voltage from the buck
converter based on the feedback voltage (VFB) and the temperature of the thermistor.
Figure 7.4 shows the circuit used for combined active and passive thermal sensing. This
circuit uses two identical thermistors similar to the circuit shown in Figure 7.3 except that
the passive thermistor is powered by a constant 3.3 V input from the microcontroller and
has a larger reference resistor (10 kΩ instead of 1 kΩ) to limit the current passing through
the passive thermistor and greatly reduce the heat generation. For both the active and
passive thermistors we included a physical .022µF capacitor in parallel with the reference
resistor and 2nd order software Butterworth filter with a cutoff frequency of 10Hz to filter
noise.
7.3.2 Experimental Procedure.
To achieve the thermally ambiguous temperature condition for the pine wood material sam-
ple, we used an ELBA RF80RCRW2 refrigerator with thermostat set at 50% (See Fig. 7.2)
to cool the material to 8.0◦C. before placing it in the 1-DoF robot in a room at 23.4±0.1◦C.
We embedded a temperature sensor inside the wooden block to measure its temperature as
it slowly warmed. When the block reached the desired temperature the robot automatically
lowered the linear actuator and sensor module to make contact with the sample. We tested
the pine wood at temperatures from 10◦C to 15◦C at 0.5◦C intervals and found that the data
collected at 12.5◦C was most similar to the data collected from aluminum 23.4◦C (See Fig.
7.3).
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Figure 7.5: We used a Teensy 3.2 microcontroller, buck converter and self-heated ther-
mistor for active thermal sensing. By amplifying and smoothing a PWM signal from the
microcontroller, buck converter provides a variable DC voltage source to the thermistor to
heat it to 40.0◦C. The system uses voltage divider circuit and the microcontrollers internal
analog-to-digital converter to measure the resistance of the thermistor.
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CHAPTER 8
GENERALIZING IN-SITU MULTIMODAL HAPTIC PERCEPTION
PERFORMANCE DURING RAPID CONTACT
8.1 Research Summary
The final part of our work focuses on combining the force, motion, and thermal modalities
and analyzing if we can extend the results obtained above to real-world in-situ conditions.
For this part, we focus on haptic perception using multiple modalities such force and ther-
mal sensing with a rapid first contact between a robot and an object without using any
exploratory behaviors. Robot arm velocity affects the forces that are sensed when touching
an object. Time of the day affects the temperature conditions of an object. We focus on
generalizing the performance of haptic perception across two robot velocities and two dif-
ferent times of the day. For data collection, we used a mobile robot with a telescopic arm
attached to a vertical lift into a house and collected data over three days from 47 in-situ
objects with a total of 67 object parts relevant to ADLs and IADLs in the bedroom, kitchen
and bathroom. We used various data-driven methods such as k-NNs, SVMs, HMMs, and
LSTMs to analyze the performance of categorizing objects into various compliance, mo-
bility, material as well as object based haptic labels. Results show the importance of using
multiple sensing modalities for generalizing the performance. They also show the feasi-
bility of using data-driven methods for generalizing the performance across different robot
and environment conditions.
8.2 Introduction
Inferring properties of objects or distinguishing objects by touch has many interesting chal-
lenges because sensing depends on action. Robots generally use exploratory behaviors to
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maximize the sensing for inferring the object properties [30]. However, during manip-
ulation in cluttered and uncertain environments [132] or while assisting humans during
activities of daily living (ADLs) or instrumental activities of daily living (IADLs) [250],
contact can happen anywhere across the robot-arm and the robot might not have the oppor-
tunity to carefully explore the object in contact. Therefore, in this paper, our objective is to
analyze if a robot can perceive an object through a rapid first normal contact.
Our focus in this work is on generalizing the haptic perception performance across var-
ious robot and environment parameters using multiple sensing modalities. In our previous
work, we used force sensing modality to infer properties of the objects [30], to distinguish
between different object types when conditioned on an environment [31, 32], and also
showed some preliminary results on generalizing the performance across various robot
stiffnesses and velocities [219]. Previously, we also used thermal sensing to infer material
properties and generalize the performance across various environments [251], and to distin-
guish object types by simplifying the problem to distinguishing between tactile foreground
(target object) vs. tactile background [181].
In this work, we focus on combining the force and thermal modalities and use these to
generalize the haptic perception performance across various robot and environment condi-
tions. For haptic perception, we use various widely used and state-of-the-art data-driven
methods such as k-Nearest Neighbors (k-NNs), Support Vector Machines (SVMs), hidden
Markov models (HMMs), as well as Long short-term memory networks (LSTMs).
To use data-driven methods, we need data. However, collecting haptic data from ob-
jects in controlled laboratory settings might not be representative of the data in real-world
environments. Note, many ADLs and IADLs take place in the bedroom, kitchen and bath-
room of a common household. Collecting data from in-situ objects in these environments
can give us a wide range of realistic and varying environment conditions which is otherwise
difficult to obtain in a controlled laboratory setting. For our data collection we used a mo-
bile robot with a multimodal sensor module attached at the end of a horizontal telescopic
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Figure 8.1: A mobile robot with a linear actuator and a multimodal tactile sensor attached
at its end touching objects such as a bottle inside refrigerator, a light switch, and a fruit.
arm to touch various objects in the bedroom, kitchen, and bathroom of a household using a
rapid first normal contact without using any exploratory behaviors.
Using the collected data, our focus is to infer various properties of an object as well
as to distinguish between various object types. Knowing whether an object is soft or hard,
or if the object moved during manipulation can help devise manipulation strategies such
as, avoiding a hard object but pushing through a soft object which moved, to reach a goal
[252]. Therefore, we focus on compliance and mobility based haptic labels. We are also
interested in material based haptic labels because knowing the material of an object is also
informative [251].
To distinguish object types, we identified various tasks relevant to ADLs and IADLs
in which two objects are involved (such as ‘putting a towel on rack’, ‘fetching a bottle
from refrigerator’, ‘pushing a door handle on a door surface’ to open the door etc.). Thus,
knowing the task, we also focus on distinguishing between tactile foreground and tactile
background.
We are also interested in analyzing if we can distinguish different object parts given an
object (such as ‘chair cushion’ given chair, or ‘chair handle’ given chair).
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8.3 Related Work
Most of the related work on haptic perception has focused on using exploratory probing
behaviors to extract information from contact with objects. In addition, few related works
have looked into generalizing the haptic perception performance across various robot and
environment conditions. The following sub-sections describe some of the work on haptic
perception using both single as well as multiple modalities which are the most relevant to
our work presented in this paper. For this paper, we will focus on related work with force
and thermal sensing modalities.
8.3.1 Single Modalities
Researchers have extensively used force and thermal sensing modalities separately to per-
form various object categorization tasks.
Force Sensing
Researchers have used force sensing to classify objects based on their material property,
shape property, functional property etc. [30] using specific exploratory behaviors. In this
sub-section, we focus on related work on material property based classification. For a more
detailed survey please refer to [30, 219].
Drimus et al. used a novel tactile sensor comprised of a flexible, piezo-resistive rub-
ber to classify hard and deformable objects [4] using a palpation procedure. They used a
k-nearest-neighbor (k-NN) classifier to categorize the objects. Jain et al. used data-driven
object centric models to haptically recognize specific doors as well as classes of doors (re-
frigerator vs. kitchen cabinet) [63]. Sukhoy et al. used a vibro-tactile sensor and an SVM
classifier for surface texture recognition [5]. Kim and Kesavadas estimated the material
properties of objects using an active tapping procedure [7] while Takamuku et al. used both
tapping and squeezing behaviors [8]. Hosoda and Iwase used a recurrent neural network to
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classify objects based on haptic cues learned from dynamic interactions between a bionic
hand and objects during grasping behaviors [9]. Nizar et al. developed a sensor that used a
lightweight plunger probe and used the optical mouse sensor to obtain surface images and
implemented a radial basis function neural network to classify material type and surface
properties [13]. Liarokapis et al. used force sensors on an underactuated robotic hand to
classify objects with a single force closure grasp. They used random forests for classifica-
tion [56]. Kiwatthana and Kaitwanidvilai used K-means clustering techniques to classify
different cans using proprioceptive feedback [58]. Hoelscher et al. used BioTAC sensors
[202] and Schunk F/T sensors with multiple classifiers and feature extraction methods for
object recognition. They concluded that simple, dimensionally-reduced features performed
better than more elaborate features [59].
Thermal Sensing
There have been many studies on material recognition using only thermal sensing. For a
detailed overview of such material recognition studies, please refer to [165, 173, 174]. In
this sub-section, we focus on related work on material property based classification.
Russell [134, 135] developed a thermal sensing array with which he compared the per-
cent decrease in temperature of materials in contact and recognized six distinct materials
with one trial. Monkman and Taylor [137] developed two methods of thermal sensing that
they reported to be faster than Russell’s [134, 135] or Siegal et al.’s [136]. One sensor used
a Peltier heating element, and the other used a pyrometer and a heating element. They used
the two sensors to recognize four materials with distinct thermal properties.
Other Sensing Modality
Vision modality has also been used for texture recognition [253, 254]. Recent work has
shown that vision can also be used for material recognition tasks [255–259]. Bell et al.
[257] introduced a large scale database, Materials in Context Database (MINC), that has 23
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material categories. They also introduced a framework that combines a convolutional neu-
ral network with a fully connected conditional random field to produce pixel level material
labeling of the scene with 73.1% mean class accuracy. Researchers have also used CRFs
in vision problems to simultaneously segment and assign labels to each pixel in multi-class
labeling problems [260–262]. Arnab et al. [259] used a joint dense CRF model to augment
dense visual cues with sparse auditory cues to estimate dense object and material labels.
While a basic CRF uses a pairwise potential term that incorporates local smoothing term, a
dense CRF incorporates a pairwise potential between each individual pair of pixels, which
enables long range interaction between pixels.
8.3.2 Multiple Modalities : Force and Thermal
Engel et al. [138, 139] achieved 90% accuracy over 50 trials for recognizing 5 materials
using pressure and thermal sensing. Siegal et al. [136] developed a multimodal sensor
consisting of capacitive and thermal sensors. Takamuku et al. [148] classified 5 materials
using a combination of strain gauge information and thermal sensing on an anthropomor-
phic finger. Yang et al. [140] developed an array of conductive rubber based force sensors
and temperature sensors mounted on both sides of a flexible substrate. Dario et al. [175]
developed a polymer-based tactile and thermal sensor inspired by dermal and epidermal
layers of human skin. Castelli [141] developed an array of capacitive tactile sensors us-
ing temperature-dependent semiconductors for absolute temperature measurement. Yuji et
al. [145] developed a tactile and thermal sensor using a single pressure-conductive rub-
ber sheet to infer both temperature and contact force. Caldwell et al. [143] developed a
multimodal tactile sensor to measure contact force and thermal response during specific
exploratory behaviors to infer texture, stiffness and object profile, temperature and thermal
properties of 7 materials. Xu et al. used multimodal sensor feedback to identify various
materials with a BioTAC sensor [202] attached to the finger of a robotic hand [146]. Chu
et al. attached two BioTAC sensors [202] to the gripper of a PR2 robot and performed four
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deliberate exploratory procedures on 60 objects. They used discrete HMMs to construct
a feature vector of likelihoods and used binary SVM classifiers on the feature vector to
assign 24 adjectives to those objects [53]. Schmitz et al. used power grasping of objects
and multiple modalities for object recognition with deep learning [57].
8.3.3 Other Multiple Sensing Modalities
Taddeucci et al. [176] used a multimodal haptic sensing finger with thermal and vibration
feedback and a high resolution array of tactile sensors to identify 14 objects during ideal-
ized sliding contact using neural networks. Some researchers used the BioTACTM sensor
with thermal feedback to classify objects using Bayesian learning techniques, ANNs and
HMMs [146, 149, 177].
Mittendorfer et al. [144] developed hexagonal multimodal sensing modules with optical
proximity, thermal and acceleration-vibration modalities combined to form an array on a
robot arm. In [178], the authors developed a prosthetic skin that used strain, pressure,
temperature, and humidity sensors, along with electroresistive heaters.
Many studies on human multisensory perception focus on cognitive and neurological
aspects, such as the binding problem [263] in cross-modal interactions [264]. Others have
investigated the psychophysical aspects of combined perception with vision and haptics
[265–267] using the concept of temporal synchrony and spatial coincidence. Studies have
shown that, under some conditions, humans can be modeled as combining visual and haptic
information using a maximum-likelihood integrator [268]. The researchers proposed that
humans integrate estimates of an environmental property through each individual sensory
modality by performing a maximum likelihood estimator. Some early work in integrat-
ing vision and haptics [269–271] integrated information from the two modalities to build
models of objects. Researchers have also worked on various aspects of the role of multiple
sensory modalities such as haptics and vision in day-to-day manipulation tasks for both
humans and robots. Research on multisensor fusion has often focused on combining over-
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lapping information to obtain a reliable estimate of the environment [272], and other work
has focused on using modalities sequentially to guide each other, such as vision providing
guidance for tactile exploration [269].
There are many studies that deal with haptic and visual perception of virtual objects
[273–275] or real remote objects [276] by a human operator. Researchers have also in-
vestigated haptic and visual perception to support object perception for robot autonomy.
Stansfield [269] used vision to segment an object and estimate its position and then used
haptics to actively explore and perceive the object. Allen [270] used vision to obtain sparse
3-D data about regions of interest and then used haptics to actively explore regions for
object recognition. Researchers have also extracted object attributes such as rheological
properties [61], mass and elasticity [277], friction [278], and such by exerting known forces
with haptics and observing responses with vision.
Researchers have also worked on active vision and associated information from vision
to various physical interactions [279–282]. Coelho et al. [283] used vision to determine
appropriate grasping strategies and then used haptics to grasp the objects. Using tasks such
as flipping a light switch and operating a drawer, Nguyen and Kemp implemented SVMs
with vision as input to predict if a manipulation behavior is likely to succeed at a particular
3D location [284]. Sukhoy and Stoytchev developed a framework for pressing buttons
using a robot’s visual and auditory percepts [285]. van Hoof et al. used vision in cluttered
environments to predict an action with the highest information gain [286].
Allen [270] used vision to first determine objects of interest which the robot then ex-
plored using tactile sensing. The data from the two modalities were integrated to build a
model that was compared with a model database to recognize the object. Stansfield [269]
presented a robotic perceptual system that used vision to segment objects, and then hap-
tically explored them to build a model of the object. Hosoda et al. [287] used a Hebbian
network to learn consistency between data from a camera and tactile sensors to identify
slip. Zytkow and Pachowicz [271] used vision and touch to learn object manipulation
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tasks. Luo et al. [288] combined vision and tactile sensing to localize the local point of
contact by matching tactile feature with the visual map. In this work, we propose the use
of dense CRFs to integrate the material classification predictions from tactile sensing and
those made using vision to generate labels for the entire scene.
Kroemer et al. autonomously inferred low-dimensional representations from contact
vibration tactile data by sliding a tactile sensor on 26 rich multi-scale surfaces of 17 dif-
ferent materials. They used both tactile and vision data in the training phase and created
a mapping matrix, which they used in the testing phase with only tactile data [289]. Ueda
et al. [12] used vision to observe the deformation of an object after interacting with it and
used this information to extract rheological properties of the object. Charniya and Dudul
[290], used a lightweight plunger and an optical mouse to take the surface image to classify
the material. Zheng et al. [291] used deep learning for surface material classification using
surface texture images and time-series of acceleration data measured from scratching the
surface. They used multiple convolutional neural networks, one with images as inputs and
the other with spectrograms of acceleration signals as inputs and used a fully-connected
layer to combine information from both.
Gao et al. [292] trained two CNNs for haptic and vision data and combined their output
using a fusion layer to assign up to 24 haptic adjectives to an object. To use the highest-
performing version of their algorithm, a robot would obtain images of the object from
multiple views, and record tactile signals while touching the object with four exploratory
behaviors (hold, squeeze, slow slide, and fast slide). This work is strongly related to ours.
For example, their haptic adjectives could be considered a type of haptic label, and they
make use of the same material recognition CNN from Bell et al. [257] that we do. However,
they focus on assigning multiple haptic labels to a single isolated object that the robot has
haptically explored. In contrast, we focus on assigning haptic labels to locations all around
the robot to produce a haptic map. Our current algorithm assigns a single haptic label
to each location with the notion that the haptic label could be inferred by touching the
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location.
Researchers have also looked at using haptics for mapping tasks. Haptic maps gen-
erated via active exploration [293–295] and incidental contact [32] tend to be sparse due
to the local nature of tactile sensing. Relatively few studies have looked at mapping us-
ing both haptics and vision modalities. However, researchers have studied various ways
of haptically mapping the environment by assigning physical properties to objects using
only tactile sensors. Some studies focused on presenting haptic information using a ‘hapto-
graph’ that uses frequency and spatial analysis to represent contact information [296, 297].
Schaeffer and Okamura [293] used various probabilistic methods to simultaneously local-
ize the movement of a robotic fingertip while haptically mapping the surface. Rui et al.
used Gelsight tactile sensing to localize the pose of small parts grasped using a robot hand
[298]. Alt and Steinbach developed a visuo-haptic sensor which uses vision to monitor the
deformation of a plastic foam in contact to attribute haptic properties to objects in the en-
vironment [294]. Fox et al. [295] used data from a whiskered robot for grid-based Tactile
SLAM to generate an occupancy grid. All these studies focus on building the haptic map
based on tactile data alone, and thus, the maps are local and limited to the area of active
exploration.
8.4 Approach
8.4.1 Relevant Haptic Labels
We have adopted various data-driven approaches to address the problem of generalizing
the performance of haptic perception to various situations. For haptic perception, we are
interested in compliance-based, mobility-based, material-based, and object-based haptic
labels. For generalization, we are interested in generalization across time, velocity and
instance as described in Section 8.4.2. In addition to inferring compliance, mobility, and




To infer compliance and mobility based properties, we are interested in inferring if an
object is ‘hard’ or ‘soft’, of if the object ‘moved’ during the physical interaction between
robot and object. Specifically, we perform three kinds of classification tasks :
• ‘Hard’ vs. ‘Soft’,
• ‘Moved’ vs. ‘Unmoved’,
• ‘Hard-Unmoved’ vs. ‘Soft-Unmoved’ vs. ‘Hard-Moved’ vs. ‘Soft-Moved’.
Tactile Foreground vs. Tactile Background
In our previous paper, we introduced the notion of ‘tactile foreground’ and ‘tactile back-
ground’ [181]. During a task-driven manipulation task while manipulating a target object
(tactile foreground), a robot might come in contact with another object (tactile background)
in its immediate vicinity. Therefore, instead of doing an all-inclusive multiclass classifica-
tion, we could simplify the problem to the problem of classification between ‘tactile fore-
ground’ and ‘tactile background’. We have identified 50 such comparisons for the objects
relevant to ADLs and IADLs in a household environment, such as ‘rack vs. towel’, ‘bottle
vs. refrigerator’, ‘book cover vs. book spine’, ‘TV vs. TV remote’, ‘fruits vs. kitchen coun-
tertop’, ‘kitchen faucet vs. kitchen backsplash’, ‘chair cushion vs. chair frame’, ‘socket vs
dry wall’, ‘door handle vs. door frame’ etc. The training data had 10 trials (collected
with one velocity or at one time depending upon the generalization scheme) from one of
the objects in each foreground-background pair and the testing data had 10 trials from
the other object (collected with the other velocity or at another time depending upon the




We are also interested in material property based haptic labels. We sampled 67 object parts
relevant to ADLs and IADLs in the bedroom, kitchen and bathroom of a household. We
noted the materials of each of these object parts and found that there are 14 materials that
the object parts are made of. Our objective is to perform binary classification between
every combination of these 14 materials (inspired by ‘tactile foreground’ and ‘tactile back-
ground’) thus leading to 91 such comparisons. The 14 materials are ‘Foam’, ‘Aluminum’,
‘Wood’, ‘Steel’, ‘Dry Wall’, ‘Plastic’, ‘Glass’, ‘Paper’, ‘Porcelain’, ‘Granite’, ‘Cardboard’,
‘Fiberglass’, ‘Vegetable Matter’, and ‘Fabric’.
Object Parts given Object
Finally, we also focus on analyzing whether using multiple modalities, we could classify
between different object parts given an object. This could be useful in assistive manipu-
lation scenarios such as assisting a human sitting on a chair or lying in a bed. Knowing
whether the robot made contact with ‘chair cushion or chair frame given its manipulating
near a chair’ could be useful in devising manipulation or control strategies used by the
robot. Similarly, knowing if the robot is in ‘contact with bed frame or the mattress or pil-
low on the bed given its performing a task near the bed’ could provide relevant and useful
information to the robot’s manipulation task. We have identified 13 such comparisons in-
volving two to three object parts given an object in the bedroom, kitchen, and bathroom of
a household.
8.4.2 Generalization Tasks
For generalizing the haptic performance, we focus on generalizing the classification results
using force and thermal sensing modalities across time, velocity and instance. This is
because force signals depend on the impact velocity [219] whereas thermal signals might
depend on the time of the day because temperature can be different at different times of the
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Figure 8.2: Multimodal sensor module.
Figure 8.3: Teensy 3.2 microcontrollers Hardware for analog-to-digital conversion (ADC)
and buck converter to power active thermal sensor.
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day or on different days.
Generalizing Across velocity
For this generalization experiment, we varied the robot-arm velocity to two distinct veloci-
ties. The ‘slow’ velocity was half the ‘fast’ velocity. We were interested to see if the results
obtained using data-driven methods trained on data collected at one velocity from various
objects through multiple trials can generalize to data collected from the same set of objects
through multiple trials at another velocity.
Generalizing Across Time
For this experiment, we wanted to see if the results obtained using data-driven methods
trained on data collected at one time of a day can generalize to data collected at another
time on another day. This is challenging because at different times of the day, the ambient
temperature conditions are different due to various HVAC, daylight, and other conditions
(temperature in a bathroom is different before and after a hot shower, temperature in a
kitchen near the oven is different before cooking in the morning and after cooking in the
afternoon). This changes the temperature of objects in the house, which in turn affect
the heat-transfer data. Therefore, we collected the data from the same set of objects with
multiple trials at two different times over a period of three days.
Generalizing Across Instance
For this experiment, we wanted to see if the results obtained using data-driven methods
trained on a set of objects in one specific category with a particular velocity can generalize
to another object in the same category with the same velocity. We focused this analysis on
the ‘Hard vs. Soft’ and ‘Moved vs. Unmoved’ classification problems. We used ‘Leave-
one-object-out’ crossvalidation scheme for testing the generalizing scheme, which means
that data from the same object is not in both the training and testing set.
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8.4.3 Experiments with a Mobile Robot
Experimental Setup
Our experimental setup consists of a multimodal sensor attached at the end of a linear
actuator on a mobile robot, and the environment which includes the objects.
The Multimodal Sensor Figure 8.2 shows the mulitmodal tactile sensor module with
force, audio, acceleration, active and passive thermal sensing modalities. We did not per-
form any analysis with the audio sensing modality in this paper. As shown in the figure,
the individual sensors are attached to a 3D printed base. Figure 8.3 shows the system
separate circuit module with two Teensy 3.2 microcontrollers and a buck converter to pro-
vide power to and read data from the various sensors using the microcontrollers’ built in
analog-to-digital converters (ADCs).
The fabric-based force sensor is based on the design in [180]. It reads force data at
1kHz. We used a voltage divider reference resistor, Rref = 1 kΩ. Because the fabric-
based electrodes are comparatively small compared to the touched objects, we assumed
the contact would cover the entire sensor’s area. We also assumed the curvature of the
contact surface be small with respect to the sensor size, approximating the surface as flat.
In this work we used the fabric-based force sensor to detect the start of contact with a
force threshold of 0.1 N. We used a 2 cm contact microphone and a MAX4466 amplifier
with the gain set at 25 to measure audio signals resulting from contact. The Teensy 3.2
microcontroller shown in Fig. 8.3 measures the signals from the contact microphone at
10 kHz. We used an ADXL335 Accelerometer with a bandwidth of 500 Hz to measure
acceleration normal to the surface of the sensor. Similarly to the force sensor, we sampled
the acceleration signals at 1 kHz.
The active thermal sensor uses a self-heated 10 kΩ B57541G1103F NTC thermistor
[218]. It reads data at 100 Hz. The active thermal sensor is self-heated with an adjustable
voltage input from a digitally-controlled buck converter (see Fig. 8.3). We use a closed-
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loop temperature controller to heat the thermistor to 55 ◦C prior to contact with the object.
Once the fabric-based force sensor detects contact, this closed-loop temperature controller
turns off by holding the desired buck converter voltage, Vdes, constant. This is necessary to
ensure that the temperature controller does not cancel potentially-informative temperature
changes resulting from contact.
The passive thermal sensor uses a second 10 kΩ B57541G1103F NTC thermistor [218]
similar to the active thermal sensor and also reads data at 100 Hz. However, the passive
thermal sensor is powered by a constant 3.3 V input from the microcontroller rather than a
higher voltage buck converter.
The Environment The environment was the household of Joshua Wade, who worked
with me actively on this experiment. It consisted of 12 objects with 22 object parts in the
bedroom (See Fig. 8.4), 9 objects with 15 object parts in the bathroom (See Fig. 8.5), and
26 objects with 30 object parts in the kitchen (See Fig. 8.6). We chose all these objects
because they are relevant to various ADLs and IADLs in a common household. Figure 8.7
shows a close-up shot from each of these object parts in the three rooms.
Experimental Procedure
Our experimental procedure consisted of manually placing the mobile robot to a location
in a room using a joystick controller from which a specific object could be reached. In
the experimental trial, the robot then autonomously reached towards the object to make a
rapid first contact with the object. We set the robot-arm linear actuator to move at a specific
velocity (‘slow : 3 cm/s’ or ‘fast : 6 cm/s’) until it came in contact with the object and the
force threshold of 5 N is not exceeded. We detected contact using the fabric-based force
sensor on the multimodal sensor module. We programed the robot-arm to be in contact with
the object for 5 seconds or till the robot arm pushes into the object for 2 cm, whichever is
earlier. However, note that for this work, we used only 2 seconds of data after onset of
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Figure 8.4: Objects touched in bedroom.
Figure 8.5: Objects touched in bathroom.
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Figure 8.6: Objects touched in kitchen.
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contact for all data analysis purposes. 2 seconds of data was present for all robot-object
interaction cases. After the contact duration, the linear actuator retracted fully and waited
at that position for 20 seconds for the thermal sensors in the multimodal sensor module to
reach a consistent initial condition before the next trial. Note that for objects with large
surface area, we sampled the space such that at every trial, the robot collected data from a
different part of the object surface. For objects with small surface area, we collected data
from the same spot over multiple trials. The waiting period of 20 seconds also ensured that
the object was at the same initial temperature for the next trial. This is because the small
amount of heat transferred to the object from the contact sensor would dissipate in a small
amount of time. We repeated this procedure for multiple trials across various objects in the
three rooms over a period of three days.
Data Collection and Preprocessing
We collected data from all the objects over a period of three days. The first day, we required
around three hours in the morning to transfer the robot from the lab to the house and then
set it up there for data collection. Our first day’s data collection started from 11.50 AM and
continued till 6.50 PM. Our second day’s data collection started from 9 AM and continued
till 10.45 PM. Our third and final day’s data collection started from 9.40 AM and continued
till 10.40 PM. During the data collection, we ensured that we collected data from the same
object at different times of the day (either ‘Morning - early Afternoon’ or ‘Afternoon - late
Night’). For each object part at one specific time, once we manually position the robot’s
mobile base at a particular location using the joystick controller, the robot autonomously
reaches and touches the object 10 times, 5 times with ‘slow’ velocity (3 cm/s) and then, 5
times with ‘fast’ velocity (6 cm/s). After 5 trials with ‘slow’ velocity, we reset the object
back to the original position before the next 5 trials with ‘fast’ velocity, if the object moved
during the trials. We do this to ensure the robot initially touches the object at the same
condition for the first trial in each of the ‘slow’ and ‘fast’ group of trials. We collected 20
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Figure 8.7: Some examples of the robot with the multimodal tactile sensor touching various
objects such as kitchen towel, wall socket, revolving chair cushion, trash can, door han-
dle, door hinge, book spine, light switch, utensil, bottle inside refrigerator, box in cabinet,
clothing, heated lamp, cabinet handle, fixed chair cushion, bathroom mirror, fruit inside
refrigerator, pillow, cabinet knob, fruit, toilet seat, sink faucet, toothbrush, bowl, towel on
rack, etc.
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trials ( 5 trials x 2 velocitys x 2 times) for each of the 67 object parts, thus collecting a
total of 1340 trials. For each of these trials, we collected time-series vectors of force (f),
motion (relative position of the robot arm after onset of contact) (m), active thermal (h), and
passive thermal (t) modalities. We sampled the high frequency force and motion signals
(1000 Hz.) to match the frequency of active and passive thermal signals (100 Hz.). Note,
when we used combinations of features, we scaled each feature (ft) to a scaled feature
(Sft) according to eq. (8.1) to normalize the values.
Sft = (ft−mean(ft)) /std(ft) (8.1)
For labeling the objects, we used independent labeling from two experimenters and
then convened after the experiments to match the labels for material-based labels, ‘hard’ or
‘soft’ labels, and ‘moved’ or ‘unmoved’ labels. We did not have any disagreements and our
independent labeling matched unanimously. We also noted down the ‘surface material’ and
the ‘dominant material’ for each object (some objects can have a different surface material
than the dominant material such as a ‘paper label’ on a ‘glass bottle’). However, we used
the dominant material as the material label for these sets of analyses. We also measured
the stiffness of the objects using a compression spring. For very hard objects, we could not
measure the stiffness accurately as the deformation is minimal. For those objects, we just
put it as stiffness greater than 100, 000 N/m which is the highest stiffness measurable by
the device. At the end of the experiment, we found that both the experimenters tended to
classify objects with stiffness lower than 10, 000 N/m as ‘soft’ and objects with stiffness
greater than 10, 000 N/m as ‘hard’. We also noted the labels were highly skewed as the
ratio of number of trials with hard objects to soft objects was around 83%. Also, to label
objects as ‘moved’ or ‘unmoved’, we assigned the labels in real-time because during some
of the manipulation tasks, the object moved for some trials but did not for some others
(e.g. an object could move till it hits a background wall). Again, the labels were skewed
towards unmoved objects and the ratio of the number of trials of unmoved objects to that of
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Figure 8.8: This figure shows force, motion, active heat, and passive temperature data from
five examples of objects. From the graph, we see that for hard and unmoved objects, the
magnitude of forces go up higher than softer objects or objects which moved. Note, the fruit
inside refrigerator rolled and moved significantly such that interaction forces decreased
and eventually the fruit broke contact with the sensor. Also, interestingly, the heat-transfer
from fruit is different when outside vs. when inside refrigerator. This is probably because
the fruit inside the refrigerator is at a lower temperature initially and that changes the
heat-transfer between the sensor and the fruit. Also, similarly note that the heated lamp
(made of Aluminum) is at a higher temperature initially, and hence the heat-transfer data
is different from that of an aluminum block at normal room temperature [251].
moved objects was around 75%. Figure 8.9 shows image sequences of the robot touching
and pushing objects and Figure 8.8 shows examples of multimodal data from the robot
touching some objects.
8.4.4 Data-driven Methods
We used four data-driven algorithms to compare their generalization performance in clas-
sifying the objects into their various haptic labels. We selected these data-driven machine-
learning algorithms based on their wide usage and suitability for time series. We used
various combinations of the force, motion, active and passive thermal time-series vectors
as the features for analyzing the performance. Note for each algorithm, we used the same
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set of corresponding parameters with which we found success after exhaustive grid search
in their corresponding parameter space in Chapters 2 and 4.
Support Vector Machines
We implemented binary support vector machines (SVMs) using the scikit-learn package
[109] in Python. We used a linear kernel. To produce feature vectors for training, we
truncated each feature to 2.0 seconds after the onset of contact (detected using the fabric-
based force sensor). For the active thermal modality, we also estimated the slope of the
raw temperature data using first central difference. We concatenate the features to obtain a
200 ∗ (n+ 1)-dimensional feature vector where ‘n’ is the number of sensing modalities.
k-Nearest Neighbors
We also implemented 1-nearest neighbor (k-NN with k=1) using the scikit-learn package
[109] in Python. We used the same concatenated feature vector. However, we have previ-
ously seen that k-NNs tend to get affected by the noise in haptic data [30] and therefore, to
reduce the effect of noise and overfitting, we computed a low-dimensional representation
of the training data with principal component analysis (PCA) before classification with 1-
NN. In our classification experiments, we used 3 principal components for dimensionality
reduction similar to our implementation with force sensing in Chapter 2. Note, 3 princi-
pal components could account for more than 95% of the variance of the 400-dimensional
feature vector.
Hidden Markov Models
We used a hidden Markov model (HMM) for each candidate category. We used multivari-
ate continuous left-right HMMs with 10 hidden states and n + 1 dimensional Gaussian
emissions. We set a uniform prior to all the states. We used a spherical covariance ma-
trix structure for initialization. We implemented them using the GHMM toolkit [106] in
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Python. We decided on these specifications based on our previous results [31, 252]. We
trained these HMMs with the standard Baum-Welch algorithm. For testing, we ran the
Viterbi algorithm to find the HMM with the most probable state sequence given the obser-
vations and classified the category as being the category associated with this HMM [65].
Long Short-term Memory Networks
Finally, we also implemented long short-term memory (LSTM) networks [69] which have
shown promise in modeling time-series in many applications [66–68, 70–73].
In this paper, we used an LSTM structure where each memory cell has an input gate,
a forget gate, and an output gate. We implemented a stacked-LSTM structure of 2 layers
with 50 cells each. We also added a dropout layer in between the two layers, which helps
in regularization. We added an dense output layer which was fully connected. The LSTM
has a total of 31,004 parameters. We initialized the parameters with uniform distribution,
used ‘softsign’ activation functions for the hidden layers, and ‘softmax’ activation function
[107] for the fully connected output layer. Our dropout probability was 0.2. We used
‘RMSprop’ [107] as the optimizer and ‘categorical crossentropy’ [107] as our loss function
because our task is a classification task. We used ‘MinMaxScaler’ function [107] to scale
multivariate features for LSTMs. These parameters and choice of functions are similar to
our implementation in Chapter 2 with which we found the best results after an exhaustive
search in the parameter space.
8.5 Results and Discussion
We describe our haptic perception results based on haptic labels given below in the follow-
ing sub-sections. For each of the haptic label based classification, we present results with
different combinations of force (f), motion (m), active thermal (h), and passive thermal (t)
features. For generalization across velocity, we trained on one velocity and tested on an-
other velocity (across both the times) and vice-versa and reported the average percentage
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Figure 8.9: Image sequences (left-to-right) showing the experimental procedure of the lin-
ear actuator with the multimodal tactile sensor touching various objects such as a tomato,
a heated lamp, a plastic bottle, a cardboard box, a kitchen towel roll, a bottle inside re-
frigerator, a light switch and pushing them. Note the cardboard box tipped at the end of its
motion, the tomato rolled slightly, while some of the other objects just slid away, and some
objects were unmoved. Also note, some objects were hard whereas some were soft.
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accuracy. For generalization across time, we trained on one time and tested on another time
(across both the velocities) and vice-versa and reported the average percentage accuracy.
8.5.1 Compliance and Mobility based Labels
For compliance and mobility based categories, we performed three kinds of classification
tasks - ‘Hard’ vs. ‘Soft’, ‘Unmoved’ vs. ‘Moved’, and ‘Hard-Unmoved’ vs. ‘Hard-Moved’
vs. ‘Soft-Unmoved’ vs. ‘Soft-Moved’. Note that this categorization task is highly skewed
because of the objects we have collected data from, and a majority classifier can do very
well on these tasks as well.
Generalizing Across velocity
The top row in Tables 8.1, 8.2, and 8.3 shows the results for haptic perception when trained
in one velocity but tested on another velocity. Irrespective of the type of categorization
for the compliance and mobility based haptic labels, multivariate HMMs usually show the
best results whereas 1-NN with single features show the worst results. Univariate HMMs
with temperature feature also show the worst result as temperature modality alone does not
inform much about the compliance or mobility of an object.
Generalizing Across Time
The middle row in Tables 8.1, 8.2, and 8.3 show the results for haptic perception when
trained in one time but tested on another time. Irrespective of the type of categorization for
compliance and mobility based haptic labels, SVMs with both force and motion features
give the best results. Similar to the generalization results for velocity, the worst results are
for 1-NN with single features. Univariate HMMs with heat-transfer feature also performs
the worst in two cases. Again, this is intuitive because we do not expect heat-transfer
feature to be informative about the compliance or mobility of an object.
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Table 8.1: Hard vs. Soft
Summary of Algorithm Performance for Hard vs. Soft Categorization with 2 seconds of
contact. Note ‘f’ = force, ‘m’ = motion, ‘h’ = active thermal (heat-transfer), and ‘t’ =
passive thermal (temperature) feature. Also, generalization across instance means ‘leave-
one-object-out’ cross-validation where data from the same object is not in both training
and testing sets.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best HMM f+m+h+t 86
Worst 1-NN f 61
Time Best SVM f+m 87
Worst HMM h 50
Instance Best HMM f+m+h+t 92





Table 8.2: Moved vs. Unmoved
Summary of Algorithm Performance for Moved vs. Unmoved Categorization with 2 seconds
of contact. Note ‘f’ = force, ‘m’ = motion, ‘h’ = active thermal (heat-transfer), and ‘t’ =
passive thermal (temperature) feature. Also, generalization across instance means ‘leave-
one-object-out’ cross-validation where data from the same object is not in both training
and testing sets.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best HMM f+m+h+t 93
Worst 1-NN f 23
Time Best SVM f+m 94
Worst 1-NN h 54
Instance Best HMM f+m 100






Table 8.3: Hard-Unmoved vs. Hard-Moved vs. Soft-Unmoved vs. Soft-Moved
Summary of Algorithm Performance for Hard-Unmoved vs. Soft-Unmoved vs. Hard-Moved
vs. Soft-Moved Categorization with 2 seconds of contact. Note ‘f’ = force, ‘m’ = motion,
‘h’ = active thermal (heat-transfer), and ‘t’ = passive thermal (temperature) feature.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best HMM f+m+h+t 83
Worst HMM t 13
Time Best SVM f+m 84






For the generalization across instance tasks, we performed a ‘Leave-One-Object-Out’ cross-
validation for only ‘Hard’ vs. ‘Soft’ and ‘Unmoved’ vs. ‘Moved’ categorization tasks with
fixed velocity across time. This means that data from the same object was not present in
both the training and testing sets. We report average accuracy across both the velocities.
The bottom row in Tables 8.1, and 8.2 show the results. Again, irrespective of whether its
the ‘Hard vs. Soft’ or ‘Moved vs. Unmoved’ categorization, multivariate HMMs perform
the best and 1-NNs perform the worst. In one case, LSTMs perform the worst as well. This
is probably because the amount of training data is not significantly more than the testing
data.
Overall Results
Figure 8.10 shows the overall results. From the charts we note that, irrespective of algo-
rithms used, on average, force and motion features are especially important for classifying
compliance and mobility based haptic labels and generalizing the results to different con-
ditions.
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8.5.2 Material based Labels
Table 8.4 shows the results for binary material recognition. Note, we did not implement
LSTMs for this categorization task as the amount of training data is less.
Generalizing Across velocity
The top four rows in Table 8.4 show the generalization results across velocities. SVMs
with all the features of force, motion, heat-transfer, and temperature show the best results.
This shows that all these modalities with complimentary information are important for
getting material specific information. The worst results are given by univariate HMMs with
force or temperature features as these features alone cannot extract relevant information
for material recognition. Forces, in addition to the mechanics of contact, depend on the
stiffness of an object and its a combination of material as well as structural property. Thus,
having only forces might confuse the system about material specific features. Similarly,
passive thermal sensing measures the temperature of an object and this is a function of the
ambient temperature rather than just the object characteristics. Thus, temperature alone can
also not give useful information for material recognition tasks.
Generalizing Across Time
The bottom four rows in Table 8.4 show the generalization results across time. Again, SVM
with all the features give the best results which shows the importance of all the features for
material recognition problems. And again, univariate HMMs and 1-NNs give the worst
performance with just force and temperature features, probably because of similar reasons
outlined above.
Overall Results
Figure 8.10 shows the overall results. From the charts we note that, irrespective of algo-
rithms used, on average, all four features (force, motion, heat, and temperature) features
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Table 8.4: Binary Material Recognition
Summary of Algorithm Performance for Binary Material Recognition with 2 seconds of
contact. Note ‘f’ = force, ‘m’ = motion, ‘h’ = active thermal (heat-transfer), and ‘t’ =
passive thermal (temperature) feature.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best SVM f+m+h+t 82
Worst HMM t 60
Time Best SVM f+m+h+t 86





are important for classifying material based haptic labels and generalizing the results to
different conditions. However, passive temperature modality does not seem to be very
informative for this task.
8.5.3 Tactile Foreground vs. Tactile Background : Object based Labels
Table 8.5 shows the results for tactile foreground vs. tactile background classification.
Note, we did not implement LSTMs for this categorization task as the amount of training
data is less.
Generalizing Across velocity
The top four rows in Table 8.5 show the results for generalization across two velocities.
SVMs with all features show the best results for this recognition task. Similar to the binary
material recognition results in Section 8.5.2, these show the importance of all the features
in recognizing two objects. The worst results are for 1-NN with temperature feature alone
or with HMMs with force and motion features. Again, this could be because passive tem-
perature sensing is a function of the ambient temperature rather than the object alone. Also,
this shows that heat-transfer modality (active thermal sensing) is an important feature for
203
Table 8.5: Distinguish Two Objects (Tactile Foreground vs. Tactile Background)
Summary of Algorithm Performance for Distinguishing two Objects with 2 seconds of con-
tact. Note ‘f’ = force, ‘m’ = motion, ‘h’ = active thermal (heat-transfer), and ‘t’ = passive
thermal (temperature) feature.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best SVM f+m+h+t 91
Worst 1-NN t 55
Time Best SVM f+m+h+t 83





object categorization task. This agrees with our previous result in [181].
Generalizing Across Time
The bottom four rows in Table 8.5 show the results for generalization across two time.
Here, again SVMs with all the features give the best results whereas 1-NNs with tem-
perature feature and HMMs with force and motion features perform the worst, probably
because of the same reasons outlined above. This result is exactly same as that for results
of generalization across velocities.
Overall Results
Figure 8.10 shows the overall results. From the charts we note that, irrespective of algo-
rithms used, on average, all four features (force, motion, heat, and temperature) features are
important for distinguishing objects (tactile foreground vs. tactile background) and gener-
alizing the results to different conditions. However, passive temperature modality does not
seem to be very informative for this task.
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8.5.4 Object Parts given Object : Object based Labels
Table 8.6 shows the results for object part categorization given an object. Note, we did not
implement LSTMs for this categorization task as well because of less training data. Also,
depending upon the object, some objects had three object parts whereas others had two that
we were interested in classifying relevant to ADLs and IADLs. Therefore, the majority and
random guess classifiers in Table 8.6 have two numbers each.
Generalizing Across velocity
The top four rows in Table 8.6 show the generalization results across two velocities. Again,
SVMs with all the features show the best results showing the importance of all the features
to recognize an object. Univariate HMMs with motion feature as well as 1-NN with heat-
transfer and temperature feature show the worst results probably because without using the
complementary modalities of force and thermal sensing together, it is difficult to extract
useful information.
Generalizing Across Time
The bottom four rows in Table 8.6 show the generalization results across two time. Again,
SVMs with all the features or using features that capture the complementarity of force and
thermal sensing performed the best, whereas 1-NNs and univariate HMMs with just the
force and motion features or only passive temperature feature gave the worst results.
Overall Results
Figure 8.10 shows the overall results. From the charts we note that, irrespective of algo-
rithms used, on average, all four features (force, motion, heat, and temperature) features are
important for distinguishing objects (object parts given object) and generalizing the results
to different conditions. However, passive temperature modality does not seem to be very
informative for this task.
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Table 8.6: Distinguishing Object Parts given Object
Summary of Algorithm Performance for Object Part Classification given Object with 2
seconds of contact. Note ‘f’ = force, ‘m’ = motion, ‘h’ = active thermal (heat-transfer),
and ‘t’ = passive thermal (temperature) feature.
Generalize Best and Accuracy
Across Worst Algorithm Features (%)
Velocity Best SVM f+m+h+t 78
Worst 1-NN h+t 47
Time Best SVM f+h+t 71





Figure 8.10: This figure shows the performance of various feature combinations irrespec-
tive of data-driven algorithms used for different haptic label based classification schemes.
Here, ‘CM’ = Compliance and Mobility based haptic labels (‘Moved vs. Unmoved’, ‘Hard
vs. Soft’, and ‘Hard-Unmoved vs. Soft-Unmoved vs. Hard-Moved vs. Soft-Moved’), ‘M’
= Material-based haptic labels (Binary Material Recognition), ‘FB’ = Distinguishing Ob-
jects (Tactile Foreground vs. Tactile Background), and ‘OP’ = Distinguishing Object Parts
given Object. Each bar in the chart represents the average best performance using a par-
ticular feature combination across all data-driven algorithms and across all generalization
schemes (time, velocity, and instance (if available)). For the features, ‘f’ = force data, ‘p’
= position data, ‘h’ = active heat-transfer data, and ‘t’ = passive temperature data.
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8.6 Conclusions
In this paper, we demonstrated the usefulness of the complimentary capabilities of force
and thermal sensing modalities in various haptic perception related categorization tasks.
Specifically, we were interested in inferring compliance and mobility based haptic labels,
material based haptic labels as well as distinguishing between objects in simplified scenar-
ios such as tactile foreground vs. tactile background or object parts given object. We were
interested in analyzing if the haptic perception results can generalize to different speeds
(which might affect the force sensing modality) or different times (which might affect the
thermal sensing modality) or even across different instances. We collected data using a mo-
bile robot with a multimodal sensor module attached at the end of a linear actuator from 67
object parts in the bedroom, bathroom, and kitchen of a house over a period of three days.
We implemented widely used and state-of-the-art data-driven algorithms such as 1-NNs,
SVMs, HMMs, and LSTMs for generalization tasks. Our results show the importance of
using multiple features in distinguishing objects or inferring haptic properties of objects
rather than using single features. SVMs and HMMs show the best results for generaliza-
tion for different haptic label based classification tasks whereas 1-NN fails to generalize.
LSTMs show promise for our problem but need a lot of data to give meaningful results.
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CHAPTER 9
LESSONS LEARNED AND IMPLICATIONS FOR FUTURE WORK
9.1 Lessons Learned
9.1.1 Force Sensing
From the overall results on force sensing, we learned that:
• Force sensing is sensitive to the mechanics of contact and therefore, haptic percep-
tion with force sensing has its own challenges such as varying robot stiffnesses and
velocities, which makes generalizing the results to new situations difficult,
• It is feasible to use data-driven methods to infer object properties from contact during
a reaching motion and the results can generalize across varying robot stiffnesses and
velocities,
• Classification results with a combination of multiple features can generalize better
than with single features,
• Classification results using LSTMs (with sufficient data availability) and multivari-
ate HMMs can generalize well to different robot parameters such as robot-arm stiff-
nesses and arm velocities,
• Using a simple physics-based model, it is possible to generate data which are similar
to real-world data. This can help us test our methods with a wide variety of simulated
objects,
• We can also use simplified robots and custom and cheap fabric-based sensors to
collect relevant haptic data,
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• Inferring compliance and mobility based properties is limited by the resolution of the
force sensors and the encoders on the robot.
9.1.2 Thermal Sensing
From the overall results on thermal sensing, we learned that:
• Haptic perception with thermal sensing has its own challenges such as varying ini-
tial conditions and duration of contact, which makes generalizing the results to new
situations difficult,
• It is feasible to use data-driven methods to infer object material properties from con-
tact during a reaching motion and the results can generalize across varying initial
conditions, time of the day (which affects temperature of the object), and environ-
ments with different HVAC conditions,
• Classification results with active thermal sensing features work better for object
recognition, but passive thermal sensing is especially relevant for distinguishing hu-
mans,
• Classification results using SVMs can generalize well to different initial and envi-
ronment conditions and can infer object properties and distinguish object types with
short-duration contact,
• Using a simple physics-based model, it is possible to generate data which are similar
to real-world data. This can help us test our methods with a wide variety of simulated
objects,
• We can also use simplified robots, sensors, and portable data-acquisition devices to
collect relevant haptic data,
• Using the physics-based model, it is also possible to predict binary material recogni-
tion performance of data-driven methods,
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• The prediction results using the physics-based models match well with the results
using SVMs with both simulated and real-world data,
• The physics-based model can also help us guide the choice of sensors with required
specifications (sensor noise, sensor initial temperature) for a desired level of material
classification performance,
• Using the physics-based model, we can also estimate environment conditions when
the thermal data from two different materials might look ambiguous and suggest
ways to resolve the ambiguity using both active and passive thermal sensing modal-
ity,
• Thermal sensing is less sensitive to the mechanics of contact compared to force sens-
ing, but we found empirically that it depends on the contact area (a derivative of
object shape / contact geometry). And, depending on the amount of force applied,
or whether the robot is interacting with a hard or soft object, the contact area might
change which could affect the heat transfer. The semi-infinite solid model does not
directly account for the effect of contact shape or area, however, while generating
data using the model, we perform system identification for the sensor parameters
from the real-world data and the identified parameters takes into account these ef-
fects indirectly,
• Haptic perception using thermal sensing is a function of thermal effusivities. The
sensing is dependent on sensor noise, sensor initial conditions, as well as object
initial conditions. However, it is limited by the time constant of the sensor.
9.2 Implications for Future Work
Based on the above discussions, here are some recommendations on directions for future
work:
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9.2.1 Robust Sensor Design
Through the investigations done in this work, we found that haptic perception using large-
area force-sensors is dependent on the temporal and spatial resolution of force sensors. We
also learned that haptic perception using thermal sensors is dependent on the time constant
and contact area of the thermal sensors. Another important factor is the availability of a
large amount of haptic data and thus, we need sensors that are robust enough to be used
repetitively for extensive data collection without continuous human supervision.
Therefore, a future direction could be to design robust multimodal tactile sensors that
address the issues raised above. However, increasing the spatial and temporal resolution of
a force sensor simultaneously is challenging and may increase the resultant circuitry. It is
also challenging to lower the time constant and increase the contact area simultaneously.
A larger contact surface area reduces the time constant if we follow a lumped capacitance
based model [299]. But, it may have many surface irregularities which may decrease the
effective contact area and thus, increase the thermal contact resistance. This may make the
time constant larger. This is because the time constant of a thermal sensor is proportional
to the product of thermal contact resistance and thermal capacitance of a sensor [300, 301].
On the other hand, choosing a sensor of smaller size may lower the thermal capacitance thus
lowering the time constant [300] but can also increase the thermal contact resistance (e.g.
a sensor with spherical shape) due to smaller contact area. Also an important factor is the
shape and compliance of the surface with which the sensor is making contact. For example,
a compliant material (human skin) may wrap around a thermal sensor when force is applied,
thus effectively increasing the contact surface area and this can affect heat transfer. Also, a
smooth metal sphere would result in an approximate point contact with a large flat surface.
So, there is a tradeoff in thermal sensor design and various factors such as its mass, volume,
surface contact area, and surface finish affect the time constant. Also, object shape and
compliance affect heat transfer. Note that designing a sensor of smaller size may make
the sensor more fragile and protective layers might be needed [139, 300]. In addition, to
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make the sensors robust, we also need design solutions that do not require frequent sensor
recalibration as it could restrict large amounts of autonomous data collection.
9.2.2 Analyze Human Perception
Through this work, we found that force and kinematic (motion) sensing modalities are
informative to infer the compliance and mobility based haptic labels, but all the force,
motion, and thermal modalities were informative to infer the material properties of objects
as well as to distinguish object types. To understand the role of the individual sensing
modalities, one approach could be to analyze how humans use these different modalities
for haptic perception. One way to achieve this would be to look at the psychophysics
literature and understand the human perception mechanisms [302, 303] and design and
conduct human participant studies to find out how humans combine these different sensory
modalities for haptic perception [304]. This could help us understand the role of these
different sensory modalities in inferring properties of objects through touch. This can in
turn provide us guidelines for designing multimodal sensors to be used with robots for
haptic perception.
9.2.3 Other Cases of Incidental Contact
Through this body of work, we have provided results of rapid haptic perception using
simple robotic motions with normal contact between a sensor and an object. In real world
manipulation scenarios, especially for robots with whole-arm tactile sensing moving in
cluttered and unstructured environments, there could be various cases of incidental contact
such as non-normal, sliding as well as partial contact. A non-normal contact, sliding contact
or partial contact may affect force and thermal sensing. Therefore, extending the results of
this work to these cases of incidental contact scenarios merit further investigation.
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9.2.4 Role of Other Sensory Modalities
In addition to using these multiple sensory modalities such as force and thermal modal-
ities, it would likely be informative to use the vibration modality [48, 305]. In Chapter
2, we found that using force and motion sensing modalities, our algorithms had difficulty
in disambiguating between motion due to deformation of a soft object and motion due to
sliding of a hard object. Having vibration modality, could help in identifying the subtle
vibrations due to the sliding motion of an object.
Distinguishing objects can be a much harder problem when compared to inferring a
specific property of an object such as its compliance, mobility, or material. This is because
an object can have various properties that identifies it. In Chapters 3, 5 and 8, we devised
strategies to simplify the problem of distinguishing objects by focusing on the task and
classifying objects that are relevant to the task such as classification based on conditioning
the environment, tactile foreground vs. tactile background, object parts given object etc.
However, these simplified strategies assumed that the algorithm knows the task. In real-
world manipulation scenarios, to be able to identify the context or the task is not trivial and
using non-contact modalities such as vision ( Is the robot near the door or bed ?) and IR-
based thermal (Is the robot near a human ?) can help identify the immediate environment
or the task / context. In addition, vision can also be used to identify properties of an object
such as its material [306, 307].
9.3 Conclusion
To conclude, this work developed and analyzed different methods for rapid haptic percep-
tion using force and thermal sensing using simple motions. Haptic perception is unique
as sensing depends on action. This work showed the feasibility of generalizing the hap-
tic perception results to situations and actions which are different from those used when
collecting training data. We achieved this using proper choice of features as well as using
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both data-driven methods and physics-based models. We used the physics-based models
to generate data similar to real-world experiments (for both force and thermal sensing) to
be used by the data-driven methods. We also used the physics-based models to predict the
performance of data-driven methods (for thermal sensing). We also analyzed limitations
of these sensing modalities and suggested solutions. And finally, we identified research
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[45] Carsten Schürmann et al. “A high-speed tactile sensor for slip detection”. In: To-
wards service robots for everyday environments. Springer, 2012, pp. 403–415.
[46] Anh-Van Ho and Shinichi Hirai. “Slip Perception via Soft Robotic Skin Made of
Electroconductive Yarn”. In: Mechanics of Localized Slippage in Tactile Sensing.
Springer, 2014, pp. 113–154.
[47] Mohsen Kaboli, Rich Walker, Gordon Cheng, et al. “In-hand object recognition via
texture properties with robotic hands, artificial skin, and novel tactile descriptors”.
In: Humanoid Robots (Humanoids), 2015 IEEE-RAS 15th International Confer-
ence on. IEEE. 2015, pp. 1155–1160.
[48] Robert D Howe and Mark R Cutkosky. “Dynamic tactile sensing: Perception of
fine surface features with stress rate sensing”. In: IEEE transactions on robotics
and automation 9.2 (1993), pp. 140–151.
[49] Qiang Li et al. “A control framework for tactile servoing”. In: (2013).
[50] Uriel Martinez-Hernandez et al. “Active contour following to explore object shape
with robot touch”. In: World Haptics Conference (WHC), 2013. IEEE. 2013, pp. 341–
346.
[51] Don Joven Agravante et al. “Collaborative human-humanoid carrying using vision
and haptic sensing”. In: Robotics and Automation (ICRA), 2014 IEEE International
Conference on. IEEE. 2014, pp. 607–612.
[52] Sylvain Calinon et al. “Learning collaborative manipulation tasks by demonstration
using a haptic interface”. In: Advanced Robotics, 2009. ICAR 2009. International
Conference on. IEEE. 2009, pp. 1–6.
[53] Vivian Chu et al. “Robotic learning of haptic adjectives through physical interac-
tion”. In: Robotics and Autonomous Systems 63 (2015), pp. 279–292.
[54] Chia-Hsien Lin et al. “Signal processing and fabrication of a biomimetic tactile
sensor array with thermal, force and microvibration modalities.” In: IEEE Interna-
tional Conference on Robotics and Biomimetics (ROBIO). IEEE, 2009, pp. 129–
134.
[55] Mohsen Kaboli et al. “Humanoids learn object properties from robust tactile feature
descriptors via multi-modal artificial skin”. In: Humanoid Robots (Humanoids),
2014 14th IEEE-RAS International Conference on. IEEE. 2014, pp. 187–192.
[56] Minas V Liarokapis et al. “Unplanned, model-free, single grasp object classifica-
tion with underactuated hands and force sensors”. In: Intelligent Robots and Sys-
221
tems (IROS), 2015 IEEE/RSJ International Conference on. IEEE. 2015, pp. 5073–
5080.
[57] Alexander Schmitz et al. “Tactile object recognition using deep learning and dropout”.
In: Humanoid Robots (Humanoids), 2014 14th IEEE-RAS International Confer-
ence on. IEEE. 2014, pp. 1044–1050.
[58] Nisit Kiwatthana and Somyot Kaitwanidvilai. “Development of smart gripper for
identification of grasped objects”. In: Asia-Pacific Signal and Information Pro-
cessing Association, 2014 Annual Summit and Conference (APSIPA). IEEE. 2014,
pp. 1–5.
[59] Janine Hoelscher, Jan Peters, and Tucker Hermans. “Evaluation of tactile feature
extraction for interactive object recognition”. In: Humanoid Robots (Humanoids),
2015 IEEE-RAS 15th International Conference on. IEEE. 2015, pp. 310–317.
[60] Dennis Babu et al. “Machine Learning Based Shape Classification Using Tactile
Sensor Array”. In: Advanced Computing, Networking and Informatics, Volume 1:
Advanced Computing and Informatics Proceedings of the Second International
Conference on Advanced Computing, Networking and Informatics (Icacni-2014).
Vol. 27. Springer. 2014, p. 47.
[61] N. Ueda, S. Hirai, and H. T. Tanaka. “Extracting Rheological Properties of De-
formable Objects with Haptic Vision”. In: Proceedings of the 2004 IEEE Interna-
tional Conference on Robotics and Automation. 2004.
[62] Marten Bjorkman et al. “Enhancing visual perception of shape through tactile glances”.
In: Intelligent Robots and Systems (IROS), 2013 IEEE/RSJ International Confer-
ence on. IEEE. 2013, pp. 3180–3186.
[63] A. Jain and C. C. Kemp. “Improving robot manipulation with data-driven object-
centric models of everyday forces”. In: Autonomous Robots 35.2-3 (2013), pp. 143–
159.
[64] Jivko Sinapov and Alexander Stoytchev. “Grounded object individuation by a hu-
manoid robot”. In: Robotics and Automation (ICRA), 2013 IEEE International
Conference on. IEEE. 2013, pp. 4981–4988.
[65] L. R. Rabiner. “A Tutorial on Hidden Markov Models and Selected Applications in
SPeech Recognition”. In: Readings in Speech Recognition. Ed. by A. Waibel and
K. F. Lee. Kaufmann, San Mateo, CA, 1990, pp. 267–296.
[66] Ilya Sutskever, Oriol Vinyals, and Quoc V Le. “Sequence to sequence learning with
neural networks”. In: Advances in neural information processing systems. 2014,
pp. 3104–3112.
222
[67] Alex Graves. “Generating sequences with recurrent neural networks”. In: arXiv
preprint arXiv:1308.0850 (2013).
[68] Alex Graves, Abdel-rahman Mohamed, and Geoffrey Hinton. “Speech recognition
with deep recurrent neural networks”. In: Acoustics, speech and signal processing
(icassp), 2013 ieee international conference on. IEEE. 2013, pp. 6645–6649.
[69] Sepp Hochreiter and Jürgen Schmidhuber. “Long short-term memory”. In: Neural
computation 9.8 (1997), pp. 1735–1780.
[70] Zackory Erickson et al. “What does the person feel? Learning to infer applied forces
during robot-assisted dressing”. In: Robotics and Automation (ICRA), 2017 IEEE
International Conference on, in print.
[71] Angelica I Aviles et al. “Exploring the effects of dimensionality reduction in deep
networks for force estimation in robotic-assisted surgery”. In: SPIE Medical Imag-
ing. International Society for Optics and Photonics. 2016, pp. 97861X–97861X.
[72] Yang Gao et al. “Deep learning for tactile understanding from visual and haptic
data”. In: Robotics and Automation (ICRA), 2016 IEEE International Conference
on. IEEE. 2016, pp. 536–543.
[73] Felix A Gers, Jürgen Schmidhuber, and Fred Cummins. “Learning to forget: Con-
tinual prediction with LSTM”. In: Neural computation 12.10 (2000), pp. 2451–
2471.
[74] Vu Pham et al. “Dropout improves recurrent neural networks for handwriting recog-
nition”. In: Frontiers in Handwriting Recognition (ICFHR), 2014 14th Interna-
tional Conference on. IEEE. 2014, pp. 285–290.
[75] Reza Shadmehr. “The equilibrium point hypothesis for control of movement”. In:
Baltimore, MD: Department of Biomedical Engineering, Johns Hopkins University
(1998).
[76] Harold Malcolm Westergaard. Theory of elasticity and plasticity. Vol. 367. Harvard
University Press Cambridge, 1952.
[77] Poisson’s ratio. https://en.wikipedia.org/wiki/Poisson%27s_
ratio.
[78] Coefficients of Friction. http://www.roymech.co.uk/Useful_Tables/
Tribology/co_of_frict.htm.
[79] Friction and Coefficients of Friction. http://www.engineeringtoolbox.
com/friction-coefficients-d_778.html.
223
[80] Coefficient of Friction, Rolling Resistance and Aerodynamics. http://www.
tribology-abc.com/abc/cof.htm.
[81] Coefficient of Friction Reference Table. http://www.engineershandbook.
com/Tables/frictioncoefficients.htm.
[82] IS Grigoriev and EZ Meilikhov. “Handbook of Physical Quantities CRC”. In: Boca
Raton, FL (1997), p. 1548.
[83] John W Jewett and Raymond A Serway. Physics for scientists and engineers with
modern physics. Cengage Learning EMEA, 2008.
[84] ASM International. Handbook Committee. Friction, lubrication, and wear technol-
ogy. Vol. 18. ASM International, 1992.
[85] Peter J Blau. Friction science and technology: from concepts to applications. CRC
press, 2008.
[86] PJ Blau. “Appendix: Static and kinetic friction coefficients for selected materials”.
In: ASM Handbook, 4th ed., ASM International, Materials Park, OH 18 (2002).
[87] PA Hasgall et al. ITIS Database for thermal and electromagnetic parameters of
biological tissues. http://www.itis.ethz.ch/database.
[88] MS Farvid et al. “Association of adiponectin and resistin with adipose tissue com-
partments, insulin resistance and dyslipidaemia”. In: Diabetes, obesity and metabolism
7.4 (2005), pp. 406–413.
[89] J Mendez and A Keys. “Density and composition of mammalian muscle”. In:
Metabolism-Clinical and Experimental 9.2 (1960), pp. 184–188.
[90] S Derler and L-C Gerhardt. “Tribology of skin: review and analysis of experimental
results for the friction coefficient of human skin”. In: Tribology Letters 45.1 (2012),
pp. 1–27.
[91] Noor Veijgen. “Skin Friction - A Novel Approach to Measuring in vivo human
skin”. PhD thesis. 2013.
[92] M. F. Ashby. The CES EduPack database of natural and man-made materials.
2008.
[93] Wood Densities. http://www.engineeringtoolbox.com/wood-density-
d_40.html.
224
[94] Seats & Cushions. http://www.usafoam.com/seat&cushion/seat&
cushion.html.
[95] Glass Fibre Reinforced Products. http://www.amiantit.com/media/
pdf/brochures/Glass_Fibre_Reinforced_Products/files/
Glass_Fibre_Reinforced_Products.pdf.
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