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CONTINUITY AND BARGMANN MAPPING
PROPERTIES OF QUASI-BANACH ORLICZ
MODULATION SPACES
JOACHIM TOFT, RÜYA ÜSTER, ELMIRA NABIZADEH,
AND SERAP ÖZTOP
Abstract. We deduce continuity, compactness and invariance prop-
erties for quasi-Banach Orlicz modulation spaces. We characterize
such spaces in terms of Gabor expansions and by their images un-
der the Bargmann transform.
0. Introduction
In the paper we extend the analysis in [7, 10] concerning classical
modulation spaces, Mp,q(ω)(R
d), and in [19] concerning Banach Orlicz
modulation spaces to quasi-Banach Orlicz modulation spaces (quasi-
Orlicz modulation spaces), MΦ1Φ2(ω) (R
d). Here Φ1, Φ2 are quasi-Young
functions of certain degrees. We refer to [14] and Section 1 for notations.
In a way resembling on classical modulation spaces, Orlicz modula-
tion spaces are defined by imposing a mixed LΦ1Φ2(ω) (quasi-)norm condi-
tion on the short-time Fourier transforms of the involved distributions.
In the restricted case when Φ1 and Φ2 above are Young functions,
corresponding Orlicz modulation spaces, MΦ1Φ2(ω) (R
d) were introduced
and investigated in [19] by Schnackers and Führ. Here it is deduced
that for such Φ1 and Φ2, M
Φ1Φ2
(ω) (R
d) is a Banach space and admit
in similar ways as for classical modulation spaces, characterizations by
Gabor expansions. In [19] it is also shown thatMΦ1Φ2(ω) (R
d) is completely
determined by the behaviour of Φ1 and Φ2 at origin in the sense that
if
lim
t→0+
Ψ1(t)
Φ1(t)
and lim
t→0+
Ψ2(t)
Φ2(t)
(0.1)
exist, then
MΦ1Φ2(ω) (R
d) ⊆MΨ1Ψ2(ω) (R
d) (0.2)
with continuous embedding.
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In our situation, allowing, more generally, Φ1 and Φ2 to be quasi-
Young functions, we show that these and several other continuity prop-
erties in [7,10,15,21,24], for classical modulation spaces, carry over to
Orlicz modulation spaces.
More precisely, we show that MΦ1Φ2(ω) (R
d) are quasi-Banach spaces,
and deduce invariance properties concerning the choices of window
functions in the quasi-norms of the short-time Fourier transforms. By
our general continuity results and similar arguments as for classical
modulation spaces, it follows that the injection map
i : MΦ1Φ2(ω1) (R
d)→ MΦ1Φ2(ω2) (R
d)
is compact, if and only if ω2/ω1 tends to zero at infinity. This extends
results in [15] to the Orlicz modulation space case. A part of the analy-
sis concerns investigations of mapping properties of Orlicz modulation
spaces under the Bargmann transform, of independent interest, given
in Section 2. These investigations lead to that the Bargmann transform
is isometric and bijective from MΦ1Φ2(ω) (R
d) to certain weighted versions
of LΦ1Φ2(ω) (R
2d) ≃ LΦ1Φ2(ω) (C
d) of entire analytic functions on Cd.
Several of these properties follow from our characterizations of Orlicz
modulation spaces in terms of Gabor expansions, given in Section 4.
In fact, here it is proved that for a distribution f , lattice Λ ⊆ Rd and
suitable (window) functions φ and ψ on Rd, we show that the analysis
and synthesis operators,
(Cφf) = {(Vφf)(j, ι)}j,ι∈Λ and (Dψc) =
∑
j,ι∈Λ
c(j, ι)ei〈 · ,ι〉ψ( · − j)
are continuous between the spaces MΦ1Φ2(ω) (R
d) and ℓΦ1Φ2(ω) (Λ×Λ). These
properties leads to that Orlicz modulation spaces possess Gabor prop-
erties in the sense that for each suitable (ultra-)distribution f we have
f(x) =
∑
j,ι∈Λ
(Vφf)(j, ι)e
i〈x,ι〉ψ(x− j),
and that
f ∈MΦ1Φ2(ω) (R
d) ⇔ {(Vφf)(j, ι)}j,ι∈Λ ∈ ℓ
Φ1Φ2
(ω) (Λ× Λ), (0.3)
provided that the lattice Λ is enough dense. In particular, the Gabor
analysis for classical modulation spaces in [7,10] are extended to quasi-
Orlicz modulation spaces.
The paper is organized as follows. In Section 1 we recall some basic
properties on Gelfand-Shilov spaces, weight functions, Pilipović spaces,
Orlicz spaces, and introduce quasi-Orlicz modulation spaces. Here we
also recall some properties for classical modulation spaces concerning
Gabor analysis, images under pseudo-differential operators and under
the Bargmann transform.
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In Section 2 we deduce mapping properties of Orlicz modulation
spaces under the Bargmann transform. At the same time we prove
that they are complete, and thereby quasi-Banach spaces. In Section 3
we obtain convolution estimates for quasi-Orlicz spaces.
In Section 4, we apply the convolution results in Section 3 to extend
the Gabor analysis for classical modulation spaces to quasi-Orlicz mod-
ulation spaces. In particular we deduce (0.3) for quasi-Young functions
Φ1 and Φ2. This extends [19, Theorem 9] by Schnacker and Führ. We
also apply the analysis to deduce basic continuity properties of such
spaces. For example we show invariance with respect to the choice of
window function, and use the equivalence (0.3) to show that (0.1) leads
to (0.2), also when Φ1 and Φ2 are quasi-Young functions.
1. Preliminaries
In this section we make a review of some basic facts. In the first
part we recall the definition and explain some well-known facts about
Gelfand-Shilov and Pilipović spaces and their spaces of (ultra-)distributions.
Thereafter we consider (mixed) Orlicz and quasi-Orlicz spaces and ex-
plain some basic properties. Our family of quasi-Orlicz spaces contain
the family of Orlicz spaces, but is not so general compared to corre-
sponding families in e. g. [13] by Harjulehto and Hästö.
Then we introduce and discuss basic properties of quasi-Banach Or-
licz modulation spaces, which are obtained by imposing quasi-Orlicz
norm estimates on the short-time Fourier transforms of the involved
functions and distributions. Finally we recall some basic facts in Ga-
bor frame theory, and for the Bargmann transform.
1.1. Gelfand-Shilov spaces. We start by discussing Gelfand-Shilov
spaces and their properties. Let 0 < s ∈ R be fixed. Then the Gelfand-
Shilov space Ss(R
d) (Σs(R
d)) of Roumieu type (Beurling type) with
parameter s consists of all f ∈ C∞(Rd) such that
‖f‖Ss,h ≡ sup
|xβ∂αf(x)|
h|α+β|(α!β!)s
(1.1)
is finite for some h > 0 (for every h > 0). Here the supremum should
be taken over all α, β ∈ Nd and x ∈ Rd. We equip Ss(R
d) (Σs(R
d)) by
the canonical inductive limit topology (projective limit topology) with
espect to h > 0, induced by the semi-norms in (1.1).
For any s, s0 > 0 such that 1/2 ≤ s0 < s we have
Ss0(R
d) →֒Σs(R
d) →֒Ss(R
d) →֒ S (Rd),
S
′(Rd) →֒S ′s(R
d) →֒Σ′s(R
d) →֒ S ′s0(R
d),
(1.2)
with dense embeddings. Here A →֒ B means that the topological spaces
A and B satisfy A ⊆ B with continuous embeddings. The space Σs(R
d)
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is a Fréchet space with seminorms ‖ · ‖Ss,h, h > 0. Moreover, Σs(R
d) 6=
{0}, if and only if s > 1/2, and Ss(R
d) 6= {0}, if and only if s ≥ 1/2.
The Gelfand-Shilov distribution spaces S ′s(R
d) and Σ′s(R
d) are the
dual spaces of Ss(R
d) and Σs(R
d), respectively. As for the Gelfand-
Shilov spaces there is a canonical projective limit topology (inductive
limit topology) for S ′s(R
d) (Σ′s(R
d)). (Cf. [8, 16, 17].)
From now on we let F be the Fourier transform which takes the
form
(Ff)(ξ) = f̂(ξ) ≡ (2π)−
d
2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on
R
d. The map F extends uniquely to homeomorphisms on S ′(Rd),
from S ′s(R
d) to S ′s(R
d) and from Σ′s(R
d) to Σ′s(R
d). Furthermore, F
restricts to homeomorphisms on S (Rd), from Ss(R
d) to Ss(R
d) and
from Σs(R
d) to Σs(R
d), and to a unitary operator on L2(Rd).
Gelfand-Shilov spaces can in convenient ways be characterized in
terms of estimates of the functions and their Fourier transforms. More
precisely, in [2, 3] it is proved that if f ∈ S ′(Rd) and s > 0, then
f ∈ Ss(R
d) (f ∈ Σs(R
d)), if and only if
|f(x)| . e−r|x|
1
s and |f̂(ξ)| . e−r|ξ|
1
s , (1.3)
for some r > 0 (for every r > 0). Here r1(θ) . r2(θ) means that
r1(θ) ≤ c · r2(θ) holds uniformly for all θ in the intersection of the
domains of r1 and r2 for some constant c > 0, and we write r1 ≍ r2
when r1 . r2 . r1.
Gelfand-Shilov spaces and their distribution spaces can also be char-
acterized by estimates of short-time Fourier transforms, (see e. g. [12,
24]). More precisely, let φ ∈ Ss(R
d) be fixed. Then the short-time
Fourier transform Vφf of f ∈ S
′
s(R
d) with respect to the window func-
tion φ is the Gelfand-Shilov distribution on R2d, defined by
Vφf(x, ξ) = F (f φ( · − x))(ξ). (1.4)
If f, φ ∈ Ss(R
d), then it follows that
Vφf(x, ξ) = (2π)
− d
2
∫
f(y)φ(y − x)e−i〈y,ξ〉 dy.
1.2. Weight functions. A weight or weight function on Rd is a pos-
itive function ω ∈ L∞loc(R
d) such that 1/ω ∈ L∞loc(R
d). The weight ω is
called moderate, if there is a positive weight v on Rd such that
ω(x+ y) . ω(x)v(y), x, y ∈ Rd. (1.5)
If ω and v are weights on Rd such that (1.5) holds, then ω is also called
v-moderate. We note that (1.5) implies that ω fulfills the estimates
v(−x)−1 . ω(x) . v(x), x ∈ Rd. (1.6)
We let PE(R
d) be the set of all moderate weights on Rd.
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It can be proved that if ω ∈ PE(R
d), then ω is v-moderate for some
v(x) = er|x|, provided the positive constant r is large enough (cf. [11]).
That is, (1.5) implies
ω(x+ y) . ω(x)er|y| (1.7)
for some r > 0. In particular, (1.6) shows that for any ω ∈ PE(R
d),
there is a constant r > 0 such that
e−r|x| . ω(x) . er|x|, x ∈ Rd.
We say that v is submultiplicative if v is even and (1.5) holds with ω =
v. In the sequel, v and vj for j ≥ 0, always stand for submultiplicative
weights if nothing else is stated.
We let P0E(R
d) be the set of all ω ∈ PE(R
d) such that (1.7) holds
for every r > 0. We also let P(Rd) be the set of all ω ∈ PE(R
d) such
that
ω(x+ y) . ω(x)(1 + |y|)r
for some r > 0. Evidently,
P(Rd) ⊆ P0E(R
d) ⊆ PE(R
d).
1.3. Pilipović Spaces. Some of our investigating later on are per-
formed in the framework of the Pilipović space H♭(R
d) and its dual
H′♭(R
d).
We recall from [24] that the Pilipović space H♭(R
d) = H♭1(R
d) is
the set of all Hermite series expansions
f =
∑
α∈Nd
cf(α)hα (1.8)
such that
|cf(α)| . r
|α|α!−
1
2 (1.9)
for some r > 0. Here hα is the Hermite function of order α > 0 which
is given by
hα(x) = π
− d
4 (−1)|α|(2|α|α!)−
1
2 e
|x|2
2 (∂αe−|x|
2
), α ∈ Nd.
In the same way, H′♭(R
d) consists of all formal Hermite series expansion
(1.8) such that
|cf(α)| . r
|α|α!
1
2 (1.10)
for every r > 0. The topologies of H♭(R
d) and H′♭(R
d) are given by
suitable inductive limit respectively projective limit topologies with
respect to r in (1.9) and (1.10). (See [24] for details.) By identifying
elements in S (Rd), Ss(R
d) and Σs(R
d) we get
H♭(R
d) →֒ S1/2(R
d) →֒ Σs(R
d) →֒ Ss(R
d) →֒ S (Rd)
→֒ S ′(Rd) →֒ S ′s(R
d) →֒ Σ′s(R
d) →֒ S ′1/2(R
d) →֒ H′♭(R
d), s >
1
2
.
(1.11)
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We also have
(f, g)L2(Rd) =
∑
α∈Nd
cf (α)cg(α), (1.12)
when f, g ∈ L2(Rd). Hence by letting the L2-form (f, g)L2(Rd) be equal
to the right-hand side of (1.12) when f ∈ H♭(R
d) and g ∈ H′♭(R
d), it
follows that H′♭(R
d) is the dual of H♭(R
d) through a unique extension
of the L2-form on H♭(R
d)×H♭(R
d) to H♭(R
d)×H′♭(R
d) or H′♭(R
d)×
H♭(R
d).
For future references we remark that if φ(x) = π−
d
4 e−
|x|2
2 and f ∈
H′♭(R
d), then the short-time Fourier transform (1.4) makes sense as a
smooth functions in view of (2.25) and Theorem 4.1 in [24].
1.4. Orlicz Spaces. Next we define and recall some basic for (quasi-
) Orlicz spaces. (See [13, 18].) First we give the definition of Young
functions and quasi-Young functions.
Definition 1.1. A function Φ : R→ R ∪ {∞} is called convex if
Φ(s1t1 + s2t2) ≤ s1Φ(t1) + s2Φ(t2)
when sj, tj ∈ R satisfy sj ≥ 0 and s1 + s2 = 1, j = 1, 2.
We observe that Φ might not be continuous, because we permit ∞
as function value. For example,
Φ(t) =
{
c, when t ≤ a
∞, when t > a
is convex but discontinuous at t = a.
Definition 1.2. Let q0 ∈ (0, 1], Φ0 and Φ be functions from [0,∞) to
[0,∞]. Then Φ0 is called a Young function if
(1) Φ0 is convex,
(2) Φ0(0) = 0,
(3) lim
t→∞
Φ0(t) = +∞.
The function Φ is called q0-Young function or quasi-Young function of
order q0, if Φ(t) = Φ0(t
q0), t ≥ 0, for some Young function Φ0.
It is clear that Φ in Definition 1.2 is non-decreasing, because if 0 ≤
t1 ≤ t2 and s ∈ [0, 1] is chosen such that t1 = st2, then
Φ(t1) = Φ(st2 + (1− s)0) ≤ sΦ(t2) + (1− s)Φ(0) ≤ Φ(t2),
since Φ(0) = 0, Φ(t2) ≥ 0 and s ∈ [0, 1].
Definition 1.3. Let (Ω,Σ, µ) be a Borel measure space, with Ω ⊆ Rd,
Φ0 be a Young function and let ω0 ∈ PE(R
d).
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(1) LΦ0(ω0)(µ) consists of all µ-measurable functions f : Ω→ C such
that
‖f‖
L
Φ0
(ω0)
(µ)
= inf
{
λ > 0 ;
∫
Ω
Φ0
(
|f(x) · ω0(x)|
λ
)
dµ(x) ≤ 1
}
is finite. Here f and g in LΦ0(ω0)(µ) are equivalent if f = g a.e.
(2) Let Φ be a quasi-Young function of order q0 ∈ (0, 1], given
by Φ(t) = Φ0(t
q0), t ≥ 0, for some Young function Φ0. Then
LΦ(ω0)(µ) consists of all µ-measurable functions f : Ω→ C such
that
‖f‖LΦ
(ω0)
(µ) = (‖|f · ω0|
q0‖LΦ0 (µ))
1/q0
is finite.
Remark 1.4. Let Φ, Φ0 and ω0 be the same as in Definition 1.2. Then
it follows by straight-forward computation that
‖f‖LΦ
(ω0)
= inf
{
λ > 0 ;
∫
Ω
Φ0
(
|f(x) · ω0(x)|
q0
λq0
)
dµ(x) ≤ 1
}
.
Definition 1.5. Let (Ωj ,Σj , µj) be Borel measure spaces, with Ωj ⊆
R
d, q0 ∈ (0, 1],Φj be q0-Young functions, j = 1, 2 and let ω ∈ PE(R
2d).
Then the mixed quasi-norm Orlicz space LΦ1Φ2(ω) = L
Φ1Φ2
(ω) (µ1 ⊗ µ2) con-
sists of all µ1 ⊗ µ2-measurable functions f : Ω1 × Ω2 → C such that
‖f‖
L
Φ1Φ2
(ω)
≡ ‖f1,ω‖LΦ2 ,
is finite, where
f1,ω(x2) = ‖f( · , x2)ω( · , x2)‖LΦ1 .
If q0 = 1 in Definition 1.5, then L
Φ1Φ2
(ω) (µ1 ⊗ µ2) is a Banach space
and is called a mixed norm Orlicz space.
Remark 1.6. Suppose Φj are quasi-Young functions of order qj ∈ (0, 1],
j = 1, 2. Then both Φ1 and Φ2 are quasi-Young functions of order
q0 = min(q1, q2).
Remark 1.7. Let Φ,Φ1 and Φ2 be q0-Young functions, ω0, v0 ∈ PE(R
d)
and ω, v ∈ PE(R
2d) be such that ω0 and ω are v0- respectively v-
moderate. Then we set
LΦ(ω0)(R
d) = LΦ(ω0)(µ) and L
Φ1Φ2
(ω0)
(R2d) = LΦ1Φ2(ω0) (µ⊗ µ),
when µ is the Lebesgue measure on Rd, and
ℓΦ(ω)(Z
d) = ℓΦ(ω)(µ) and ℓ
Φ1Φ2
(ω) (Z
2d) = ℓΦ1Φ2(ω) (µ⊗ µ),
when µ is standard (Haar) measure on Zd, i.e. µ(n) = 1, n ∈ Zd.
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Lemma 1.8. Let Φ,Φj be Young functions, j = 1, 2, ω0, v0 ∈ PE(R
d)
and ω, v ∈ PE(R
2d) be such that ω0 is v0-moderate and ω is v-moderate.
Then LΦ(ω0)(R
d) and LΦ1Φ2(ω) (R
2d) are invariant under translations, and
‖f( · − x)‖LΦ
(ω0)
. ‖f‖LΦ
(ω0)
v0(x), f ∈ L
Φ
(ω0)
(Rd), x ∈ Rd ,
and
‖f( · −(x, ξ))‖
L
Φ1Φ2
(ω)
. ‖f‖
L
Φ1Φ2
(ω)
v(x, ξ), f ∈ LΦ1Φ2(ω) (R
2d), (x, ξ) ∈ R2d.
We give a proof of the second statement in Lemma 1.8.
Proof. We have Φj(t) = Φ0,j(t
q0), t ≥ 0, for some Young functions
Φ0,j , j = 1, 2. This gives
‖f( · − (x, ξ)‖
L
Φ1Φ2
(ω)
=
(
‖|f( · − (x, ξ))ω|q0‖LΦ0,1Φ0,2
) 1
q0
.
(
‖|f( · − (x, ξ))ω( · − (x, ξ))v(x, ξ)|q0‖LΦ0,1Φ0,2
) 1
q0
=
(
‖|f · ω|q0‖LΦ0,1Φ0,2
) 1
q0 · v(x, ξ) = ‖f‖
L
Φ1Φ2
(ω)
· v(x, ξ).
Here the inequality follows from the fact that ω is v- moderate, and
the last two relations follow from the definitions. 
We refer to [13, 18, 19] for more facts about Orlicz spaces.
1.5. Orlicz modulation spaces. Before considering Orlicz modula-
tion spaces, we recall the definition of classical modulation spaces.
(Cf. [4, 5].)
Definition 1.9. Let φ(x) = π−
d
4 e−
|x|2
2 , x ∈ Rd, p, q ∈ (0,∞] and ω
be a weight on R2d. Then the modulation spaces Mp,q(ω)(R
d) is set of all
f ∈ S ′1/2(R
d) such that Vφf ∈ L
p,q
(ω)(R
2d). We equip these spaces with
the quasi-norm
‖f‖Mp,q
(ω)
≡ ‖Vφf‖Lp,q
(ω)
.
Also let Φ,Φ1,Φ2 be quasi-Young functions. Then the Orlicz modula-
tion spaces MΦ(ω)(R
d) and MΦ1Φ2(ω) (R
d) are given by
MΦ(ω)(R
d) = { f ∈ H′♭(R
d) ; Vφf ∈ L
Φ
(ω)(R
2d) } (1.13)
and
MΦ1Φ2(ω) (R
d) = { f ∈ H′♭(R
d) ; Vφf ∈ L
Φ1Φ2
(ω) (R
2d) }. (1.14)
The quasi-norms on MΦ(ω)(R
d) and MΦ1Φ2(ω) (R
d) are given by
‖f‖MΦ
(ω)
= ‖Vφf‖LΦ
(ω)
(1.15)
and
‖f‖
M
Φ1Φ2
(ω)
= ‖Vφf‖LΦ1Φ2
(ω)
. (1.16)
8
For conveniency we set Mp,q(Rd) = Mp,q(ω)(R
d) when ω(x, ξ) = 1, and
Mp = Mp,p and Mp(ω) = M
p,p
(ω).
We notice that (1.15) and (1.16) are norms when Φ,Φ1 and Φ2 are
Young functions. If ω ∈ PE(R
2d) as in Definition 1.9, then we prove
later on that the conditions
‖Vφf‖LΦ1Φ2
(ω)
<∞ and ‖Vφf‖LΦ
(ω)
<∞
are independent of the choices of φ in Σ1(R
d) \ 0 and that different φ
give rise to equivalent quasi-norms.
Later on we need the following proposition.
Proposition 1.10. Let Φ,Φj be Young functions, j = 1, 2, ω0 ∈
PE(R
d) and ω ∈ PE(R
2d). Then
S (Rd) ⊆ LΦ(Rd) ⊆ S
′
(Rd), S (R2d) ⊆ LΦ1Φ2(R2d) ⊆ S
′
(R2d),
Σ1(R
d) ⊆ LΦ(ω0)(R
d) ⊆ Σ′1(R
d), Σ1(R
2d) ⊆ LΦ1Φ2(ω) (R
2d) ⊆ Σ′1(R
2d).
Proof. Let v0 ∈ PE(R
d) and v ∈ PE(R
2d) be chosen such that ω0 is
v0-moderate and ω is v-moderate. Since L
Φ
(ω0)
(Rd) and LΦ1Φ2(ω) (R
2d) are
invariant under translation and modulation, we have
M1(v0)(R
d) ⊆ LΦ(ω0)(R
d) ⊆M∞(1/v0)(R
d),
and
M1(v)(R
d) ⊆ LΦ1Φ2(ω) (R
2d) ⊆M∞(1/v)(R
d).
(see [?,10]). The result now follows from well-known inclusions between
modulation spaces, Schwartz spaces, Gelfand-Shilov spaces, and their
duals. 
1.6. Gabor frames.
Definition 1.11. Let ω, v ∈ PE(R
2d) be such that ω is v-moderate,
φ, ψ ∈M1(v)(R
d) and let Λ ⊆ Rd be a lattice with dual lattice Λ′ ⊆ Rd.
(1) The analysis operator Cε,Λφ is the operator from M
∞
(ω)(R
d) to
ℓ∞(ω)(Λ× Λ
′), given by
Cε,Λφ f ≡ {Vφf(εj, ει)}(j,ι)∈Λ×Λ′.
(2) The synthesis operator Dψ is the operator from ℓ
∞
(ω)(Λ× Λ
′) to
M∞(ω)(R
d), given by
Dε,Λψ c ≡
∑
j∈Λ
∑
ι∈Λ′
c(j, ι)eiε〈 · ,ι〉ψ( · − εj).
(3) The Gabor frame operator Sε,Λφ,ψ is the operator on M
∞
(ω)(R
d),
given by Dε,Λψ ◦ C
ε,Λ
φ , i.e.
Sε,Λφ,ψf ≡
∑
j∈Λ
∑
ι∈Λ′
Vφf(εj, ει)e
iε〈 · ,ι〉ψ( · − εj).
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We set Cεφ = C
ε1,Λ
φ and D
ε
ψ = D
ε1,Λ
ψ when Λ = (2π)
1
2Z
d and ε1 =
(2π)−
1
2 ε. It follows that
Cεφf = {Vφf(εj, ει)}j,ι∈Zd
and
Dεψc =
∑
j,ι∈Zd
c(j, ι)eiε〈 · ,ι〉ψ( · − εj).
The next result shows that it is possible to find suitable φ and ψ in
the previous definition.
Lemma 1.12. Let v ∈ PE(R
2d) and φ ∈ M1(v)(R
d) \ 0. Then there is
an ε > 0 and ψ ∈M1(v)(R
d) \ 0 such that
{φ(x− j)ei〈x,ι〉}j,ι∈εZd and {ψ(x− j)e
i〈x,ι〉}j,ι∈εZd (1.17)
are dual frames to each others.
Remark 1.13. There are several ways to achieve dual frames (1.12).
In fact, let v, v0 ∈ PE(R
2d) be submultiplicative such that ω is v-
moderate and L1(v0)(R
2d) ⊆ Lr(R2d), r ∈ (0, 1]. Then Lemma 1.12
guarantees that for some choice of φ, ψ ∈ M1(v0v)(R
d) ⊆ M r(v)(R
d) and
lattice Λ, the set in (1.17) are dual frames to each other, and that
ψ = (SΛφ,φ)
−1φ. (Cf. [23, Proposition 1.5 and Remark 1.6].)
Lemma 1.14. Let φ1, φ2 ∈ Σ1(R
d) \ 0 and
ϕ(x, ξ) = φ1(x)φ̂2(ξ)e
−i〈x,ξ〉.
Then there is an ε > 0 such that
{ϕ(x− j, ξ − ι)ei(〈x,κ〉+〈k,ξ〉)}j,k,ι,κ∈εZd
is a Gabor frame with canonical dual frame
{ψ(x− j, ξ − ι)ei(〈x,κ〉+〈k,ξ〉)}j,k,ι,κ∈εΛ
where ψ = (SΛ
2×Λ2
ϕ,ϕ )
−1ϕ belongs to M r(v)(R
d) for every r > 0.
The next result gives some information about the roles that Φ1 and
Φ2 play for M
Φ1Φ2 in the Banach space case. We omit the proof since
it can be found in [19].
Proposition 1.15. Let Φj ,Ψj be Young functions, j = 1, 2. Then the
following conditions are equivalent:
(1) MΦ1Φ2(Rd) ⊆MΨ1Ψ2(Rd);
(2) ℓΦ1Φ2(Z2d) ⊆ ℓΨ1Ψ2(Z2d);
(3) there is a constant t0 > 0 such that Ψj(t) . Φj(t) for all 0 ≤
t ≤ t0.
In section 4 we extend Proposition 1.15 to quasi-Banach case. (See
Theorem 4.10 and Proposition 4.11).
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1.7. The Bargmann transform and modulation spaces. We fin-
ish the section by recalling the Bargmann transform and its mapping
properties on modulation spaces.
The Bargmann kernel of dimension d is given by
Ad(z, y) = π
− d
4 exp
(
−
1
2
(〈z, z〉+ |y|2) + 2
1
2 〈z, y〉
)
, y ∈ Rd, z ∈ Cd.
Here
〈z, w〉 =
d∑
j=1
zjwj, z = (z1, · · · , zd) ∈ C
d, and w = (w1, · · · , wd) ∈ C
d.
It follows that y 7→ Ad(z, y) belongs to S1/2(R
d) for every z ∈ Cd.
The Bargmann transform, Vdf of f ∈ S
′
1/2(R
d) is defined by
(Vdf)(z) = 〈f,Ad(z, · )〉.
There are several results on Bargmann images of well-known function
and distribution spaces. For example, it is proved already in [1] that
Vd is isometric bijection from L
2(Rd) = M2(Rd) into L2(dµ)∩A(Cd).
Here
dµ(z) = π−de−|z|
2
dλ(z),
where dλ(z) is the Lebesgue measure on Cd, and A(Cd) is the set
of analytic functions on Cd. More generally, the following result is a
special case of [21]. (See also [6,20] for sub results.) For any quasi Young
functions Φ1 and Φ2, we let B
Φ1Φ2
(ω) (C
d) be the set of all measurable
functions F on Cd such that ‖F‖
B
Φ1Φ2
(ω)
is finite, where
‖F‖
B
Φ1Φ2
(ω)
≡ ‖FΦ1,ω‖LΦ2 (Rd),
with
FΦ1,ω(ξ) ≡ (2π)
− d
2 e−
|ξ|2
2 ‖e−
| · |2
4 F (2−
1
2 ( · − iξ))ω( · , ξ)‖LΦ1(Rd).
We also set Bp,q(ω) = B
Φ1Φ2
(ω) when Φ1 and Φ2 are chosen Φ1(t) =
tp
p
and Φ2(t) =
tq
q
, giving that LΦ1Φ2(ω) = L
p,q
(ω). We also let A
Φ1Φ2
(ω) (C
d) =
BΦ1Φ2(ω) (C
d)∩A(Cd) and Ap,q(ω)(C
d) = Bp,q(ω)(C
d)∩A(Cd), In what follows
we also let φ(x) = π−
d
4 e−
|x|2
2 in the definition of modulation space
norm.
Proposition 1.16. Let p, q ∈ (0,∞] and ω ∈ PE(R
2d). Then Vd
from S1/2(R
d) to A(Cd) is uniquely extendable to an isometric map
from Mp,q(ω)(R
d) to Ap,q(ω)(C
d).
Apart from Proposition 1.16, there are several characterizations of
well-known function and distribution spaces via their images under
the Bargmann transform. For example, convenient characterization of
H♭(R
d), Ss(R
d), Σs(R
d), S (Rd) and their duals can be found in [?,
11
24] for s > 0. Espceially we remark that the Bargmann transform on
L2(Rd) is uniformly extendable to a bijective map from H′♭(R
d) to
A(Cd), and restricts to a bijective map H♭(R
d) to the set of all entire
functions F on Cd such that |F (z)| . er|z| for some r > 0.
2. Continuity and Bargmann images of Orlicz modulation
spaces
In this section we extend Proposition 1.16 to more general weights
and to the Orlicz case (see Theorem 2.1). At the same time we prove
that the Orlicz modulation spaces are quasi-Banach spaces, by deduc-
ing similar facts of their Bargmann images.
The extension of Proposition 1.16 is the following.
Theorem 2.1. Let ω be a weight on R2d ≃ Cd and Φ1 and Φ2 be quasi
Young functions of order q0 ∈ (0, 1]. Then the following is true:
(1) AΦ1Φ2(ω) (C
d), BΦ1Φ2(ω) (C
d) andMΦ1Φ2(ω) (R
d) are quasi-Banach spaces
of order q0;
(2) the Bargmann transform is isometric and bijective fromMΦ1Φ2(ω) (R
d)
to AΦ1Φ2(ω) (C
d).
We need the following lemma for the proof. Here and in what follows
we let 〈z〉 = (1 + |z|2)
1
2 when z ∈ Cd.
Lemma 2.2. Let ω be a weight on R2d ≃ Cd, Φj be quasi Young
functions of order q0 ∈ (0, 1], j = 1, 2. Then the following is true:
(1) if ρ ∈ (0, 1] and ωr(z) = ω(z)e
−r|z|ρ for some r > 0, then
AΦ1Φ2(ω) (C
d) is continuously embedded in Aq0(ωr)(C
d);
(2) if r > 2d
q0
and ωr(z) = ω(z)〈z〉
−r, then AΦ1Φ2(ω) (C
d) is continu-
ously embedded in Aq0(ωr)(C
d).
Proof. We have e−r|z|
ρ
. 〈z〉−r, which implies that it suffices to prove
(2). Since Φ1 and Φ2 are quasi Young functions of order q0, we have
Φj(t) ≥
{
0, 0 ≤ t ≤ t0,
C(t− t0)
q0, t > t0
for some choices of t0 > 0 and C > 0. This implies that L
Φ1Φ2
(ω) ⊆ L
q0
(ω)+
L∞(ω). Since L
∞
(ω) ⊆ L
q0
(ωr)
and Lq0(ω) ⊆ L
q0
(ωr)
we get LΦ1Φ2(ω) ⊆ L
q0
(ωr)
, which
in turn leads to AΦ1Φ2(ω) (C
d) ⊆ Aq0(ωr)(C
d), with continuous inclusion. 
Proof of Theorem 2.1. Let ρ ∈ (0, 1) and ωr = ω·e
−r| · |ρ. Since BΦ1Φ2(ω) (C
d)
is essentially a weighted Orlicz Lebesgue space, the completeness of
BΦ1Φ2(ω) (C
d) follows from the completeness of LΦ1Φ2(ω) (R
2d). Suppose that
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{Fj}
∞
j=1 is a Cauchy sequence in A
Φ1Φ2
(ω) (C
d). Since AΦ1Φ2(ω) (C
d) is con-
tinuously embedded in Aq0(ωr)(C
d) for every r > 0, {Fj}
∞
j=1 is a Cauchy
sequence in Aq0(ωr)(C
d) as well.
By completeness ofBΦ1Φ2(ω) (C
d) andAq0(ωr)(C
d), there are F ∈ BΦ1Φ2(ω) (C
d)
and F0 ∈ A
q0
(ωr)
(Cd) such that
Fj → F in B
Φ1Φ2
(ω) (C
d) and Fj → F0 in A
q0
(ωr)
(Cd).
Since BΦ1Φ2(ω) (C
d) and Aq0(ω1)(C
d) are equipped with Lebesgue norms we
have F = F0 a.e. Since F0 ∈ A(C
d), we get
F ∈ BΦ1Φ2(ω) (C
d) ∩A(Cd) = AΦ1Φ2(ω) (C
d)
giving the completeness of AΦ1Φ2(ω) (C
d).
By the completeness of AΦ1Φ2(ω) (C
d), the completeness of MΦ1Φ2(ω) (R
d)
follows if we prove (2).
By the definitions it follows that
‖Vdf‖BΦ1Φ2
(ω)
= ‖f‖
M
Φ1Φ2
(ω)
, f ∈ H♭(R
d). (2.1)
Since Vdf ∈ A(C
d) when f ∈ H♭(R
d), it follows from (2.1) that Vdf ∈
BΦ1Φ2(ω) ∩ A(C
d) = AΦ1Φ2(ω) (C
d) when f ∈ MΦ1Φ2(ω) (R
d). This shows that
Vd is an isometric injection from M
Φ1Φ2
(ω) (R
d) to AΦ1Φ2(ω) (C
d). We need
to prove the surjectivity of this map.
Suppose F ∈ AΦ1Φ2(ω) (C
d) ⊆ A(Cd). Since any element in A(Cd) is a
Bargmann transform of an element in H′♭(R
d), we have
F = Vdf
for some f ∈ H′♭(R
d). By (2.1) we get
‖f‖
M
Φ1Φ2
(ω)
= ‖Vdf‖AΦ1Φ2
(ω)
<∞,
giving that f ∈ MΦ1Φ2(ω) (R
d). This gives the asserted surjectivity, and
thereby the result. 
In the next corollary, see Subsection 1.2 for definitions concerning
classes of weight functions.
Proposition 2.3. Let Φ1, Φ2 be quasi Young functions of order q0 ∈
(0, 1]. Then the following is true:
(1) if ω ∈ PE(R
2d), then
Σ1(R
d) →֒MΦ1Φ2(ω) (R
d) →֒ Σ′1(R
d); (2.2)
(2) if ω ∈ P0E(R
2d), then
S1(R
d) →֒MΦ1Φ2(ω) (R
d) →֒ S ′1(R
d); (2.3)
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(3) if ω ∈ P(R2d), then
S (Rd) →֒ MΦ1Φ2(ω) (R
d) →֒ S ′(Rd). (2.4)
We need the following Lemma for the proof.
Lemma 2.4. Let Φ1,Φ2 be quasi-Young functions of order q0 ∈ (0, 1]
and let ω be a weight on R2d. Then
Lq0(ω)(R
2d) ∩ L∞(ω)(R
2d) →֒ LΦ1Φ2(ω) (R
2d) →֒ Lq0(ω)(R
2d) + L∞(ω)(R
2d).
A proof of Lemma 2.4 is essentially given in [19]. In order to be
self-contained we here give the arguments.
Proof. By the mapping f 7→ |f · ω|q0, we reduce ourselves to the case
ω = 1 and q0 = 1. Since Φ1 and Φ2 are convex, there are constants
t1, t2 > 0 and C1, C2 > 0 such that if
Ψ1(t) =
{
0, 0 ≤ t ≤ t1,
C1t, t > t1
and
Ψ2(t) =
{
C2t, 0 ≤ t ≤ t2,
∞, t > t2,
then
Ψ1(t) ≤ Φj(t) ≤ Ψ2(t), j = 1, 2.
This gives
L1(R2d) ∩ L∞(R2d) = LΨ2(R2d) →֒ LΦ1Φ2(R2d)
→֒ LΨ1(R2d) = L1(R2d) + L∞(R2d). 
Corollary 2.5. Let Φ1,Φ2 be quasi-Young functions of order q0 ∈ (0, 1]
and let ω ∈ PE(R
2d). Then
M q0(ω)(R
d) →֒ MΦ1Φ2(ω) (R
d) →֒ M∞(ω)(R
d).
Proof. Since ω ∈ PE(R
2d), it follows that Mp,q(ω)(R
d) increases with
p, q ∈ (0,∞]. Hence Lemma 2.4 gives
M q0(ω)(R
d) = M q0(ω)(R
d) ∩M∞(ω)(R
d) →֒ MΦ1Φ2(ω) (R
d)
→֒M q0(ω)(R
d) +M∞(ω)(R
d) = M∞(ω)(R
d). 
Proof of Proposition 2.3. Let ω1 ∈ PE(R
2d), ω2 ∈ P
0
E(R
2d) and ω3 ∈
P(R2d). Then
Σ1(R
d) →֒ M q0(ω1)(R
d) →֒M∞(ω1)(R
d) →֒ Σ′1(R
d),
S1(R
d) →֒ M q0(ω2)(R
d) →֒M∞(ω2)(R
d) →֒ S ′1(R
d),
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and
S (Rd) →֒ M q0(ω3)(R
d) →֒ M∞(ω3)(R
d) →֒ S ′(Rd).
The result now follows from these embeddings and Corollary 2.5. 
3. Convolution estimates of quasi-Orlicz spaces
In this section we extend the convolution estimates in [7] for Lebesgue
spaces to the case of quasi Orlicz spaces. In the first part we deduce
discrete convolution estimates between elements in discrete Orlicz and
Lebesgue spaces. Thereafter we focus on the semi-continuous convo-
lution, and prove corresponding estimates for LΦ(ω)(R
2d) or in convo-
lutions between elements in LΦ1Φ2(ω) (R
2d), and ℓq0(v). In the end we also
deduce similar estimates for continuous convolutions after LΦ(ω)(R
2d),
LΦ1Φ2(ω) (R
2d) and ℓq0(v) are replaced by the Wiener spaces W (L
Φ1Φ2
(ω) ) and
W (L1, Lq0(v)).
3.1. Discrete convolution estimates on discrete Orlicz spaces.
In what follows we let ℓ′0(Z
d) be the set of all sequences { a(n) ; n ∈
Z
d }. We also let ℓ0(Z
d) be the set of all sequences { a(n) ; n ∈ Zd }
such that a(n) 6= 0 for at most finite numbers of n.
We recall that the discrete convolution between a ∈ ℓ′0(Z
d) and b ∈
ℓ0(Z
d) is defined by
(a ∗ b)(n) =
∑
k∈Zd
a(k)b(n− k).
Lemma 3.1. Let Φ be a quasi-Young function of order q0 ∈ (0, 1]
and ω0, v0 ∈ PE(R
d) be such that ω0 is v0-moderate. Then the map
(a, b) 7→ a ∗ b from ℓ0(Z
d) × ℓΦ(ω0)(Z
d) to ℓ′0(Z
d) is uniquely extendable
to a continuous map from ℓq0(v0)(Z
d)× ℓΦ(ω0)(Z
d) to ℓΦ(ω0)(Z
d), and
‖a ∗ b‖ℓΦ
(ω0)
≤ ‖a‖ℓq0
(v0)
‖b‖ℓΦ
(ω0)
. (3.1)
Proof. Let Φ0 be a Young function such that Φ(t) = Φ0(t
q0), t ≥ 0. By
definitions we have
‖a‖ℓΦ = ‖a
q0‖
1/q0
ℓΦ0
, (3.2)
and by the estimate
|(a ∗ b)(n)ω0(n)| ≤
∑
k∈Zd
|a(k)b(n− k)ω0(n)|
.
∑
k∈Zd
|a(k)v0(k)| · |b(n− k)ω0(n− k)|, (3.3)
we reduce ourselves to the case when ω0 = v0 = 1 and a(n), b(n) ≥ 0
for every n ∈ Zd.
Furthermore, since ℓ0 is dense in ℓ
q0 and that both sides are homoge-
neous with respect to a, we may assume that a ∈ ℓ0(Z
d) and ‖a‖ℓq0 = 1.
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By the estimate
(a ∗ b)(n)q0 =
(∑
k∈Zd
a(k)b(n− k)
)q0
≤
∑
k∈Zd
a(k)q0b(n− k)q0 = (aq0 ∗ bq0)(n), (3.4)
we get ‖(a ∗ b)q0‖ℓΦ0 ≤ ‖a
q0 ∗ bq0‖ℓΦ0 . This gives∑
n∈Zd
Φ0
(
(a ∗ b)(n)q0
λq0
)
≤
∑
n∈Zd
Φ0
(
(aq0 ∗ bq0)(n)
λq0
)
=
∑
n∈Zd
Φ0
(
1
λq0
∑
k∈Zd
a(k)q0b(n− k)q0
)
≤
∑
k,n∈Zd
a(k)q0Φ0
(
b(n− k)q0
λq0
)
=
(∑
k∈Zd
a(k)q0
)
·
(∑
n∈Zd
Φ0
(
b(n)q0
λq0
))
= ‖a‖q0ℓq0
∑
n∈Zd
Φ0
(
b(n)q0
λq0
)
.
Here the second inequality follows from the fact that a(k) ≥ 0 for every
k, ‖a‖ℓq0 = 1 and that Φ0 is convex. By the definition of ℓ
Φ0 norm we
get (3.1). 
Definition 3.2. The semi-discrete convolution of a ∈ ℓ0(Λ) and f ∈
Σ′1(R
d) (with respect to α > 0) is given by
(a ∗ε,Λ f)(x) =
∑
k∈Λ
a(k)f(x− εk).
We also set ∗ε = ∗ε1,Λ when Λ = (2π)
1
2Z
d and ε1 = (2π)
− 1
2ε. Then
(a ∗ε f)(x) =
∑
k∈Zd
a(k)f(x− εk).
Lemma 3.3. Let q0 ∈ (0, 1], α > 0, Φ be a quasi-Young function of
order q0 and ω0, v0 ∈ PE(R
d) be such that ω0 is v0-moderate. Then the
map (a, f) 7→ a ∗ε f from ℓ0(Z
d) × LΦ(ω0)(R
d) to LΦ(ω0)(R
d) is uniquely
extendable to a continuous map from ℓq0(v0)(Z
d)×LΦ(ω0)(R
d) to LΦ(ω0)(R
d),
and
‖a ∗ε f‖LΦ
(ω0)
≤ ‖a‖ℓq0
(v0)
‖f‖LΦ
(ω0)
. (3.5)
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Proof. We shall mainly arguing as in the proof of Lemma 3.1. Since
ℓ0(Z
d) is dense in ℓq0(v0)(Z
d), it suffices to prove that (3.5) holds for
a ∈ ℓ0(Z
d) with a(k) ≥ 0 for every k and ‖a‖ℓq0
(v0)
= 1. Moreover, by
the same arguments as in (3.3) it follows that it suffices to prove the
result in the case ω0 = v0 = 1.
Let Φ0 be a Young function such that Φ(t) = Φ0(t
q0), t ≥ 0. By (3.4)
and the fact that Φ0 is convex we have
∫
Rd
Φ0
(
|(a ∗ε f)(x)|
q0
λq0
)
dx ≤
∫
Rd
Φ0
(
1
λq0
∑
k∈Zd
|a(k)|q0|f(x− εk)|q0
)
dx
≤
∑
k∈Zd
|a(k)|q0
∫
Rd
Φ0
(
|f(x− εk)|q0
λq0
)
dx
= ‖a‖q0ℓq0
∫
Rd
Φ0
(
|f(x)|q0
λq0
)
dx.
By definition of LΦ0(ω0)(R
d) norm we get (3.5). 
Lemma 3.4. Let q0 ∈ (0, 1], ε > 0, Φ1 and Φ2 be quasi-Young functions
of order q0, and let ωj ∈ PE(R
2d), j = 0, 1, 2 be such that
ω2(x+ y, ξ + η) . ω0(x, ξ)ω1(y, η).
Then the map (a, F ) 7→ a∗εF from ℓ0(Z
2d)×LΦ1Φ2(ω) (R
2d) to LΦ1Φ2(ω) (R
2d)
is uniquely extendable to a continuous map from ℓq0(v)(Z
2d)×LΦ1Φ2(ω) (R
2d)
to LΦ1Φ2(ω) (R
2d), and
‖a ∗ε F‖LΦ1Φ2
(ω)
. ‖a‖ℓq0
(v)
‖F‖
L
Φ1Φ2
(ω)
. (3.6)
Proof. Since ℓ0(Z
2d) is dense in ℓq0(v)(Z
2d), it suffices to prove that (3.6)
holds for a ∈ ℓ0(Z
d) with a(k, κ) ≥ 0 for every k, κ and ‖a‖ℓq0
(v)
= 1.
Moreover, by the same arguments as in (3.3) it follows that it suffices
to prove the result in the case ωj = 1, j = 0, 1, 2.
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Let Φ0,j be Young functions such that Φj(t) = Φ0,j(t
q0), t ≥ 0,
j = 1, 2. By (3.4) and the fact that Φ0,1 is convex we have∫
Rd
Φ0,1
(
|(a ∗ε F )(x, ξ)|
q0
λq0
)
dx
≤
∫
Rd
Φ0,1
 1
λq0
∑
k,κ∈Zd
|a(k, κ)|q0|F (x− εk, ξ − εκ)|q0
 dx
≤
∑
k,κ∈Zd
|a(k, κ)|q0
∫
Rd
Φ0,1
(
|F (x− εk, ξ − εκ)|q0
λq0
)
dx
=
∑
κ∈Zd
(∑
k∈Zd
|a(k, κ)|q0
)∫
Rd
Φ0,1
(
|F (x, ξ − εκ)|q0
λq0
)
dx.
This gives
‖(a ∗ε F )( · , ξ)‖
q0
LΦ1
≤
∑
κ∈Zd
‖a( · , κ)‖q0ℓq0‖F ( · , ξ − εκ)‖
q0
LΦ1
.
By the fact that Φ0,2 is convex, and∑
k∈Zd
‖a( · , k)‖q0ℓq0 = ‖a‖
q0
ℓq0 = 1,
we get∫
Rd
Φ0,2
(
‖(a ∗ε F )( · , ξ)‖
q0
LΦ1
λq0
)
dξ
≤
∫
Rd
Φ0,2
(∑
κ∈Zd
‖a( · , κ)‖q0ℓq0
‖F ( · , ξ − εκ)‖q0
LΦ1
λq0
)
dξ
≤
∫
Rd
∑
κ∈Zd
‖a( · , κ)‖q0
ℓq0(Zd)
Φ0,2
(
‖F ( · , ξ − εκ)‖q0
LΦ1
λq0
)
dξ
= ‖a‖q0
ℓq0 (Z2d)
∫
Rd
Φ0,2
(
‖F ( · , ξ)‖q0
LΦ1
λq0
)
dξ.
By the definition of LΦ1Φ2(ω) norm, (3.6) follows from these estimates. 
A similar argument implies that the following convolution relation
holds for discrete mixed-norm spaces.
Lemma 3.5. Let q0 ∈ (0, 1], Φ1 and Φ2 be quasi-Young functions of
order q0 and let ωj ∈ PE(R
2d), j = 0, 1, 2, be the same as in Lemma
18
3.4. Then the map (a, b) 7→ a∗b from ℓ0(Z
2d)×ℓΦ1Φ2(ω1) (Z
2d) to ℓΦ1Φ2(ω2) (Z
2d)
is uniquely extendable to a continuous map from ℓq0(ω0)(Z
2d)×ℓΦ1Φ2(ω1) (Z
2d)
to ℓΦ1Φ2(ω2) (Z
2d), and
‖a ∗ b‖
ℓ
Φ1Φ2
(ω2)
. ‖a‖ℓq0
(ω0)
‖b‖
ℓ
Φ1Φ2
(ω1)
.
In what follows we set χ = χ[0,1]2d and Qd = [0, 1]
d.
Definition 3.6. Let q0 ∈ (0, 1], Φ1,Φ2,Φ3 be quasi-Young functions of
order q0, and let ω ∈ PE(R
2d). Then the Wiener-type spaceW (LΦ1, LΦ2Φ3(ω) )
consists of all measurable functions F on R2d, such that
aF,ω,Φ1(k, κ) = ‖F ( · + (k, κ))ω( · + (k, κ))‖LΦ1 (Q2d)
= ‖F · ω · T(k,κ)χ‖LΦ1 (R2d), k, κ ∈ Z
d,
belongs to ℓΦ2Φ3(Z2d). The (quasi-) norm on W (LΦ1 , LΦ2Φ3(ω) ) is given by
‖F‖
W (LΦ1 ,L
Φ2Φ3
(ω)
)
≡ ‖aF,ω,Φ1‖ℓΦ2Φ3 .
For conveniency we set W (LΦ2Φ3) = W (L∞, LΦ2Φ3) and aF,ω =
aF,ω,Φ1 when L
Φ1 = L∞. It is obvious that
‖F‖
L
Φ1,Φ2
(ω)
≤ ‖F‖
W (L
Φ1,Φ2
(ω)
)
(3.7)
for every measurable function F on R2d.
Remark 3.7. Let q0,Φ1,Φ2 and ω be the same as in Definition 3.6. Then
the following is true:
(1) ‖F‖
W (L
Φ1,Φ2
(ω)
)
= ‖GF,ω‖LΦ1,Φ2 , where
GF,ω(x, ξ) =
∑
k,κ∈Zd
aF,ω(k, κ)χ(k,κ)+Q2d(x, ξ).
(2) ‖F‖
W (L
Φ1,Φ2
(ω)
)
≍ ‖aF‖ℓΦ1,Φ2
(ω)
= ‖GF‖LΦ1,Φ2
(ω)
, where
aF = aF,1 and GF = GF,1.
Lemma 3.8. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω ∈ PE(R
2d), F ∈ W (LΦ1Φ2(ω) ) be continuous and set cF (k, κ) = F (αk, βκ)
for all α, β > 0. Then cF ∈ ℓ
Φ1Φ2
(ω) (Z
2d) and
‖cF‖ℓΦ1Φ2
(ω)
≤ CαCβ‖F‖W (LΦ1Φ2
(ω)
)
. (3.8)
Proof. The map F 7→ F ·ω carries over the estimate (3.8) into the case
ω = 1. Hence if suffices to prove the result for ω = 1. Let aF be the
same as in Definition 3.6. For (αk, βκ) ∈ (j, ι) + Q2d and (j, ι) ∈ Z
2d
we have
|cF (k, κ)| ≤ ‖F ( · + (j, ι))‖L∞(Q2d).
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Since there are at most Cα = ([
1
α
] + 1)d points αk ∈ j + Qd, the L
Φ1
norm over k is bounded by
∑
k∈Zd
Φ0,1
(
|cF (k, κ)|
q0
λq0
)
≤ Cα
∑
j∈Zd
Φ0,1
(
‖cF ( · + (j, ι)‖
q0
L∞
λq0
)
.
By definition of ℓΦ1 norm,
‖cF ( · , κ)‖
q0
ℓΦ1
≤ Cα‖aF (·, ι)‖
q0
ℓΦ1
for all βκ ∈ ι+Qd, of which there are at most Cβ = ([
1
β
] + 1)d of such
points. This gives
∑
κ∈Zd
Φ0,2
(
‖cF ( · , κ)‖
q0
ℓΦ1
λq0
)
≤ Cβ
∑
ι∈Zd
Φ0,2
(
Cα‖aF ( · , ι)‖
q0
ℓΦ1
λq0
)
.
By definition of ℓΦ2 norm we get (3.8). 
Lemma 3.9. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
and ω, v ∈ PE(R
2d) be such that ω is v-moderate. Then the map
(F,G) → F ∗ G from Σ1(R
2d)× Σ1(R
2d) to Σ1(R
2d) extends uniquely
to a continuous map from W (L1, Lq0(v))×W (L
Φ1Φ2
(ω) ) to W (L
Φ1Φ2
(ω) ), and
‖F ∗G‖
W (L
Φ1Φ2
(ω)
)
. ‖F‖W (L1,Lq0
(v)
)‖G‖W (LΦ1Φ2
(ω)
)
. (3.9)
Proof. We have W (LΦ1Φ2(ω) ) ⊆ L
∞
(ω)(R
2d) and that Σ1(R
2d) is dense in
W (L1, Lq0(v)). Since F ∗ G is uniquely defined when F ∈ Σ1(R
2d) and
G ∈ L∞(ω)(R
2d) the result follows if we prove that (3.9) holds for F ∈
Σ1(R
2d) and G ∈ W (LΦ1Φ2(ω) ).
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Let aF∗G(k, κ) = sup(x+k,ξ+κ)∈Q2d |(F ∗ G)(x, ξ)ω(x, ξ)|, Fv = F · v
and Gω = G · ω. First we estimate a(k, κ) by
aF∗G(k, κ) = sup
∣∣∣∣∣∣
∫∫
R2d
F (y, η)G(x− y, ξ − η)ω(x, ξ) dydη
∣∣∣∣∣∣
. sup
∫∫
R2d
|Fv(y, η)||Gω(x− y, ξ − η)| dydη

= sup
∑
j,ι∈Zd
∫∫
(j+y,ι+η)∈Q2d
|Fv(y, η)Gω(x− y, ξ − η)| dydη

≤
∑
j,ι∈Zd
∫∫
(j+y,ι+η)∈Q2d
|Fv(y, η)| (sup |Gω(x− y, ξ − η)|)dydη
≤
∑
j,ι∈Zd
 ∫∫
(j+y,ι+η)∈Q2d
|Fv(y, η)| dydη
‖Gω( · +(k−j, κ−ι))‖L∞([−1,1]2d)
= (b ∗ c)(k, κ), (3.10)
where
b(j, ι) =
∫∫
(j+y,ι+η)∈Q2d
|Fv(y, η)| dydη,
and
c(j, ι) = ‖Gω( · + (j, ι))‖L∞([−1,1]2d).
Here all suprema in (3.10) are taken with respect to all (x, ξ) ∈ (k, κ)+
Q2d. By (3.10), Lemma 3.5 and the fact that ‖c‖ℓΦ1,Φ2 ≃ ‖G‖W (LΦ1Φ2 )
we get
‖F ∗G‖
W (L
Φ1Φ2
(ω)
)
= ‖aF∗G‖|ℓΦ1Φ2
(ω)
≤ ‖b ∗ c‖
ℓ
Φ1Φ2
(ω)
≤ ‖b‖ℓq0
(v)
‖c‖
ℓ
Φ1Φ2
(ω)
. ‖F‖W (L1,Lq0
(v)
)‖G‖W (LΦ1Φ2
(ω)
)
.
and (3.9) follows. 
By similar arguments we get the following semi-discrete convolution
relation.
Lemma 3.10. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
and ω, v ∈ PE(R
2d) be such that ω is v-moderate. Then the map
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(a, F ) 7→ a∗εF from ℓ0(Z
2d)×(L∞(R2d)∩E ′(R2d)) to L∞loc(R
2d) extends
uniquely to a continuous map from ℓΦ1Φ2(ω) (Z
2d)×W (Lq0(v)), and
‖a ∗ε F‖W (LΦ1Φ2
(ω)
)
. ‖a‖
ℓ
Φ1Φ2
(ω)
‖F‖W (Lq0
(v)
).
Proof. If a ∈ ℓ∞(1/v)(Z
2d) and F ∈ L∞(R2d) ∩ E ′(R2d), then for (x, ξ) ∈
R
2d belonging to a compact set, (a ∗ε F )(x, ξ) is given by a finite sum
of locally bounded functions. This shows that a∗εF is uniquely defined
as an element in L∞loc(R
2d).
In particular, since ℓΦ1Φ2(ω) (Z
2d) ⊆ ℓ∞(1/v)(Z
2d), a∗εF is uniquely defined
as an element in ℓ∞(1/v)(Z
2d) when a ∈ ℓΦ1Φ2(ω) (Z
2d) and F ∈ L∞(R2d) ∩
E ′(R2d).
The result now follows by similar arguments as in the proof of Lemma
3.9, and the fact that L∞(R2d)∩E ′(R2d) is dense inW (Lq0(v)). The details
are left for the reader. 
4. Gabor analysis of Orlicz modulation spaces
In this section we extend the Gabor analysis in [7] to Orlicz mod-
ulation spaces. We show that the quasi norm f 7→ ‖Vφ1f‖LΦ1Φ2
(ω)
and
f 7→ ‖Vφ2f‖W (LΦ1Φ2
(ω)
)
are equivalent when ω ∈ PE(R
2d) and φ1, φ2
are suitable. (Cf. Theorem 4.3 below). This leads to that the analysis
operator Cφ1 is continuous from M
Φ1Φ2
(ω) (R
d) into ℓΦ1Φ2(ω) (Z
2d), and that
the corresponding synthesis operator are continuous from ℓΦ1Φ2(ω) (Z
2d) to
MΦ1Φ2(ω) (R
d).
In the end we are able to prove that an element belongs toMΦ1Φ2(ω) (R
d),
if and only if its Gabor coefficients belong to ℓΦ1Φ2(ω) (Z
2d). (Cf. Theorem
4.7.)
4.1. Comparisons between ‖Vφ1f‖LΦ1Φ2
(ω)
and ‖Vφ2f‖W (LΦ1Φ2
(ω)
)
. The
next result shows that the condition ‖Vφf‖LΦ1Φ2
(ω)
< ∞ is independent
of the choice of window function φ, and that different φ gives rise to
equivalent norms.
Theorem 4.1. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω, v ∈ PE(R
2d) be such that ω is v-moderate and let φ ∈ Σ1(R
d) \ 0,
φ0(x) = π
−d/4e−
|x|2
2 be the standard Gaussian. Then
‖Vφ0f‖LΦ1Φ2
(ω)
. ‖Vφ0ψ‖Lq0
(v)
‖Vφf‖LΦ1Φ2
(ω)
(4.1)
and
‖Vφf‖LΦ1Φ2
(ω)
. ‖Vφψ0‖Lq0
(v)
‖Vφ0f‖LΦ1Φ2
(ω)
, (4.2)
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where ψ and ψ0 are canonical dual windows for φ and φ0 respectively
with respect to some lattice εZ2d.
Proof. Assume that Vφf ∈ L
Φ1Φ2
(ω) . Let ε > 0 be such that
{eiε〈 · ,κ〉φ( · − εk)}k,κ∈Zd
is a Gabor frame for L2(Rd). Let v0(x, ξ) = e
|x|+|ξ|, ψ = (Sεφ,ψ)
−1φ be
the canonical dual window of φ and let b(k, κ) = (Vψφ0)(εk, εκ). As
a consequence of [9, Theorem S] or the analysis in [10, Chapter 13] it
follows that ψ ∈M q0(v)(R
d) and
φ0 =
∑
k,κ∈Zd
(Vψφ0)(εk, εκ)φk,κ, φk,κ(x) = e
iε〈x,κ〉φ(x− εk),
with unconditional convergence inM1(v0v)(R
d) ⊆M q0(v)(R
d) (see also [23,
Proposition 1.4] for details). Since
|Vφ0f(x, ξ)| ≤
∑
k,κ∈Zd
|Vφk,κf(x, ξ)| =
∑
k,κ∈Zd
|Vφf(x + εk, ξ + εκ)|,
we get
|Vφ0f(x, ξ)| ≤
∑
k,κ∈Zd
|b(k, κ)||Vφf(x+ εk, ξ + εκ)|
= (|bˇ| ∗ε |Vφf |)(x, ξ),
where bˇ(k, κ) = b(−k,−κ). By Lemma 3.4,
‖Vφ0f‖LΦ1Φ2
(ω)
≤ ‖|bˇ| ∗ε |Vφf |‖LΦ1Φ2
(ω)
. ‖bˇ‖ℓq0
(v)
‖Vφf‖LΦ1Φ2
(ω)
. ‖Vφ0ψ‖Lq0
(v)
‖Vφf‖LΦ1Φ2
(ω)
.
This gives (4.1). By interchanging the roles of φ and φ0, we obtain
(4.2). 
Remark 4.2. Let φ, φ0, ψ and ψ0 be the same as in Theorem 4.1. By
choosing the lattice dense enough, it follows that Vφ0ψ ∈ L
q0
(v)(R
d) and
Vφψ0 ∈ L
q0
(v)(R
d). In fact, let v0(x, ξ) be subexponential. Then φ0, φ ∈
M1(v0v)(R
d) ⊆ M q0(v)(R
d). By Theorem S in [9], ψ0, ψ ∈ M
1
(v0v)
(Rd) ⊆
M q0(v)(R
d) provided that the lattices of Gabor frames are dense enough.
This implies that ‖Vφ0ψ‖Lq0
(v)
and ‖Vφψ0‖Lq0
(v)
in (4.1) and (4.2) are finite.
Theorem 4.3. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω ∈ PE(R
2d), f ∈MΦ1Φ2(ω) (R
d) and φ0(x) = π
−d/4e−
|x|2
2 be the standard
Gaussian. Then Vφ0f ∈ W (L
Φ1Φ2
(ω) ) and
‖Vφ0f‖W (LΦ1Φ2
(ω)
)
. ‖Vφ0f‖LΦ1Φ2
(ω)
. (4.3)
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Proof. Let F0 = |Vφ0f | and let
aF0(k, κ) = sup
(x,ξ)∈Q2d
F0(x+ k, ξ + κ) = sup
(x+k,ξ+κ)∈Q2d
F0(x, ξ).
For each k, κ ∈ Zd, choose
Xk,κ = (xk,κ, ξk,κ) ∈ (k, κ) +Q2d
such that
F0(Xk,κ) = aF0(k, κ).
We have
‖f‖
M
Φ1Φ2
(ω)
= ‖F q00 ‖
1/q0
L
Φ0,1Φ0,2
(ω)
. (4.4)
For any
X0 = (x0,1, . . . , x0,d, ξ0,1, . . . , ξ0,d) ∈ R
2d,
let Dr(X0) be polydisc
{(x1, . . . , xd, ξ1, . . . , ξd) ∈ R
2d; (xj−x0,j)
2+(ξj−ξ0,j)
2 < r2, j = 1, . . . , d},
and let U1,d = [−r, 1 + r]
d and U2,d = [−2 − r, 2 + r]
d. By Lemma 2.3
in [7] we get
F0(Xk,κ)
q0ω(Xk,κ)
q0 .
∫∫
Dr(Xk,κ)
F0(x, ξ)
q0ω(Xk,κ)
q0 dxdξ
.
∫∫
Xk,κ+U1,2d
F0(x, ξ)
q0ω(x, ξ)q0 dxdξ.
In order to estimate the left hand side of (4.3) we apply the latter
estimates on∑
k∈Zd
Φ0,1
(
F0(Xk,κ)
q0ω(x, ξ)q0
λq0
)
.
∑
k∈Zd
Φ0,1
 1
λq0
∫∫
Xk,κ+U1,2d
F0(x, ξ)
q0ω(x, ξ)q0 dxdξ

≤
∑
k∈Zd
Φ0,1
 1
λq0
∫∫
(k,κ)+U2,2d
F0(x, ξ)
q0ω(x, ξ)q0 dxdξ
 . (4.5)
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Since the volume of U2,d is equal to (4+2r)
d and Φ0,1 is convex, Jensen’s
inequality gives
∑
k∈Zd
Φ0,1
 1
λq0
∫∫
(k,κ)+U2,2d
F0(x, ξ)
q0ω(x, ξ)q0 dxdξ

≤
∑
k∈Zd
(4+2r)−d
∫
k+U2,d
Φ0,1
(4 + 2r)d
λq0
∫
κ+U2,d
F0(x, ξ)
q0ω(x, ξ)q0 dξ
 dx
= 4d(4 + 2r)−d
∫
Rd
Φ0,1
(4 + 2r)d
λq0
∫
κ+U2,d
F0(x, ξ)
q0ω(x, ξ)q0 dξ
dx.
(4.6)
By (4.5), (4.6) and the definition of LΦ0,1 norm we get
‖a( · , κ)‖
ℓ
Φ1
(ω)
.
∥∥∥∥∥∥∥
∫
κ+U2,d
F0( · , ξ)
q0ω( · , ξ)q0 dξ
∥∥∥∥∥∥∥
1/q0
LΦ0,1
.
Let ‖a( · , κ)‖
ℓ
Φ1
(ω)
= b(κ). Then by Minkowski’s inequality and again
using Jensen’s inequality we get
∑
κ∈Zd
Φ0,2
(
b(κ)q0
λq0
)
.
∑
κ∈Zd
Φ0,2

∥∥∥∥∥∥∥
1
λq0
∫
κ+U2,d
F0( · , ξ)
q0ω( · , ξ)q0 dξ
∥∥∥∥∥∥∥
LΦ0,1

≤
∑
κ∈Zd
Φ0,2
 1
λq0
∫
κ+U2,d
‖F0( · , ξ)
q0ω( · , ξ)q0‖LΦ0,1 dξ

≤
∑
κ∈Zd
(4 + 2r)−d
∫
κ+U2,d
Φ0,2
(
(4 + 2r)d
λq0
‖F0( · , ξ)
q0ω( · , ξ)q0‖LΦ0,1
)
dξ
= 4d(4 + 2r)−d
∫
Rd
Φ0,2
(
(4 + 2r)d
λq0
‖F0( · , ξ)
q0ω( · , ξ)q0‖LΦ0,1
)
dξ.
By the definition of L
Φ0,2
(ω) norm we get
‖a‖
ℓ
Φ1Φ2
(ω)
= ‖b‖ℓΦ2 . ‖F0‖LΦ1Φ2
(ω)
. (4.7)
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Therefore by (4.4) and (4.7) we get
‖Vφ0f‖W (LΦ1,Φ2
(ω)
)
= ‖a‖
ℓ
Φ1,Φ2
(ω)
. ‖F0‖LΦ1,Φ2
(ω)
= ‖Vφ0f‖LΦ1,Φ2
(ω)
. 
Theorem 4.4. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω, v ∈ PE(R
2d) be such that ω is v-moderate, and let φ1, φ2 ∈M
q0
(v)(R
d)
with dual windows in M q0(v)(R
d) with respect to some lattice in R2d. If
Vφ1f ∈ L
Φ1Φ2
(ω) (R
2d), then Vφ2f ∈ W (L
Φ1Φ2
(ω) ) and
‖Vφ2f‖W (LΦ1Φ2
(ω)
)
. ‖Vφ1f‖LΦ1Φ2
(ω)
.
Proof. Using the reproducing formula we have
|Vφ2f(x, ξ)| ≤
1
‖φ0‖
2
2
(|Vφ0f | ∗ |Vφ2φ0|) (x, ξ).
By Lemma 3.9, Theorems 4.1 and 4.3 we obtain
‖Vφ2f‖W (LΦ1Φ2
(ω)
)
. ‖Vφ0f‖W (LΦ1Φ2
(ω)
)
‖Vφ2φ0‖W (L1,Lq0
(v)
)
. ‖Vφ0f‖LΦ1Φ2
(ω)
‖Vφ2φ0‖W (L1,Lq0
(v)
).
By [25, Proposition 1.15′] we get ‖Vφ2φ0‖W (L1,Lq0
(v)
) ≍ ‖φ2‖Mq0
(v)
. (See
also [22].) Hence, if ψ1 is the dual window of φ1, then Theorem 4.1
gives
‖Vφ2f‖W (LΦ1Φ2
(ω)
)
. ‖φ2‖Mq0
(v)
‖Vφ0ψ‖Lq0
(v)
‖Vφ1f‖LΦ1Φ2
(ω)
≍ ‖Vφ1f‖LΦ1Φ2
(ω)
. 
We may now deduce suitable continuity properties for analysis and
synthesis operators.
Theorem 4.5. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω, v ∈ PE(R
2d) be such that ω is v-moderate and let φ ∈M q0(v)(R
d) with
dual windows in M q0(v)(R
d) with respect to some lattice in R2d. Then the
analysis operator Cε,Λφ is continuous from M
Φ1Φ2
(v) (R
d) into ℓΦ1Φ2(ω) (Z
2d),
and
‖Cεφf‖ℓΦ1Φ2
(ω)
. ‖f‖
M
Φ1Φ2
(ω)
, f ∈MΦ1Φ2(ω) (R
d).
Proof. Since Vφf is continuous, we have by Lemma 3.8 with α = β = ε
and Theorem 4.4 that
‖Cεφf‖ℓΦ1Φ2
(ω)
= ‖Vφf(ε · )‖ℓΦ1Φ2
(ω)
. ‖Vφf‖W (LΦ1Φ2
(ω)
)
. ‖Vφf‖LΦ1Φ2
(ω)
≍ ‖f‖
M
Φ1Φ2
(ω)
,
which completes the proof. 
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Theorem 4.6. Let Φ1,Φ2 be quasi Young functions of order q0 ∈ (0, 1],
ω, v ∈ PE(R
2d) be such that ω is v-moderate and let ψ ∈ M q0(v)(R
d) with
dual window in M q0(v)(R
d) with respect to some lattice in R2d. Then the
synthesis operator Dεψ is continuous from ℓ
Φ1Φ2
(ω) (Z
2d) into MΦ1Φ2(ω) (R
d),
and
‖Dεψc‖MΦ1Φ2
(ω)
. ‖c‖
ℓ
Φ1Φ2
(ω)
, c ∈ ℓΦ1Φ2(ω) (Z
2d).
Proof. Let φ0 be the standard Gaussian window. We have to show that
for any sequence c ∈ ℓΦ1Φ2(ω) (Z
2d), Vφ0(D
ε
ψc) ∈ L
Φ1Φ2
(ω) (R
2d). Since(
Vφ0(e
iε〈 · ,κ〉ψ( · − εk))
)
(x, ξ) = Vφ0ψ(x− εk, ξ − εκ),
we get
|Vφ0(D
ε
ψc)(x, ξ)| =
∣∣∣∣∣∣|Vφ0
 ∑
k,κ∈Zd
c(k, κ)(eiε〈 · ,κ〉ψ( · − εk)
 (x, ξ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k,κ∈Zd
c(k, κ)
(
Vφ0(e
iε〈 · ,κ〉ψ( · − εk))
)
(x, ξ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k,κ∈Zd
c(k, κ)(Vφ0ψ)(x− εk, ξ − εκ)
∣∣∣∣∣∣
≤
∑
k,κ∈Zd
|c(k, κ)(Vφ0ψ)(x− εk, ξ − εκ)| = (|c| ∗ε |Vφ0ψ|)(x, ξ).
and Lemma 3.10 implies that
‖Dεψc‖MΦ1Φ2
(ω)
= ‖Vφ0(D
ε
ψc)‖LΦ1Φ2
(ω)
≤ ‖Vφ0(D
ε
ψc)‖W (LΦ1Φ2
(ω)
)
≤ ‖|c| ∗ε |Vφ0ψ|‖W (LΦ1Φ2
(ω)
)
≤ C‖c‖
ℓ
Φ1Φ2
(ω)
‖Vφ0ψ‖W (Lq0
(v)
),
and the result follows from Theorem 4.4. 
The next theorem is the main result of the section, and shows that
the Gabor analysis in [7] for modulation spaces also holds for quasi
Orlicz modulation spaces.
Theorem 4.7. Let ε > 0, Φ1,Φ2 be quasi Young functions of order
q0 ∈ (0, 1], ω, v ∈ PE(R
2d) be such that ω is v-moderate and let φ, ψ ∈
M q0(v)(R
d) be such that
{ei〈 · ,κ〉φ( · − εk)}k,κ∈Zd and {e
i〈 · ,κ〉ψ( · − εk)}k,κ∈Zd (4.8)
are dual frames to each others. Then the following is true:
(1) The Gabor frame operator Sεφ,ψ = D
ε
ψ ◦ C
ε
φ is the identity oper-
ator on MΦ1Φ2(ω) (R
d);
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(2) If f ∈MΦ1Φ2(ω) (R
d), then
f =
∑
k,κ∈Zd
(Vψf)(εk, εκ)e
iε〈 · ,κ〉φ( · − εk)
=
∑
k,κ∈Zd
(Vφf)(εk, εκ)e
iε〈 · ,κ〉ψ( · − εk),
with unconditionally convergence in MΦ1Φ2(ω) (R
d), when S (R2d)
is dense in LΦ1Φ2(R2d), and with convergence in M∞(ω)(R
d) in
the weak∗ topology, otherwise.
Furthermore,
‖{(Vφf)(εk, εκ)}k,κ∈Zd‖ℓΦ1Φ2
(ω)
≍ ‖{(Vψf)(εk, εκ)}k,κ∈Zd‖ℓΦ1Φ2
(ω)
≍ ‖f‖
M
Φ1Φ2
(ω)
. (4.9)
Proof. Since (4.8) are dual frames, it follows thatDεψ◦C
ε
φ is the identity
operator on M∞(ω)(R
d), in view of [10, Corollary 12.2.6]. A combination
of this fact and MΦ1Φ2(ω) (R
d) ⊆M∞(ω)(R
d) shows that f = Dεψ ◦C
ε
φ holds
for all f ∈MΦ1Φ2(ω) (R
d). By Theorems 4.5 and 4.6, the norm equivalence
between the first and last expressions in (4.9) follows from
‖f‖
M
Φ1Φ2
(ω)
= ‖(Dεψ ◦ C
ε
φ)f‖MΦ1Φ2
(ω)
≤ ‖Dεψ‖B(ℓΦ1Φ2
(ω)
,M
Φ1Φ2
(ω)
)
‖Cεφf‖ℓΦ1Φ2
(ω)
≤ ‖Dεψ‖B(ℓΦ1Φ2
(ω)
,M
Φ1Φ2
(ω)
)
‖Cεφ‖B(MΦ1Φ2
(ω)
,ℓ
Φ1Φ2
(ω)
)
‖f‖
M
Φ1Φ2
(ω)
.
By interchanging the roles for φ and ψ, we deduce the other relations
in (4.9). 
Remark 4.8. Let ω ∈ PE(R
2d), Φ0,1,Φ0,2 be Young functions, and Φ1
and Φ2 are quasi-Young functions of order q0 ∈ (0, 1] with respect to
Φ0,1 and Φ0,2, respectively.
Since S (R2d) is continuously embedded in LΦ1Φ2(R2d), and that
Σ1(R
2d) is dense in S (R2d), it follows thatΣ1(R
2d) is dense in LΦ1Φ2(R2d)
when S (R2d) is dense in LΦ1Φ2(R2d), according to (2) in Theorem 4.7.
By straight-forward computations it follows that Σ1(R
2d) is dense in
LΦ1Φ2(ω) (R
2d) when S (R2d) is dense in LΦ1Φ2(R2d).
A sufficient condition for S (R2d) to be dense in LΦ0,1Φ0,2(R2d) and
in LΦ1Φ2(R2d) is that Φ0,1 and Φ0,2 fullfill the so-called ∆2-condition
in [19]. In particular, this is true when Φj(t) & t
θ, j = 1, 2 near the
origin, for some θ > 0
4.2. Some consequences. Next we present some consequences of the
previous results, and begin with the following invariance of theMΦ1Φ2(ω) (R
d)
norm with respect to the choice of φ1 and φ2 in Theorem 4.4.
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Theorem 4.9. Let Φ1,Φ2 be quasi Young functions of order q0 ∈
(0, 1], ω, v ∈ PE(R
2d) be such that ω is v-moderate, and let φ ∈
M q0(v)(R
d) with dual window in M q0(v)(R
d). Then f 7→ ‖Vφf‖LΦ1Φ2
(ω)
and
f 7→ ‖Vφf‖W (LΦ1Φ2
(ω)
)
are quasi-norms on Σ′1(R
d) which are equivalent
to the quasi-norm f 7→ ‖f‖
M
Φ1Φ2
(ω)
.
Recall that ‖f‖
M
Φ1Φ2
(ω)
= ‖Vφ0f‖LΦ1Φ2
(ω)
, when φ0(x) = π
− d
4 e−
1
2
|x|2.
Proof. The result is an immediate consequence of (3.7) and Theorem
4.4. 
Theorem 4.10. Suppose that ω ∈ PE(R
2d), Φk and Ψk are quasi
Young functions such that
lim
t→0+
Ψk(t)
Φk(t)
(4.10)
exist and are finite, k = 1, 2. Then
(1) ℓΦ1Φ2(ω) (Z
2d) is continuously embedded in ℓΨ1Ψ2(ω) (Z
2d);
(2) MΦ1Φ2(ω) (R
d) is continuously embedded in MΨ1Ψ2(ω) (R
d).
Proof. By Theorem 4.7 it suffices to prove (1). Since a 7→ a · ω is
isometric bijection from ℓΦ1Φ2(ω) (Z
2d) to ℓΦ1Φ2(Z2d), we may assume that
ω = 1. In view of (4.10), there is a t0 > 0 such that
Ψk(t) . Φk(t), 0 ≤ t ≤ t0, k = 1, 2.
Let
Φ∗,k(t) =
{
Φk(t), 0 ≤ t ≤ t0,
∞, t > t0
and
Ψ∗,k(t) =
{
Ψk(t), 0 ≤ t ≤ t0,
∞, t > t0.
We claim
ℓΦ1Φ2(Z2d) = ℓΦ∗,1Φ∗,2(Z2d), (4.11)
also in topological sense.
In fact, evidently ‖a‖ℓΦ1Φ2 ≤ ‖a‖ℓΦ∗,1Φ∗,2 for every sequence a on
Z
2d, giving that ℓΦ∗,1Φ∗,2 is continuously embedded in ℓΦ1Φ2 . On the
other hand, by the definitions, it follows that if a ∈ ℓ′0(Z
2d) satisfies
‖a‖ℓΦ1Φ2 <∞, then ‖a‖ℓΦ∗,1Φ∗,2 <∞ is finite. We need to prove that
‖a‖ℓΦ∗,1Φ∗,2 . ‖a‖ℓΦ1Φ2 , a ∈ ℓ
′
0(Z
2d). (4.12)
Suppose (4.12) is not true. Then there is a positive sequence {an}
∞
n=1 ⊆
ℓ′0(Z
2d) such that
‖an‖ℓΦ∗,1Φ∗,2 ≥ 2
n and ‖an‖ℓΦ1Φ2 < 2
−n.
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If q0 ∈ (0, 1] is chosen such that Φ1 and Φ2 are quasi Young functions
of order q0, then
‖
∞∑
n=1
an‖
q0
ℓΦ1Φ2
≤
∞∑
n=1
‖an‖
q0
ℓΦ1Φ2
<
∞∑
n=1
2−nq0 <∞.
Since ℓΦ1Φ2(Z2d) is complete, a =
∞∑
n=1
an is well-defined as an element
in ℓΦ1Φ2(Z2d).
On the other hand, since
∞∑
n=1
an ≥ an0 ≥ 0
for every n0 ≥ 1, we have
‖a‖ℓΦ∗,1Φ∗,2 ≥ sup
n0≥1
(‖an0‖ℓΦ∗,1Φ∗,2 ) = sup
n0≥1
(2n0) =∞.
Hence a ∈ ℓΦ1Φ2(Z2d) \ ℓΦ∗,1Φ∗,2(Z2d) which contradicts the fact that
ℓΦ1Φ2(Z2d) = ℓΦ∗,1Φ∗,2(Z2d). Hence (4.12) must be true.
By (4.12) and the fact that
Ψ∗,k(t) . Φ∗,k(t), t ∈ R
d
+,
we get
‖a‖ℓΨ1Ψ2 ≤ ‖a‖ℓΨ∗,1Ψ∗,2 . ‖a‖ℓΦ∗,1Φ∗,2 ≍ ‖a‖ℓΦ1Φ2 ,
and the result follows. 
By Theorem 4.10 and its proof we may now extend Proposition 1.15
to the quasi-Banach case as follows. The details are left for the reader.
Proposition 4.11. Let Φj ,Ψj, j = 1, 2 be quasi-Young functions and
ω ∈ PE(R
2d). Then the following conditions are equivalent:
(1) MΦ1Φ2(ω) (R
d) ⊆MΨ1Ψ2(ω) (R
d);
(2) ℓΦ1Φ2(ω) (Z
2d) ⊆ ℓΨ1Ψ2(ω) (Z
2d);
(3) there is a constant t0 > 0 such that Ψj(t) . Φj(t) for all 0 ≤
t ≤ t0.
Next we discuss compactness of Orlicz modulation spaces. The fol-
lowing theorem follows by similar arguments as for [15, Theorem 3.9],
using the fact that MΦ1Φ2(ω) (R
d) is continuously embedded in M∞(ω)(R
d)
in view of Corollary 2.5. The details are left for the reader.
Theorem 4.12. Let ω1, ω2 ∈ PE(R
2d). Then the injection map
i : MΦ1Φ2(ω1) (R
d)→ MΦ1Φ2(ω2) (R
d)
is compact if and only if ω2/ω1 ∈ L
∞
0 (R
2d).
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