Abstract-We focus on the application of microwaves for the early detection of breast cancer. We investigate the potential of a novel strategy using shapes for modeling the tumor in the breast. An inversion using a shape-based model offers several advantages like well-defined boundaries and the incorporation of an intrinsic regularization that reduces the dimensionality of the inverse problem whereby at the same time stabilizing the reconstruction. We explore novel level-set techniques as a means to detect the tumor without any initialization of its position and size. We present some numerical resonstructions and we compare them with the conventional MUSIC algorithm, in particular with respect to the frequency which is used for the investigation. We show that for different frequencies these two methods show a different qualitative behaviour in the reconstructions.
Introduction
Microwave imaging shows significant promise as a new technique for the early detection of breast cancer (see [5] and references therein). This is so because of the high contrast between the dielectric properties of the healthy breast tissue and the malignant tumors at microwave frequencies. As a consequence, microwave imaging may be used as a clinical complement to the conventional mammography which is based on the attenuation of X-rays that go through the breast. We note that mammographies offer high resolution images but with low contrast.
Several image reconstruction algorithms have been investigated during the last years for the detection and location of breast tumors using active microwave imaging. In this application, one is typically not so much interested on the detailed reconstruction of the spatial distribution of the dielectric properties (which would require by far more data than there are usually available), but mainly to answer in a fast, harmless and inexpensive way the following three questions: (i) whether or not there is a malignant tumor, (ii) its (approximate) location, and (iii) its (approximate) size. Once these questions have been answered reliably, more details can be investigated if necessary by alternative (but then typically more expensive) imaging techniques.
In this paper we investigate the use of the level set technique (see [4, [7] [8] [9] [10] [11] and references given there for details) as a means to detect the presence, location and size of small tumors if their properties are assumed to be known. The main difficulty in this work is the extremely limited view to the domain of interest due to a very specific source-receiver geometry: all sources and receivers are located at the same side of the domain. Our observation from earlier work [4] has been that in these situations the level set iteration, when initiated with an arbitrary starting guess for the shape, tends to suffer from local minima, which makes it difficult to reliably detect the correct location of the tumor. Therefore, we have investigated an adaptation of our level set approach to this new situation which is able to start without any pre-specified starting guess for the shape. Our algorithm is able to create shapes in any location of the domain. It does so during the early iterations taking into account the data and the sensitivity mapping of the inverse problem. Once a good first approximation for the shape is found, it continues in a completely automatic way with optimizing this shape until the data least squares cost functional is sufficiently reduced. We compare the results of numerical experiments for this new reconstruction algorithm with those of a straightforward (and non-optimized) implementation of the MUSIC algorithm (for a detailed theoretical and numerical investigation of this imaging scheme see for example [1] [2] [3] 6] and the references given there). Some conclusions of this comparison are given at the end of this paper.
Level Set Formulation of the Problem
For modelling TM-waves in Microwave imaging we use a scalar Helmholtz equation for u(x) describing one component of the electric field. It is
. The field u is required to satisfy the Sommerfeld radiation condition, and it is assumed to be continuous together with its normal derivatives across interfaces. In the shape inverse problem we assume that the parameter distribution is described by
where S defines the shape of the tumor. For the formal derivation of our reconstruction approach we introduce the one-dimensional Heaviside function H(ψ) which is defined as
We call ψ a level set representation of the shape S if
Using the level set representation, ψ(x) the shape S is characterized by all those points x ∈ Ω where ψ(x) ≤ 0, and the region Ω\S is characterized by those points x ∈ Ω where ψ(x) > 0 (see Fig. 1 on the right). The boundary of the shape S is then modeled by the zero level set ∂S = {x ∈ Ω : ψ(x) = 0 }. It is clear that the level set representation of a given shape S is not unique. However, every continuous function ψ uniquely specifies a corresponding shape (which we denote S[ψ]) by the above definitions. We now define the least squares data misfit cost functional J (ψ) = 1 2 R(κ(ψ)) 2 , where R(κ(ψ)) denotes the difference between measured data and those calculated by a forward solver using the parameter distribution κ (modeled by the level set function ψ).
The goal during the shape reconstruction problem will be to find an evolution of the level set functions ψ in artificial evolution time t which reduces and eventually minimizes this cost functional. We consider the general evolution law
for the level set function ψ describing the shape S during the artificial evolution. Then the unknown which we are looking for is the forcing term f (x, t, ψ, R, . . .), which might depend on a variety of parameters as indicated. Formally differentiating (3) with respect to ψ yields dκ dψ = (κ e − κ i )δ(ψ) where δ(ψ) = H (ψ) is the onedimensional Dirac delta distribution. Formally differentiating the least squares cost functional J (κ(ψ(t))) with respect to the artifical time variable t and applying the chain rule yields
where Re indicates the real part of the corresponding quantity. In (5), R l (κ) * denotes the formal adjoint of the linearized Residual operator R l (κ) and the expression R l (κ) * R(κ) coincides with the pixel-based Frechét derivative of the parameter-to-data mapping of the corresponding parameter reconstruction problem [10] . Using the fact that formally δ(ψ) > 0 in (5), we can define the search or descent direction as
In contrast to more tradional level set approaches which typically use a Hamilton-Jacobi-type formulation, our search direction f d (x) has the property that it can be applied even if there is no initial shape available when starting the algorithm. Therefore, it allows for the creation of objects at any point in the domain, by lowering a positive level set function until its values arrive at zero. This property is useful for avoiding certain types of local minima which often occur in level set formulations which are solely based on the propagation of an already existing shape. Numerically discretizing (4) by a straightforward finite difference time-discretization with time-step τ > 0 and interpreting ψ (n+1) = ψ(t + τ ) and ψ (n) = ψ(t) yields the iteration rule
MUSIC formulation of the problem
We consider an array of N electromagnetic transducers located at positions x n , n = 1, 2, . . . , N . Two adjacent transducers are separated by a distance λ 0 /2, where λ 0 denotes the wavelength of the signal emmited by the array. With this arrangement the transducers do not behave like separate entities but like an array having an aperture a = (N − 1)λ 0 /2 that interrogates the medium. Within the medium there are M targets (tumors) located at positions y m , m = 1, . . . , M . The scattered echos by the tumors are recorded at the array. We call the resulting data set the multistatic response matrix (MSR matrix) K = (K ij ), whose entries are defined by the scattered field detected at the ith transducer (in receive mode) when the jth transducer (in active mode) emits an electromagnetic signal. The goal is to estimate the location y m of the tumors from the knowlegde of the MSR matrix. The singular value decomposition of the MSR is given by
where the superscript H denotes the hermitian matrix. In (8), Σ is a diagonal matrix whose diagonal entries algorithm exploits the fact that the MSR matrix is a projection operator onto the signal subspace S which is also spanned by the complex conjugates of the vectors
where m = 1, . . . , M , the superscript t denotes the transpose, and G(r, r ) is the deterministic two-point Greens function of the background medium. Therefore, we have that
. . , N . Then, we can display the objective functional
for the search points y s in the domain. Since g * (y s ) is orthogonal to U k , with k = M + 1, . . . , N , whenever the search point y s equals a tumor location, (10) will exhibit a peak at those positions. We will normalize (10) to one. We note that
Since in our application we will consider only one tumor (M = 1) it is more efficient to compute F(y
, normalized to one, instead of (10).
Numerical Experiments
In the numerical experiments shown here, the domain of investigation consists of (simulated) tissue of the size 10 × 8 cm 2 in which a tumour of size 2 × 2 mm 2 is imbedded at different positions as shown in Figs. 2 and 3. The relative electric permittivity values are 9 in the background medium and 49 inside the tumor. For simplicity, the conductivity value is assumed here to be a small constant of value 0.001 S/m everywhere in the medium. 8 transducers are equidistantly positioned at the top side of the medium. They illuminate the medium with microwaves of different frequencies (we use here 1, 3 and 4 GHz). We solve (1) with a second order finite differences scheme and a perfectly matching layer (PML). The received numerical data have been perturbed by 5 % white Gaussian noise. Fig. 1 shows on the left the MUSIC estimate for the two target locations. In the top row the target is located at a less deep position than in the bottom row. We have used frequencies of 3 GHz (left column) and 4 GHz (right column). 
Observations and Conclusions
We observe in our numerical experiments that the MUSIC algorithm provides a good estimate of the crossrange for high frequencies (4 GHz) with a resolution that decreases with depth (compare the top right and bottom right images of Fig. 1 ). However, range information is lost (in particular at the deep location), and therefore it should be obtained separetely. See for example Ref. [2] . For a lower frequency (3 GHz) both, range and cross-range resolution decrease. For frequencies lower than 3 GHz we were not able to get useful estimates of the tumor locations with the MUSIC algorithm.
On the other hand, the level set based reconstruction scheme shows a somehow reversed behavior compared to the MUSIC results. For lower frequencies (here 1 GHz) it shows a quite stable estimate of the approximated tumor location, whereas for higher frequencies (here 4 GHz) the corresponding oscillations in the electromagnetic fields tend to introduce artifacts in the reconstructions. As a consequence, the estimate using the level set algorithm gives rise to a ghost location of the tumor in addition to its correct location. We note that the resolution provided for the level set algorithm is much better than that given by the MUSIC algorithm. We also want to mention here that the level set reconstruction method has also the potential of iteratively finding the contrast values of the tumors from the given data if they are not a-priori known. Although this has not been implemented so far in our algorithm, some related approaches can be seen in [7, [10] [11] . The MUSIC algorithm is not easily extendable to incorporate this feature.
We conclude that level set based algorithms can provide a useful and flexible strategy for the early detection of small tumors in tissue with microwaves. In the future we plan to extend our method to the more complex situation in which the dielectric properties of the healthy tissue and the tumor are unknown and need to be reconstructed from the given data.
