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Abstrakt
Diplomová práce se zabývá hlubokými neuronovými sítěmi, zejména pak metodami z oblasti
hlubokého učení, jež slouží k inicializaci vah a samotnému učení hlubokých neuronových sítí.
Dále popisuje základní teorii klasických neuronových sítí, která je důležitá pro pochopení
této problematiky.
Cílem této práce je experimentováním s vytvořenou aplikací realizující hluboké neuronové
sítě na různě obtížných úlohách rozpoznávání obrazu zjistit optimální nastavení volitelných
parametrů algoritmů. Dále pak zhodnotit výsledky a poznatky získané při experimentování
s klasickou a hlubokou neuronovou sítí.
Abstract
The thesis addresses the topic of Deep Neural Networks, in particular the methods regar-
ding the field of Deep Learning, which is used to initialize the weight and learning process s
itself within Deep Neural Networks. The focus is also put to the basic theory of the classical
Neural Networks, which is important to comprehensive understanding of the issue.
The aim of this work is to determine the optimal set of optional parameters of the algori-
thms on various complexity levels of image recognition tasks through experimenting with
created application applying Deep Neural Networks. Furthermore, evaluation and analysis
of the results and lessons learned from the experimentation with classical and Deep Neural
Networks are integrated in the thesis.
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Kapitola 1
Úvod
Neuronové sítě vznikly na základě inspirace znalostmi získanými výzkumem mozku.
Velkou inspirací byl samotný neuron, což je základní buňka nervové soustavy, která zpraco-
vává, přenáší a uchovává informace. Cílem vědců byla snaha o vytvoření umělé inteligence
podobné té lidské. V počátcích se snažili pomocí umělých neuronů a neuronových sítí, které
vzniknou jejich propojením, modelovat jednotlivé procesy probíhající v lidském mozku. Poté
se tyto sítě snažili aplikovat na reálné problémy, tímto se rozšířily do různých technických
oborů.
Je empiricky dokázáno, že neuronové sítě obsahující vice skrytých vrstev dokáží daný
problém abstrahovat do větších detailů a najít tak i složité závislosti mezi daty. Od počátku
byl však problém tyto mnohovstvé sítě rozumným způsobem učit. Dostupné algoritmy učení
byly limitovány počtem vrstev sítě (typicky dvě až tři vrstvy). Vědci se proto snažili přijít
s novými technikami učení, které by byly vhodné i pro hluboké architektury těchto sítí.
Vznikla proto oblast pokrývající techniky strojového učení, které využívají mnoho vrstev
nelineárního zpracování informací. Tato oblast se nazývá hluboké učení (Deep Learning).
V rámci této práce se budu zabývat hlubokými neuronovými sítěmi (Deep Neural Ne-
tworks), což jsou mnohovrstvé neuronové sítě, jež jsou učeny algoritmy spadajícími do ob-
lasti hlubokého učení.
V první části této práce se zabývám historií vzniku neuronových sítí. Poté popisuji jejich
inspiraci biologií a jak se tyto získané znalosti projevily při realizaci umělého neuronu.
V dalším bodu vysvětluji principy a funkce umělého neuronu a neuronových sítí včetně
základních metod sloužících k jejich učení.
Stěžejní část této práce je kapitola Hluboké neuronové sítě, ve které se zabývám algo-
ritmy z oblasti Hlubokého učení. Dále zde popisuji různé typy hlubokých neuronových sítí a
proč je obtížné je učit. Zaměřuji se na techniku chytrého přednastavení vah (Greedy Layer-
Wise Training). Konkrétně pak na metodu pomocí autoenkodéru (Autoencoder) a metodu
založenou na Omezeném Boltzmannově stroji (Restricted Boltzmann Machine). Na dvou
různě obtížných klasifikačních úlohách obrazových dat poté zkoumám optimální nastavení
volitelných parametrů těchto přístupů. Na zvolených klasifikačních úlohách dále provádím
experimenty s cílem porovnat hluboké neuronové sítě a klasické neuronové sítě s učicím
algoritmem zpětné propagace chyby (backpropagation).
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Kapitola 2
Neuronové sítě
V této kapitole rozeberu historii vzniku a biologickou inspiraci neuronových sítí. Dále
se budu zabývat základními a nejrozšířenějšími modely neuronů a jejich propojením do sítí.
Popíši jejich vybavovací a adaptivní neboli učicí fázi a nastíním jejich praktické využití.
2.1 Historie
Umělé neuronové sítě (Artificial neural networks) zažívají v posledních více než dvaceti
letech velmi úspěšné období. Počátek tohoto oboru se však datuje již od roku 1943, kdy
Warren McCulloch a Watler Pittse vytvořili jednoduchý matematický model umělé nervové
buňky. Číselné parametry tohoto modelu nabývaly převážně bipolárních hodnot. Dokázali
také, že s využitím jednoduchých neuronových sítí lze realizovat výpočet libovolných arit-
metických a logických funkcí. Od tohoto roku se umělá neuronová buňka nazývá zkráceně
neuron. K jeho znázornění se využívá orientovaný graf s ohodnocenými hranami, kde vrcholy
grafu odpovídají neuronům a orientované hrany značí směr toku signálu. Dalším důležitým
milníkem byl návrh učicího pravidla pro synapse neuronů, které v roce 1949 popsal ve své
knize The Organization of Behavior Donald Hebb. Vycházel z inspirace, že podmíněné re-
flexy u všech živočichů jsou vlastností jednotlivých neuronů. Vědcům téměř deset let trvalo,
než pro tuto oblast našli uplatnění.
V roce 1957 Frank Rosenblatt zobecnil model neuronu Warrena McCullocha a Waltera
Pittse pro reálný číselný obor parametrů a definoval tak perceptron. Pro něhož taktéž návrh
učicí algoritmus, který nalezne váhový vektor parametrů na základě trénovací množiny dat
(pokud existuje). Tímto výzkumem se inspirovali vědci Rosenblatt, Windrow a Hoff. Rok
na to sestrojili dva elektronické modely neuronové sítě včetně učicích mechanismů.
V roce 1986 publikovali David Rumelhartr, Geoffrey Hinton a Ronald Williams článek,
ve kterém popsali učicí algoritmus zpětné propagace chyby (backpropagation). Tento algo-
ritmus je doposud nejpoužívanější metodu pro učení vícevrstvé neuronové sítě s učitelem.
V roce 1988 přišel s novou myšlenkou neuronových sítí Teuvo Kohonen. Jedná se o samo-
organizující mapy (Self-Organizing Map – SOM ), které nepotřebují ke svému učení učitele.
Jsou založeny na soutěživosti mezi paralelními neurony. Samy od sebe mění svůj vnitřní
stav a chování [12, 13].
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2.2 Biologická inspirace
Hlavním podnětem pro vývoj neuronových sítí byl zájem člověka zjistit, jak funguje
mozek. Pro pochopení umělých neuronových sítí je dobré porozumět základům činnosti
a biologické struktuře mozku.
Mozek se skládá z velkého množství vzájemně propojených buněk a subbuněčných or-
ganismů. Nejdůležitější jsou neuronové buňky neboli neurony, které zpracovávají, přenášejí
a uchovávají informace. Mozková kůra je tvořena 13 až 15 miliardami neuronů. Každý
neuron může být spojen s 5 000 neurony.
Biologický neuron je znázorněn na obrázku 2.1. Skládá se z těla (somatu), které je
velké jen několik mikrometrů. Tělo neuronu dále obsahuje několik tisíc vstupů (dendrity)
a jeden výstup (axon), který se pak dále dělí (terminály axonu). Spojení dvou neuronů se
nazývá synapse a je uskutečněno mezi nervovým zakončením jednoho neuronu a vstupní
membránou dendridů a buněčného těla jiného neuronu.
Neuron dokáže za určitých okolností generovat elektrický impuls, který je dále pře-
nášen pomocí axonu na jiné neurony synaptickými branami. Tyto brány určují intenzitu
podráždění připojených neuronů. Pokud je mez podráždění neuronu větší než určitá hra-
niční hodnota (práh), dojde k vygenerování impulsu, který se dále šíří na připojené neurony.
Tímto se informace přenáší. Neurony se mezi sebou nedotýkají, je mezi nimi synaptická me-
zera, což je štěrbina o velikosti 20 nm [1, 12, 17].
Obrázek 2.1: Neuronová buňka (1 – dendrity, 2 – soma, 3 – jádro, 4 – axon, 5 – terminály
axonu) 1
1Převzato z http://upload.wikimedia.org/wikipedia/commons/5/55/Neuron_(PSF).png
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2.3 Umělý neuron
Umělý neuron je základní prvek, který je použit při tvorbě komplikovaných neuronových
sítí. Získáme jej mapováním zjednodušené funkce biologického neuronu, popsaného v kapi-
tole 2.2, do matematického zápisu. Umělý neuron (dále neuron) je znázorněn na obrázku
2.2.
Obrázek 2.2: Umělý neuron 2
2.3.1 Části umělého neuronu
V této kapitole popíši důležité části neuronu, jejich funkci a základní inspiraci v biolo-
gickém neuronu [7].
Váhový faktor
Neuron obvykle obsahuje několik vstupů nabývajících reálných hodnot. V našem případě
(obrázek 2.2) vstupy odpovídají proměnným x1, x2 až xn. Každý z těchto vstupů má svou
vlastní synaptickou váhu (proměnné w1, w2 až wn). Tyto váhy představují stejný typ funkce
jako jsou různé síly synaptického spojení u neuronu biologického a udávají nám důležitost
daného vstupu. Vstup s větší synaptickou váhou ovlivňuje neuron více (je důležitější) než
ostatní vstupy. Nastavováním synaptických vah jednotlivých vstupů neuronu provádíme
jeho učení.
Pro úplnost s korespondujícím obrázkem 2.2 dodám, že vstup x0 je formálním vstupem
neuronu, jehož hodnota je zpravidla 1. Proměnná θ vyjadřuje vlastní práh neuronu, jeho
zápornou hodnotu budeme brát jako váhu vstupu x0 neboli bias (w0 = −θ) [7].
Sumarizační funkce
První krok ve zpracování neuronu je výpočet jeho potenciálu pomocí sumarizační funkce.
Matematicky můžeme zapsat vstup a jeho odpovídající váhy jako vektory x = (x1, x2, . . .,
2Převzato z http://www.intechopen.com/source/html/19354/media/image4.jpeg
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xn) a w = (w1, w2, . . ., wn). Vnitřní potenciál neuronu závisí na těchto dvou vektorech.
Vypočítá se jako jejich skalární součin (vzorec 2.1).
ξ =
n∑
i=1
wixi (2.1)
Obecně však může být sumarizační funkce realizována složitěji než vážený součet jeho
vstupů. Vstupy a jejich váhy můžou být kombinovány různými způsoby. Můžeme vybrat
maximální, minimální nebo převládající prvky, či využít normalizační algoritmy [7].
Aktivační (přenosová) funkce
Výsledek sumarizační funkce (potenciál neuronu) je vstupem funkce aktivační σ. Aktiva-
ční funkce může být realizována jako porovnávání potenciálu neuronu s prahovou hodnotou
(v našem případě θ). Pokud je hodnota potenciálu vyšší jak práh, neuron vygeneruje signál.
V opačném případě signál nevygeneruje (vzorec 2.2) resp. u bipolárního výstupu neuronu
vygeneruje signál se zápornou polaritou (vzorec 2.3) [7].
σ(ξ) =
{
1 jestlizˇe ξ ≥ θ
0 jestlizˇe ξ < θ
(2.2)
σ(ξ) =
{
1 jestlizˇe ξ ≥ θ
−1 jestlizˇe ξ < θ
(2.3)
Vhodnou úpravou s využitím budícího vstupu x0 s váhou w0 lze dosáhnout toho,
že funkce σ bude mít nulový práh. Sumarizační funkce pro výpočet potenciálu je poté
dána vztahem 2.4 a výstupní funkce vztahem 2.5 [12].
ξ =
n∑
i=0
wixi (2.4)
σ(ξ) =
{
1 jestlizˇe ξ ≥ 0
0 jestlizˇe ξ < 0
(2.5)
Dalšími typy aktivačních funkcí neuronu, které se v hojné míře využívají jsou sigmoida
a hyperbolický tangens. Sigmoida je popsána vztahem 2.6 a hyperbolický tangens vztahem
2.7. Obě tyto funkce jsou znázorněny na obrázku 2.3. Existuje ještě mnoho dalších typů
aktivačních funkcí. Ty se však využívají u specifických architektur neuronových sítí, kterými
se v této práci nebudu zabývat.
σ(ξ) =
1
1 + e−ξ
(2.6)
σ(ξ) =
1− e−ξ
1 + e−ξ
(2.7)
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Obrázek 2.3: Aktivační funkce neuronu (vlevo sigmoida, vpravo hyperbolický tangens)
Výstupní funkce
Do každého neuronu vstupuje několik signálů, na základě nichž neuron produkuje jeden
signál výstupní, který může být vstupním signálem dalších neuronů. Stejně tak i biologický
neuron přijímá skrz dendrity několik signálů a pomocí axonu produkuje jeden výstupní
signál.
Obvykle je výstup neuronu identický s výsledkem aktivační (přenosové) funkce, avšak
existují sítě, u kterých se výstup neuronu určuje na základě neuronů sousedních (např.
soutěživé sítě) [7].
2.3.2 Funkce neuronu
Jeden neuron funguje jako binární klasifikátor, jehož vstupy můžeme chápat jako sou-
řadnice bodu v obecně n-rozměrném prostoru En (vstupní prostor). Jinými slovy neuron
realizuje jeho dichotomii. Rovnice nadroviny, která dělí vstupní prostor na dva podpro-
story je dána vztahem 2.8. Souřadnice bodů [x+1 , . . ., x
+
n ] ležících v jednom podprostoru
splňují nerovnost 2.9, zatímco souřadnice [x−1 , . . ., x
−
n ] ležící v podprostoru druhém splňují
nerovnost 2.10 [12].
w0 +
n∑
i=1
wixi = 0 (2.8)
w0 +
n∑
i=1
wix
+
i > 0 (2.9)
w0 +
n∑
i=1
wix
−
i < 0 (2.10)
Synaptické váhy neuronu w0, . . ., wn určují parametry nadroviny rozdělující vstupní
prostor. Neuron je aktivní (hodnota výstupu y je rovna 1) v případě, kdy pro dané vstupy
splňuje neuron nerovnici 2.9 a pasivní (hodnota výstupu y je rovna 0), když splňuje nerovnici
2.10.
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2.4 Umělá neuronová síť
Propojením neuronů popsaných v kapitole 2.3 dostaneme neuronovou síť. Počtem neu-
ronů a strukturou jejich vzájemného spojení určujeme architekturu (topologii) neuronové
sítě. Rozlišujeme dva druhy neuronů: pracovní (skryté) a výstupní. Stavy všech neuronů
v síti reprezentují stav neuronové sítě a synaptické váhy jednotlivých spojů určují konfigu-
raci neuronové sítě [12].
2.4.1 Rozdělení neuronových sítí
Neuronové sítě se dají klasifikovat podle jejich charakteristických vlastností. V této
kapitole popíši jejich základní rozdělení [19].
Podle architektury
Podle typu propojení jednotlivých neuronů dělíme neuronové sítě do těchto skupin:
• Plně propojená síť – všechny neurony jsou vzájemně propojeny (obrázek 2.4);
Obrázek 2.4: Plně propojená neuronová síť (převzato z [19])
• Plně propojená symetrická síť – obdobně jako u plně propojené sítě, avšak platí
pravidlo wij = wji (synaptické váhy u spojení dvou neuronů jsou v obou směrech
shodné);
• Vrstvová síť – neurony jsou rozděleny do jednotlivých vrstev. Poslední vrstva neuro-
nové sítě se nazývá výstupní, ostatní vrstvy se nazývají skryté. V některých zdrojích
[12] se uvádí další vrstva, a to vstupní. Ta však nemá jiný význam, než uchovat
vstupní hodnoty sítě. Vstupní vrstvu budeme nazývat vstupem sítě. Ukázka modelu
vrstvové sítě je znázorněna na obrázku 2.5;
• Acyklická síť – obdobně jako vrstvová síť, neobsahuje však cykly;
• Dopředná síť – je acyklická síť, ve které jsou neurony jedné vrstvy propojeny vždy
jen s neurony následující vrstvy. Tato architektura je nejrozšířenější a je znázorněna
na obrázku 2.6.
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Obrázek 2.5: Vrstvová neuronová síť (převzato z [19])
Obrázek 2.6: Dopředná neuronová síť (převzato z [19])
Podle způsobu učení
Existují tři základní způsoby učení neuronových sítí:
• Korelační učení – přímá aplikace Hebbova principu;
• Soutěživé učení – váhy se upravují zpravidla jen vítěznému neuronu;
• Adaptační učení – váhy se upravují všem neuronům. Dále se dělí na:
– S učitelem – prvky z množiny trénovacích dat jsou dány dvojicí vstupu a jeho
požadovaného výstupu. Na základě výstupu neuronové sítě a očekávaného vý-
sledku se poté nastavují synaptické váhy neuronů. Existuje tedy vnější kritérium
(učitel), které tyto dva výstupy porovnává;
– Bez učitele – učení bez učitele nemá žádné vnější kritérium pro určení správ-
nosti výsledku. Trénovací množina dat obsahuje pouze vstupní hodnoty sítě, na
základě nichž pak hledá společné vlastnosti jednotlivých prvků.
Podle aplikace
Možností aplikace neuronových sítí je celá řada, dají se využít na následující typy úloh:
klasifikace (zařazení vstupního vektoru do jedné z několika daných tříd), shlukování (vy-
tváření skupin podobných vstupních vektorů), vektorová kvantifikace (přiřazení vstupního
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vektoru nejbližšímu vzorovému vektoru), asociace, funkční aproximace, predikce, identifi-
kace systémů (aproximace chování systému) a optimalizace [19].
Podle způsobu výpočtu
Podle toho, zda neurony mění svůj stav nezávisle na sobě nebo je jejich výpočet aktu-
alizace řízen centrálně, rozdělujeme modely neuronových sítí na synchronní a asynchronní.
2.4.2 Režimy neuronové sítě
Synaptické váhy, stav a propojení jednotlivých neuronů se v čase mění. Tuto celkovou
dynamiku sítě je vhodné pro větší přehlednost a lepší možnost popisu rozdělit do tří skupin
(organizační, aktivní a adaptivní). Jednotlivé dynamiky popisují určitý pracovní režim sítě
[12].
Organizační dynamika popisuje architekturu a její změnu v čase. Ve většině případů je
však topologie sítě dána počáteční konfigurací a poté se již nemění. Z tohoto důvodu se
organizační dynamikou sítě nebudu zabývat a popíši zde jen režim aktivní neboli vybavovací
a režim adaptivní.
Vybavovací režim sítě
Počáteční stav sítě a způsob jeho změny v čase při pevné topologii a konfiguraci specifi-
kuje vybavovací režim. Jinými slovy lze říct, že síť ve vybavovacím režimu realizuje výpočet.
V prvním kroku se nastaví vstup sítě. Poté probíhá vlastní výpočet sítě. V každém časovém
okamžiku se podle daných pravidel vybere určitý neuron (sekvenční výpočet) nebo skupina
neuronů (paralelní výpočet), která na základě svých vstupních hodnot změní svůj stav.
Stavy výstupních neuronů určují výstup sítě, tedy výsledek výpočtu. Vybavovací režim
také určuje sumarizační 2.3.1 a aktivační 2.3.1 funkci jednoho neuronu.
Uvedu zde příklad průběhu výpočtu vrstvové sítě. Výpočet probíhá v diskrétním čase.
Na začátku se stav neuronů vstupní vrstvy nastaví na vstup sítě. V následujícím časovém
kroku převezmou neurony první skryté vrstvy hodnoty neuronů ze vstupu sítě a aktuali-
zují svůj stav na základě rovnic 2.4 a 2.5. V dalším časovém kroku převezmou neurony
druhé skryté vrstvy hodnoty výstupů neuronů první skryté vrstvy a obdobně aktualizují
svůj stav. Výpočet takto postupuje od první skryté vrstvy k vrstvě výstupní. V každém
časovém kroku jsou aktualizovány stavy neuronů jedné vrstvy, jež získají své vstupy ze
stavů neuronů předchozí vrstvy. Výpočet končí aktualizací stavů výstupní vrstvy, které
jsou totožné s výsledkem sítě [12].
Adaptivní režim sítě
Adaptivní režim popisuje počáteční konfiguraci sítě a způsob změny synaptických vah
v čase. Množina všech možných konfigurací sítě tvoří váhový prostor. Cílem adaptivního
režimu je najít takovou konfiguraci sítě z váhového prostoru, pro kterou bude síť ve vybavo-
vacím režimu realizovat námi požadovanou funkci. Jinými slovy můžeme říct, že adaptivní
režim realizuje učení sítě. Požadovaná funkce je nejčastěji zadána množinou trénovacích
dat. Rozlišujeme dva druhy učení: s učitelem a bez učitele (viz kapitola 2.4.1).
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2.4.3 Aplikace neuronových sítí
Neuronové sítě se aplikují na problémy, u kterých není znám algoritmus pro jejich řešení
nebo je jejich řešení natolik složité, že jsou pro běžné počítače v rozumném čase neřešitelné.
Důležité je mít k dispozici dostatečně velké množství příkladových dat, které danou proble-
matiku pokrývají a na kterých se může neuronová síť naučit. V kapitole 2.4.1 jsem popsal
různé typy úloh, na jejichž řešení se neuronové sítě využívají [12].
2.4.4 Perceptron
Nejjednodušším modelem neuronové sítě je perceptron. Perceptron byl poprvé popsán
Frankem Rosenblattem (viz 2.1) a je založen na modelu umělého neuronu (viz 2.3).
Topologie sítě
Topologie perceptronu je dána pevnou architekturou. Perceptron je dán strukturou n-1,
což odpovídá jednovrstvé síti o n vstupech a jednom výstupním neuronu. Každý vstup je
vstupem výstupního neuronu. Stavy vstupu sítě označíme x0, x1, . . . , xn a stav výstupního
neuronu y, wn značí hodnotu synaptické váhy spoje vedoucího od n-tého vstupu k výstup-
nímu neuronu. Hodnota x0 je 1 a váha w0 je nastavena na hodnotu −θ, kde θ je práh
výstupního neuronu [12].
Vybavovací režim sítě
Perceptronu dokáže klasifikovat vstup (v našem případě x0, x1, . . . , xn) do jedné ze dvou
tříd. Perceptron rozdělí n-dimenzionální prostor pomocí nadroviny, definované rovnicí 2.11,
na dva podprostory. Na obrázku 2.7 je znázorněno rozdělení vstupního dvoudimenzionálního
a třídimenzionálního prostoru perceptronem [16].
n∑
i=1
wixi − θ = 0 (2.11)
Sumarizační funkce perceptronu je dána vztahem 2.4. Aktivační funkce pak vztahem
2.12. Výsledek aktivační funkce je i výsledkem sítě: y = σ(ξ).
σ(ξ) =
{
1 jestlizˇe ξ ≥ 0
−1 jestlizˇe ξ < 0
(2.12)
Adaptivní režim sítě
V adaptivním režimu probíhá samotné učení perceptronu. Funkce, kterou má perceptron
realizovat, je zadána trénovací množinou popsanou vztahem 2.13.
T = {(xk, dk)|xk = (xk1, . . . , xkn) ∈ Rn, dk ∈ {−1, 1}, k = 1, . . . , p} (2.13)
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Obrázek 2.7: Lineární rozdělení vstupního prostoru a)dvouvstupý perceptron b)
trojvstupý perceptron (převzato z[16])
Vektor xk odpovídá vstupu neuronové sítě k-tého vzorku z trénovací množiny dat a dk
odpovídá požadovanému výstupu sítě pro tento vstup. Pro ideální trénovací množinu (ne-
obsahuje chyby a pokrývá celou množinu vstupů) je našim cílem naučit perceptron fungovat
tak, aby byl výsledek sítě pro každý vstup xk shodný s hodnotou dk, tedy platil vztah 2.14
[19, 12, 16].
y(w,xk) = dk pro k = 1, . . . , p. (2.14)
Učení perceptronu jsem popsal algoritmem 1 [19, 16].
Realizace logických funkcí pomocí perceptronu
Jak už jsem zmínil, perceptron dokáže rozdělit vstupní prostor na dva podprostory.
Můžeme tedy pomocí něj realizovat některé základní logické funkce. Vstup perceptronu
bude obsahovat dvě hodnoty (jako u logických funkcí), které budeme brát jako souřadnice
bodu ve dvoudimenzionálním prostoru. Trénovací množina dat bude tedy obsahovat čtyři
prvky a bude definovat požadovanou logickou funkci. Na obrázcích 2.8 můžeme vidět logické
funkce AND a OR znázorněné ve dvoudimenzionálním prostoru, kde jednotlivé vstupní
hodnoty odpovídají bodům v prostoru a jejich hodnota udává výstup dané logické funkce
pro odpovídající vstupy.
Z obrázku 2.8 je patrné, že výstupní hodnoty funkce jsou lineárně separovatelné (jedno
z možných rozdělení je znázorněno přímkou). Tyto logické funkce tedy lze realizovat per-
ceptronem. Obdobně lze perceptron naučit i logickým funkcím NOR a NAND. Problém
však nastává, když chceme perceptron naučit funkci XOR. Z obrázku 2.9 můžeme vyčíst,
že výstupy funkce XOR nejsou ve dvoudimenzionálním prostoru lineárně separovatelné.
Z toho plyne, že tuto funkci nemůžeme realizovat perceptronem.
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Algoritmus 1 Učení perceptronu
1. Inicializace perceptronu
Nastavení vah w1, w2, . . . , wn a prahu neuronu θ na libovolnou hodnotu např. z inter-
valu 〈−0.5, 0.5〉. Čas t je inicializován na 0.
2. Výpočet výstupu sítě
Výstup sítě y(t) je realizován vztahem 2.15, kde aktivační funkce σ je popsána rovnicí
2.12 a sumarizační funkce ξ zadána funkcí 2.4
y(t) = σ(ξ(t)) (2.15)
3. Změna synaptických vah
Změna synaptických vah perceptronu wn je dána vztahem 2.16
wi(t+ 1) = wi(t) + ∆wi(t) (2.16)
Váhová korekce ∆wi(t) v čase t je popsána delta pravidlem 2.17.
∆wi(t) =  · xi(t) · (d(t)− y(t)) (2.17)
Proměnná d(t) reprezentuje požadovaný výstup sítě, definovaný trénovací množinou
a  je koeficient učení.
4. Kontrola ukončující podmínky
t = t+ 1
Pokud není splněna ukončovací podmínka (dokud síť konverguje), pokračuj bodem 2.
2.4.5 Jednovrstvá síť perceptronů
V této kapitole ve zkratce popíši jednovrstvou síť perceptronů (znázorněna na obrázku
2.10).
Topologie sítě
Topologie je dána jednovrstvou sítí n−m tvořenou perceptrony 2.4.4. Každý výstup sítě
je připojen na vstup neuronů výstupní vrstvy. Ostatní specifikace jsou totožné s topologií
perceptronu 2.4.4.
Vybavovací režim sítě
Jelikož se výstupní neurony nijak neovlivňují, je vybavovací režim perceptronové sítě
obdobný jako u perceptronu 2.4.4. Síť perceptronu dokáže v závislosti na počtu neuronů ve
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(a) Logická funkce AND (b) Logická funkce OR
Obrázek 2.8: Logické funkce znázorněné ve dvoudimenzionálním prostoru
Obrázek 2.9: Logická funkce XOR znázorněna ve dvoudimenzionálním prostoru
výstupní vrstvě rozdělit vstupní prostor na více než dva podprostory. Počet rozpoznatelných
tříd N je dán vztahem 2.18 [19].
N =
{ ∑n
i=0
(
m
i
)
pro m > n
2m pro m ≤ n
(2.18)
Adaptivní režim sítě
Učicí mechanismus perceptronové sítě je taktéž korespondující s učicím algoritmem
perceptronu 2.4.4. Každý neuron výstupní vrstvy se učí samostatně.
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Obrázek 2.10: Jednovrstvá síť perceptronů (převzato z [19])
2.4.6 Dopředná síť s učicím algoritmem backpropagation
V této kapitole se zabývám nejznámějším a nejrozšířenějším modelem neuronové sítě
s učicím algoritmem zpětné šíření chyby (backpropagation).
Topologie sítě
Strukturu vícevrstvé sítě tvoří perceptrony, které jsou propojeny tak, že vytváří do-
přednou vrstvovou síť 2.4.1. Tato architektura je znázorněna na obrázku 2.6. Počty vrstev i
počty jednotlivých perceptronů v jednotlivých vrstvách jsou parametrizovatelné a závisí na
určitém typu úlohy. Síť musíme volit dostatečně velkou, aby bylo možné postihnout co nej-
více závislostí popsaných tréninkovými daty. Zároveň nemůže být moc robustní, jelikož
s počtem neuronů stoupá i doba učení sítě [15].
Vybavovací režim sítě
Funkce sítě je dána její konfigurací (hodnotami synaptických vah). Výpočet probíhá
v diskrétním čase a byl již popsán v kapitole 2.4.2.
Vnitřní potenciál neuronu se vypočítá podle vzorce 2.19, kde i iteruje přes perceptrony
předcházející vrstvy. Aktivační funkce jednotlivých neuronů je realizována sigmoidou po-
psanou vzorcem 2.6.
ξj =
∑
i
wijyi (2.19)
Adaptivní režim sítě
V adaptivním režimu sítě probíhá její učení. Hledá se tedy taková konfigurace sítě, pro
kterou je odchylka (chyba) mezi reálným a požadovaným výstupem sítě minimální vzhledem
k předložené trénovací množině [15].
Celková chyba sítě E(w) je definována jako součet parciálních chyb Ek(w) jednotlivých
trénovacích vzorů vhledem ke konfiguraci w sítě a je popsána vztahem 2.20. Parciální chyba
Ek(w) pro k-tý tréninkový vzor je dána vztahem 2.21.
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E(w) =
p∑
k=1
Ek(w) (2.20)
Ek(w) =
1
2
∑
j
(yj(w,xk)− dkj)2 (2.21)
Proměnná j iteruje přes všechny neurony výstupní vrstvy a dkj je j-tý element požado-
vaného výstupu k-tého trénovacího vzoru [15, 12]. Pro optimalizaci chyby sítě se v modelu
učicího algoritmu backpropagation používá gradientní metoda.
Na začátku se všechny váhy sítě nastaví na náhodné hodnoty např. z intervalu 〈−2s , 2s 〉,
kde s odpovídá počtu vstupů neuronu, pro který váhy nastavujeme [15]. Poté vypočítáme
celkovou chybu sítě E(w) pro danou tréninkovou množinu (vzorec 2.20) a na základě ní
pak aktualizujeme váhy sítě. Nová konfigurace sítě w(t+1) se vypočítá podle vztahu 2.22.
w
(t+1)
ji = w
(t)
ji + ∆w
(t+1)
ji (2.22)
Změna vah ∆w(t+1) je úměrná zápornému gradientu chybové funkce E(w) v bodě w(t)
a je dána rovnicí 2.23. Proměnná  vyjadřuje rychlost učení a nabývá hodnot z intervalu
〈0, 1〉 [15, 12].
∆w
(t+1)
ji = −
∂E
∂wji
(w(t)) (2.23)
Na obrázku 2.11 jsem znázornil průběh gradientní metody. Osa y odpovídá celkové
chybě sítě a na ose x je znázorněn vektor vah w. Chyba sítě pro počáteční náhodnou inicia-
lizaci vah w(0) bude pravděpodobně velká. Princip učení spočívá v tom, že vždy sestrojíme
v daném bodě w(t) ke grafu chybové funkce tečný vektor (gradient) ∂E∂w (w
(t)) a posuneme
se o hodnotu velikosti  v záporném směru. Získáme tak novou konfiguraci sítě, pro kterou
je celková chyba sítě E menší. Takto pokračujeme, dokud nedosáhneme minima. Problém
této metody je, že negarantuje nalezení minima globálního, tudíž může uváznout v minimu
lokálním. Toto minimum nemusí být zdaleka dostačující. Hodnota gradientu v tomto bodě
je nulová [12, 15].
Učicí pravidlo backpropagation
V této části uvedu odvození učicího pravidla backpropagation. V první řadě použijeme
pravidlo o derivaci součtu pro 2.20 a převedeme gradient ze vzorce 2.23 na součet gradientů
parciálních chybových funkcí 2.24 [12, 15].
∂E
∂wji
=
p∑
k=1
∂Ek
∂wji
(2.24)
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Obrázek 2.11: Gradientní metoda
Využitím pravidla o derivaci složené funkce dostaneme vztah 2.25.
∂E
∂wji
=
∂Ek
∂yj
∂yj
∂ξj
∂ξj
∂wji
(2.25)
Parciální derivaci ∂ξj∂wji získáme derivováním vnitřního potenciálu 2.19. Platí tedy vztah
2.26.
∂ξj
∂wji
= yi (2.26)
Parciální derivaci ∂yj∂ξj získáme derivováním aktivační funkce (sigmoidy) 2.6. Lze ji vy-
jádřit využitím její vlastní funkční hodnoty způsobem popsaným vztahem 2.27.
∂yj
∂ξj
=
λje
−λjξj
(1 + e−λjξj )2
=
λj
1 + e−λjξj
(1− 1
1 + e−λjξj
) = λjyj(1− yj) (2.27)
Dosazením získaných rovnic 2.26 a 2.27 do rovnice 2.25 dostaneme rovnici 2.28.
∂Ek
∂wji
=
∂Ek
∂yj
λjyj(1− yj)yi (2.28)
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Hodnotu parciální derivace ∂Ek∂yj získáme postupným procházením sítě směrem od vý-
stupní vrstvy k vrstvě vstupní. Postupujeme tak proto, že ve výstupní vrstvě máme poža-
dovanou informaci o dané chybě sítě. Derivaci ∂Ek∂yj pak můžeme spočítat na základě vzorce
2.29, kde j iteruje přes perceptrony výstupní vrstvy.
∂Ek
∂yj
= yj − dkj (2.29)
Vztah 2.29 platí pro neurony výstupní vrstvy. Parciální derivace chyby pro skryté vrstvy
vypočítáme podle vztahu 2.30, kde index r iteruje přes všechny neurony, do nichž vede vý-
stup z neuronu j, a k odpovídá k-tému vzoru z tréninkové množiny.
∂Ek
∂yj
=
∑
r
∂Ek
∂yr
∂yr
∂ξr
∂ξr
∂yj
=
∑
r
∂Ek
∂yr
λyr(1− yr)wrj (2.30)
Algoritmus 2 popisuje celý proces učení perceptronové sítě [12, 19].
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Algoritmus 2 Backpropagation
1. Inicializace perceptronu
(a) Nastav diskrétní čas adaptace t = 0.
(b) Náhodně zvol konfiguraci sítě w0ji ∈ 〈−2s , 2s 〉, kde s odpovídá počtu vstupů da-
ného neuronu.
(c) Nastav E′ji = 0 pro každý spoj mezi i a j.
2. Výpočet výstupu sítě a dané parciální chyby
Pro každý tréninkový vzor k = 1, . . . , p proveď:
(a) vypočti odezvu sítě y(w(t),kx) pro daný vstup xk podle vzorců 2.19 a2.6,
(b) pro každý neuron počínaje výstupní vrstvou a konče první skrytou vrstvou vy-
počti derivaci ∂Ek∂yj (w
(t)) využitím vzorců 2.29 a 2.30,
(c) vypočti gradient parciální chybové funkce ∂Ek∂wji (w
(t)) podle vzorce 2.28,
(d) přičti E′ji = E
′
ji +
∂Ek
∂wji
(w(t)).
3. Aktualizace konfigurace sítě
Aktualizuj konfiguraci sítě využitím vzorců 2.23 a 2.22.
4. Kontrola ukončující podmínky
(a) Na základě vzorců 2.21 a 2.20 vypočti celkovou chybu sítě E(w(t)).
(b) Inkrementuj čas t = t+ 1
(c) Pokud je chyba E(w(t)) větší jak chyba požadovaná a nebyla překročena doba
pro učení, pokračuj bodem 1a).
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Kapitola 3
Hluboké neuronové sítě
Velkým trendem poslední doby je oblast zvaná Hluboké učení (Deep Learning). Jedná se
o soubor algoritmů využívaných pro strojové učení. Obvykle se používají u neuronových sítí.
Neuronové sítě, které obsahují mnoho vrstev a využívají metod Hlubokého učení, se nazývají
Deep Neural Networks. Zatím pro tento název neexistuje ekvivalentní výraz v českém jazyce,
můžeme jej však volně přeložit jako hluboké (ve významu mnoho skrytých vrstev) nebo
složité (obsahují velké množství skrytých neuronů) neuronové sítě.
Bylo dokázáno, že neuronová síť s jednou skrytou vrstvou, která může teoreticky ob-
sahovat až nekonečno neuronů, dokáže pokrýt jakoukoli funkci na libovolné úrovni přes-
nosti. Obdobně můžeme jakoukoli logickou funkci reprezentovat dvouvrstvou sítí logických
hradel. Většina logických funkcí však v závislosti na počtu vstupů vyžaduje exponenciální
počet logických hradel. Jako příklad si můžeme popsat funkci určující paritu daného vstupu
o velikosti n. Tuto funkci dokážeme efektivně reprezentovat logickým obvodem o hloubce
O(logn). Pokud však hloubku obvodu omezíme na dvě, budeme pro reprezentaci této funkce
potřebovat O(2n) logických hradel [9].
Obecně tedy můžeme říct, že čím více skrytých vrstev neuronová síť obsahuje, tím
dokáže daný problém abstrahovat do větších detailů a zachytit tak i velmi složité závislosti.
Nemůžeme však tvrdit, že pro každou úlohu jsou hluboké sítě lepší a účinnější než sítě
méněvrstvé. Existují však důkazy, že pokud máme k dizpozici dostatečné množství dat
obsahující složité závislosti, které nedokážeme pochytit méněvrstvou sítí, je výhodné využít
sítě hluboké s vhodným učicím mechanismem [9].
Těmito učicími mechanismy se budu dále v této práci zabývat.
3.1 Hluboké učení
Předtím, než se dostaneme k samotnému popisu metod Hlubokého učení (Deep Lear-
ning), uvedu zde nezbytné definice pro lepší pochopení této problematiky [8].
• Definice 1: Hluboké učení je souhrn technik strojového učení, které využívají mnoho
vrstev nelineárního zpracování informací pro jejich transformaci, extrakci rysů, ana-
lýzu vzorků a klasifikaci.
• Definice 2: Hluboké učení je odvětví strojového učení, jež je založeno na algoritmech
pokrývající víceúrovňovou reprezentaci vzorků tak, aby se daly modelovat složité
vztahy mezi jednotlivými daty. Funkce vyšší úrovně jsou tak definovány s ohledem
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na funkce nižší úrovně. Takové hierarchie funkcí se nazývají hluboké architektury.
Většina těchto modelů je založena na učení bez učitele.
• Definice 3: Hluboké učení je odvětví strojového učení, které je založeno na učení ně-
kolika úrovní reprezentace, což odpovídá hierarchii vlastností, faktů nebo konceptů,
kde jsou jednotlivé závislosti na vysokých úrovních definovány pomocí závislosti na
úrovních nižších. Obdobně mohou závislosti na nižších úrovních pomoct definovat
závislosti na vyšších úrovních. Metody Hlubokého učení konkrétně spadají do části
strojového učení zabývající se učením reprezentace dat. Jednotlivá data můžeme re-
prezentovat mnoha způsoby (u obrázku např. samotnými pixely nebo různými důleži-
tými rysy). Některé reprezentace dat nám v závislosti na požadované funkci systému
usnadňují jeho naučení. Výzkum v této oblasti strojového učení se snaží definovat,
jaká je ideální reprezentace dat a jak daný systém naučit požadované funkce.
• Definice 4: Hluboké učení je nová oblast strojového učení, která vznikla za účelem
přiblížit strojové učení k jejímu prvotnímu cíli, a to k umělé inteligenci. Dává si za cíl
zachytit data na několika úrovních abstrakce a reprezentace, což je velmi důležité
u dat jako jsou obrázky, zvuk a text.
3.2 Základní rozdělení hlubokých sítí
V závislosti na použitých architekturách, metodách učení a využití (např. generování,
klasifikace, syntéza, rozpoznávání atd.), můžeme tuto oblast rozdělit do tří kategorií (hlu-
boké sítě s učením bez učitele nebo s generativním učením, hluboké sítě s učením s učitelem
a hybridní hluboké sítě)[8]. V následujících kapitolách je v krátkosti představím.
3.2.1 Hluboké sítě s učením bez učitele nebo s generativním učením
Hluboké neuronové sítě s učením bez učitele nebo s generativním učením jsou určeny
k zachycení korelace pozorovaných nebo viditelných dat pro analýzu vzoru nebo pro účely
syntézy. Síť se tedy snaží nalézt spojitosti mezi daty na základě samotných dat a nikoli
na základě jejich popisu nebo klasifikační třídy.
Tato kategorie hlubokých sítí se dále dělí. Nejrozšířenější a nejběžnější jsou modely za-
loženy na energii (Energy–based deep models). Typickým představitelem je však základní
model autoenkodéru (Deep autoencoders.). Tímto modelem se budu podrobněji zabývat
v kapitole 3.6, kde bude prezentována jako vhodná metoda k předtrénování hluboké sítě.
Existují další modifikované modely založené na autoenkodérech, které taktéž spadají do ka-
tegorie učení bez učitele. Mají však odlišné vlastnosti a implementaci.
Pro příklad zde uvedu autoenkodér uzpůsobený k odstraňování šumu na datech (De-
noising autoenkoder). Vstupní vektor dat autoenkodéru je uměle poškozen. Náhodně vy-
brané vstupy nastavíme na nulu nebo do vstupních dat přidáme šum. Autoenkodér se na těchto
uměle poškozených datech naučí eliminovat tyto nežádoucí jevy.
Dalším význačným zástupcem této kategorie je Hluboký Boltzmannův stroj (Deep Bol-
tzmann machine). Jedná se o zvláštní případ obecného Boltzmannova stroje (Boltzmann
machine). Tento model obsahuje mnoho vrstev skrytých proměnných. Proměnné v rámci
jedné vrstvy nejsou vzájemně propojeny. Každá následující vrstva Hlubokého Boltzmannova
stroje zachycuje složitější korelace v datech, a proto mají velký potenciál naučit se složité
vnitřní reprezentace dat. Toto se velmi hodí na řešení úloh založených na rozpoznávání
řeči, obrazu atd. Pokud u Hlubokého Boltzmannova stroje omezíme počet skrytých vrstev
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na jedna, dostaneme Omezený Boltzmanův stroj (Restricted Boltzmann machine). Tímto
modelem se budu podrobněji zabývat v kapitole 3.7, kde jej budu prezentovat jako vhodnou
metodu pro inicializaci vah hluboké neuronové sítě.
3.2.2 Hluboké sítě s učením s učitelem
Hluboké sítě s učením s učitelem se snaží zachytit závislosti mezi vstupními daty a
jejich popisem. Pro takový druh učení jsou vždy přímo nebo nepřímo k dispozici popisy
jednotlivých dat. Tyto sítě se někdy nazývají Diskriminativní hluboké sítě (Discriminative
deep networks).
3.2.3 Hybridní hluboké sítě
Hybridní sítě jsou takové hluboké architektury, které využívají jak generativní, tak
diskriminační složky modelu. Ve stávajících hybridních architekturách je generativní složka
modelu využita k pomoci s diskriminací, která je konečným cílem této architektury. Díky
generativní složce můžeme dosáhnout lepší optimalizace systému. Generativní modely, jež
jsou učeny metodami bez učitele, mohou poskytnout vynikající inicializační pozici ve vysoce
nelineárním problému odhadu parametrů u diskriminativnich modelů.
V této práci se budu dále zabývat kategorií hybridních hlubokých neuronových sítí.
3.3 Problém učení hlubokých neuronových sítí
Jak už jsem popsal v kapitole 2.4.6, učicí algoritmus backpropagation funguje ve dvou
krocích. V prvním kroku se vypočítá chyba sítě odpovídající množině trénovacích dat.
V druhém kroku se tato chyba propaguje sítí od výstupní vrstvy směrem ke vstupu sítě a po-
stupně se upravují váhy jednotlivých neuronů tak, aby se minimalizovala chyba. U mnoho-
vrstvých sítí (5 a více vrstev) nastává problém v druhém kroku tohoto algoritmu. Při zpětné
propagaci a eliminaci chyby (rozdíl požadovaných hodnot od skutečných hodnot výstupů)
sítí jsou nejvíce ovlivňovány váhy neuronů blízko výstupní vrstvy. Čím více postupujeme
ke vstupu sítě, tím více se ztrácí informace o tom, jak jednotlivé váhy modifikovat. Váhy
neuronů nacházející se v blízkosti vstupu sítě jsou proto modifikovány minimálně. Tyto
neurony však mají na výsledek veliký vliv, neboť je jimi realizována nejhrubější abstrakce
daného problému. Při inicializaci je jim přiřazena náhodná váha a učicí algoritmus bac-
kpropagation je nedokáže dostatečně modifikovat. Algoritmus proto často uvázne v lokál-
ním minimu, které může být velice odlišné od toho globálního. Je empiricky dokázáno,
že neuronové sítě s učicím algoritmem backpropagation obsahující tři a více skrytých vrs-
tev, vykazují slabé výsledky. Za slabý výsledek považujeme i situaci, kdy se s přibývajícími
skrytými vrstvami výsledek sítě nehorší. Vzrůstá totiž složitost a čas potřebný k jejímu
naučení. Z tohoto důvodu v oblasti strojového učení a hlubokých sítí nevycházelo příliš
mnoho článků a neuronové sítě začaly být limitovány na dvě skryté vrstvy [11] [9].
3.4 Chytré předtrénování sítě
Vědci se snažili nalézt jiné možnosti, jak natrénovat mnohovrstvé neuronové sítě. Jedno
z řešení spočívá v chytrém nastavení počáteční konfigurace (Greedy Layer-Wise Training).
Toho můžeme docílit předtrénováním jednotlivých vrstev sítě vhodnou učicí metodou bez
učitele. Schéma této metody vypadá následovně. Každá vrstva sítě je trénována odděleně.
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V prvním kroku vybereme první vrstvu. Z trénovací množiny dat máme k dispozici její
vstupy. Tuto vrstvu poté vhodnou metodou natrénujeme. Výstupy této natrénované vrstvy
jsou vstupy vrstvy následující, kterou na základě nich obdobným způsobem samostatně
natrénujeme. Takto postupujeme i pro vrstvy další. Dosáhneme tak předtrénované sítě, její
konfigurace je však pouze inicializační a nahrazuje náhodnou inicializaci jednotlivých vah.
Finální učení celé sítě je realizováno klasickou metodou backpropagation 2.4.6.
Tímto postupem dokážeme složitý proces učení hlubokých architektur rozložit na jed-
nodušší kroky a relativně jednoduchými metodami učení bez učitele dokážeme neuronům
skrytých vrstev poskytnou informace o tom, co by se měly naučit. Snížíme tak možnost
uváznutí v lokálním minimu, jež je způsobené náhodnou inicializací vah neuronů.
3.5 Učení hlubokých neuronových sítí
Jak už jsem naznačil v předchozí kapitole, učení hybridních hlubokých neuronových sítí
probíhá ve dvou fázích. První fáze spočívá v chytrém nastavení počáteční konfigurace sítě
pomocí učicích mechanismů bez učitele. Toto nahrazuje náhodnou inicializaci vah vstupů
neuronů. Neurony se v této fázi naučí základní závislosti trénovacích dat bez ohledu na
jejich popisek. Proběhne prvotní abstrakce problému na několika úrovních. Druhá fáze
spočívá v konečném dotrénovaní sítě metodou s učitelem (ve většině se jedná o metodu
backpropagation 2.4.6). V rámci této práce budu podrobně zkoumat první fázi učení. Budu
také zkoumat, jaký má vliv předtrénování sítě metodami bez učitele na druhou fázi, a to
její finální dotrénování.
Na obrázku 3.1 je schematicky znázorněno předtrénování a finální dotrénování fine-tune
neuronové sítě. U zvýrazněných vrstev probíhá v daném kroku jejich učení.
Obrázek 3.1: Jednotlivé fáze chytrého předtrénování a závěrečné dotrénování hluboké
neuronové sítě 1
Algoritmus 3 popisuje obě fáze (chytré předtrénování a finální dotrénování) hybridního
přístupu k učení hlubokých neuronových sítí.
1Převzato z http://www.dmi.usherb.ca/~larocheh/images/deep_learning.jpg
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Algoritmus 3 Trénování hlubokých neuronových sítí
Vstup:
• Trénovací množina D = {(xt, yt)}Tt=1;
• učicí koeficient předtrénovací části pre−train;
• učicí koeficient závěrečného dotrénování fine−tune.
Inicializace:
• Inicializuj váhy Wijk na náhodné hodnoty z intervalu 〈−a−0,5, a−0,5〉, kde a =
max(|hi−1|, |hi|),
• nastav předpětí neuronů bi na hodnotu 0.
Předtrénování sítě:
for i ∈ {1, . . . , L} do
while Dokud není splněna ukončovací podmínka. do
Vyber vzorek xt z množiny trénovacích dat.
h0(xt)← xt
for j ∈ {1, . . . , i− 1} do
aj(xt) = b
j + Wjhj−1(xt)
hj(xt) = sigm(a
j(xt))
end for
Použij hi−1(xt),bi−1 a bi jako vstupní parametry metody pro předtrénování
vrstvy i (úprava vah Wi). Například můžeme využít metodu pomocí autoenkodéru 3.6
nebo metodu založenou na Omezeném Boltzmannově stroji 3.7.
end while
end for
Finální dotrénování sítě:
while Dokud není splněna ukončovací podmínka. do
Vyber vzorek (xt, yt) z množiny trénovacích dat.
//Dopředná propagace
h0(xt)← xt
for l ∈ {1, . . . , L} do
al(xt) = b
l + Wlhl−1(xt)
hl(xt) = sigm(a
l(xt))
end for
o(xt) = h
L(xt)
//Zpětná propagace chyby a úprava vah
Můžeme využít algoritmus zpětné propagace chyby, který je popsán v kapitole 2.4.6.
end while
3.6 Předtrénování sítě pomocí autoenkodéru
V této kapitole popíší učicí metodu pomocí autoenkodéru, která je vhodná k předtré-
nování hluboké neuronové sítě. Jak už jsem popsal výše, tato metoda spadá do kategorie
učení bez učitele. Máme tedy k dispozici pouze vstupní data xt sítě.
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3.6.1 Autoenkodér
Autoenkodér je dvouvrstvá neuronová síť, kde počet vstupů odpovídá počtu výstupních
neuronů a první vrstva této sítě obsahuje méně neuronů než výstupní vrstva. Cílem této
sítě je zakódovat (encode) vstupní data a poté znova dekódovat (decode). Jelikož první
vrstva obsahuje méně neuronů než je velikost vstupu resp. počet neuronů výstupní vrstvy,
provede se zobecnění těchto dat. V ideálním případě musí platit rovnice 3.1.
xˆ = decode(encode(x)) (3.1)
Autoenkodéry se také využívají pro komprimaci dat. Po natrénovaní sítě na identitu
odpovídá komprimační část vstupu sítě a její první skryté vrstvě. První skrytá vrstva pak
odpovídá vrstvě výstupní. Dekomprimační část je složena z první skryté vrstvy a výstupní
vrstvy. Komprimovaná data jsou pak přivedena na první skrytou vrstvu.
Příklad autoenkodéru je znázorněn na obrázku 3.2. Síť v tomto případě kóduje šest
vstupních hodnot x do tří (generalizace) a poté z těchto tří hodnot zpětně rekonstruuje
vstupní data xˆ [11].
Obrázek 3.2: Schéma autoenkodéru 2
2Převzato z http://ufldl.stanford.edu/wiki/images/thumb/f/f9/Autoencoder636.png/
400px-Autoencoder636.png
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Vybavovací režim sítě
Vybavovací režim sítě je obdobný jako u dopředných sítí. Pokud si autoenkodér roz-
dělíme na dvě již zmíněné části (kódování, dekódování), pak je vybavovací funkce pro kó-
dování dána rovnici 3.2, kde f(·) odpovídá sigmoidální aktivační funkci, W váhám mezi
vstupem sítě a první skrytou vrstvou, j iteruje přes všechny neurony první skryté vrstvy,
k iteruje přes všechny vstupy sítě a b odpovídá předpětí neuronů první vrstvy. Vybavo-
vací funkce pro dekódování je popsána rovnici 3.3, kde g(·) odpovídá sigmoidální aktivační
funkci, c odpovídá předpětí neuronů výstupní vrstvy a W∗ odpovídá vahám mezi první
skrytou vrstvou a výstupní vrstvou sítě [9].
hj(x) = f(uj), kde uj(x) = bj +
∑
k
Wjkxk (3.2)
xˆk = g(uˆk), kde uˆk = ck +
∑
j
W ∗jkhj(x) (3.3)
Adaptivní režim sítě
V adaptivním režimu probíhá učení autoenkodéru. Hledá se taková konfigurace sítě,
pro kterou by v ideálním případě platila rovnice 3.1. V praxi se však snažíme minimalizovat
ztrátovou funkci (loss function). Pro binární vstupní vektor je ztrátová rovnice definována
předpisem 3.4, pro reálná vstupní data je definována předpisem 3.5. Proměnná k iteruje
přes neurony výstupní vrstvy. Jinými slovy, pokoušíme se o minimalizaci rozdílu mezi daty
získanými po vybavení sítě (xˆ) a daty očekávanými (u autoenkodéru očekáváme stejná data
jako jsou přivedena na vstup sítě, tedy x) [18, 9].
C(xˆ,x) = −
∑
k
(xk log(xˆk) + (1− xk) log(1− xˆk)) (3.4)
C(xˆ,x) =
1
2
∑
k
(xˆk − xk)2 (3.5)
Výhodou autoenkodérů je jejich malý počet vrstev. I když se jedná o metodu učení bez
učitele, máme z povahy modelu sítě k dispozici požadovaný výstup. Takové sítě se někdy
označují jako sítě s vlastním učitelem (self-supervised). Můžeme ji tedy natrénovat klasickou
metodou backpropagation s náhodnou inicializací vah popsanou v kapitole 2.4.6.
Tento typ neuronové sítě byl vytvořen za účelem snížení dimenzionality (první skrytá
vrstva má méně neuronů než velikost vstupu sítě resp. výstupní vrstvy). Při spojení s před-
trénováním hlubokých neuronových sítí to však nemusí být nutně pravidlem. V případě,
kdy bude mít první skrytá vrstva větší počet neuronů než velikost vstupu sítě resp. výstupní
vrstvy, musíme dbát na to, aby se neuronová síť nenaučila funkci triviální identity. To zna-
mená, aby nenašla takovou konfiguraci sítě, kdy by se zkopíroval vstupní vektor do skryté
vrstvy a ten by se poté zkopíroval na výstup sítě [9].
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Uvedu zde jeden příklad. Předpokládejme, že skrytá vrstva autoenkodéru obsahuje
stejný nebo větší počet neuronů než je velikost vstupu sítě. Poté existuje taková konfigurace
sítě, kde váhy prvního neuronu skryté vrstvy budou nastaveny na nulu až na váhu propojení
prvního neuronu s prvním vstupem sítě. Obdobně pak i pro další neurony skryté vrstvy a
neurony výstupní vrstvy, které budou takto propojeny s neurony první skryté vrstvy. Takto
vznikne neuronová síť, kde budou propojeny jen odpovídající si neurony každé vrstvy (první
s prvním, druhý s druhým atd.). Poté v závislosti na aktivační funkci jednotlivých neuronů
lze nalézt takové nastavení nenulových vah sítě, kde síť bude realizovat triviální identitu.
Jedna z možností, jak zabránit takovému patologickému chování v případě spojitých
vstupů, je nastavit matici vah W> rovnu W∗. Tato úprava je motivována modelem Ome-
zeného Boltzmannova stroje a je empiricky dokázáno, že matice W> a W∗ mají tendenci
být podobné.
3.6.2 Princip předtrénování hluboké sítě pomocí autoenkodéru
Princip předtrénování hybridních hlubokých sítí jsem již popsal v kapitole 3.5. V této
kapitole popíší, jak k tomu konkrétně využít autoenkodér. Hluboké neuronové sítě se u před-
trénování učí vrstvu po vrstvě směrem od vstupu k výstupní vrstvě sítě. V prvním kroku
máme za úkol natrénovat váhy mezi vstupem a první skrytou vrstvou. K dispozici tedy
máme vstupní vektor trénovacích dat x, matici vah W1 (váhy mezi vstupem sítě a první
skrytou vrstvou) a příslušné předpětí neuronů. Nyní vytvoříme dočasnou vrstvu neuronů
a připojíme ji za první skrytou vrstvu. Počet dočasných neuronů bude odpovídat počtu
vstupů. Tato dočasná síť odpovídá topologii autoenkodéru a můžeme ji bez problémů na-
trénovat metodou backpropagation. Váhy dočasné vrstvy můžeme buďto použít totožné
s vahami první skryté vrstvy W1 = W1∗> nebo můžeme použít váhy nezávislé na první
vrstvě s náhodnou inicializací. Po natrénování sítě se dočasná vrstva zahodí. V druhém
kroku se postupuje obdobně. Naším úkolem je natrénovat váhy mezi první a druhou skry-
tou vrstvou. K dispozici máme příslušné váhy W2, vstupní vektor trénovacích dat, který je
získán jako výstup z již předtrénované první skryté vrstvy a odpovídající předpětí neuronů.
Vytvoříme dočasnou vrstvu a tuto síť natrénujeme. Takto postupujeme, dokud nepředtré-
nujeme celou síť.
Algoritmus 4 popisuje předtrénování jedné vrstvy sítě pomocí autoenkodéru, kde platí
Wi = Wi∗>. Proměnná i odpovídá vrstvě, která se právě trénuje [9].
3.7 Předtrénování sítě pomocí Omezeného
Boltzmannova stroje
V této kapitole se zaměřím na Omezený Boltzmannův stroj (Restricted Boltzmann ma-
chine) jako metodu vhodnou k předtrénování hlubokých neuronových sítí. Tato metoda
taktéž spadá do kategorie učení bez učitele.
3.7.1 Omezený Boltzmannlv stroj
V této kapitole se budu zabývat neuronovou sítí zvanou Omezený Boltzmannův stroj
(Restricted Boltzmann Machine). Jedná se o pravděpodobnostní grafický model, který může
být prezentován jako stochastická neuronová síť. Různé varianty a rozšíření Omezeného Bol-
tzmannova stroje našly mnoho uplatnění v širokém spektru rozpoznávání vzorů. Omezený
Boltzmannův stroj je, jak už z názvu vyplývá, speciálním případem Boltzmannova stroje.
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Algoritmus 4 Předtrénování vrstvy hluboké sítě pomocí autoenkodéru
Vstup:
• Trénovací vektor x,
• váhy vrstvy i Wi,
• učicí koeficient předtrénovací části pre−train,
• předpětí neuronů bi−1,bi.
//Nastavení parametrů autoenkodéru
W←Wi
b← bi
c← bi−1
//Vybavovací režim sítě
u(x)← b + Wx
h(x)← sigm(u(x))
uˆ(x)← c + W>h(x)
xˆ(x)← sigm(uˆ(x))
//Zpětná propagace chyby
∂C(xˆ,x)
∂uˆ(x) ← xˆ− x
∂C(xˆ,x)
∂hˆ(x)
←W ∂C(xˆ,x)∂uˆ(x)
for j ∈ {1, . . . , |hˆ(x)|} do
∂C(xˆ,x)
∂uj(x)
← ∂C(xˆ,x)
∂hˆj(x)
hˆj(x)
(
1− hˆj(x)
)
end for
//Adaptace vah vrstvy i a příslušných předpětí neuronů
Wi ←Wi − pre−train
(
∂C(xˆ,x)
∂u(x) x
> + hˆ(x)∂C(xˆ,x)∂uˆ(x)
>
)
bi ← bi − pre−train ∂C(xˆ,x)∂u(x)
bi−1 ← bi−1 − pre−train ∂C(xˆ,x)∂uˆ(x)
Učení klasického Boltzmannova stroje je výpočetně náročné. Proto byl zaveden jeho zjedno-
dušený model, a to již zmíněný Omezený Boltzmannův stroj, který získal velkou popularitu
poté, co se začaly využívat jako základní prvky pro učení vícevrstvých sítí zvaných hluboké
důvěrné sítě (Deep Belief Networks). Omezení je na úrovni topologie sítě.
Tento model sítě obsahuje dva typy neuronů (viditelné neurony a skryté neurony).
Neurony jsou uspořádány do dvou vrstev a tvoří bipartitní neorientovaný graf. Příklad této
neuronové sítě je znázorněn obrázkem 3.3.
Viditelné (visible) neurony tvoří první vrstvu sítě a představují její pozorovací část. Je-
jich vnitřní stavy (výstup neuronů) budeme značit v = v1, . . . , vm, kde vk odpovídá stavu
viditelného neuronu k. Jeden neuron může například odpovídat jednomu pixelu bitmapy
přivedené na vstup sítě. Skryté (hidden) neurony jsou uspořádány do druhé vrstvy a mode-
lují závislosti mezi jednotlivými vstupními daty (v našem případě závislosti mezi jednotli-
vými pixely bitmapy). Jejich vnitřní stavy (výstup neuronů) budeme značit h = h1, . . . , hn,
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kde hj odpovídá stavu neuronu j. Každý neuron je propojený se všemi neurony druhé
vrstvy, neexistuje propojení mezi neurony téže vrstvy (v klasickém Boltzmannově stroji
jsou neurony propojeny i v rámci jedné vrstvy). Propojení viditelného neuronu k a skry-
tého neuronu j je symetrické a obsahuje reálnou váhu wkj , která určuje sílu spojení. [5, 4, 2].
Obrázek 3.3: Příklad topologie Omezeného Boltzmannova stroje3
Konfigurace (v,h) viditelných a skrytých neuronů má energii E(v,h), která je dána
vztahem 3.6 [3]:
E(v,h) = −
n∑
k=1
m∑
j=1
vkhjwkj −
m∑
j=1
bjhj −
n∑
i=1
ckvk (3.6)
kde vi resp. hj je binární hodnota viditelného neuronu i resp. skrytého neuronu j.
Proměnná n značí počet neuronů viditelné vrstvy, proměnná m udává počet neuronů skryté
vrstvy a b a c jsou příslušné předpětí neuronů. Toto platí pro binární Omezený Boltzmannův
stroj, někdy taky označovaný jako Bernoulli-Bernoulli Omezený Boltzmannův stroj.
Druhým nejrozšířenějším modelem této sítě je Gaussian-Bernoulli Omezený Boltzman-
nův stroj. Viditelné neurony mohou nabývat reálných hodnot, skryté neurony nabývají
binárních hodnot. Tento model se využívá k převodu spojitých stochastických dat na bi-
nární stochastická data. Energetická funkce pro Gaussian-Bernoulli Omezený Boltzmannův
stroj je dána vztahem 3.7 [8].
E(v,h) = −
n∑
k=1
m∑
j=1
vkhjwkj −
m∑
j=1
bjhj − 1
2
n∑
i=1
(vk − ck)2 (3.7)
Síť přiřazuje pravděpodobnost každému možnému páru viditelného a skrytého vektoru
pomocí funkce 3.8 [3].
3Převzato z http://image.diku.dk/shark/sphinx_pages/build/html/_images/rbm_graph.svg
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p(v,h) =
1
Z
e−E(v,h) (3.8)
Funkce rozdělení (partition function) Z je suma přes všechny možné páry viditelného a
skrytého vektoru 3.9.
Z =
∑
v,h
e−E(v,h) (3.9)
Pravděpodobnost, kterou síť přiřadí viditelnému vektoru v je dána sumou přes všechny
skryté vektory 3.10 [3].
p(v) =
1
Z
∑
h
e−E(v,h) (3.10)
Podmíněnou pravděpodobnost, kde hodnota daného neuronu bude rovna jedné, lze jed-
noduše vypočítat podle vzorců 3.11 a 3.12.
p(h|v) =
∏
j
p(hj |v) , kde p(hj = 1|h) = σ(bj +
∑
k
wjkvk) (3.11)
p(v|h) =
∏
k
p(vk|h) , kde p(vk = 1|h) = σ(ck +
∑
j
wjkhj) (3.12)
Funkce σ je sigmoidální, bj odpovídá předpětí neuronu j, wjk je váha spojení mezi
neuronem hj a vk, k iteruje přes všechny neurony viditelné vrstvy a j iteruje přes všechny
neurony skryté vrstvy.
3.7.2 Učení Omezeného Boltzmannova stroje
Úpravou vah a předpětí neuronů můžeme zvýšit pravděpodobnost pro daný trénovací
vstupní vektor v. Snížíme tak energii tohoto vstupu a zvýšíme energii ostatních trénovacích
vstupů, konkrétně těch, které mají malou energii a nejvíce ovlivní funkci rozdělení Z. Deri-
vace logaritmu pravděpodobnosti pro daný vstup vzhledem k vahám sítě je dána vztahem
3.13.
∂log p(v)
∂wkj
= 〈vk, hi〉data − 〈vk, hi〉model (3.13)
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Lomené závorky zde označují očekávání na základě distribuce určené dolním indexem.
Toto vede k jednoduchému učicímu pravidlu 3.14, kde pre−train je učicí koeficient.
∆wkj = pre−train(〈vk, hi〉data − 〈vk, hi〉model) (3.14)
U Omezeného Boltzmannova stroje nejsou žádná spojení mezi skrytými neurony, je tedy
oproti klasickému Boltzmannovu stroji jednoduché získat hodnotu 〈vk, hi〉data. Vzhledem
k trénovacím datům v je každý binární stav hj neuronu j nastaven na jedna s pravděpodob-
ností danou vztahem 3.11. Jelikož nejsou viditelné neurony mezi sebou propojeny, je taktéž
jednoduché, v závislosti na stavech skrytých neuronů h, získat vzorek stavu viditelných
neuronů. Vztah pro výpočet stavu neuronů viditelné vrstvy je popsán rovnicí 3.12 [3, 2].
Vypočítat hodnotu 〈vk, hi〉model je však obtížné. Jedním ze způsobů, jak získat tuto
hodnotu, je aplikování co nejvíce iterací Gibbsova vzorkování (Gibbs sampling) vzhledem
k náhodnému stavu viditelných neuronů. Jedna Gibbsova iterace spočívá ve výpočtu stavu
skrytých neuronů podle vzorce 3.11 a následném výpočtu stavu viditelných neuronů na zá-
kladě vzorce 3.12.
Bylo empiricky dokázáno, že učicí mechanismus, který ještě lépe aproximuje gradient
logaritmu pravděpodobnosti, je algoritmus zvaný Kontrastivní divergence (Contrastive Di-
vergence) [9].
Kontrastivní divergence
Metoda Kontrastivní divergence spočívá v opakovaném spouštění upraveného Gibbsova
vzorkování (využívá se jedna nebo více iterací v ramci jednoho vstupního vzorku). Úprava
Gibbsova vzorkování spočívá v tom, že viditelné neurony neinicializujeme náhodným vstup-
ním vektorem, ale místo něj využijeme vzorek trénovacích dat. Stav všech skrytých neuronů
vypočítáme obdobně podle rovnice 3.11 z něhož zpětně rekonstruujeme vstupní vzorek vy-
užitím rovnice 3.12. Změna vah w je pak dána vztahem 3.15, změna předpětí skrytých
neuronů b pak vztahem 3.16 a změna předpětí viditelných neuronů c vztahem 3.17
∆W = pre−train
(
hˆ0(v0)> − hˆ1(v1)>
)
(3.15)
∆b = pre−train
(
hˆ0 − hˆ1
)
(3.16)
∆c = pre−train
(
v0 − v1) (3.17)
Metoda Kontrastivní divergence se rozděluje podle počtu iterací Gibbsova vzorkování
provedených na jeden vzorek vstupních dat. Obecně se značí CD-k, kde k určuje počet
iterací. V ideálním případě by se k rovnalo nekonečnu. V praxi se však využívá k = 1.
Na obrázku 3.4 je graficky znázorněn průběh jedné iterace Gibbsova vzorkování.
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Obrázek 3.4: Znázornění Kontrastivní divergence (CD-1)4
Pseudokód 5 popisuje jeden krok předtrénování vrstvy hluboké neuronové sítě pomocí
metody Omezeného Boltzmannova stroje. Vstupem této metody je vektor trénovacích vah
x, váhy vrstvy i Wi, učicí koeficient pre−train, předpětí neuronů předchozí vrstvy bi−1 a
předpětí neuronů trénované vrstvy bi. U předtrénování první vrstvy nastává problém s před-
pětím neuronů předchozí vrstvy bi, tedy předpětí vstupních dat. Toto předpětí v rámci
hluboké neuronové sítě neexistuje. U předtrénování jednotlivých vrstev musíme na danou
vrstvu nahlížet tak, jako by ostatní vrstvy neexistovaly. Pro vstupní vektor tedy vytvoříme
dočasné předpětí, které po předtrénování první vrstvy zahodíme a dále postupujeme podle
uvedeného algoritmu. Předpětí neuronů obou vrstev jsou inicializována na hodnotu 0.
4Převzato z http://images.cnitblog.com/blog/326731/201307/21165701-d04c0f58d5c4411980cd1f73637dd899.
png
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Algoritmus 5 Předtrénování vrstvy hluboké sítě pomocí Kontrastivní divergence (CD-1 )
Vstup:
• Trénovací vektor x,
• váhy vrstvy i Wi,
• učicí koeficient předtrénovací části pre−train,
• předpětí neuronů bi−1,bi.
Notace:
• a ∼ p(·) značí, a se rovná náhodnému vzorku z p(·)
//Nastavení parametrů Omezeného Boltzmannova stroje
W←Wi
b← bi
c← bi−1
//Dopředná fáze
v0 ← x
hˆ0 ← sigm(b + Wv0)
//Zpětná fáze
h0 ∼ p(h|v0) podle vzorce 3.11
v1 ∼ p(v|h0) podle vzorce 3.12
hˆ1 ← sigm(b + Wv1)
//Adaptace vah vrstvy i
Wi ←Wi + pre−train
(
hˆ0(v0)> − hˆ1(v1)>
)
bi ← bi + pre−train
(
hˆ0 − hˆ1
)
bi−1 ← bi−1 + pre−train
(
v0 − v1)
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Kapitola 4
Implementační detaily aplikace
V této kapitole popíší implementační detaily aplikace, kterou jsem vytvořil v objektově
orientovaném jazyce C++. Pro lepší přehlednost ji rozdělím na tři základní části. První část
realizuje načtení a zpracování datové sady ze souborů. Formáty souborů datových sad vyu-
žité v této práci jsem v popsal v příloze A. Vytvoření neuronové sítě, její učení a testování
odpovídá druhé části aplikace (neuronová síť). Tato část byla vytvořena jako samostatná
knihovna. Poslední část je část řídící. Tato část určuje, jaká datová sada bude načtena, jaké
bude mít neuronová síť topologické vlastnosti, a specifikuje metody, které budou použity
pro její předtrénování. Na obrázku 4.1 jsem znázornil, jak jsou jednotlivé části propojeny.
Čárkovaná čára odpovídá řízení (volání metod dané části). Plná čára znázorňuje propojení
na úrovni dat (předávání datových struktur).
Obrázek 4.1: Propojení jednotlivých částí vytvořené aplikace
4.1 Vytvořená knihovna hlubokých neuronových sítí
Jak už jsem zmínil, druhou část aplikace (neuronová síť) jsem vytvořil jako samostatnou
knihovnu. Tato knihovna obstarává vytvoření neuronové sítě na základě její topologie s ná-
hodnou inicializací vah neuronů nebo ji dokáže načíst ze souboru. Taktéž umožňuje danou síť
do souboru uložit. Formát souboru uložené neuronové sítě jsem popsal v příloze C. V rámci
knihovny jsou implementovány dvě již popsané metody pro předtrénování neuronové sítě
(metoda pomocí autoenkodéru 3.6 a metoda založena na Omezeném Boltzmannově stroji
3.7) a učicí metoda backpropagation 2.4.6, které slouží na finální dotrénování sítě.
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4.1.1 Metoda předtrénování sítě založena na Omezeném Boltzmannově
stroji
Metodu založenou na Omezeném Boltzmannově stroji jsem implementoval podle al-
goritmu popsaného pseudokódem 5. Vstup této metody pro danou vrstvu jsem vypočítal
podle první části algoritmu (předtrénování sítě) popsané pseudokódem 3.
Jelikož datové sady, využité k experimentování s vytvořenou aplikací, obsahují reálná
data, využil jsem konkrétně Gaussian-Bernoulli Omezený Boltzmannův stroj. Energetická
funkce této sítě je popsána vztahem 3.7.
4.1.2 Metoda předtrénování sítě založena na autoenkodérech
U metody založené na autoenkodérech se nabízely dvě varianty implementace. První
spočívá v použití shodných vah pro obě vrstvy autoenkodéru (W = W>). Druhá spočívá
ve využití odlišných vah pro obě vrstvy. V rámci této knihovny jsem implementoval druhou
variantu. Vstup autoenkodéru jsem vypočítal na základě první části algoritmu popsaného
pseudokódem 3.
4.1.3 Učicí algoritmus backpropagation
Metodu backpropagation jsem implementoval podle algoritmu popsaného pseudokódem
2. Aktualizace vah probíhá po každém prvku z trénovací množiny dat.
4.2 Řídící část aplikace
Řídící část aplikace zpracuje parametry, se kterými je aplikace spuštěna. Na základě
nich a konfiguračního souboru volá příslušné metody jak z části zpracovávající datové sady,
tak z knihovny neuronových sítí.
Popis ovládání aplikace je uveden v příloze B.
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Kapitola 5
Experimenty s vytvořenou aplikací
V této části práce se zaměřím na experimenty s vytvořenou aplikací. Hlavním cílem
je porovnat klasické neuronové sítě s učicím algoritmem backpropagation 2.4.6 a hluboké
neuronové sítě 3. Srovnání těchto dvou konceptů neuronových sítí provedu nejen na úrovni
dosažených výsledků, ale i na rychlosti a samotném průběhu učení.
V první části experimentů se budu zabývat optimálním nastavením volitelných parame-
trů metod učení hlubokých neuronových sítí, zejména koeficientem učení. Získané poznatky
pak využiji v dalších experimentech.
Experimenty budu provádět na různě složitých úlohách. Využité datové sady jsem popsal
v následující kapitole.
5.1 Použité datové sady
Za účely experimentování s vytvořenou aplikací jsem využil dvě volně dostupné datové
sady Landsat Satellite a MNIST. Datová sada Landsat Satellite obsahuje méně vzorků
o menší velikosti. Vzhledem k tomu, že se síť s malým počtem vstupů bude učit rychleji,
budeme tuto datovou sadu považovat za jednodušší. Na této datové sadě budu experimen-
tálně zjišťovat optimální nastavení parametrů sítě, které budu následně aplikovat na výrazně
obsáhlejší datové sadě MNIST.
5.1.1 Datová sada Landsat Satellite
Datová sada Landsat Satellite byla vytvořena z originálních dat, které pořídilo austral-
ské středisko NASA. Originální datová sada vznikla za účelem dálkového průzkumu půdy
na základě obrazových dat.
Jednotlivá data se skládají z hodnot pixelů a jejich osmiokolí pořízených v různých spek-
trálních pásmech. Konkrétně jde o čtyři. Dvě z nich jsou ve viditelné oblasti, což přibližně
odpovídá zelené a červené oblasti viditelného spektra. Zbývající dvě jsou téměř v infračer-
veném pásmu. Každý pixel je vyjádřen jedním bajtem, kde hodnota 0 odpovídá černé barvě
a hodnota 255 barvě bílé. Hodnoty jednotlivých pixelů jsem normalizoval do intervalu 〈0, 1〉
Jeden pixel obrazu pokrývá přibližné 80x80 m povrchu [6].
Velikost jednoho vzorku dat je 36 (což odpovídá devíti pixelům ve čtyřech spektrálních
pásmech) a je klasifikován do sedmi tříd (různé druhy typu půd). Datová sada ([10]) ob-
sahuje 6435 vzorků dat, které jsou například rozděleny na dvě podmnožiny (trénovací a
testovací) v poměru 5:1. Těchto rozdělení je k dispozici pět. K trénování a testování tedy
můžeme využít metodu křížové validace.
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V příloze A.1 jsem uvedl formát souborů této datové sady.
5.1.2 Datová sada MNIST
Datová sada MNIST [14] je soubor ručně psaných číslic, která vychází z datové sady
NIST. MNIST obsahuje normalizované a centrované číslice, není tedy nutné další předzpra-
cování těchto dat. Datová sada je složena z 60000 trénovacích a 10000 testovacích dat.
Jednotlivé číslice jsou velikosti 28x28 pixelů, což při mapování jeden pixel na jeden vstup
neuronové sítě odpovídá 784 vstupům sítě. Číslice se přirozeně klasifikují do deseti tříd (0 až
9). Jeden pixel nabývá hodnot od 0 do 255, kde 0 odpovídá barvě pozadí (černá) a hodnota
255 reprezentuje barvu popředí (bílá). Tyto hodnoty jsem normalizoval do intervalu 〈0, 1〉.
Na obrázku 5.1 je ukázka z datové sady MNIST.
Obrázek 5.1: Ukázka datové sady MNIST1
Jelikož se jedná o velmi známou klasifikační úlohu, jsou k dispozici nejlepší dosažené
výsledky různých klasifikačních metod.
V příloze A.2 jsem uvedl formáty souborů této datové sady.
5.2 Experiment s koeficientem učení u metody
backpropagation
V tomto experimentu se budu zabývat nastavením hodnoty parametru koeficientu učení
fine−tune u algoritmu backpropagation 2.4.6, který použiji v následujících experimentech.
Obecně neexistuje optimální nastavení tohoto parametru. Pro každou trénovací množinu
dat se může jeho optimální hodnota značně lišit. Jelikož v této práci budu provádět expe-
rimenty převážně na datové sadě Landsat Satellite 5.1.1, určím hodnotu tohoto parametru
1Převzato z http://cs.stanford.edu/people/karpathy/convnetjs/mnist.png
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na základě experimentu s touto datovou sadou na jednoduché dvouvrstvé síti o topologii
36−50−7, kde první číslo udává velikost vstupu sítě, poslední číslo velikost výstupní vrstvy
a čísla mezi nimi udávají počet neuronů v jednotlivých skrytých vrstvách. Experiment pro-
bíhal následovně. Postupně jsem nastavoval koeficient učení fine−tune na hodnoty od 0, 1
až do 0, 9 s krokem 0, 2. Pro každou hodnotu koeficientu fine−tunr jsem provedl opakované
učení neuronové sítě (20 opakování pro každou hodnotu). Průběhy jednotlivých učení jsem
znázornil grafem uvedeným na obrázku 5.2. Graf udává závislost počtu epoch učení neu-
ronové sítě vůči její úspěšnosti. Jedna epocha odpovídá jednomu průchodu celé trénovací
množiny dat. Po každé epoše probíhá testování úspěšnosti sítě na testovací množině dat.
Úspěšnost sítě U v závislosti na dané testovací množině dat je dána vztahem 5.1.
U =
počet správně klasifikovaných vzorů
velikost testovací množiny dat
(5.1)
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Obrázek 5.2: Závislost úspěšnosti neuronové sítě na počtu epoch učení pro konkrétní
hodnotu koeficientu učení fine−tune
Pokud se v posledních pěti epochách úspěšnost nezvýšila o více jak 0.0005 (tedy o 0.05%),
považoval jsem síť za natrénovanou.
Z grafu uvedeném na obrázku 5.2 lze vyčíst, že pro datovou sadu Landsat Satellite a
zvolenou topologii sítě téměř nezáleží na hodnotě koeficientu učení fine−tune. Síť byla podle
zvolené ukončovací podmínky natrénována téměř ve shodném počtu epoch a dosahovala
obdobné úspěšnosti. Hodnotu koeficientu učení fine−tune pro následující experimenty jsem
určil 0.5.
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5.3 Experiment s koeficientem učení u metody založené
na autoenkodéru
V tomto experimentu se budu zabývat metodou určenou k předtrénování hluboké neuro-
nové sítě. Konkrétně budu zjišťovat optimální nastavení koeficientu učení pre−train pro da-
tovou sadu Landsat Satellite 5.1.1, tím určím i hodnotu tohoto koeficientu pro další expe-
rimenty, které budu dále s metodou předučení pomocí autoenkodéru provádět. Experiment
budu provádět na shodné topologii sítě jako v předešlém experimentu 5.2 (tedy 36-50-7).
Zaměřím se však jen na první vrstvu. Z toho plyne, že topologie autoenkodéru bude mít
velikost vstupu 36, první skrytá vrstva bude obsahovat 50 neuronů a výstupní vrstva 36
neuronů.
Optimální hodnotu koeficientu učení jsem zjišťoval následovně. Postupně jsem nasta-
voval hodnotu koeficientu od 0, 1 do 0, 9 po kroku 0, 2. Pro každou hodnotu jsem provedl
20 spuštění algoritmu učení. Průběh učení jsem zachytil jako průměrnou chybu jednoho
výstupního neuronu v závislosti na počtu epoch učení. Tuto závislost jsem znázornil na ob-
rázku 5.3. Průměrnou chybu jednoho výstupního neuronu jsem definoval pomocí vzorce 5.3,
kde k iteruje přes všechny prvky testovací množiny dat, |K| odpovídá velikosti testovací
množiny dat, i iteruje přes všechny neurony výstupní vrstvy, xi odpovídá hodnotě i-tého
vstupu sítě, xˆi odpovídá hodnotě i-tého výstupního neuronu a |xˆ| udává počet neuronů
výstupní vrstvy autoenkodéru. Jedna epocha učení odpovídá jednomu průchodu trénovací
množiny dat.
E =
∑
k Ek
|K| (5.2)
Ek =
1
2
∑|xˆ|
i=0(xˆi − xi)2
|xˆ| (5.3)
Síť jsem považoval za natrénovanou, pokud rozdíl pěti po sobě následujících chyb E
nepřesáhl hodnotu 50× 10−12.
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Obrázek 5.3: Závislost součtu průměrných chyb výstupního neuronu na počtu epoch učení
pro konkrétní hodnotu koeficientu učení pre−train
Z grafu uvedeného na obrázku 5.3 můžeme vyčíst, že trénování sítě probíhalo nejlépe
při hodnotě koeficientu učení 0.9. Síť se s touto hodnotou koeficientu učení natrénovala
nejrychleji (nejmenší počet epoch) a dosáhla nejlepších výsledků (nejmenší chyba E). Když
se například podíváme na průběh učení sítě pro pre−train = 0.1 můžeme vidět, že učení
sítě probíhalo výrazně déle a dosáhlo výrazně horších výsledků. Toto je způsobeno pomalou
změnou vah sítě při jejím učení.
Pro následující experimenty budu u metody předtrénování sítě pomocí autoenkodéru
volit hodnotu koeficientu učení pre−train = 0, 9.
5.4 Experiment s koeficientem učení u metody založené
na Omezeném Boltzmannově stroji
V tomto experimentu jsem zkoumal optimální nastavení parametru koeficientu učení
pre−train pro datovou sadu Landsat Satellite 5.1.1 u další metody určené pro předtrénování
neuronové sítě, kterou jsem v rámci této práce implementoval. Jedná se o metodu Omeze-
ného Boltzmannova stroje. Topologii neuronové sítě jsem zvolil stejnou jako v předchozím
experimentu. Experiment jsem prováděl jen na první vrstvě této neuronové sítě. Hodnoty
koeficientu učení jsem taktéž nastavoval od 0, 1 do 0, 9 po kroku 0, 2. Průměrný průběh
učení pro jednotlivé hodnoty koeficientu jsem zanesl do grafu. Tento graf znázorňuje závis-
lost průměrné energie sítě pro jeden prvek z testovací množiny dat na počtu epoch učení.
Můžeme jej vidět na obrázku 5.4. Průměrnou hodnotu energie sítě E pro jeden prvek z tes-
tovací množiny dat jsem vypočítal podle vzorce 5.4, kde E(v,h) se vypočítá podle vzorce
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3.7, k iteruje přes všechny prvky z testovací množiny dat, kde |K| odpovídá velikosti tes-
tovací množiny dat.
E =
∑
k
E(v,h)
|K| (5.4)
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Obrázek 5.4: Závislost průměrné energie sítě jednoho prvku z testovací množiny dat na
počtu epoch učení pro konkrétní hodnotu koeficientu učení pre−train
Síť jsem považoval za natrénovanou, pokud byl rozdíl pěti po sobě následujících průměr-
ných energií jednoho prvku z trénovací množiny dat (s klesající tendencí) menší než hodnota
5× 10−5.
Z grafu 5.4 můžeme vyčíst, že hodnota koeficientu učení, pro který učicí metoda založena
na Omezeném Boltzmannově stroji dávala nejlepší výsledky (nejnižší hodnota průměrné
energie sítě jednoho prvku z trénovací množiny dat), je 0, 7. Pro tuto hodnotu taktéž učení
trvalo nejkratší dobu. Pokud se blíže podíváme například na průběh učení pro hodnotu
pre−train = 0, 1, je zřejmé, že díky této malé hodnotě probíhá učení podstatně delší dobu
a zdaleka nedosahuje takových výsledků jako u pre−train = 0, 7.
Jako optimální hodnotu koeficientu učení budu pro další experimenty uvažovat pre−train =
0.7.
5.5 Vliv předtrénování sítě na její finální dotrénování
Tímto experimentem budu zkoumat, jaký vliv má předtrénovaní sítě na její finální do-
trénování. Konkrétně, jak velkou úspěšnost (úspěšnost je popsána vztahem 5.1) má síť
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s náhodnou inicializací vah oproti úspěšnosti po předtrénování sítě metodou pomocí auto-
enkodéru nebo Omezeného Boltzmannova stroje. Tento experiment jsem prováděl na datové
sadě Landsat Satellite 5.1.1.
Topologii neuronové sítě jsem zvolil sedmivrstvou, konkrétně 36-100-80-60-80-40-20-7
(vstup sítě má velikost 36, výstupní vrstva obsahuje 7 neuronů a skryté vrstvy obsahují
postupně 100, 80, 60, 80, 40 a 20 neuronů).
V rámci experimentu jsem prováděl 50 měření. Pro náhodnou inicializaci vah byla
průměrná úspěšnost sítě 12,38 %. Následně jsem tuto síť předtrénoval metodou založenou
na Omezeném Boltzmannově stroji. Úspěšnost předtrénované sítě byla 10,9 %, což přibližně
odpovídá úspěšnosti při náhodné inicializaci vah.
Váhy jsou však nastaveny
”
chytře“, což by se mělo projevit ve fázi finálního dotrénovaní
sítě, která bezprostředně po předtrénování sítě následuje. Toto bude předmětem následují-
cího experimentu.
Obdobně jsem tento experiment provedl i pro metodu založenou na autoenkodérech.
Úspěšnost předtrénované sítě byla 26,4 %, což je více než v předešlých případech. Metoda
předtrénování sítě založena na autoenkodérech v tomto případě přímo poskytla lepší výchozí
konfiguraci pro finální fázi předtrénování.
5.6 Zkoumání konfigurace první skryté vrstvy
předtrénované neuronové sítě
V tomto experimentu jsem graficky zkoumal, jaký vliv mají metody předtrénování sítě
na neurony první skryté vrstvy, resp. jaké funkce se neurony naučily. Experiment jsem
prováděl jak pro metodu pomocí autoenkodéru tak pro metodu pomocí Omezeného Bolt-
zmannova stroje s využitím datové sady MNIST 5.1.2.
Jeden prvek z datové sady MNIST reprezentuje ručně psanou číslici o velikosti 28 x 28
pixelů. Pokud jeden vstup sítě odpovídá jednomu pixelu obrázku, je zapotřebí 784 vstupů
sítě. Každý neuron první skryté vrstvy je připojen ke všem vstupům sítě, tedy k samotným
pixelům obrázku. Jednotlivé váhy těchto spojení určí funkci daného neuronu. Jelikož každá
váha odpovídá jednomu ze 784 vstupů, máme k dispozici stejný počet vah. Pokud hodnoty
těchto vah normalizujeme například do intervalu 0 až 255 (stupně šedi), můžeme je vy-
kreslit jako obrázek 28 x 28 pixelů. Takto lze graficky znázornit naučenou funkci jednoho
konkrétního neuronu první skryté vrstvy.
5.6.1 Metoda pomocí Omezeného Boltzmannova stroje
Na obrázku 5.5 jsem graficky znázornil funkce 255 náhodně vybraných neuronů první
skryté vrstvy neuronové sítě. Váhy jednotlivých neuronů jsem normalizoval do intervalu
od 0 do 255. Topologii sítě jsem zvolil 784-800-10, což odpovídá velikosti vstupu 784, 800
neuronů v první skryté vrstvě a 10 neuronů výstupní vrstvy. Tuto síť jsem předtrénoval
metodou založenou na Omezeném Boltzmannově stroji.
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Obrázek 5.5: Grafické znázornění vah 255 náhodně vybraných neuronů z první skryté
vrstvy neuronové sítě, která je předtrénována metodou Omezeného Boltzmannova stroje
(byla použita datová sada MNIST)
Pokud se blíže podíváme na obrázek 5.5, můžeme vidět, že funkce jednotlivých neuronů
realizují filtr číslic odpovídající vstupním datům. Ve většině případů lze určit, jakou číslici
neuron reprezentuje. V některých případech to však s určitostí říct nemůžeme, neboť neuron
reprezentuje více číslic podobného tvaru. Hodnota výstupu daného neuronu je nejvyšší,
pokud se číslice přivedena na jeho vstup shoduje s jeho naučenou funkcí a je nejnižší,
pokud se zcela neshoduje.
Tímto experimentem jsem ověřil, že metoda založena na Omezeném Boltzmannově stroji
předtrénuje neurony první skryté vrstvy tak, aby realizovaly nejhrubší abstrakci daného
problému. Jednotlivé neurony zastupují podobné číslice.
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5.6.2 Metoda založena na autoenkodérech
Obdobně jsem postupoval i u experimentu pro metodu založenou na autoenkodérech.
První skrytou vrstvu jsem touto metodou natrénoval a poté jsem jednotlivé váhy náhodně
vybraných neuronů první skryté vrstvy normalizoval do intervalu od 0 do 255. Ty jsem
posléze graficky znázornil (obrázek 5.6).
Obrázek 5.6: Grafické znázornění vah 255 náhodně vybraných neuronů z první skryté
vrstvy neuronové sítě, která je předtrénována metodou pomocí autoenkodéru (byla
použita datová sada MNIST)
Z obrázku 5.6 není tak patrné (jako v předešlém případě u metody založené na Omeze-
ném Boltzmannově stroji 5.5), jaké funkce se neurony první skryté vrstvy naučily. Můžeme
si však všimnout shluků, které se tvoří na různých místech jednotlivých obrázků. Je velmi
pravděpodobné, že síť našla na první úrovni abstrakce podobnosti obrázků na základě vlast-
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ností (v tomto případě shluků), které nejsou pro člověka patrné.
5.7 Porovnání klasických neuronových sítí s hlubokými
neuronovými sítěmi
V tomto experimentu se zabývám porovnáním klasických neuronových sítí učených al-
goritmem backpropagation s hlubokými neuronovými sítěmi učenými ve dvou fázích (před-
trénování a finální dotrénování). Experiment jsem prováděl na dvou již zmíněných datových
sadách Landsat Satellite a MNIST.
Srovnání a zhodnocení těchto dvou konceptů neuronových sítí bude probíhat na základě
dosažených výsledků, průběhu a času jejich trénování.
5.7.1 Experiment s datovou sadou Landsat Satellite
V prvním kroku budu experimentovat s datovou sadou Landsat Satellite. V kapitole
3.3 jsem popsal důvod, proč se u klasických neuronových sítí doporučuje využívat méně
vrstev sítě, ideálně dvě skryté vrstvy. Z tohoto faktu jsem vycházel, a proto jsem zvolil
topologii klasické neuronové sítě 36-100-50-7. U hluboké architektury jsem zvolil topologii
sítě 36-100-80-60-80-40-20-7.
Jelikož datová sada Landsat Satellite obsahuje pět různých rozdělení na množiny tré-
novacích a testovacích dat, využil jsem pro trénování metodu křížové validace (Cross-
validation). Klasickou síť jsem natrénoval metodou backpropagation. U hluboké neuronové
sítě jsem k inicializaci vah v prvním případě využil metodu založenou na autoenkodéru,
v druhém případě metodu založenou na Omezeném Boltzmannově stroji. V obou případech
jsem poté síť dotrénoval metodou backpropagation. Předtrénování jedné vrstvy metodou
pomocí autoenkodéru jsem ukončil, pokud rozdíl pěti po sobě následujících chyb, popsa-
ných rovnicí 5.3, nepřesáhl hodnotu 5×10−9 nebo pokud počet epoch učení nebyl vyšší jak
10 000. U předtrénování sítě metodou založenou na Omezeném Boltzmannově stroji jsem
využil stejnou ukončovací podmínku jako v experimentu 5.4 přidal jsem omezení učení
na 20 000 epoch.
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Obrázek 5.7: Průběhy chyb daných vrstev v závislosti na počtu epoch předtrénování sítě
u experimentu porovnání klasických neuronových sítí s hlubokými neuronovými sítěmi
Na obrázku 5.7 jsem znázornil průběhy chyb daných vrstev při předtrénování sítě pomocí
metody založené na autoenkodérech.
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Obrázek 5.8: Průběh energie dané vrstvy v závislosti na počtu epoch předtrénování sítě
u experimentu porovnání klasických neuronových sítí s hlubokými neuronovými sítěmi
Na obrázku 5.8 jsem znázornil průběhy energií daných vrstev při předtrénování sítě
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pomocí metody založené na Omezeném Boltzmannově stroji. Můžeme vidět, že jednotlivé
energie v rámci vrstvy klesají, probíhá minimalizace funkce energie.
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Obrázek 5.9: Průběh úspěšnosti sítě v závislosti na počtu epoch učení u experimentu
porovnání klasických a hlubokých neuronových sítí (AE - hluboká neuronová síť
předtrénovaná pomocí metody založené na autoenkodérech, OBS - hluboká neuronová síť
předtrénovaná pomocí metody založené na Omezeném Boltzmannově stroji, BP - klasická
síť trénována metodou backpropagation)
Z grafu znázorněného na obrázku 5.9 lze na první pohled vidět, že nejlepší úspěšnost
pro datovou sadu Landsat Satellite měla klasická neuronová síť s učicím algoritmem back-
propagation. Nejvyšší úspěšnost této sítě byla 99,84 % (dosažena v epoše 10 529). Pokud
mezi sebou srovnáme hluboké sítě, lépe si vedla síť předtrénovaná metodou pomocí autoen-
kodéru. Její nejlepší úspěšnost byla 95,81 % (dosažena v epoše 4 580). Z obrázku 5.9 je dále
patrné, kdy dojde k přeučení sítě (Overfitting). V tomto místě se síť naučí prvky z trénovací
množiny dat a ztrácí schopnost generalizace (začne selhávat na datech z testovací množiny
dat). Kmitání u jednotlivých průběhů je zřejmě způsobeno zvolenou metodou trénování.
Využil jsem metodu křížové validace.
Předtrénování hlubokých sítí je časově velmi náročné. Pro tento konkrétní případ trvalo
samotné předtrénování přibližně třikrát déle než samotné dotrénování. Předtrénování sítě
pomocí metody založené na Omezeném Boltzmannově stroji probíhalo přibližně 13 000
epoch. Finální dotrénování sítě (do bodu než došlo k její přetrénování) trvalo přibližně
4 500 epoch.
Pro datovou sadu Landsat Satellite a zvolené topologie sítí je, co se týče úspěšnosti a
času trénování, lepší klasická neuronová síť s učicí metodou backpropagation. Tímto jsem
ověřil, že hluboké neuronové sítě se na jednoduché problémy klasifikace dat příliš nehodí.
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5.7.2 Experiment s datovou sadou MNIST
V tomto experimentu jsem na datové sadě MNIST zkoumal klasické a hluboké neu-
ronové sítě. U klasické sítě jsem zvolil topologii s dvěma skrytými vrstvami, konkrétně
784-800-500-10. U hluboké sítě jsem zvolil topologii se šesti skrytými vrstvami, a to 784-
800-500-250-100-50-20-10. Klasickou síť jsem natrénoval metodou backpropagation. Jelikož
velikost jednoho prvku z datové sady MNIST je 784 a neuronové sítě obsahují spoustu neu-
ronů, je časově náročné tuto síť natrénovat. V tomto experimentu se budu z tohoto důvodu
zabývat pouze jednou metodou pro předtrénování hluboké sítě. Zvolil jsem metodu založe-
nou na autoenkodérech, jelikož v předchozích experimentech dosahovala lepších výsledků
než metoda založena na Omezeném Boltzmannově stroji.
Předtrénování takto velké topologie hluboké sítě a trénovací množiny dat obsahující
60 000 prvků trvalo přibližně pětkrát déle než samotné dotrénování. Průběh finálního do-
trénování těchto dvou sítí jsem znázornil na obrázku 5.10.
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Obrázek 5.10: Průběh úspěšnosti sítě v závislosti na počtu epoch učení u experimentu
porovnání klasických a hlubokých neuronových sítí na datové sadě MNIST (AE - hluboká
neuronová síť předtrénována pomocí metody založené na autoenkodérech, BP - klasická
síť trénována metodou backpropagation)
Z průběhu učení znázorněného na obrázku 5.10 můžeme vidět, že s danými topologiemi
sítí a zvolenými metodami jejich trénování měla pro datovou sadu MNIST lepší úspěšnost
hluboká síť předtrénována pomocí metody založené na autoenkodérech. Tato síť dosáhla
úspěšnosti 98,67 % (v 106. epoše učení). Testovací část datové sady MNIST obsahuje 10 000
ručně psaných číslic, z kterých tato síť zvládla správně rozpoznat 9 867. Nejlepší výsledek
klasické neuronové sítě byl 98,26 %. Této úspěšnosti dosáhla v 60. epoše učení.
I když má předtrénovaná síť v počátku finálního dotrénování lepší úspěšnost, klasická
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neuronová síť má po několika epochách učení obdobné výsledky. U hluboké sítě jsou však
váhy nastaveny
”
chytře“, což se projeví v druhé fázi finálního dotrénování (přibližně od
60. epochy učení), kdy úspěšnost hluboké sítě vzrůstá, zatímco u klasické sítě už se příliš
nemění.
Tímto experimentem jsem dokázal, že pro složitý problém rozpoznávání ručně psaných
číslic (MNIST) dosahují hluboké neuronové sítě lepších výsledků než sítě klasické. Obsahují
více vrstev, a proto dokáží daný problém abstrahovat do větších detailů, a zachytit tak
složitější závislosti mezi jednotlivými daty.
Úloha MNIST je velmi diskutovaný klasifikační problém, existují proto referenční vý-
sledky, jichž bylo dosažen různými klasifikačními metodami. Uvedu zde pro představu ně-
kolik příkladů [14]. Lineární klasifikátor, u kterého nebyla použita žádná metoda předzpra-
cování dat, dosahovala výsledku 88 %. Nejlepší výsledek algoritmu k-nejbližších sousedů
(K-Nearest Neighbors), u kterého taktéž nebyla předzpracovaná data, je 97,17 %. Pokud se
zaměřím na kategorii neuronových sítí, u kterých nebyla předzpracovaná data, nejlepší vý-
sledky dávala šestivrstvá hluboká neuronová síť s topologií 784-2500-2000-1500-1000-500-10,
a to 99,65 %. Učení této sítě probíhalo na grafickém procesoru. U klasických dvouvrstvých
až třívrstvých neuronových sítí se jejich úspěšnost pohybovala v rozmezí 95,5 % až 98,4 %.
5.8 Experiment s omezeným počtem neuronů
V tomto experimentu jsem taktéž porovnával hluboké neuronové sítě s těmi klasickými.
Omezil jsem však počet neuronů, které se dají využit pro vytvoření neuronové sítě. Zkou-
mal jsem, zda se stejným počtem neuronů rozmístěných do více vrstev síť dosáhne větší
úspěšnosti. Experiment jsem prováděl na datové sadě Landsat Satellite. Počet dostupných
neuronů jsem zvolil 107 (100 neuronů pro skryté vrstvy a 7 pro výstupní vrstvu sítě). Topo-
logii klasické neuronové sítě jsem zvolil 36-100-7. Neuronovou síť jsem poté pomocí metody
backpropagation natrénoval. Topologii hlubokých sítí jsem zvolil 36-40-25-20-15-7. Tuto síť
jsem taktéž natrénoval pomocí metody backpropagation. Jako inicializační metody jsem
v prvním případě zvolil metodu založenou na autoenkodérech, v druhém případě jsem zvo-
lil metodu založenou na Omezeném Boltzmannově stroji. Průběhy finálního dotrénování
jsem znázornil na obrázku 5.11.
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Obrázek 5.11: Průběh úspěšnosti sítě v závislosti na počtu epoch učení u experimentu
s omezeným počtem neuronů na 107 (AE - hluboká neuronová síť předtrénována pomocí
metody založené na autoenkodérech, OBS - hluboká neuronová síť předtrénována pomocí
metody založené na Omezeném Boltzmannově stroji, BP - klasická síť trénována metodou
backpropagation)
Z grafu znázorněného na obrázku 5.11 je patrné, že u neuronových sítí, kde byl omezen
celkový počet neuronů na 107, měla největší úspěšnost klasická neuronová síť s topologií
36-100-7. Nejvyšší úspěšnost této sítě byla 96,73 % (dosažena v epoše 13 067). U srovnání
hlubokých sítí měla síť předtrénovaná metodou pomocí autoenkodéru lepší výsledky. Její
nejvyšší úspěšnost byla 93,51 % (dosažena v epoše 2 790). Z grafu lze vidět místo, kde
u jednotlivých sítí dochází k přeučení (Overfitting).
Lepší výsledek klasické sítě oproti hlubokým sítím je pravděpodobně dán malým počtem
neuronů první skryté vrstvy u hlubokých architektur. Tato vrstva je velmi důležitá, neboť
realizuje nejvyšší abstrakci daného problému. Můžeme si však všimnout, že inicializace
vah pomocí metody založené na autoenkodérech poskytuje lepší výchozí pozici pro finální
dotrénovaní sítě. Po jedné epoše učení je úspěšnost této hluboké sítě 73,08 %. U klasické
sítě je to pouze 55,08 %.
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Kapitola 6
Závěr
V této práci se zabývám hlubokými neuronovými sítěmi (Deep Neural Networks), zejména
pak mechanismy k jejich učení, které jsou založeny na
”
chytrém“ přednastavení vah (Greedy
Layer-Wise Training).
Hlavní motivací bylo prozkoumat tuto relativně novou oblast neuronových sítí. Jelikož
k této problematice není doposud dostatek literatury, bylo také cílem vytvořit v českém
jazyce ucelený dokument, který tuto problematiku popisuje.
V rámci této práce jsem vytvořil návrh a implementaci aplikace realizující hluboké
i klasické neuronové sítě. S touto aplikací jsem poté prováděl experimenty na dvou různě
složitých úlohách rozpoznávání na základě obrazových dat, konkrétně na úloze Landsat
Satellite a MNIST.
Pomocí experimentů jsem kromě optimálního nastavení parametrů učicích algoritmů
také zkoumal, jaký vliv má
”
chytrá“ inicializace vah sítě na její vlastnosti a samotné do-
trénování. Na základě grafického znázornění vah neuronů první skryté vrstvy jsem zjistil,
že již po předtrénování sítě metodami bez učitele nalezne síť závislosti mezi jednotlivými
vstupními daty. Tímto je dána lepší výchozí pozice pro jejich finální dotrénování.
Dalším experimentem jsem porovnával výsledky klasických a hlubokých neuronových
sítí na výše zmíněných úlohách. Ověřil jsem, že u klasifikační úlohy, u které nejsou složité
závislosti mezi jednotlivými daty, je lepší využít klasickou neuronovou síť, která dosahovala
lepších výsledků jak z hlediska délky učení sítě, tak z hlediska její úspěšnosti. Úspěšnost
klasické neuronové sítě byla pro danou topologii sítě u úlohy Landsat Satellite 99,84 %,
kdežto u hluboké sítě pouze 95,81 %. Toto je způsobeno tím, že je u hlubokých sítí a
jednoduchých úloh větší pravděpodobnost uváznutí v lokálním minimu. U úlohy MNIST,
kde jsou mezi jednotlivými daty složité závislosti, jsem zjistil, že hluboké neuronové sítě
dosahují vyšší úspěšnosti. Dosažená úspěšnost u klasické sítě byla 98,26 %, u hluboké sítě
98,67 %, což je výsledek, který u této úlohy konkuruje úspěšnosti nejlepších výsledků jiných
pokročilých klasifikačních metod (bez použití předzpracování vstupních dat). Jelikož učení
hlubokých neuronových sítí trvá výrazně déle, je vhodné je využít v případech, kdy nejsme
omezeni časem a je pro nás velmi důležitá úspěšnost klasifikace.
Pro případný rozvoj aplikace by bylo možné zaměřit se na implementování dalších metod
vhodných pro předtrénování hlubokých neuronových sítí nebo vytvoření grafického rozhraní,
pro rozpoznávání ručně psaných čísel.
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Příloha A
Popis formátů souborů použitých
datových sad
V této části uvedu popis formátů souborů použitých datových sad.
A.1 Datová sada Landsat Satellite
U datové sady Landsat Satellite je, jak u testovací sady, tak u trénovací sady, použit
stejný formát souboru:
@relation satimage
@attribute Sp11 integer [0, 255]
@attribute Sp12 integer [0, 255]
@attribute Sp13 integer [0, 255]
...
@attribute Sp49 integer [0, 255]
@attribute Class {1, 2, 3, 4, 5, 6, 7}
@inputs Sp11, Sp12, Sp13, Sp14, Sp15, Sp16, Sp17,
Sp18, Sp19, Sp21, Sp22, Sp23, Sp24, Sp25, Sp26, Sp27,
Sp28, Sp29, Sp31, Sp32, Sp33, Sp34, Sp35, Sp36, Sp37,
Sp38, Sp39, Sp41, Sp42, Sp43, Sp44, Sp45, Sp46, Sp47, Sp48, Sp49
@outputs Class
@data
-DATA-
Za klíčovým slovem @relation je uveden název datové sady, za @attribute jsou po-
stupně specifikována jména každého atributu, jejich datové typy a rozsahy hodnot, kte-
rých nabývají, @attribute Class určuje klasifikační třídy, @inputs popisuje jména všech
vstupů a @data značí počátek samotných dat. Data jsou uložena po řádcích a jednotlivé
hodnoty jsou odděleny čárkou. Poslední hodnota na řádku určuje klasifikační třídu, do které
daný prvek patří.
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A.2 Datová sada MNIST
U datové sady MNIST jsou jednotlivá data uložena do dvou souborů. V jednom souboru
se nachází samotná data (jednotlivé hodnoty pixelů bitmap čísel). V druhém souboru jsou
jejich popisky (jaké číslo odpovídá dané bitmapě). Data jsou uložena v binární podobě.
Formát souboru obsahující bitmapy je následující [14]:
[offset] [type] [value] [description]
0000 32 bit integer 0x00000803(2051) magické číslo
0004 32 bit integer 60000 velikost datové sady
0008 32 bit integer 28 počet řádků
0012 32 bit integer 28 počet sloupců
0016 unsigned byte ?? pixel
0017 unsigned byte ?? pixel
...
xxxx unsigned byte ?? pixel
První 4 bajty souboru obsahují magické číslo, které udává, o jakou datovou sadu se
jedná. Následující 4 bajty udávají velikost datové sady, následující hodnoty udávají výšku
a šířku jedné bitmapy. Poté následují hodnoty jednotlivých pixelů (1 bajt odpovídá jednomu
pixelu).
Struktura souboru odpovídajících značení je ve formátu [14]:
[offset] [type] [value] [description]
0000 32 bit integer 0x00000801(2049) magické číslo
0004 32 bit integer 60000 velikost datové sady
0008 unsigned byte ?? hodnota
0009 unsigned byte ?? hodnota
...
xxxx unsigned byte ?? hodnota
První 4 bajty obsahují magické číslo, které identifikuje danou datovou sadu. Následující
4 bajty udávají počet hodnot a poté už následují samotná data, kde hodnota odpovídá číslu
od 0 do 9 a zabírá jeden bajt.
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Příloha B
Ovládání vytvořené aplikace
Aplikace pracuje ve dvou módech, jeden je testovací, druhý trénovací. Tento mód urču-
jeme argumentem při spouštění aplikace. Aplikaci spustíme v trénovacím režimu pomocí
přepínače -t, který je následován jménem konfiguračního souboru. Tento konfigurační sou-
bor obsahuje klíčová slova (popisující jednotlivé parametry) následována znakem
”
=“, za
kterým se daný parametr specifikuje. Seznam klíčových slov je následující:
• topology - určuje topologii neuronové sítě. Formát tohoto parametru je posloupnost
čísel odpovídající počtu neuronů v jednotlivých vrstvách neuronové sítě počínaje první
skrytou vrstvou a konče poslední skrytou vrstvou. Velikost vstupu sítě a počtu neu-
ronu výstupní vrstvy je dána datovou sadou,
• epsPretrain - určuje hodnotu koeficientu učení pre−train metod pro předtrénování
sítě. Tento atribut nabývá hodnot z intervalu (0, 1〉,
• epsFinetune - určuje hodnotu koeficientu učení fine−tune metod pro finální dotré-
nování sítě. Tento atribut nabývá hodnot z intervalu (0, 1〉,
• pretrainBy - tento parametr určuje metodu, kterou bude neuronová síť předtréno-
vána. Nabývá hodnot NONE, AE, RBM, kde NONE znamená, že nebude využita žádná
metoda předtrénování, AE značí, že k předtrénování sítě bude využita metoda založena
na autoenkodérech a RBM značí, že bude k předtrénování sítě využita metoda založena
na Omezeném Boltzmannově stroji,
• dataset - tímto parametrem určujeme, s jakou datovou sadou bude aplikace pracovat.
Nabývá hodnot LS (datová sada Landsat Satellite) nebo MNIST,
• save - tento parametr udává, zda bude aplikace průběžně ukládat nejlepší nalezenou
konfigurací sítě. Nabývá hodnot Y (ukládat) a N (neukládat).
Příklad konfiguračního souboru pro neuronovou síť 10-100-50-7, s metodou předtréno-
vání pomocí autoenkodéru s koeficientem učení u předtrénování pre−train = 0, 3, koefici-
entem učení pro finální dotrénování fine−tune = 0, 8, datovou sadou Landsat Satellite a
ukládáním je následující:
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topology= 100 50
epsPretrain= 0.3
epsFinetune= 0.8
pretrainBy= AE
dataset= LS
save= Y
Aplikaci v testovacím módu spustíme pomocí přepínače −e, za kterým následuje jméno
souboru, jež obsahuje uloženou neuronovou síť, kterou chceme na dané datové sadě otesto-
vat.
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Příloha C
Formát souboru pro reprezentaci
neuronové sítě
Neuronová síť může být uložena do souboru. Na základě tohoto souboru může být znovu
načtena.
Formát tohoto souboru je následující:
počet vrstev
topologie
konfigurace
První řádek obsahuje číslo počet vrstev, které odpovídá počtu vrstev uložené neuro-
nové sítě (od první skryté vrstvy do výstupní vrstvy). Na dalším řádku je uložena topologie
sítě topologie. Jedná se o čísla oddělena mezerou, jež udávají velikosti jednotlivých vrstev
sítě včetně jejího vstupu. Tato čísla jsou v pořadí velikost vstupu sítě, velikost skrytých
vrstev sítě (od první vrstvy k poslední) a velikost výstupní vrstvy sítě. Nyní začínají data
reprezentující konfigurace sítě, tedy jednotlivé váhy vstupů neuronu spolu s jejich předpě-
tím. Každý řádek odpovídá jednomu neuronu. Neurony jsou řazeny postupně vždy v rámci
jedné vrstvy. Vrstvy jsou řazeny od první skryté až po výstupní. Poslední číslo na každém
řádku odpovídá váze budícího vstupu neuronu.
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