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Abstract
Age of information (AoI), a metric to analyse data freshness, is of interest for time-critical
applications in upcoming wireless networks. Besides, wireless power transfer (WPT) is also es-
sential to prolong lifetime of a wireless sensor network. Thus, we study a flat-fading wireless
powered cooperative network, wherein a source and a relay charge their finite-sized capacitors by
harvesting energy from a remote power station. For two conventional decode-and-forward (DF)
and amplify-and-forward (AF) relaying, average AoI and peak AoI (PAoI) are studied to show
how the randomness of the data/power transfer channel and size of the capacitors affect the
age metrics, and when utilizing a cooperative transmission is more beneficial than direct one. It
is shown that, although the power-limited relay imposes more delay overhead, the age metrics
are improved in some circumstances. Even for the DF scheme with more waiting time for signal
processing, we may achieve lower average PAoI due to enhancing the end-to-end communications
reliability. Furthermore, special cases of the proposed WPT cooperative system is discussed, e.g.
cases of full-power nodes and one-shot successful data transmission. Finally, numerical results are
provided to highlight effects of transmission power, size of the capacitors, and path loss exponent
on the age metrics.
Index Terms—Peak age of information, relaying, decode-and-forward, amplify-and-forward,
wireless power transfer.
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2I. Introduction
T
he global evolutionary wireless networks are connecting everything to support a wide
range of use cases with various requirements and device limitations. Among those
use cases, machine-type communications to support variations of Internet of Things (IoT)
networks have gained a lot of interest from research and industrial sides. For instance,
four IoT connectivity segments are defined in the 5G era by Ericsson [1]; massive IoT,
critical IoT, industrial automation IoT, and broadband IoT. For most of the cases, one
needs low data rates, low-cost devices with long-lifetime battery, and more importantly low-
latency communications to support time-sensitiveness applications. Thus, analysing time-
critical/sensitive IoT and wireless sensor networks (WSNs) with low-cost and battery-limited
devices has been in the spotlight of studies in the next emerging applications beyond 5G and
6G [2], [3]. One of the promising techniques to charge capacitors of the sensors is wireless
power transfer (WPT), which is first introduced in [4], to power the next generation of
wireless networks. Various variations of WPT techniques over the radio frequency (RF)
signals and harvesting energy are studied in the literature [5]. On the other hand, to evaluate
the performance of the time-critical applications, another metric to measure the freshness
of data is required.
Although in communication networks, the conventional goals are to maximize the achiev-
able throughput and energy efficiency of the networks, for the time-critical applications
measuring freshness of data is important as well. Thus, the age of information (AoI) metric,
which nicely measures freshness of data, is introduced in [6]. The AoI metric is significantly
different from the classical delay and latency metrics, and captures the freshness of data
over time at the destination node. For a given WSN, age is defined as the time elapsed since
the most recent status update was generated at the sensor and reached to the destination
node successfully. Different variations of the AoI metric is introduced and analysed in the
literature. For instance, age metrics are evaluated for a conventional communication system
models in [7]–[9], for multi-hop networks in [10]–[12], and for cognitive radio networks in
[13]. Specifically, [14] considers a three-node cooperative status update system and propose
an age-oriented opportunistic relaying (AoR) protocol to reduce the AoI of the system. One
of the main variations of age metric is the peak age of information (PAoI), which provides
information about the maximum value of AoI for each status update [15]. As the PAoI
July 15, 2020 DRAFT
3captures the extent to which the update information is no longer fresh and is easier to trace
and analytically evaluate, it has been considered as an efficient metric to investigate the
freshness of the delivered information in a cooperative network [16]. Besides, the results
show that performance characteristics of the average AoI and average PAoI are almost the
same, and the difference between the two metrics is small.
Due to widespread applications of IoT and WSN with low-cost and limited-capacity
battery devices, studying freshness of data in such networks has gained a lot of research
interest. Therefore, analysing the age metrics for such WPT communication systems, wherein
the nodes harvest energy from the ambient wireless power sources, has become a trended
research area with lots of applications. For instance, optimal transmission policies subject to
battery capacity constraints are studied in [17]–[22]. An energy-harvesting monitoring node
equipped with a finite-size battery and collecting status updates from multiple heterogeneous
information sources is presented, and AoI is analysed in [23]. Moreover, policies that min-
imize the average AoI and the role of information source diversity on system performance
are studied. Authors in [24] have studied AoI minimization in a cognitive radio network
wherein an energy harvesting secondary user opportunistically transmits status updates to
its destination. In [25], the authors consider a single source–destination link, in which the
source has a capacitor to charge its battery; the average AoI is derived, and the optimal
value of the capacitor is computed. In [26], a two-way data exchanging model is presented,
wherein the master node also transfers energy to enable the uplink transmission as well.
Although analysing the freshness of data in WPT networks seems crucial, other related
works cannot be found in the literature.
Since utilizing cooperative relays in wireless communication networks provides higher
levels of link reliability [27], use of relaying schemes has been extensively studied in the lit-
erature from different perspectives [28]–[36]. In [28] performance of multi-hop relay channels
under two conventional amplify-and-forward (AF) and decode-and-forward (DF) schemes
are compared. Other works have studied effects of relaying on the performance of a wireless
network [29], [30]. Besides, resource allocations and relay selections are studied in [31],
[32]. Moreover, to prolong the lifetime and improve the energy efficiency of IoT and WSN
networks, source and relay can both harvest energy from RF transmitted signals from a
base station, e.g. a harvest-then-cooperate protocol for wireless powered relay networks is
investigated in [33]. In [34], a two-way AF relaying WPT network is investigated, in which an
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4energy-constrained relay harvests energy from the ambient. Also, a full-duplex relay WPT
system and WPT-based two-way relay networks are studied in [35] and [36], respectively.
To the best of our knowledge, considering the average PAoI metric in a cooperative
wireless powered sensor network has not been addressed previously in the literature. In
such systems, age evolution depends on two main factors; energy arrival rate and successful
transmission probability. Both factors highly depend on channel statistics and its variations.
At first glance, one may expect that utilizing a cooperative relay causes a higher level of
reliability at the cost of higher average age metrics. To investigate this issue, we assume
a two-hop relay WPT-based system, wherein the source and relay are equipped with a
finite-size capacitor and capture their required transmission powers from the received RF
signal transmitted from a power station to charge them remotely. Due to the randomness
of the channel, the charging time is modeled by a random variable. Also, data transmission
over each communications link is successful when the signal-to-noise ratio becomes higher
than a threshold; otherwise, the transmitter must re-transmit the signal. This random re-
transmission time is also investigated in the paper. For DF- and AF-based schemes, average
AoI and PAoI are investigated, and various special cases are also discussed. Our results
indicate that using a cooperative relay can dramatically improve the average PAoI in some
situations, and sometimes it is better to send the packets directly to the destination, i.e.
without using a relay. Finally, numerical results are presented to highlight the performance
of the system under various circumstances.
The organization of the paper is as follows. Section II presents an overview of the proposed
channel model, wireless power transfer, data transmission, and AoI metrics. Average AoI
and average PAoI are analysed for the DF– and AF–based cooperative systems in Section
III. In Section IV, special cases of a proposed system are thoroughly discussed. Section V
presents numerical results to evaluate the system performance for various schemes. Finally,
We conclude the paper in Section VI.
Notations: Random variables (R.Vs) are presented by capital letters and their realisations
are denoted by small letter cases. Probability over a set A is denoted by Pr{A}, E[X] rep-
resents the statistical average of R.V X, and X ∼ CN (0, σ2) denotes a circularly symmetric
zero-mean Gaussian R.V with variance σ2. The ordinary and incomplete Gamma functions
are denoted by Γ(.) and Γ(., .), respectively.
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Fig. 1: Wireless powered cooperative network.
II. System Model
We consider an age-sensitive wireless powered cooperative communications system, as
depicted in Fig. 1. The system includes a power station, a single source, a relay, and a
destination node. It is assumed that the power station node is connected to a power grid
with unlimited power supply and continuously broadcasts RF energy signals with the power
of Pt to charge capacitors of source and relay. Both source and relay nodes capture and store
the harvested energy in their finite-sized capacitors with sizes of Bs and Br, respectively.
Moreover, it is also assumed that the source always has data to transmit, and only waits
for energy arrival to charge its capacitor. The whole transmission time is slotted with an
equivalent time unit, where k ∈ {1, . . . , K, . . . ,∞} denotes the index of the time slots.
Considering a greedy policy, which sends a new status update whenever there is sufficient
energy, the two nodes can transmit data at the beginning of the next time slot provided
that their capacitors are fully charged. Thus, they use all the available energy for data
transmission with maximum power. It is also assumed that the energy transmissions and
data communications are performed over orthogonal channels, i.e. different frequency bands
are used for energy and data transmission, thus during data transmission, the source and
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6relay nodes are able to harvest energy from the power station. Besides, all the channels are
modeled by a block flat fading Rayleigh one.
We consider both DF and AF relaying schemes. For the case of two-hop DF scheme, it
can be assumed that there are two independent links; firstly, the source transmits data to
the relay node and if it can be decoded successfully at the relay, then the relay re-transmits
the message to the destination provided that it has a fully charged capacitor; otherwise, it
buffers the data and waits for harvesting more energy. The buffer-aided relay has an infinite
sized buffer, and is equipped with a data queue due to its service time. For the case of the
AF method, the source broadcasts the updated signal while the relay node works as a signal
amplifier. For this case, the source transmits when both of the capacitors at the source and
the relay are fully charged.
Before analysing the age metrics for the proposed WPT cooperative sensor network
in Section III, in the following subsections, we firstly introduce the block fading channel
model and the respective channel coefficients. Then, the conventional linear WPT model is
discussed and the probability that a capacitor becomes fully charged in a given time period
is derived. Moreover, probability of successful data transmissions over communication links
are presented. Finally, average AoI and PAoI concepts are presented.
A. Channel Model
As depicted on Fig. 1, path loss between the two-node pair (i, j) is denoted by d−αi,j
for (i, j) ∈ {(s, p), (r, p), (r, s), (d, r)}, where α denotes the path loss exponent. Besides,
the additive noise at each node is modeled by a zero-mean circularly symmetric complex
Gaussian random variable with variance σ2. Let us define {gkl,p} for l ∈ {s, r} to denote the
small-scale fading coefficients of the energy-transfer links between the (source–power station)
and (relay–power station) pairs at the k-th time slot. Also, {hkr,s, h
k
d,r} indicate the small-
scale fading coefficients for (relay–source) and (destination–relay) pairs at the k-th time slot,
respectively. All the channel coefficients {gks,p, g
k
r,p, h
k
r,s, h
k
d,r} are modeled by independent
and identically distributed (i.i.d) zero-mean and unit variance complex Gaussian random
variables, i.e. CN (0, 1). Therefore, all the links are assumed to be block fading Rayleigh ones,
and the channel parameters are stationary within the one-time slot and change independently
from slot to slot.
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7B. Wireless Power Transfer
Assume that the power station node sends an energy signal Xkp ∼ N (0, Pt) at the k-th
time slot. Thus, the source and the relay nodes receive the following signal
Y kl,p =
√
d−αl,p g
k
l,pX
k
p +N
k
l,p, (1)
where l ∈ {s, r} and Nkl,p ∼ CN ∼ (0, σ
2) denotes the independent additive noise. Therefore,
the harvested energy at the k-th time slot in the source and the relay nodes are given by
Ekl =
ηPt|gkl,p|
2
dαl,p
, (2)
where η is the energy transfer efficiency. It is worth noting that, we select this conventional
linear model, as widely used in the energy harvesting literature [25], [26], for the sake of
simplicity, and more advanced and practical models could be investigated in future works.
At the k-th time slot, data transmission at each node, i.e. the source or the relay, occurs
if the finite-sized capacitor becomes fully charged. Therefore, an important fact that affects
the AoI is the delay caused by the energy collection period to fully charge the capacitor.
This time interval depends on two factors; 1- size of capacitor and 2- randomness of the
amount of harvested energy in each time slot. Thus, the main question is that how long
does it take to fully charge the source and the relay capacitors with the size of Bs and Br,
respectively. Now, we define Ts to denote a random variable with probability mass function
(p.m.f) Ps(m) to model the random waiting time to fully charge the capacitor of the source
in m consecutive time slots. Therefore, we have
Ps(m) = Pr
{(m−1∑
i=1
Eis < Bs
)
∩
( m∑
i=1
Eis ≥ Bs
)}
= Pr


(m−1∑
i=1
ηPt|g
i
s,p|
2
dαs,p
< Bs
)
∩
( m∑
i=1
ηPt|g
i
s,p|
2
dαs,p
≥ Bs
)

= Pr
{(m−1∑
i=1
|gis,p|
2 < B′s
)
∩
( m∑
i=1
|gis,p|
2 ≥ B′s
)}
= Pr
{(
Z < B′s
)
∩
(
Z + V ≥ B′s
)}
=
∫ B′s
z=0
∫ ∞
v=B′s−z
fZ(z)fV (v)dvdz
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8=
∫ B′s
z=0
fZ(z)
[
1− FV (B
′
s − z)
]
dz
=
(B′s)
m−1 exp(−B′s)
(m− 1)!
, (3)
where B′s ,
dαs,pBs
ηPt
, Z ,
∑m−1
i=1 |g
i
s,p|
2
∼ Erlang(m− 1, 1), and V , |gms,p|
2 ∼ exp(1).
Similarly at the relay, p.m.f. of the relay’s capacitor becoming fully charged exactly in m
time slots becomes
Tr ∼ Pr(m) =
(B′r)
m−1 exp(−B′r)
(m− 1)!
, (4)
where B′r ,
dαr,pBr
ηPt
. In the following Proposition, first and second moments of Ts and Tr, are
evaluated.
Proposition 1. For Tl ∼ Pl(m) with l ∈ {s, r}, given in (3) and (4), we have
E[Tl] = exp(−B
′
l)
∞∑
m=1
m(B′l)
m−1
(m− 1)!
= 1 +B′l, (5a)
E[T 2l ] = exp(−B
′
l)
∞∑
m=1
m2(B′l)
m−1
(m− 1)!
= 1 + 3B′l + (B
′
l)
2. (5b)
The results of Proposition 1 are used in the next Section for calculating the average PAoI.
C. Successful Data Transmission
In the following, we briefly present cooperative data transmission for the DF and AF
relaying schemes.
1) Cooperative DF scheme: The source and the relay start transmitting information
right after their capacitors become fully charged. The signals received at the relay and the
destination at the k-th time slot are respectively given by
Y kr,s =
√
Bsd−αr,s h
k
r,sX
k
s +N
k
r,s, (6a)
Y kd,r =
√
B∗rd
−α
d,rh
k
d,rX
k
r +N
k
d,r, (6b)
where Xs and Xr denote the unit energy transmitted information signal from source and
relay. The Yr,s and Yd,r denote the signals received at the relay from source and destination
July 15, 2020 DRAFT
9from relay, respectively. The Bs and B
∗
r are the average transmitted energy, at k-th time
slot from source and relay, respectively. For the DF relay, we define B∗r = Br−Pc, where Pc
indicates the average consumed processing power at the relay and discussed in the following.
Besides, for the AF relay we have B∗r = Br. By assuming all the time slots have unit duration,
Bs and B
∗
r are interpreted as the transmission power. The N
k
r,s and N
k
d,r respectively denote
the independent additive noise in the (relay–source) and the (destination–relay) links with
distribution CN ∼ (0, σ2). Therefore, the signal-to-noise ratio (SNR) of the (relay–source)
and (destination–relay) links at the k-th time slot transmission are respectively given by
γkr,s =
Bs|hkr,s|
2
dαr,sσ
2
, (7a)
γkd,r =
B∗r |h
k
d,r|
2
dαd,rσ
2
. (7b)
Bedsides, as hkr,s, h
k
d,r are modeled by complex Gaussian random variables, |h
k
r,s|
2, |hkd,r|
2 are
exponentially distributed with unit mean.
To perfectly recover the information at the relay or the designation, the SNR must be
greater than γth. Accordingly, probability of successful data transmission over the source–
relay and the relay–destination channels, becomes
Psuc,s = Pr {γr,s ≥ γth}
= exp
(
−σ2γth
Bsd−αr,s
)
, (8a)
Psuc,r = Pr {γd,r ≥ γth}
= exp
(
−σ2γth
B∗rd
−α
d,r
)
. (8b)
Since with probability (1 − Psuc,r) the relay may not be able to successfully recover the
information, the source re-transmits the signal till be recovered successfully at the relay. It
is assumed that whenever the relay applies the decoding processing, it consumes Cp units
of power, which is called the processing cost. Therefore, the expected number of the re-
transmission attempts from the source node, i.e. nsre−trans, becomes
nsre−trans , E[I] =
∞∑
i=0
iPsuc,s(1− Psuc,s)
(i−1)
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=
1
Psuc,s
. (9)
Thus, the average consumed processing power at the relay becomes Pc = Cp × nsre−trans =
Cp
Psuc,s
, and the average transmission power becomes B∗r = Br − Pc.
2) Cooperative AF scheme: For the AF relaying scheme, the relay just amplifies the
received noisy signal and re-transmits it to the destination. Therefore, there is no need to
assume the processing cost at the relay. Hence to transmit with maximum power Br at the
relay, we have
Y kd,r =
√
Brd
−α
d,r√
Bsd−αr,s |h
k
r,s|
2 + σ2
hkd,r
√
Bsd−αr,s h
k
r,sX
k
s +N
′k
d,r. (10)
The N ′kd,r is the effective noise at the destination, and is defined as
N ′kd,r =
√
Brd
−α
d,r√
Bsd−αr,s |h
k
r,s|
2 + σ2
hkd,rN
k
r,s +N
k
d,r, (11)
Similar to [37], the end-to-end SNR is derived and to have a successful data transmission
at the k-th time slot, we have
Psuc,AF = Pr {γd,s ≥ γth}
= exp
(
−γthσ
2
(
1
Bsd−αr,s
+
1
Brd
−α
d,r
))√
βK1(
√
β), (12)
where β =
4σ4
(
γ2
th
+γth
)
BsBrd
−α
r,s d
−α
d,r
, and K1(.) is the first order modified Bessel function of the second
kind.
D. Age of Information
For a conventional one-hop network, the AoI at the destination at time slot n, i.e. ∆(n),
is defined as the
∆(n) = n− U(n), (13)
where U(n) is the time slot at which the most recent update has been transmitted from
the source node. Fig. 2 presents a sample of the age evolution for the conventional one-hop
network with initial age ∆0. The nk and nk+1 represent the time slots of two succeeding
updates at the destination node, and if the destination could successfully receive the message,
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the AoI is reset to one. Also, Xk denotes the k-th interarrival time, which is the time between
the two successful receptions of the k-th and the (k + 1)-th updates. Therefore, we have
Xk =
mk∑
i=1
T i, (14)
where T i denotes the time interval between two data transmissions or capacitor recharge,
and mk is the realization of a discrete random variable M between the k-th and (k + 1)-th
successful packet reception. It is worth mentioning that Xk is a stationary random process;
hence we use E[X] as the expected value of Xk for an arbitrary k.
As depicted in Fig. 2, peak values of the saw-tooth curve indicate the maximum value of
AoI right before receiving a fresh update , i.e. Ak = Xk for k = 1, 2, · · · . If one may not
expect the age exceeds a predetermined threshold, then it is more useful to consider peak
of the age. In other words, receiving a packet after a long period may not carry any useful
information, thus peak of age becomes more important and provides information about the
the worst case of the age. Note that the peak of age is a discrete stochastic process that
takes values at the time instances. Besides the importance of analysing the peak metric, it
is also easier to derive closed-form of average PAoI than the average AoI [15], [16].
To analyse the proposed system, we utilize two metrics; the average AoI and average
PAoI. The average AoI is defined as the ratio of the expected enclosed surface by the ∆(n)
and time axis over the expected length of time between the two successful transmissions.
July 15, 2020 DRAFT
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As a result, the average AoI for a period of N time slots, is given by
∆N =
1
N
N∑
n=1
∆(n) =
1
N
K∑
k=1
Qk =
K
N
1
K
K∑
k=1
Qk, (15)
where Qk denotes the k-th status update of the area under ∆(n). Since lim
N→∞
K
N
= 1
E[X]
is
the steady state rate of updates generation and 1
K
∑K
k=1Q
k converges to E[Q] when K goes
to infinity, the time average of ∆N tends to the ensemble average age as
∆ = lim
N→∞
∆N =
E[Q]
E[X]
. (16)
Besides the average PAoI is defined as
A = E[X]. (17)
III. Average Peak Age of Information Analysis
From information-theoretic points of view, it is well-known that utilizing a cooperative
relay can improve the system performance, especially when the direct link between the source
and the destination is not good enough [27]. It is worth mentioning that in the proposed
system model, the relay may improve the throughput or equivalently increase the probability
of successful transmission but at the cost of increasing the delay overhead due to charging
its capacitor. Therefore, it is not obvious how relaying schemes affect AoI-based metrics.
In the following, we analyse the average AoI and PAoI for the proposed WPT-based relay
system and compare the results with the direct data transmission scheme with no relay, as
well. We show that utilizing a relay can improve average PAoI by reducing the need for data
re-transmission, especially for a larger value of γth.
A. Decode-and-Forward Relaying
For the case of the DF relaying scheme, the packets which successfully received at the
relay are stored in the buffer and wait for the re-transmission to the destination. Thus, the
packets will be served in the queue, and the relay transmits one packet to the destination as
soon as its capacitor is fully charged. Fig. 3 depicts an example of AoI and PAoI evolution
for this scenario.
Here, we summarize main relevant random variables that affect the end-to-end data
transmissions and the age evolution;
July 15, 2020 DRAFT
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• As the source must wait to charge its capacitor, this waiting time is modeled by the
random variable Ts with the given p.m.f in (3). T
i
s denotes the random time period
between the two consecutive source’s capacitor recharges.
• The source re-transmits the signal to be successfully received at the relay. Therefore, the
interarrival time of the source, which is the time between the two successful receptions
at the relay, is modeled by Xks =
∑mk
i=1 T
i
s , where m
k is the realization of a discrete
random variable M between the k-th and (k + 1)-th successful packet reception.
• In the relay, the packets wait in a queue to be transmitted. Thus, the waiting time of
the packets in the queue is defined as W k at the k-th time slot, and if the queue is
empty, W k becomes zero.
• The waiting time to charge the capacitor of the relay is modeled by Tr with the given
p.m.f in (4), and T ir denotes the time (in time slots) between two consecutive relay
capacitor recharges.
• Service time of the system, which is modeled by Xkr =
∑mk
i=1 T
i
r , indicates the time slots
between the two successful receptions from the relay at the destination node.
• Finally, the total waiting time in the system, also called the system time, is Y k =
Xkr +W
k in k-th time slot.
It is worth noting that for the case of the DF WPT-based network, we can model our system
with a queue such that its interarrival time denoted by Xks , and its service time is X
k
r . Since
Xks and X
k
r do not have renowned distributions, the corresponding queue becomes as a
G/G/1 one.
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According to Fig. 3 and by using the previous definitions of average AoI given in (16),
the average AoI could be calculated. Moreover, for the end-to-end average PAoI of the
cooperative DF relay, we have
ADF = E[Xs + Y ] = E[Xs +Xr +W ]. (18)
The average PAoI and average AoI of the cooperative DF relay system are presented in
the following.
Theorem 1. For the average PAoI of the DF-cooperative system, we have
ADF ≤ E[Xs] + E[Xr] +
E[X2s ] + E[X
2
r ]−
(
E
2[Xs] + E
2[Xr]
)
2
(
E[Xs]− E[Xr]
) , (19)
provided that E[Xr] < E[Xs] to have a stable queue.
Proof. See Appendix A.
Proposition 2. The average AoI for the DF-cooperative system is
∆DF =
E[Q]
E[Xs]
=
E[X2s ]/2 + E[Xs]E[Xr] + E[XsW ]
E[Xs]
. (20)
Note that computing E[XsW ] is very difficult because we cannot evaluate the queue’s waiting
time distribution due to the unknown distribution of interarrival time Xs and service time Xr.
Thus, it is not possible to present a closed-form expression and must be evaluated numerically.
B. Amplify-and-Forward Relaying
In the AF relaying scheme, since the relay node is not capable of decoding and storing the
message, the end-to-end data transmission can be modeled similarly to a single-hop network.
The difference of the AF-based cooperative system and the direct transmission is that for
the case of AF relaying the total system waiting time for charging the capacitors is equal to
the maximum of two random waiting times at the source at the relay to fully charge both
of the capacitors, that is TAF := max(Ts, Tr). In summary, we have the following random
variables to model the system.
• Random waiting to fully charge both capacitors of the source and relay nodes is modeled
by the random variable TAF . Besides, T
i
AF denotes the random time period between the
July 15, 2020 DRAFT
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two consecutive capacitor charges.
• Due to the randomness of the end-to-end channel, the source may re-transmit the
signal to successfully recover information at the destination. The time between the
two successful reception at the destination is modeled by XkAF =
∑mk
i=1 T
i
AF where m
k
is the realization of a discrete random variable M between the k-th and (k + 1)-th
successful packet reception.
Since the age evolution of the AF scenario is similar to the one-hop network, by use of
(16)–(17), and defining the parameters as T i = T iAF and X
k = XkAF , average AoI and average
PAoI for the AF relaying scheme becomes similar to the one depicted in Fig. 2. Therefore,
we have the following results on the average AoI and average PAoI for AF scenario.
Corollary 1. For the AF-based cooperative system, the average AoI is given by
∆AF =
E[Q]
E[XAF ]
=
E[XAF×(XAF+1)
2
]
E[XAF ]
=
1
2
(
E[X2AF ]
E[XAF ]
+ 1
)
. (21)
Therefore, we can compute the exact average AoI for the AF scheme. Besides, the average
PAoI becomes
AAF = E[XAF ]. (22)
Thus, to compute the AoI metrics, we just need to compute E[XAF ] and E[X
2
AF ] respec-
tively similar to (27a) and (27b) by replacing l = AF . Therefore, we need to compute E[TAF ]
and E[T 2AF ] which are given in the following Proposition.
Proposition 3. For the random variable T iAF = max(T
i
s , T
i
r), we have
E[TAF ] = 1 +
∞∑
i=1
(
1−
Γ(i, B′s)Γ(i, B
′
r)
Γ(i)Γ(i)
)
, (23a)
E[T 2AF ] = 2
∞∑
i=1
i
(
1−
Γ(i, B′s)Γ(i, B
′
r)
Γ(i)Γ(i)
)
, (23b)
where Γ(i, j) is the incomplete Gamma-distributed cumulative functions with shape i and
scale j, and Γ(i) denotes the complete Gamma function, as well.
Proof. See Appendix B.
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IV. Special Cases
Since our proposed system model is general, we showed that the corresponding queuing
type, especially for the DF relaying, becomes an arbitrary and it is not straight forward to
derive the exact value of the average PAoI. In this section, we briefly investigate special cases
of the proposed general system model and show that the results of Theorem 1 and Corollary
1 are reduced to include age analysis of special cases, for instance full-power nodes, one-shot
successful data transmission and etc, and in some cases types of the queue are well-known,
and the exact mean waiting times could be derived in some cases as well. In Table I, we
investigate all special cases for the DF scheme; Some queues are always stable, some of them
are not, and others are stable subject to specific conditions. For the AF scheme, we later
discuss four special cases as well.
For the DF-based cooperative system, the age evolution depends on two main factors;
1- capacitor charging at the source/relay, and 2- successful transmission over the (source–
relay)/(relay–destination) link, which means if k re-transmissions occurs, (k−1) consecutive
transmissions were unsuccessful while the k-th transmission was successful. Table I summa-
rizes the result for each of the DF scheme cases; the queuing type is clarified, the stability
condition is provided (some cases are not stable, some are always stable, and some may
need specific conditions to be stable), and the average PAoI is presented. In Table I, for
l ∈ {s, r}, the following terminologies are used;
• capacitor is “full” means that there is no need to wait for capturing energy. This case
is equivalent to assuming Pt → ∞. Also, “charging” indicates for capturing energy, so
we need to investigate Tl.
• Psuc,l is “1” indicates always receiving all the packets successfully, which is equivalent to
assuming γth → 0, and “random” indicates to consider random behavior of the channel
and to investigate re-transmission analysis.
• Type of queues would vary according to different conditions on capacitors and Psuc,l.
The following notations used to demonstrate types of the queues
– “G” stands for the general case and is used for a situation where the capacitor is
charging and Psuc,l is random.
– “Geo” stands for the Geometric distribution. If the capacitor is full and Psuc,l is
random, the distribution becomes the Geometric.
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TABLE I: Special cases for the DF cooperative scheme.
At source At relay Type of Stability condition Average PAoI
capacitor Psuc,s capacitor Psuc,r queue ρ < 1 ADF = E[Xs] + E[Xr] + E[W ]
full 1 full 1 D/D/1 X 2
full 1 full random D/Geo/1 Psuc,r > 1 ※ The queue is unstable
full 1 charging 1 D/P/1 B′r < 0 ※ The queue is unstable
full 1 charging random D/G/1 E[Xr] < 1 ※ The queue is unstable
full random full 1 Geo/D/1 Psuc,s < 1 X
3
2Psuc,s
+ 1
full random full random Geo/Geo/1 Psuc,s < Psuc,r
P 2suc,r(3−Psuc,s)−P
2
suc,s(1+Psuc,r)
2Psuc,sPsuc,r(Psuc,r−Psuc,s)
full random charging 1 Geo/P/1 1 +B′r <
1
Psuc,s
1
Psuc,s
+ (1 +B′r) +
1−Psuc,s
P2suc,s
+B′r
2
(
1
Psuc,s
−(1+B′r)
)
full random charging random Geo/G/1 E[Xr] <
1
Psuc,s
1
Psuc,s
+ E[Xr] +
1−Psuc,s
P2suc,s
+E[X2r ]−E
2[Xr ]
2
(
1
Psuc,s
−E[Xr ]
)
charging 1 full 1 P/D/1 B′s > 0 X
5
2
+B′s
charging 1 full random P/Geo/1 1
Psuc,r
< 1 +B′s (1 +B
′
s) +
1
Psuc,r
+
B′s+
1−Psuc,r
P2suc,r
2
(
(1+B′s)−
1
Psuc,r
)
charging 1 charging 1 P/P/1 B′r < B
′
s
B′s(5+2B
′
s)−B
′
r(3+2B
′
r)
2
(
B′s−B
′
r
)
charging 1 charging random P/G/1 E[Xr] < 1 +B
′
s (1 +B
′
s) + E[Xr] +
B′s+E[X
2
r ]−E
2[Xr]
2
(
(1+B′s)−E[Xr ]
)
charging random full 1 G/D/1 E[Xs] > 1 X E[Xs] + 1 +
E[X2s ]−E
2[Xs]+1
2
(
E[Xs]−1
)
charging random full random G/Geo/1 1
Psuc,r
< E[Xs] E[Xs] +
1
Psuc,r
+
E[X2s ]−E
2[Xs]+
1−Psuc,r
P2suc,r
2
(
E[Xs]−
1
Psuc,r
)
charging random charging 1 G/P/1 1 +B′r < E[Xs] E[Xs] + (1 +B
′
r) +
E[X2s ]−E
2[Xs]+B′r
2
(
E[Xs]−(1+B′r)
)
charging random charging random G/G/1 E[Xr] < E[Xs] E[Xs] + E[Xr] +
E[X2s ]+E[X
2
r ]−
(
E
2[Xs]+E2[Xr ]
)
2
(
E[Xs]−E[Xr]
)
– “P” refers to the case wherein the capacitor is charging and Psuc,l = 1. To avoid con-
fusion with the “G” case, and because of knowing the p.m.f of capacitor charging,
we have used “P”.
– “D” stands for deterministic and is used for the cases with no randomness.
• Stability of the queue is equivalent to utility ρ be less than 1. The notation ※indicates
that the stability condition never happens, and Xmeans that the queue is always stable.
For instance, for the case of D/Geo/1, it is impossible to have Psuc,r > 1, but for
Geo/D/1 condition Psuc,s < 1 is always true. Also, for queue D/D/1, we have ρ = 1,
and the queue is always stable, too.
Finally, by using Theorem 1 and applying different conditions, the average PAoI under
stability conditions are derived and summarized in Table. I for sixteen different cases of the
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DF relaying scenario. As we mentioned before, our analysis provides the closed-form upper
bound for the mean waiting time. However for the cases of Geo/Geo/1 and Geo/G/1, which
are well-known queues, the exact mean waiting times are derived in [38]. Thus, we have
E[W ] =


Psuc,s(1−Psuc,s)
Psuc,r(Psuc,r−Psuc,s)
, for Geo/Geo/1
E[X2r ]
2( 1
Psuc,s
−E[Xr ])
, for Geo/G/1
(24)
Besides, for the AF relaying system, we have four cases; The general case is presented in
Corollary 1. For the case of deterministic one, in which capacitors are full and Psuc,AF = 1,
the average PAoI becomes 1. For the situation with fully charged capacitors but random
Psuc,AF , we have AAF =
1
Psuc,AF
. Finally, for the capacitor charging case with Psuc,AF = 1,
we have AAF = E[TAF ], as presented in Corollary 1.
V. Numerical Results
In this section, we provide numerical results to compare the DF- and AF-based cooperative
WPT systems’ performance metrics compared to direct transmission in various situations.
In the context of information theory, it is convenient to assume parameter dimensionless, i.e.
based on random variables. Thus without loss of generality and just for simplicity, the noise
variance σ2 = 1, the energy transfer efficiency η = 0.8, and the processing cost CP = 0.01
are used for the numerical results. Also, it is assumed that the power station is located such
that ds,p = 1, dr,p = 1.
Fig. 4 depicts the average AoI and average PAoI as a function of the transmission power
Pt for three transmission schemes DF, AF, and the direct one for α = 2, dr,s = 6, dd,r =
10, γth = 16 [dB] and the capacitor sizes ratio
Bs
Br
= 1. To verify the derived analytical
results, simulation results are also provided for comparison. For the AF relaying and direct
transmissions, the analytical results of the two age metrics are perfectly matched with the
corresponding simulation results, and also average AoI behavior is similar to the average
PAoI. Also for the DF scenario, as discussed in Theorem 1 and Proposition 2, simulation
results of the average AoI is presented since the closed-form expression is not derived, and for
the average PAoI, the upper-bound results are compared with the exact simulation results. It
is shown that DF relaying scheme outperforms the AF and direct transmissions. For all the
three transmission schemes, by increasing Pt, both average AoI, and average PAoI decreases
because the capacitors charge faster, and the waiting charging time is reduced. For the case
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Fig. 4: Average AoI and average PAoI versus transmission power Pt.
of DF relaying with Pt → ∞, the queue model becomes Geo/Geo/1 and its average PAoI
converges to the closed-form presented in Table I, and for the AF method according the
discussion in Section IV, the average PAoI also converges to 1
Psuc,AF
.
Fig. 5 presents the average PAoI as a function of Pt for a set of distance between the
source–destination, i.e. dd,s ∈ {10, 7.5, 6.5}. As illustrated, by increasing the end-to-end
distance of dd,s, the average PAoI increases as well. It is shown that, for the case of dd,s = 6.5,
wherein the relay is closer to the destination, the PAoI of the DF scheme is worse than that
of the AF one. Interestingly for this case, the average PAoI of the direct transmission only is
the best, and thus there is no need to utilize the relay node. However, by increasing dd,s to
7.5, utilizing the relay node becomes more useful, and the cooperative schemes outperform
the direct transmission one. Surprisingly, the AF scheme is still achieved less average PAoI
than the DF one. Finally, at dd,s = 10, the DF outperforms the AF cooperative scheme
because of more re-transmission is required for the AF strategy due to the larger distance
between the source and the destination.
Fig. 6 investigates the effect of capacitors sizes on the performance of average PAoI. For
the two cooperative DF and AF transmission schemes and the direct one, average PAoI is
depicted versus capacitors sizes ratio Bs
Br
for γth ∈ {16, 13, 10} [dB], Pt = 0.5, dr,s = 6 and
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dd,s = 10. By increasing γth the average PAoI of AF and direct schemes increase, Higher
γth causes lower psuc, and thus higher average PAoI is achieved. It is shown that there is an
optimal value for the capacitors sizes ratio Bs
Br
to achieve the best average PAoI.By increasing
the Bs
Br
ratio, one should wait more, and thus the average PAoI increases.
Fig. 7 shows the average PAoI of all the schemes as a function of the path loss exponent
α for different values for distances dd,s and dr,s. We assume Pt = 0.5, the capacitors sizes
ratio Bs
Br
= 1 and γth = 13 [dB]. For the cases of AF and direct schemes, by simultaneous
increasing of dr,s and dd,s with the same ratio and also increasing the path loss exponent
α, the average PAoI increases, however for the DF scheme, the average PAoI first decreases
and then increases. For α ≥ 2, direct schemes have the highest average PAoI, so the data
in this scheme is most stale. For example, at dd,s = 10 and dr,s = 6, for α ≥ 2, the direct
scheme has highest average PAoI. Besides, in this case, the DF scheme has fresher data at
a larger amount of the path loss exponent α. As can be seen, at higher values of α, the
average PAoI of the AF and the direct schemes have higher values, so the data would not
be fresh anymore. In these situations, DF schemes are always a better choice to transmit
real-time information.
In Fig. 8, we discuss two main special cases; (a) one-shot successful data transmission,
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Fig. 8: Average PAoI for two special cases.
i.e. Psuc = 1 (b) full power nodes, i.e. Pt →∞, with
Bs
Br
= 2, α = 2, dd,s = 10, and dr,s = 6.
Since performance of the direct scheme is almost the same as that of the AF one, we only
investigate AF and DF schemes. For the first case, average PAoI versus Pt is presented in
Fig. 8a. The queue model of the DF scheme is P/P/1, and the PAoI is reported in Table I.
Also for the AF scheme, the average PAoI becomes E[TAF ]. It is shown that the analytical
results match perfectly with the simulation ones for both AF and DF schemes. So, the upper
bound of E[W ] is tight for this case. Moreover, by increasing Pt → ∞, the queuing model
of the DF scheme becomes D/D/1 with average PAoI of 2, and the average PAoI converges
to 1 for the AF scheme as reported in Section IV. Fig. 8b also investigates the average
PAoI versus γth for the case of full power nodes. Thus, the queuing type of the DF scheme
becomes Geo/Geo/1, and the exact average PAoI is given in (24) and the upper bound is
reported in Table I. As depicted the upper bound is also tight for this case as well, also for
the AF scheme the average PAoI becomes 1
Psuc,AF
.
VI. Conclusion
To address whether a cooperative relaying is still beneficial from data freshness per-
spectives, we studied average AoI and PAoI metrics for a wireless powered cooperative
communications system, wherein the source and the relay had finite-sized capacitors to
harvest energy from the wireless power signal transmitted from a power station. Since the
wireless power and information transfer channels were modeled by flat fading ones, two main
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randomnesses are affecting the age characteristics; the first one is the random waiting time
to fully charge the capacitors of the source and the relay, and the second one is random
numbers of data re-transmission to deliver a packet to the destination successfully. It was
shown that for the DF relaying scheme, the distribution of the waiting time of the system
had a general form, and thus a closed-form upper bound of the average PAoI was presented,
and one could compute average AoI numerically, as well. However, the average AoI and
PAoI were analytically derived for the AF scheme. In addition, all special cases of the
proposed system model are discussed, and the simplified results were presented to highlight
the extreme performances of the general system model. We concluded that utilizing a relay
not only enhances the reliability of the end-to-end communications but also could improve
the freshness of data at the destination. Finally, numerical results were presented to clarify
which of the DF or AF schemes is more beneficial compared to the direct transmission,
i.e. without utilizing a cooperative relay. Moreover, the average PAoI were analysed as a
function of transmission power, relay position, minimum SNR to have a successful reception,
capacitors sizes ratio, and path loss exponent.
Appendix A
Proof of Theorem 1
Proof. As discussed before, for the proposed system model, we have a G/G/1 queue (also
known as GI/G/1 in the literature) with mean arrival rate λ := 1/E[Xs] and mean service
rate µ := 1/E[Xr]. Therefore, to ensure the stability of the queue, the utility ρ :=
λ
µ
must
be less than 1, that is, we must have E[Xr] < E[Xs] to have a stable queue.
As the average PAoI is presented in (18), we firstly discuss evaluating E[W ]. Since the
queue is G/G/1, it is not straight forward to compute the exact value of E[W ]. Thus, we
use the following upper bound for evaluating the mean waiting time [39], [40]
E[W ] ≤
λ(σ2Xs + σ
2
Xr
)
2(1− ρ)
, (25)
where λ is mean arrival rate and σ2Xs , σ
2
Xr
are variances of interarrival time and service time,
respectively. So, we have
E[W ] ≤
(
E[X2s ]− E
2[Xs]
)
+
(
E[X2r ]− E
2[Xr]
)
2
(
E[Xs]− E[Xr]
) . (26)
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Therefore, to evaluate the average PAoI ADF = E[Xs+Xr+W ], we just need to compute
the mean and variance of Xl for l ∈ {s, r}. Following the same steps as [25], the first-order
and second-order moments of the time between the successful reception are given by
E[Xl] =
∞∑
n=1
nE[Tl](1− Psuc,l)
(n−1)Psuc,l
=
E[Tl]
Psuc,l
, (27a)
E[X2l ] = E
[
(
∞∑
n=1
T nl )
2
]
=
E[T 2l ]
Psuc,l
+
2(E[Tl])
2(1− Psuc,l)
P 2suc,l
, (27b)
where E[Tl] and E[T
2
l ] are derived in Preposition 1. Thus, by plugging (27a), (27b) in (26)
and (18), Theorem is proved.
Appendix B
Proof of Proposition 3
For the AF relaying scenario, after some standard mathematical manipulations, the prob-
ability mass function of the total waiting time TAF = max(Ts, Tr) becomes
P (TAF = m) = exp
(
− (B′sB
′
r)
)(
(B′sB
′
r)
m−1
(m− 1)!2
+
(B′r)
m−1
(m− 1)!
m−1∑
i=1
(B′s)
i−1
(i− 1)!
+
(B′s)
m−1
(m− 1)!
m−1∑
i=1
(B′r)
i−1
(i− 1)!
)
=exp
(
− (B′sB
′
r)
)
(B′sB
′
r)
m−1
(m− 1)!2
+ exp (−B′s)
(B′s)
m−1Γ(m− 1, B′r)
(m− 1)!(m− 2)!
+ exp (−B′r)
(B′r)
m−1Γ(m− 1, B′s)
(m− 1)!(m− 2)!
. (28)
On the other hand, we know that for any non-negative discrete real random variable T ,
instead of using E[T ] =
∑∞
i=0 iP (T = i) and E[T
2] =
∑∞
i=0 i
2P (T = i), we can use the
following equivalent relations;
E[T ] =
∞∑
i=0
(
1− FT (i)
)
, (29a)
E[T 2] = 2
∞∑
i=0
i
(
1− FT (i)
)
, (29b)
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where FT (.) is the cumulative distribution function (CDF) of the random variable. The CDF
of TAF is
FTAF (k) = Pr {TAF ≤ k}
= Pr {max(Ts, Tr) ≤ k}
= Pr {Ts ≤ k, Tr ≤ k}
= Pr {Ts ≤ k}Pr {Tr ≤ k}
=
(
exp(−B′s)
k∑
m=1
(B′s)
m−1
(m− 1)!
)(
exp(−B′r)
k∑
m=1
(B′r)
m−1
(m− 1)!
)
. (30)
We know that Γ(n,x)
Γ(n)
= e−x
∑n−1
d=0
xd
d!
, so we can rewrite (30) as
FTAF (k) =
Γ(k,B′s)Γ(k,B
′
r)
Γ(k)2
. (31)
By substituting (31) in (29a) and (29b) we could derive (23a) and (23b), respectively.
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