The rapid improvement and development of chemical imaging instruments combined with publication of the Food and Drug Administration guidelines for Process Analytical Technology (PAT) in 2001 1 , has increased the interest in pharmaceutical applications of Chemical Imaging (CI) techniques, as a tool for enhancing drug quality and controlling manufacturing processes.
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In the two-way models applied on chemical image tensor of size (M×N×K), the tensor is unfolded using the first mode tensor unfolding creating a matrix of dimension MN × K. Where the rows represent objects and the columns represent variables (wavenumbers). For the purpose of creating models that can predict concentration of components (analytes) in a sample mixture using the chemical image unfolded tensor, a two-way regression model should be developed. A two-way regression model correlates specific features in the data matrix of the training set with the known concentrations of components in the samples of the data matrix. The regression model then generates optimized parameters that regress the concentration to the values of the selected variables. These parameters are then used to predict the concentrations of components in unknown future samples.
In this study, a comparison for the implementation of three two-way regression models will be carried out. These models are: a) Classical Least Square (CLS), it assumes that the values of the regressands are the weighted sum of linearly independent signals of the components of the sample mixture, In this case, CLS assumes that there are no interactions among components of the mixture, which is not the case in most situations 3 ; b) Principal Component Regression (PCR), the general goal of linear regression models is to find regression coefficient matrix Q of size (K ×F) where, K is the Raman shift wavenumbers and F is the number of analytes in a sample mixture, Q is then used for the prediction of specific features of future samples (predict concentration of analytes in our case), in addition, in order to apply PCR the X matrix is decomposed first into a set of linearly uncorrelated 
Multi-way models
Multi-way models can be seen as extension to the two-way decomposition models discussed above. Multi-way models involve 3-order tensors or higher, where the number of modes (dimensions) are higher than two. As in two-way models, multi-way models of a tensor X with size (M × N × K) decompose into a structural part and noise part E. The structural part can be seen as the product of the first mode sample scores A of size (M × R) and a loading matrix P. R being the number of components in the model, while the composition of P differs according to the model. The Equations below explains the relations between three-way models according to the previously mentioned concept 5 .
Kiers explained the multi-way model's hierarchical relation, where Tucker2 model is a constraint version of Tucker1; Tucker3 is constraint version of Tucker2; and PARAFAC is a constraint version of Tucker3 6 . The more the constraint the model is, the poorer the model in fitting the data for the same number of components, but on the other hand, constraint models can describe the data with fewer number of components than the less constraint models 4 . These extended regression versions of these multi-way models uses Mode A to related the hyperspectral image tensor to the concentration Y matrix, as mode A summarizes the information of the differences between the samples 4 .
Preprocessing Methods
Bocklitz, et al. published a study on the best preprocessing routine that should be applied on Raman spectra to ensure that quantitative models perform efficiently. They stated that Raman fingerprint information could be distorted by other contributions like; a) fluorescence background; b) Gaussian noise, originated from uncorrelated processes and intense background; c) cosmic spikes, originated from high energy particles hitting the chargedcoupled device CCD of the Raman detector. 7 Selecting the proper preprocessing methods could neutralize the aforementioned noise sources. This preprocessing methods range from background effect neutralization (smoothing) to response scaling. In this study four different preprocessing algorithms are applied and the performance of each regression model using each of these preprocessing algorithms is assessed. These algorithms are: a) Max-Min Normalization, which is a scaling algorithm that maintains the relative amplitude of responses at each variable; b) Savitzky-Golay Smoothing filter, which belongs to a group of smoothing algorithms that tends to neutralize background noise, Savitzky-Golay algorithm involves two main parameters, the polynomial order and the smoothing window 8 ; c) Standard Normal Variate (SNV), which belongs to the group of normalization algorithms 9 ; and d) First Derivative, it is simply computed by subtracting responses of particular wavenumbers according to a predefined smoothing window.
MaterIals and Methods
The experiment was done using c) data Preprocessing: Sample Data is preprocessed to get rid of noise and baseline shifts. In this study, four different preprocessing techniques were applied Min-Max Normalization, SNV, Savitzky-Golay and First Derivative. For Savitzky-Golay algorithm, the polynomial order is chosen to be 3 and the smoothing window is 19 as seen in Figure 3a , while for First Derivative, the smoothing window is set to 5. Figure 3b shows that first derivative algorithm succeeded in neutralizing the baseline drift. d) design, apply and Validate different Models: Three 2-way Models were applied, a) CLS: The experiment was carried out in two parts. In the first part, the concentration matrix that was introduced to the CLS algorithm had only the API concentration; while in the second part, the 2 components (Paracetamol and the base) were introduced; b) PCR: PCA is performed on the training tensor, then the number of PC's to be retained is decided using Two-Way F-Test at 10% level to determine if the reduced eigenvalue (spanned variance) for the jth PC is significantly greater in magnitude than all other PC's (eigenvectors), the concentration matrix is then regressed on the sample scores of the training set and the regression coefficient matrix Q is computed; c) PLSR: The weights w of the X matrix was optimized to obtain the components that maximize the covariance between the obtained components matrix T and the dependent variables matrix Y, the proper number of PLS components was determined, using Leave-One-Out Cross Validation.
In addition, three 3-way models were applied: a) PARAFAC-Regression: the proper number of components in the model was determined using Core Consistency Diagnostic (CORCONDIA), however, By examining the third mode Loading Plot of the PARAFC model it was noticed the similarity between first PARAFAC third modecomponent and the Raman spectra of the pure ointment base; however, the second component doesn't look so much similar to spectra of pure Paracetamol. Then, by examining the residuals plot for the same mode, structured noise similar to part of the Paracetamol spectra is distinct. As such, the variance in Paracetamol spectra is not totally spanned by a two-component model; indicating that Paracetamol spectra should be represented by more than one component, as such, 3-components PARAFAC model was selected; b) Tucker3-Regression:
The proper number of components for the three-mode Tucker3 was selected using the Scree Plot, where the percent of explained variance is plotted against the total number of components (the sum of the three mode components; P, Q, and R), the best model that spans most variance was created by 13 components in the form of 6,4,3, i.e., the first mode A representing the sample scores will be of size (L × 6), with L is the number of samples in the set; the second mode B that represents the location will have a size (MN × 4), with MN is the total number of pixels in an image; while, the third mode C, that reflects the Raman spectrum, will be of size (K × 3), with K is the number of Raman shift wavenumbers, ; b) Tucker2-Regression: Tucker2 model is similar to Tucker3; with the exception that one of the three modes is kept intact without reduction. In this study, the second mode B that represents the location is retained intact. The proper number of components for the other two modes is determined using the Scree Plot in a similar manner to that explained under Tucker3 section. e) compare Models: Table 1 presents the best results obtained by all algorithms. The table shows that the twoway PLSR achieved the best performance in all data sets. PLSR achieved RMSE of not more than 2.5, which is considered a highly successful result, bearing in mind that the sample sets contain sample of very low concentrations. Other two-way models achieved considerable good results as compared to those obtained by PLSR. CLS achieved the second best results in the Validation set. The accuracy of CLS depends both on the preprocessing method applied as well as the number of regressands (API and the Ointment Base) presented to it.
For the three-way models, PARAFAC-Regression achieved good results close enough to that achieved by PLSR.
While both Tucker models achieved, by far, the worst results in the study with RMSE exceeding 8.
Regarding the preprocessing methods, both Savitzky-Golay and First Derivative algorithms seem to achieve good results with different models. As both algorithm tends to neutralize the effect of baseline drift and background noise in the original data matrices. 
conclusIon
This paper aims at giving insight on the algorithm and the steps used to apply different regression models and different preprocessing algorithms for the analysis of Raman chemical images. Six regression models and four preprocessing algorithm were discussed in this paper. The study explained different methods and plots used to optimize model parameters, as well as, preprocessing algorithms to neutralize the noise in the Raman spectra.
The study suggests that, for Raman chemical images of low concentrations, the two-way model PLSR is the algorithm of choice. PLSR achieved better results than all of the three-way models, specially the Tucker models.
PARAFAC model has achieved relatively good prediction performance. On the other hand, CLS demonstrated the second best performance. Since, CLS does not require a training data set for calibration, therefore, CLS could be a good alternative for PLSR. Both Savitzky-Golay and First Derivative preprocessing algorithms had significantly improved the prediction ability of different models. 
