The survival rate of pancreatic cancer patients is the lowest among those with common solid tumors, and early detection is one of the most feasible means of improving outcomes. We compared plasma proteomes between pancreatic cancer patients and sex-and age-matched healthy controls using surface-enhanced laser desorption/ionization coupled with hybrid quadrupole time-of-flight mass spectrometry. Proteomic spectra were generated from a total of 245 plasma samples obtained from two institutes. A discriminating proteomic pattern was extracted from a training cohort (71 pancreatic cancer patients and 71 healthy controls) using a support vector machine learning algorithm and was applied to two validation cohorts. We recognized a set of four mass peaks at 8,766, 17,272, 28,080, and 14,779 m/z, whose mean intensities differed significantly (Mann-Whitney U test, P < 0.01), as most accurately discriminating cancer patients from healthy controls in the training cohort [sensitivity of 97.2% (69 of 71), specificity of 94.4% (67 of 71), and area under the curve value of 0.978]. This set discriminated cancer patients in the first validation cohort with a sensitivity of 90.9% (30 of 33) and a specificity of 91.1% (41 of 45), and its discriminating capacity was further validated in an independent cohort at a second institution. When combined with CA19-9, 100% (29 of 29 patients) of pancreatic cancers, including early-stage (stages I and II) tumors, were detected. Although a multi-institutional large-scale study will be necessary to confirm clinical significance, the biomarker set identified in this study may be applicable to using plasma samples to diagnose pancreatic cancer. (Cancer Res 2005; 65(22): 10613-22) 
Introduction
The 5-year survival rate of pancreatic cancer sufferers is the lowest among patients with common solid tumors. Pancreatic cancer is the fifth leading cause of cancer-related mortality in Japan and the fourth in the United States, with >19,000 estimated annual deaths in Japan and >28,000 in the United States (1) (2) (3) . Pancreatic cancer is characterized by massive local invasion and early metastasis to the liver and regional lymph nodes. Because surgical resection is the only reliable curative treatment, early detection is essential to improve the outcomes of pancreatic cancer patients. However, the clinical symptoms of pancreatic cancer, except for obstructive jaundice, are often unremarkable until the advanced stages of the disease, and the anatomic location of the pancreas deep in the abdomen makes physical and ultrasonic detection of pancreatic cancer difficult. As a result, only 20% to 40% of pancreatic cancer patients undergo surgical resection (1, 4) . Mass screening by computed tomography (CT), magnetic resonance imaging (MRI), or positron emission tomography (PET) may not be cost-effective because of the relatively low incidence of pancreatic cancer, and the long-term safety of these modalities has not been established (5) . Thus, new diagnostic modalities allowing early detection of pancreatic cancer in a safe/ noninvasive and cost-effective way are needed.
Recently, mass spectrometry (MS)-based proteomic approaches have gained considerable attention as effective modalities for identifying new biomarkers of various diseases because of their high sensitivity, but proteomic analysis of blood samples has been hampered by the marked dominance of a handful of particularly abundant proteins, including albumin, immunoglobulins, and transferrins (6) . Surface-enhanced laser desorption/ionization (SELDI)-MS was developed to resolve these problems and is considered to be among the most useful tools available for the analysis of serum and plasma (7) (8) (9) . Proteins are captured, concentrated, and purified on the small chemical surface of a SELDI chip, and the molecular weight (m/z) and relative intensity of each protein captured on the chip are measured with sensitive time-of-flight (TOF)-MS. As a result, a comprehensive proteomic profile can be created from as little as 20 AL serum/plasma samples. Combined with multivariate bioinformatical analysis, serum proteomics by SELDI-TOF-MS has been reported be successfully applied to the diagnosis of ovarian and prostate cancers (10) (11) (12) (13) .
The ProteinChip system is a sophisticated commercial platform designed for SELDI-TOF-MS. This system has been widely used because of its high-throughput automated measurements. However, relatively low resolution and poor mass accuracy have been recognized as drawbacks of the TOF-MS instrument of this system, and the reproducibility of SELDI-MS data has been controversial (14) (15) (16) . Multivariate discrimination is dependent on stacks of small differences between cases and controls. Recently, Petricoin and Liotta reported the use of high-resolution performance hybrid quadrupole TOF-MS (QqTOF-MS) instruments to significantly improve the resolution and mass accuracy of SELDI-MS compared with results obtained with low-resolution instruments (17, 18) . Koopmann et al. (19) identified a set of biomarkers for pancreatic adenocarcinoma using the ProteinChip system. They increased the number of detectable peaks using stepwise anionexchange chromatography, but only two of the six fractions were used for subsequent analyses. The two protein peaks that most effectively discriminated between pancreatic cancer patients and healthy controls reportedly achieved a sensitivity of 78% and a specificity of 97%, but this sensitivity was below the level necessary for clinical application. More importantly, diagnostic performance was not validated in an independent cohort. We reviewed and refined various aspects of SELDI-MS. In this study, we first compared the results obtained using low-resolution TOF-MS and high-resolution QqTOF-MS instruments and confirmed the high reproducibility of data obtained using the latter. Computerized machine learning may identify even a perfect multivariate classifier within a closed sample set in a nonbiological/mathematical way (16) . Erroneous identification by machine learning must be eliminated by validation experiments using an independent sample set. Herein, we report the identification and validation of a set of biomarkers that can detect pancreatic cancer with high accuracy.
Materials and Methods
Patients and plasma samples. Plasma samples (n = 245) were obtained from two institutes, the National Cancer Center Hospital (NCCH; Tokyo, Japan) between August 2002 and October 2003 and the Tokyo Medical University Hospital (TMUH; Tokyo, Japan) between February 2004 and February 2005. The 220 NCCH cases included untreated pancreatic ductal adenocarcinoma patients (n = 104) and healthy controls (n = 116), whereas the 25 TMUH cases included untreated pancreatic ductal adenocarcinoma patients (n = 9), individuals with pancreatic tumors and/or cysts (n = 6), chronic pancreatitis patients (n = 5), and healthy controls (n = 5). The pancreatic tumor and/or cyst category included two pathologically unproven mucinous cystic tumors, two pathologically unproven serous Surface-enhanced laser desorption/ionization. Ninety microliters of U9 buffer [9 mol/L urea, 2% 3-[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonic acid, and 50 mmol/L Tris-HCl (pH 9)] were added to 10 AL of each plasma sample and vortexed for 20 minutes. Parts of the denatured plasma samples were fractionated using stepwise anion-exchange chromatography (pH 9 plus flow trough, pH 7, pH 5, pH 4, pH 3, and organic wash) with QHyper DF resin (Ciphergen Biosystems, Inc., Fremont, CA) using a Biomek 2000 Laboratory Automation Robot (Beckman Coulter, Fullerton, CA) according to a previously described method (12, 21) .
Each sample was randomly assigned, with a 96-spot format, to 12 ProteinChip arrays (8 spots per array; Ciphergen) in duplicate using the Biomek 2000 Robot. Three types of ProteinChip arrays with different surface chemistries [i.e., immobilized metal affinity capture coupled with copper (IMAC-Cu 2+ ), weak hydrophobic (H50), or cationic (CM10) arrays] were used (21) . The CM10 arrays were used under either low-stringent (pH 4) or high-stringent (pH 7) conditions as instructed by the supplier. The arrays were air-dried and applied to the matrix (50% sinapinic acid in 50% acetonitrile/0.1% trifluoroacetic acid).
Time-of-flight mass spectrometry. TOF-MS analysis was done using two types of mass spectrometers, a low-resolution TOF-MS (PBS IIc, Ciphergen) and a high-resolution QqTOF-MS [Q-star XL (Applied Biosystems, Framingham, CA) equipped with a PCI 1000 (Ciphergen)]. Peak detection for the low-resolution instrument was done using CiphergenExpress software A, representative spectra of an unfractionated plasma sample in the range of 8,000 to 10,000 m/z obtained using a low-resolution TOF instrument (top ) and a high-resolution QqTOF instrument (bottom ). B, spectra of an unfractionated plasma sample in the range of 8,500 to 9,500 m/z obtained thrice every other day using a low-resolution TOF instrument (top ) and a high-resolution QqTOF instrument (bottom ). The spectra (green, blue , and red lines ) were superimposed to allow visualization of the day-to-day variations. Note that only the green line is visible in the bottom because of the high reproducibility of results obtained with the QqTOF instrument.
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www.aacrjournals.org version 2.1 (Ciphergen). All of the spectra were compiled and normalized to the total ion currents, and the baselines were subtracted. Peaks between 3,000 and 30,000 m/z were autodetected using a signal-to-noise ratio of >3, and the peaks were clustered using second-pass peak selection with a signal-to-noise ratio of >2 and 0.3% mass windows. The permissible range of m/z drift between samples was set at 0.3% (21) .
The high-resolution instrument was set to measure the range between 2,000 and 40,000 m/z. The laser intensity, laser frequency, and accumulation time were set to 60%, 25 Hz, and 90 seconds, respectively. The mass data obtained using the high-resolution instrument were converted to text files consisting of m/z and intensity after mass calibration by Analyst QS (Applied Biosystems) and were processed using newly developed in-house peak detection, normalization, and quantification software (22) .
The peak data were visualized using Mass Navigator software (Mitsui Knowledge Industry, Tokyo, Japan). Mass accuracy was calibrated externally on the day of the measurements using an all-in-one-peptide molecular mass standard (Ciphergen).
Statistical analysis. Statistically significant differences were detected using the Fisher exact probability test, the Student's t test, and the MannWhitney U test. Receiver operator characteristics (ROC) curves were generated and the area under the curve (AUC) values were calculated using StatFlex software version 5.0 (Artech, Osaka, Japan; ref. 23) .
We compiled the multivariate intensity data of the mass peaks into the distance from a support vector machine (SVM) hyperplane using the following formula (details in Supplementary Data; ref. 24):
where y i is label (1 or À1), k(x j ,x i ) is Gaussian kernel function, and k i is a value that maximizes [1] target function under [2] constrained conditions, where
constrained conditions, and a and C are constants 0.25 and 10, respectively. Immunoradiometric assay of CA19-9. Plasma (100 AL) was analyzed using a commercially available immunoradiometric assay kit (Fujirebio Diag-nostic, Inc., Malvern, PA) according to the manufacturer's recommendations.
Results
Comparison between low-resolution and high-resolution instruments. The reproducibility of data obtained using the lowresolution TOF-MS instrument of the ProteinChip system has been a concern. We compared the number of detectable peaks and the reproducibility of data obtained using low-resolution TOF-MS and high-resolution QqTOF-MS instruments. From unfractionated plasma samples (24 pancreatic cancer patients and 24 healthy controls), a total of 226 unique peaks were detected using the lowresolution instrument and 637 unique peaks were detected using the high-resolution instrument (Table 2) . This difference seems to be attributable to the mass resolutions of the instruments (Fig. 1A) . In addition, we noticed significant mass drifts (<0.3%) in the data obtained with the low-resolution instrument (Fig. 1B) . In contrast, the mass deviation was <0.05% for the high-resolution instrument (Fig. 1B) . As a result, the correlation coefficients for three independent measurements of a pooled plasma sample done every other day with the high-resolution instrument reached 0.97 to 0.99 (data not shown).
Chromatographic fractionation reduced the reproducibility of measurements. Fractionation via stepwise anion-exchange chromatography has been widely done to increase the number of detectable peaks obtained with low-resolution instruments. Actually, the total number of detectable peaks increased from 226 to 872 with fractionation of the same plasma samples (Table 2) . However, the fractionation procedure seemed to compromise the reproducibility of the measurements. Forty-eight plasma samples (24 pancreatic cancer patients and 24 healthy controls) were analyzed in duplicate, and the mean correlation coefficient of all the peaks calculated between the duplicates was 0.87 to 0.96 for the unfractionated samples and 0.61 to 0.76 for the fractionated samples ( Table 2) . Fig. 2A (unfractionated) and Fig. 2B ( fractionated) show the results of duplicate assays of a representative plasma sample.
Based on these quality-control experiments, we decided to measure unfractionated plasma samples using the high-resolution QqTOF-MS instrument. More than 90% of the duplicate Figure 2 . Reproducibility of data from the low-resolution and high-resolution instruments. Two-dimensional plot analyses of the mass intensities corresponding to the duplicated peaks that appeared in the H50 (blue diamonds ), IMAC-Cu 2+ (red squares ), CM10 pH 4 (yellow triangles ), and CM10 pH 7 (light blue crosses ) arrays. Unfractionated (A and C ) or fractionated (B) samples of the same plasma were measured using a low-resolution TOF instrument (A and B) and a high-resolution QqTOF instrument (C).
protein peaks measured with the QqTOF-MS instrument were plotted within a 2-fold difference (Fig. 2C) , and the mean correlation coefficient between duplicate assays was at least 0.95 (Table 2) .
Identification of a candidate classifier in the training cohort by machine learning. From the total of 220 samples obtained at the NCCH, we selected 71 pancreatic cancer patients and 71 healthy controls with no statistically significant differences in age or sex distribution as a training cohort ( Table 1 ). The remaining 78 cases served as a validation cohort. The clinicopathologic characteristics of these pancreatic cancer patients in the training and validation cohorts are summarized in Table 1 .
The acquired MS peak information was stored in a largecapacity server computer, and the data set that most accurately discriminated pancreatic cancer patients from healthy controls was extracted using a rbf SVM learning algorithm (24) . The set, or classifier, was composed of four protein peaks at 17,272 m/z (CM10 pH 4), 8,766 m/z (CM10 pH 4), 28,080 m/z (CM10 pH 4), and 14,779 m/z (H50). The selection of these four peaks was evaluated by leave-one-out (LOO) cross-validation. Representative spectra profiles and pseudo-gel images of the four peaks are shown in Fig. 3 . Akaike information criterion procedure (25) selected another peak at 11,516 m/z (H50; indicated by a red arrowhead in Fig. 3) . Although the 11,516 m/z peak was only detected in 1 of the 71 (1.4%) healthy controls, it was not included in the above discriminating data set generated by machine learning because of its low-positive rate in pancreatic cancer patients [19.7% (14 of 71)].
Statistical differences in all four peaks were recognized between the pancreatic cancer patients and the healthy controls (MannWhitney U test, P < 0.0022; Table 3 ). The ROC and AUC values of each peak and their combination in the 142 cases of the training cohort are shown in Fig. 4 .
The intensity data of the four peaks obtained in each individual were compiled into a single value, the distance from a fixed SVM hyperplane, using the formula described in Materials and Methods and Supplementary Data. When the distance was positive, the individual was classified as having pancreatic cancer and vice versa. This classifier correctly diagnosed 97.2% (69 of 71) of the cancer patients and 94.4% (67 of 71) of the healthy controls in the training cohort (Fig. 5A) .
Confirmation of the classifier in the first validation cohort. We next validated the discriminating performance of the classifier in a blinded manner using an independent cohort consisting of 78 individuals (NCCH) who had not been included in the training cohort (Table 1) . Again, statistically significant differences in the mean intensities of every peak were observed between the 33 pancreatic cancer patients and the 45 healthy controls (MannWhitney U test, P < 0.0078; Table 3 ).
The SVM hyperplane determined in the training cohort was applied to the diagnosis of the 78 cases in the validation set. The same SVM hyperplane separated 90.9% (30 of 33) of the pancreatic cancer patients into the positive direction group and 91.1% (41 of 45) of the healthy controls into the negative direction group (Fig. 5B) . The overall accuracy of the classification was 91.0% (71 of 78) in the validation cohort.
Combination of the surface-enhanced laser desorption/ ionization classifier and CA19-9. Overall, the classifier was able to detect 95.2% (99 of 104) of the pancreatic cancer patients in the training and validation cohorts (Table 4) . Although the number of cases was small, 83.3% (10 of 12) of stage I and II cases were detected (training and first validation cohorts). No statistically significant differences in detection rates were seen among cases with different tumor locations or different clinical stages (Table 4) . To improve the detection rate, we measured plasma CA19-9 levels in all individuals whose residual samples were sufficient (29 pancreatic cancer patients and 39 healthy controls; Table 5 ). The sensitivity of CA19-9 (cutoff value of 37 units/mL) was 86.2% (25 of 29) and specificity was 94.9% (37 of 39). The SELDI classifier and the CA19-9 level were complementary. Combining CA19-9 and the SELDI classifier detected 100% (29 of 29) of cancer patients, but this combination yielded six false-positive cases [15.4% (6 of 39); Table 5 ].
Confirmation of the classifier in a second validation cohort obtained at a different institution. Finally, we did a second confirmatory experiment using samples collected prospectively at another institution. In total, 25 plasma samples from pancreatic cancer patients, individuals with other pancreatic diseases, and healthy volunteers were obtained from TMUH and analyzed in a blinded manner. Although the discovery of biomarkers useful for the differential diagnosis of pancreatic diseases was not the primary goal of this study, the classifier was able to discriminate pancreatic cancer patients and individuals with pancreatic tumors/cysts from healthy controls and pancreatitis patients (Table 4 ; Fig. 6 ). Four of the six patients with pathologically unproven pancreatic tumors/cysts were classified into the positive direction group. A close follow-up of these patients has been undertaken, because they may have premalignant or preclinical conditions. The SELDI classifier correctly identified 88.9% (8 of 9) of the pancreatic cancer patients and 80% (4 of 5) of the healthy controls, whereas the CA19-9 level correctly identified 66.7% (6 of 9) of the pancreatic cancer patients and 100% (5 of 5) of the healthy controls (Fig. 6) . Again, in all the pancreatic cancer patients (9 of 9), the SELDI classifier and the CA19-9 level provided complementary results, even in this second validation cohort.
Discussion
Comparative proteomic profiling coupled with a computerized machine learning approach may revolutionize medical practice and cancer diagnosis. We compared the plasma protein profiles of a large number of pancreatic cancer patients and healthy controls with identical age and gender distributions (Table 1) to identify a biomarker for detecting pancreatic cancer patients in a large *Number of healthy and chronic pancreatitis cases, considered to be ''healthy, '' and number of pancreatic tumor/cyst and cancer cases given a diagnosis of ''cancer.'' cPathologically unproven pancreatic tumor and/or cyst. population composed mainly of healthy individuals. The reproducibility of data obtained using the low-resolution instrument of the ProteinChip system has been a concern, but employing a highresolution QqTOF instrument was found to significantly improve mass accuracy and minimize day-to-day variations (Fig. 1B) . The high reproducibility of measurements was confirmed not by using a few high-intensity peaks selected intentionally but rather by using all the peaks detectable in the entire range (intensity and m/z) of mass spectra (Fig. 2) . We also eliminated fractionation procedures, which increased the number of detectable peaks but significantly decreased reproducibility (Table 2 ; Fig. 2) . A minimal set of four low-molecular weight proteins (Fig. 3 ) was found to be sufficient for discriminating pancreatic cancer patients with a sensitivity of 97.2% (69 of 71) and a specificity of 94.4% (67 of 71; Fig. 5A ). This high discriminating capacity was confirmed by LOO crossvalidation and ROC analysis (Fig. 4) . We confirmed the discriminating capacity of our classifier in two independent validation cohorts (Figs. 5B and 6) to eliminate accidental identification of nonbiological/mathematical multivariate classifiers within a closed cohort by overfitting.
We noticed that a peak at 11,516 m/z (H50) was detected in 19.4% of the pancreatic cancer patients in the training cohort but in only 1.4% of the healthy controls (the peaks are indicated by a red arrowhead in Fig. 3 ). Tolson et al. (26) reported that an 11.5-kDa protein was detected in 32% of renal cell carcinoma patients but in none of the normal controls. Howard et al. (27) identified 11,682 m/z proteins in the sera of lung cancer patients as a diagnostic biomarker using matrix-assisted laser desorption/ionization (MALDI)-TOF-MS. Both groups identified the proteins as fragments of serum amyloid A. Serum amyloid A is an acute-phase reactant and a biomarker for inflammatory disease. The serum amyloid A level is elevated up to 1,000-fold during tissue damage and inflammation and is also increased in patients with various solid tumors and hematopoietic malignancies. However, serum amyloid A has not been recognized as a tumor marker because of its low positive rate (28, 29) . Consistently, the 11,516 m/z peak was not incorporated into our classifier. The discovery of a single biomarker differing markedly between cancer patients and controls as well as having a high positive rate in cancer patients would be ideal but is perhaps not realistic. Since the discovery of CA19-9 in Table 5 . Detection rates with CA19-9, the SELDI classifier, and their combination No. cases* CA19-9, n (%) SELDI, n (%) Combination, n (%) *Cases whose plasma samples were available for CA19-9 measurement in the NCCH validation cohort. Figure 6 . Confirmation in a second cohort treated at a different institution. A, calculated SVM distances of nine pancreatic cancer patients, six individuals with pancreatic tumors and/or cysts, five chronic pancreatitis patients, and five healthy controls seen at TMUH. B, plasma CA19-9 levels in nine pancreatic cancer patients, six individuals with pancreatic tumors and/or cysts, five chronic pancreatitis patients, and five healthy controls seen at TMUH. The cutoff value was set at 37 units/mL.
1982 (30) , no single tumor marker applicable to the clinical diagnosis of pancreatic cancer has been identified. The carcinogenesis of pancreatic cancer is probably mediated via a variety of molecular pathways (2, 31) , and multimarker analysis of proteins with different specificities is a realistic alternative to a conventional single biomarker assay.
There are pros and cons to SELDI-MS with high-resolution instruments. Although the primary goal of our study was the development of a bioassay applicable to the detection of pancreatic cancer, attempts to purify proteins from these four low-intensity peaks without contamination by neighboring high-intensity peaks have not been successful to date. However, the high reproducibility of QqTOF-MS warrants direct clinical application of its measurements and does not necessitate the actual protein identification of these peaks. Zhang et al. (12) reported that a set of three peaks, at 3,272, 12,828, and 28,043 m/z, could be used to detect early-stage ovarian cancer. The 28,043 m/z peak was down-regulated in ovarian cancer patients and was found to be derived from apolipoprotein A1. The relatively abundant 28,080 m/z protein identified as one of the peaks down-regulated in pancreatic cancer patients in this study (Table 3 ; Fig. 3 ) may be related to apolipoprotein A1. The mass deviation of 0.3% seen in the lowresolution TOF-MS may represent a drift in this region as large as 84 m/z (28,080 Â 0.003 = 84). At least four peaks were detected between 28,000 and 28,100 m/z using the high-resolution QqTOF-MS instrument (Fig. 3) . These peaks merged and were detected as a single peak with the low-resolution instrument (data not shown). The intensities of the 8,766, 17,272, and 14,779 m/z peaks were one magnitude smaller than that of the 28,080 m/z peak (Table 3) and were apparently below the sensitivity of tandem MS. So-called topdown proteomics using Fourier transform (FT)-MS (32) may be necessary to identify the proteins indicated by the low-intensity peaks of our classifier. However, an interface to the SELDI arrays is currently not available for FT-MS.
No significant differences in the detection rates for our classifier were observed among different stages of pancreatic cancer (Table 4) . Koomen et al. (33) did plasma protein profiling of pancreatic cancer patients using MALDI-MS and identified a set of eight peaks distinguishing pancreatic cancer patients from controls with a sensitivity of 88% and a specificity of 75%. Protein identification revealed these peaks to be derived mainly from host response proteins. Many low molecular weight proteins detected by SELDI-MS in serum or plasma samples have also been reported to be metabolic products, proteolytic fragments, or peptide hormones. These proteins may not always be attributable to direct secretion or production by cancer cells, instead being the results of host responses in the microenvironment of the tumor (7, 18, 34) , such as stromal desmoplastic reactions, inflammation, and angiogenesis. Two of eight pancreatic cancer patients who were classified as having ''cancer, '' but none of normal controls in the TMUH validation cohort, had diabetes (data not shown). This raises the possibility that diabetic conditions, which are often associated with pancreatic cancer patients, also may influence the classifier.
All the pancreatic cancers were detected by complementary use of CA19-9 and/or the SELDI classifier (Table 5 ). CA19-9 is a tumor marker widely used for the evaluation of therapeutic effects and the detection of pancreatic cancer recurrence but is not considered to be applicable to mass screening (35) (36) (37) (38) . Ten percent to 15% of humans do not secrete CA19-9 because of their genetic Lewis antigen status (39). The CA19-9 level is often within reference range when pancreatic cancer is still at an early stage and is often elevated in benign biliary and pancreatic diseases. When the cutoff value for CA19-9 was set at 37 units/mL, which is widely used for clinical purposes, the false-positive rate of the combined CA19-9 and SELDI strategy reached 15.4% (Table 5 ). To increase diagnostic accuracy, the CA19-9 cutoff value may need to be adjusted and the selection of SELDI peaks may need to be further refined.
Early detection seems to be essential for improving the outcomes of pancreatic cancer patients. The SELDI classifier identified in this study has high potential for detecting pancreatic cancers (Tables 4 and 5 ), but one of the five pancreatitis patients in the TMUH validation cohort was classified into the pancreatic cancer category (Fig. 6 ). This pancreatitis patient may have a premalignant or preclinical condition and is currently being followed. Alternatively, because inflammatory conditions were not used in training, it is also possible that the classifier may not be entirely specific for the cancer phenotype. Machine learning was done with the training cohort, in which there were no cases with benign pancreatic diseases, because the discovery of biomarkers useful for pancreatic cancer screening in a large population made up mostly of healthy individuals was a primary goal of this study. The final diagnosis of pancreatic cancer is not made solely based on plasma protein profiling. CT, MRI, PET, ultrasound, and endoscopic and/or surgical approaches are employed as well. To evaluate the clinical significance of the biomarkers identified in this study and to refine the selection of biomarkers using a large number of subjects, including patients with pancreatic cancer and other pancreatic diseases, we need to undertake a prospective multi-institutional study.
