Low-pressure exhaust gas recirculation systems are capable of increasing fuel efficiency of spark-ignition engines; however, they introduce control challenges. The low available pressure differential that drives exhaust gas recirculation flow, along with the significant pressure pulsations in the exhaust environment of a turbocharged engine hamper the accuracy of feed-forward estimation models. For that reason, feedback measurements are required in an effort to increase prediction accuracy. Additionally, the accumulation of deposits in the exhaust gas recirculation system and the aging of the valve, change the flow characteristics over time. Under these considerations, an adaptation algorithm is developed which handles both short-term (operating-point-dependent errors) and long-term (system aging) corrections for exhaust gas recirculation flow estimation. The algorithm is based on an extended Kalman filter for joint state and parameter estimation and uses the output of an intake oxygen sensor to adjust the feed-forward prediction by creating an online adaptation map. Two different exhaust gas recirculation estimation models are developed and coupled with the adaptation algorithm. The performance of the algorithm for both estimation models is evaluated in real-time through transient experiments with a turbocharged spark-ignition engine. It is demonstrated that this methodology is capable of creating an adaptation map which captures system aging, while also reduces the estimation bias by more than four times resulting in a prediction error of less than 1%. Finally, this approach proves to be a valuable tool that can significantly reduce offline calibration efforts for such models.
Introduction

Background
Low displacement turbocharged spark-ignition (SI) engines have become the dominant choice of auto makers in an effort to meet the increasingly stringent emission regulations and fuel efficiency targets. Lowpressure (LP) cooled exhaust gas recirculation (cEGR) introduces important fuel efficiency benefits and compliments the shortcomings of highly boosted engines mainly related to knocking and increased exhaust temperatures. LP-cEGR benefits range from heat losses and pumping losses reduction for part-load operation, to knock mitigation and fuel enrichment elimination for high-load operation. [1] [2] [3] Also, when compared to high-pressure EGR configurations, LP systems prove to be more suitable for downsized turbocharged SI engines. [4] [5] [6] [7] [8] [9] [10] [11] Aiming to fully exploit those benefits, new challenges are introduced that require more complex, precise, and robust control systems. The long air-paths and significant transport delays between the EGR valve and the cylinders are the main drawbacks of LP-cEGR systems. Accurate control of the EGR dilution level is challenging and becomes crucial especially during aggressive transient conditions. The traditional model-based technique for EGR valve control is based on feed-forward estimation using pressure differential sensors. Such approach proves to be sub-optimal, especially in SI engines where small deviations from desired dilution may significantly affect combustion characteristics. As a result, engine calibration is usually performed with sub-optimal EGR levels in order to ensure stable combustion under all operating conditions. The current study incorporates feedback control using an intake oxygen sensor in order to supplement the feed-forward prediction and improve EGR estimation accuracy. Surnilla et al. 12 develop an intake oxygen sensor for EGR measurement in order to avoid using pressure differential sensors, which are associated with pressure drop losses. At high EGR flow rates, these losses may equal or even exceed the available pressure differential that drives EGR.
Feed-forward estimation challenges
As far as feed-forward model-based prediction is concerned, estimation of EGR mass flow through the valve is challenging due to significant pressure pulsations in the exhaust environment of a turbocharged engine. 13, 14 Additionally, during low and mid-load operation through a drive cycle, available pressure differential is generally less than 10 kPa, 4 and very often remains less than 3 kPa in lower loads, 15 further hampering the accuracy of EGR flow estimation. The magnitude of pressure differential depends on restrictions downstream of the pick-up location. Thus, EGR extraction upstream of the catalyst provides higher driving force for EGR flow comparing to extraction downstream of the catalyst. 15 Some studies have also used intake pressure regulation valves installed upstream of the compressor to increase pressure differential; 15, 16 however, such valves introduce pumping losses to the system 17 and are avoided in this research. Considering also that the current trend in modern SI engines is to reduce or even eliminate throttling at part-load operation, the addition of another valve in the intake is not the optimal solution.
Orifice flow equations that are used for feed-forward EGR control depend heavily on pressure differential, discharge coefficient, and gas thermodynamic properties. These equations usually require extensive calibration to minimize the prediction error. Such efforts though become significantly challenging for higher pressure ratios through the valve. This is due to the increasing sensitivity of orifice flow equations as pressure ratio approaches unity. Figure 1 demonstrates the relationship between pressure ratio through the valve and the flow function C, assuming unchoked compressible flow. This flow function, also called pressure correction factor, is part of the orifice flow equation and defines the effect of pressure ratio on mass flow estimation. 18 The dotted line shows the expected behavior for different pressure ratios, whereas the red points represent actual experimental data from engine operation at various EGR valve openings. The gradient of the flow function increases with pressure ratio and estimation becomes very sensitive to input noise. The conditions occurring through the valve of LP-cEGR configurations lie in the high-sensitivity region of the equation with pressure ratios higher than 0.96.
This high sensitivity of the feed-forward estimation is susceptible to sensor noise. Exhaust pressure sensors and pressure differential sensors suffer from significant noise due to exhaust pressure pulsations. Figure 2 presents experimental data from exhaust pressure sensor measurements of the pressure differential through the EGR valve for changing valve openings at constant engine speed. In these conditions, the available pressure differential to drive EGR flow remains less than 4 kPa with an average of 2.5 kPa. However, the noise from sensor measurements (about 2 kPa) is very comparable and almost equal to the total available pressure differential. Considering the sensitivity of orifice flow equations in such conditions, EGR estimation errors are almost inevitable. Besides the pressure sensor noise, valve position errors may further increase this uncertainty.
Exhaust pressure dynamics and system aging challenges
The pressure pulsations of varying amplitudes and frequencies also affect the flow characteristics through the EGR valve. 19, 20 Pressure variations in the outlet of the turbine can be larger than 7 kPa in certain operating conditions ( Figure 3) . Furthermore, when the EGR valve is open, these pulsations travel through the intake system and affect the pressure at the compressor-inlet location. Figure 3 shows heavily filtered crank angleresolved pressure measurements at turbine-outlet and compressor-inlet locations of a four-cylinder turbocharged SI engine at 1500 r/min and 6 bar BMEP. This dataset captures the effect of large exhaust pulsations traveling through the EGR cooler and the EGR valve toward the intake side upstream of the compressor at lower-but still significant-magnitudes ('2 kPa for this operating condition). Such conditions affect not only the valve's discharge coefficient but also the local thermodynamic characteristics of the gas, such as compressibility and density, further hampering the calibration efforts. 19 In addition to operating-point-dependent challenges for EGR flow estimation, the aging of the EGR valve along with the accumulation of deposits in the EGR flow-path changes the behavior of these systems over time. Research has shown that gasoline direct-injection engines experience similar deposit trends in the EGR path with diesel engines. 21 Due to the nature of the recirculated species, EGR cooler performance and EGR valve operation are affected by deposit accumulation. As a result, the flow characteristics of the system will gradually change over its lifetime, thus affecting the EGR flow estimation, if not accounted for using feedback.
Adaptation techniques
Under these considerations, an adaptation scheme is required to improve EGR estimation during all transient conditions and over the lifetime of the engine. Aiming to address EGR cooler fouling due to deposits in a diesel engine, Zhang and Van Nieuwstadt 22 develop an adaptive EGR cooler pressure drop estimator. The adaptation algorithm is activated only during steadystate and requires wide-open stationary EGR valve while also the EGR flow rate is lower than a threshold (i.e. at low available pressure differential). If these conditions are met, the calculation of the adaptive correction factor, which the authors use for pressure drop estimation, is enabled. 22 Ho¨ckerdal et al. 23 develop an adaptation methodology of linearly interpolated one-dimensional (1D) lookup tables with an air mass-flow sensor application in diesel engines. The sensor signal is subject to operatingpoint-dependent errors; thus, the measurement bias needs to be compensated. The authors apply a joint state and parameter estimating extended Kalman filter (EKF) technique, using an air mass flow model as the reference signal, to simultaneously capture the fast dynamics of the sensor bias while also accounting for system aging (slow variations). This method is different from other approaches for online engine map adaptation, where a bias state is introduced as state vector augmentation to directly capture the model error. 24 In the latter case, the bias state needs to change as fast as the system dynamics; thus, it cannot capture both fast and slow, system aging-related, variations. Additionally, such rapidly changing bias is very sensitive to sensor measurements and will also capture highfrequency disturbances. In this way, the system becomes susceptible to spurious measurements, which are frequently experienced in engine environments.
Research objectives and overview
In this research, an adaptation algorithm is designed in order to enable better feed-forward EGR estimation performance during highly transient operation while also being able to capture long-term corrections related to system aging. An intake oxygen sensor is used to Figure 3 . Filtered experimental data for crank angle-resolved pressure pulsations at turbine-outlet and compressor-inlet without EGR flow (EGR valve closed) and for 15% EGR flow at 1500 r/min-6 bar BMEP.
provide feedback for EGR mass flow rate to be used for the adaptation strategy. The location of the sensor (described in more detail in the following section) introduces significant dead time delays between EGR valve actuation and the sensor feedback. For that reason, EGR control algorithm cannot rely purely on feedback measurements, especially in SI engines where combustion quality is highly sensitive to the amount of inert gases in the cylinders. As a result, a feed-forward algorithm is necessary in order to provide a robust EGR control scheme that can operate with high accuracy under all transient conditions.
The purpose of the adaptation algorithm is to adjust the feed-forward prediction in real-time based on the output of the intake oxygen sensor. An EKF approach is used to build a two-dimensional (2D) adaptation map that describes the model errors at each operating condition and reduces the estimation error, while at the same time accounts for the slow variations related to system aging. Two different EGR mass flow estimation models have been developed and coupled to the adaptation scheme. The main purpose of these models is to describe the dynamics of the EGR system. The performance of the two estimation models is evaluated and the adaptation algorithm is assessed during real-time transient operation. Experiments are conducted on a dynamometer using a four-cylinder turbocharged SI engine equipped with LP-cEGR.
This study is organized as follows. First, the modeling framework is presented. The formation of the two estimation models is explained in detail before the EKF adaptation scheme is described. Then, analysis of the online experimental evaluation of both models is conducted for different operating conditions. Finally, both models are compared under the same experimental test before conclusions are drawn.
Modeling framework
Two different feed-forward EGR estimation models have been developed and coupled with the adaptation algorithm to assess and compare their performance. Each model represents a different approach in capturing the system dynamics and uses different sets of inputs and feedback measurements. Figure 4 shows the layout of the four-cylinder turbocharged SI engine equipped with LP-cEGR. Sourcing EGR upstream of the catalyst is chosen in order to increase the available pressure differential to drive LP-cEGR. This is important especially during low-load operation where pressure differential may be insufficient if EGR extraction location is downstream of the catalyst. 15 The intake oxygen sensor, which is used as feedback for the adaptation algorithm, is located downstream of the compressor, as shown in the schematic. This location is chosen as the most appropriate based on flow conditions (fast sensor response). Additionally, appropriate EGR-air mixing is ensured, while the postcompressor elevated pressure minimizes the possibility of water droplet formation caused by condensation in the EGR cooler. The pre-intercooler placement of the sensor ensures that further condensation through the intercooler will not affect sensor operation. 1 
Orifice flow model
The first model is a dynamic orifice flow model shown in equation (1) in continuous-time form. This orifice model, presented with more detail by Doblhoff-Dier et al., 25 is designed to take into consideration the effect of pulsating flow, which is significantly present in the engine's exhaust environment. The traditional steady and linear flow equations are not designed for such conditions. The model accounts for the temporal inertia that affects pulsating flows and also considers flow reversals. 20 In order to be able to capture these effects around the EGR valve fast response pressure sensors for crank angle-resolved pressure profiles are required as inputs to the model. However, in the current study, lower-frequency pressure measurements are installed with a sampling time equal to the algorithm's timestep, thus losing some of the model's accuracy. This is done intentionally in order to demonstrate the capabilities of the adaptation algorithm when the feed-forward model is associated with significant model errors
An important reason for selecting this model is the favorable layout for coupling with the adaptation algorithm. The differential mass flow equation makes it suitable for serving as the state equation. In this case, mass flow is both the state variable and the output of the algorithm. The input vector for the model is u = ½va, Dp, RPM, where va is the EGR valve angle. Pressure differential is regarded as a single input parameter. This signal is derived as the difference between EGR cooler-inlet and compressor-inlet pressure measurements.
The significant noise associated with this measurement ( Figure 2 ) is an important drawback of this methodology since the input directly affects the output. For this model, filtering is applied to the pressure differential signal before being used as input. Nevertheless, filtering is not optimal for such models since some transient information and dynamic response is lost. Instead of using a pressure sensor in the exhaust, an exhaust pressure/temperature model 26 that provides estimation for the turbine-outlet pressure is another option that could be used. This solution would eliminate problems related to measurement noise but would introduce small estimation errors with an average magnitude of 150 Pa. 26 However, this model is not used in this study in order to focus only on the error sources introduced by the EGR flow estimation and to evaluate the sensitivity to sensor noise.
Discharge coefficient (C D ) is the representation of frictional effects and flow separation zones which cause the effective cross section area to become smaller than that of the orifice. The discharge coefficient is given by empirical correlations, which mainly depend on b (ratio of orifice diameter to pipe diameter), the Reynolds number, and the pressure differential. Similarly, the contraction coefficient (C C ) and the effective length (L e ) are parameters that characterize the restriction on the flow created by the orifice. Contraction coefficient is the ratio between the flow area at ''vena contracta'' and the orifice area, while the effective length relates to the length of the orifice.
14 Different empirical models have been developed in literature for the effective length as a function of b, showing a decrease of L e as b approaches unity.
In order to better capture the effects of pulsating exhaust flow for different engine conditions, the discharge coefficient map is corrected based on engine speed using equation (2) . This is done since the primary frequency of the exhaust pressure pulsations is directly proportional to the engine speed. 27 K N is the speed correction factor, which is experimentally calibrated as a one-dimensional function of EGR valve angle
In this study, C D , C C , and L e are treated as tuning factors for the model. One-dimensional curves, which are functions of EGR valve angle, are created for these parameters. In a similar way, the effective diameter (d eff ) is also characterized as a function of EGR valve opening. Least square error minimization methodology is used for the offline calibration of these parameters with experimental data from various operating conditions. It is important to emphasize that low-frequency pressure measurements are used during this process. Thus, flow pulsations, flow reversal, and other dynamic effects caused by the temporal inertia of the flow are not properly captured.
Additionally, these models are originally developed for flow through an orifice, whereas in this study are used to characterize flow through a butterfly valve. Consequently, specific flow characteristics such as the conditions at ''vena contracta'' of the orifice may differ for flow around the butterfly valve. All these uncertainties are lumped into these tuning parameters aiming to approximate the effects of the highly pulsating exhaust environment. Figure 5 presents the calibrated profiles of these parameters as a function of EGR valve angle.
Exhaust pressure dynamics model
A second model describes the exhaust pressure dynamics considering the control volume enclosed between the turbine-outlet, EGR-inlet, and catalystinlet locations of the engine layout ( Figure 4 ). It is based on the ideal gas law and mass flow balance for this control volume. It also uses parts of the original publication regarding exhaust pressure/temperature modeling. 26 The state variable of this formulation is turbine-outlet pressure and the outputs are both the state and EGR mass flow rate. Equation (3) presents the basis of this model
The exhaust volume (V exh ) is the actual volume measured on the engine dynamometer setup. The average exhaust temperature (T exh avg ) is derived as the mean between turbine-outlet and catalyst-inlet temperatures
Turbine-outlet temperature is an input to the algorithm and is known through existing in the engine's Electronic Control Unit (ECU) models. Dynamic catalyst-inlet temperature estimation uses the turbineoutlet temperature input and handles the exhaust pipe as a lumped control volume to calculate heat transfer losses. 26 The dynamic behavior is captured by a calibrated low-pass filter in order to avoid computationally intensive differential equations. To maintain concise description of the current algorithm, the equations used for catalyst-inlet temperature estimation are not presented in this article, and the interested reader is referred to the original publication 26 for detailed explanations
The engine mass flow rate is calculated by equation (5) with the speed-density approach, 18 where V d is the engine displacement. For simplification reasons, fuel flow is neglected in this model. Besides, the main focus of this article is the ability of the adaptation algorithm to correct the feed-forward estimation irrespective of the bias magnitude. Thus, the most critical role of these estimation models is to capture the system's dynamics.
Intake manifold pressure and temperature are derived from sensor measurements. The manifold volumetric efficiency (h vol ) is defined from 1D simulations of a high-fidelity GT-Power model for this engine performed at different engine speeds and throttle openings. Due to the large intercooler installed in this engine, recirculated exhaust gases are cooled down to nearambient temperatures, thus behaving similar to fresh air in terms of their effect in volumetric efficiency. The simulation data are then characterized as a logarithmic function of intake manifold pressure (in bar), shown in equation (6) , and are fed into the model. The application range of intake manifold pressure for this equation is from 0.3 to 1.7 bar. The valve timing of the engine is not considered in this equation since it remains constant throughout the experimental portion of this study
Catalyst mass flow ( _ m cat ) in equation (3) is a simplified version derived from the detailed exhaust pressure model. 26 This pressure model is a mean value approach, which uses a constant (''ambient'') catalyst-outlet pressure to back-calculate turbine-outlet pressure by estimating the pressure losses through the exhaust system based on the operating flow conditions. The original model 26 differentiates between the turbulent flow through the exhaust pipe and the laminar flow through the catalytic converter. In the current study, this model is re-arranged to provide the mass flow through the system. Aiming for simplification of the physics-based feed-forward equation in the current study, catalyst mass flow estimation uses only the laminar flow part of the pressure drop, which is also the most significant. The effect of the turbulent part is then approximated with an offline second-order regression analysis equation as a function of mass flow, using data from the detailed approach 26 as reference values. Equation (7) shows the catalyst mass flow estimation derived from laminar flow calculations along with the regression analysis equation that delivers the final catalyst flow 
Catalyst-outlet pressure is considered constant and equal to the dynamometer ''ambient'' conditions. R is the gas constant, and the rest of the dimensional variables refer to the catalytic converter with d h being the hydraulic diameter of a single catalyst channel, A cr its cross-sectional area, N the number of catalyst channels, L its total length, and m the dynamic viscosity. The output of this equation is then coupled with the secondorder fitted equation to approximate the detailed estimation of the original model.
Finally, EGR mass flow in equation (3) is approximated with a steady orifice flow equation, unlike the dynamic one presented earlier in this article. For this model, aiming to minimize the number of total inputs, compressor-inlet pressure is assumed to be constant. Thus, it is set to a value slightly lower than dynamometer ''ambient'' conditions to account for the pressure drop through the air filter. Equation (8) presents the orifice flow model for subsonic conditions, valid when P comp in = P EGR valve out 5P critical , which is the case for LP-cEGR applications
In this equation, EGR valve temperature represents the temperature of the volume enclosed between the EGR cooler and the EGR valve. Due to the efficiency of the EGR cooler installed in the engine, this temperature only slightly changes during transient operation and thus, it is assumed to remain constant and equal to 400 K. The effective area of the valve is defined as A eff = A actual 3 C D . The actual area is determined from a 3D model of the valve and is a function of EGR valve angle. The discharge coefficient is also a function of EGR valve opening and is calibrated offline using experimental data. With this feed-forward model formulation, the input vector of the algorithm is u = ½ _ m eng , A eff , T exh avg , while these three parameters are calculated ''outside'' of the main adaptation model using their own inputs, as discussed above.
Adaptation algorithm
The adaptation methodology is based on designing a non-linear observer around an augmented EGR mass flow model. The augmentation is performed in order to introduce the correction parameters required for adaptation. Since two different feed-forward EGR estimation models are evaluated and coupled with this algorithm, a generic form of the state equations is used for the discussion in this section
where x is the state, u is the input, and y is the output vector of the model. The state vector of the model is augmented with the correction parameter vector (u) which is designed to capture the slow dynamics of the model error, attributed mainly to system aging. 23 These parameters form the online adaptation map. The operating-pointdependent errors of the model (fast dynamics) are then captured with a parameterized function (q), which is introduced in the output equation of EGR mass flow rate and represents the actual bias. Using this model structure, tracking of short-term and long-term correction of the model is performed simultaneously. As a result, the correction elements of the model are
The first part of equation (10) relating to u is introduced in the state equation. The second part is the final output equation for EGR mass flow estimation, which uses the feed-forward prediction of the mass flow models along with the calculated parameterized function for short-term adaptation. Thus, the augmented state vector becomes x aug = ½x, u, and the parameterized function is a bilinear interpolation between the correction parameters. The sources of the model errors define the interpolation variables of this adaptation map. In the case of EGR flow estimation, a 2D adaptation map is selected with the interpolation variables being the predicted EGR mass flow rate and the engine speed (RPM). This 2D correction aims to adjust the adaptation based on the exhaust conditions encountered in different operating points. EGR mass flow is a representation of the EGR valve opening, which affects the amplitude of the exhaust pressure pulsations, whereas the engine speed provides an indication of the main frequency of these pulsations (Figure 3) .
The correction vector, shown in equation (11), consists of several parameters with a total dimension of ½n 3 m. The size of this map is based on the chosen discretization for engine speed ½m and EGR mass flow rate ½n. Each correction parameter corresponds to a different set of these variables. Better adaptation performance is achieved as the size of the correction vector is increased, since smaller discretization bins allow for a more accurate correction in changing operating conditions. However, since the correction parameters become states of the augmented model, high discretization results in large linearized matrices and lengthy calculations, which hamper the real-time capability of the algorithm
The evaluation of this methodology is performed using a correction vector, which comprises 15 correction parameters. A narrow range of engine operation between 1500 and 2500 r/min is considered during the implementation of these algorithms in order to show proof of concept. Thus, three engine speed grid-points are chosen (1500,
The parameterized function (q) represents a 2D interpolation of the adaptation map as a function of EGR mass flow rate and engine speed. Based on the current conditions, the algorithm interpolates among the appropriate correction parameters, which correspond to the neighboring grid-points for each map dimension. Equation (12) is a simplified representation of the parameterized function showing a linear interpolation based on the predicted EGR mass flow rate when the current engine speed (RPM) corresponds exactly to one of the engine speed grid-points of the chosen discretization
Non-linear observer
Using this model layout as the base, any suitable nonlinear observer design methodology can be chosen for the estimation of the states and the unknown parameters. In this case, an EKF is selected to perform joint state and parameter estimation. 28 EKF is a widely used technique 23, 24 and is the optimum observer for nonlinear systems with measurements that are characterized by Gaussian white noise. In the models examined in this research, the two feedback measurements required are the intake oxygen sensor (for both models) and the exhaust pressure sensor (for the pressure dynamics model). In order to investigate the characteristics of the sensor noise, the power spectral density and the probability density function are investigated. The sensor noise is defined as the difference between the actual raw measurement and the average value of this measurement over a steady-state experimental dataset. The power spectral densities of the sensors' noise are shown in Figure 6 . Both densities are nearconstant and the signals have almost equal intensity at different frequencies.
Characterization of Gaussian white noise also requires normal distribution of the error with zero mean. Figure 7 presents the normalized probability distribution for the intake oxygen sensor noise derived from steady-state conditions at 2500 r/min. The noise has a near-perfect Gaussian distribution (black points represent the normal distribution with zero mean) and thus can be concluded that the sensor exhibits white noise.
The same analysis is performed for the exhaust pressure sensor. The exhaust pressure shows slightly wider distribution than the Gaussian. For that reason, different engine speeds are studied in an effort to identify whether the measurement frequency of the sensor captures the frequency of the pressure pulsations caused by the exhaust events of the four-cylinder engine. Figure 8 summarizes the normalized probability density for steady-state operation at four engine speeds. Results show that despite some excursions from the normal distribution, the noise of the sensor approximates the Gaussian distribution with mean error slightly higher than zero. Thus, it is assumed that the exhaust pressure sensor also exhibits near-white noise behavior.
It is important to emphasize that the intake oxygen sensor signal that feeds the EKF is associated with transport delays from the EGR valve to the sensor (Figure 4 ). Aiming to reduce system complexity, transport delay is not introduced in the model equations, since this would require one more state variable and one more state equation. Instead, in order to align the inputs of the feed-forward estimation models with the sensor feedback, data from several consecutive timesteps are saved in buffer/memory and the adaptation is applied to the appropriate input dataset based on the current transport delay estimation. 27 As far as the EKF algorithm is concerned, it is designed to linearize the system model at every timestep in order to calculate the optimal Kalman gain. In the current study, in an effort to reduce real-time computational effort, linearization of the discretized augmented model is conducted offline for different operating points and stored in memory. For the offline linearization process, different operating conditions are defined by choosing a set of grid-points for each input variable of the feed-forward estimation model so that the entire engine operating regime is covered. The equilibrium point of the state variable is then determined for each of these operating conditions. Using these sets of input grid-points along with the corresponding equilibrium point of the state variable, the model linearization is performed and the linearized tables are saved in memory. Thus, in real-time operation, based on the current values for each model input, the linearized matrices for the discretized model ( determined through linear interpolation between the corresponding grid-points of each input variable. The governing equations for the ''Predict'' and the ''Update'' step of the EKF are summarized in equation (13) in discrete-time form Predict the state ahead :
Predict the error covariance ahead : P pr t = A t P uptÀ1 A T t + Q Calculate the Kalman gain :
Update the state estimate with measurement z :
Update the error covariance :
where Dt is the time-step, K is the Kalman gain, Q is the system noise covariance, R is the measurement noise covariance, and P up and P pr are the estimation error covariance in the update and the prediction step, respectively.
Tuning and observability
The diagonal Q and R matrices are crucial for the performance of the algorithm. The tuning of the diagonal elements of these matrices is performed both offline and online in the dynamometer using experimental data. The measurement noise covariance is determined by observations of the variance of the sensor noise. The determination of the system noise covariance is generally more difficult. The relationship between the measurement (R) and system (Q) noise for the state variable defines the balance of the algorithm between sensor feedback and model prediction. In this study, the model's estimation is associated with significant bias; thus, the sensor is considered to be more reliable. As a result, system noise is set to be larger than measurement noise. The Q diagonal elements that correspond to the augmented model states for the correction parameters characterize the aggressiveness of the adaptation. Since the model defines this vector as _ u = 0, smaller Q theta noise values result in slower adaptation over time, whereas larger values give faster correction and more unstable parameters. Since these corrections capture the slow variations due to system aging, the final tuning should result in these parameters to converge over time (see Figure 10) .
Additionally, the initial error covariance matrix (P 0 ), which initializes P pr , is another important tuning parameter that determines the aggressiveness of the adaptation regime and the stability-over-time of these parameters. Higher P 0 values, especially the ones referring to the correction parameters, result in more aggressive adaptation and potentially unstable parameters. A balance needs to be determined through fine tuning in order to ensure proper operating-pointdependent estimation along with stable correction parameters, which are not affected by the fast dynamics of the system. Once tuning is performed for each of the two models, the values for these EKF matrix elements remain unchanged over the experimental evaluation.
As far as observability of the system is concerned, the main state variables for both models (EGR mass flow and exhaust pressure, respectively) have feedback measurements, thus are observable. The observability of the augmented system is then ensured by introducing the parameterized function (q) in the output equation. 23 With this model layout, the conditions for observability are fulfilled even without having a measured interpolation variable for the adaptation map. Ho¨ckerdal et al. 23 have proven observability for a 1D linear interpolation map. The current study extends this approach to show that the same observability criteria hold for bilinear interpolation with a 2D adaptation map. Finally, the discretization of the continuous-time model in equations (9) and (10) is performed with a small time-step to ensure that observability does not depend on the discretization method. 29 However, handling of the observability for the augmented state variables requires special attention. Since each correction parameter is associated with a specific region inside the operating regime of the engine, only a few correction parameters are being used and updated at each time-step. In this way, the covariance matrix coefficients corresponding to the rest of the parameters that remain unused will increase linearly over time. This could potentially cause numerical problems affecting the stability and observability of the algorithm. A direct way to handle the growth of estimation error covariance without introducing an extra tuning parameter is proposed by Ho¨ckerdal et al. 23 and is used in the current study as well. An upper limit for the estimation error covariance elements corresponding to the locally unobservable parameter states is set. This limitation is equal to the initial error covariance matrix (P 0 ). Since the parameter states are independent of each other, the off-diagonal elements of P do not affect the error covariance for each parameter. Consequently, the upper limit is reinforced element-wise for the diagonal coefficients of P that tend to exceed P 0 when their corresponding parameter states become locally unobservable.
Summarizing the two estimation models coupled with the adaptation algorithm, Table 1 presents the most important characteristics for each one. Regarding the exhaust pressure dynamics model, the engine speed is a pseudo-input to the coupled algorithm since it is not required for the main feed-forward estimation, but is used in the adaptation technique as an interpolation variable for the 2D adaptation map generated by the correction parameters. Since the outputs of the model are both the state variable (turbine-outlet pressure) and EGR mass flow rate, feedback measurements from a turbine-outlet pressure sensor and an intake oxygen sensor are used for the calculation of Kalman gain. If the exhaust pressure measurement is not available, the model can also estimate EGR mass flow without feedback measurement for the state variable. The model is successfully tested in this form as well. In this case, the model's output vector is re-arranged and includes only EGR mass flow rate. The results in the following section assume that both measurements are available.
Experimental evaluation
A 430 kW AC engine dynamometer is used for the experimental portion of this research. The engine is a turbocharged 2.0L in-line four-cylinder with direct fuel injection ( Table 2) . A BorgWarner's K03-2074 twinscroll turbocharger with internal waste-gate and blowoff valve is installed on this engine. The EGR cooler is a tube-core type chosen due to the low pressure differential. A large liquid-to-air intercooler has been used to allow high boost/load capability. Production-intent engine controllers have been modified to include software hooks on specific engine control parameters. An ETAS rapid-prototyping system is used to test the algorithms developed during this study.
The adaptation algorithm coupled with the feedforward estimation models is run at 1 ms time-step. The transient testing is performed in the aforementioned engine speed range (1500-2500 r/min) which is the most common operation during a drive cycle. The experiments consist of repetitions of EGR valve step profiles at constant engine speed, or complete transient profiles where engine speed, load, and EGR valve opening change in a random sequence. The valve timing remains fixed throughout the experimental testing presented in this article. This evaluation is performed for both estimation models.
The testing is conducted under stoichiometric combustion (l = 1). The reason for that is the sensitivity of the intake oxygen sensor to hydrocarbons (HCs). Rich combustion results in unburnt HCs recirculating to the intake side through the EGR configuration. These species react and oxidize in the vicinity of the heated sensor element. This oxidation results in consumption of oxygen, which misleads the sensor to false measurements of the actual oxygen concentration and thus EGR calculation. For the same reason, the positive crankcase ventilation (PCV) system of the engine is not connected to the intake side in order to avoid HC flow through the oxygen sensor. Appropriate HC correction tables 30 or physics-based HC flow modeling are required in order to extend the trustworthiness of the sensor when intake HCs pass through the measuring element.
Using the orifice flow model Figure 9 shows the feed-forward uncorrected estimation when the orifice flow model is used, along with the final corrected output of the adaptation algorithm for several repetitions of the same profile of EGR valve Exhaust press. sensor (feedback) Intake oxygen sensor (feedback) Parameters requiring calibration
Single value: a, b, c (given in equation (7)) EGR: exhaust gas recirculation; 1D: one-dimensional. steps at constant engine speed (2300 r/min). Each profile repetition lasts about 8 min of real-time engine testing and only a small part is shown in this plot. The black line represents the intake oxygen sensor feedback and the red line is the uncorrected estimation. The correction parameters are initially zero and the training of the algorithm starts with the first repetition of this profile. The blue line in the plot shows the corrected model output during this first profile repetition. The green line is the corrected model output during the fourth repetition of the same EGR valve profile and proves that the output of the algorithm follows the measurement when the correction vector has been trained. Figure 10 presents the progression of each correction parameter. Since the testing is performed at 2300 r/ min, only the parameters corresponding to 2000 and 2500 r/min are being updated, whereas the five parameters that refer to 1500 r/min remain unchanged and equal to zero. The parameters tend to converge to their final values and the operating-point-dependent oscillations, evident during the initial training period, tend to reduce over time. This characteristic shows that longterm correction is indeed being captured through these parameters. The poor initial calibration, despite the high magnitude of error, is being successfully corrected.
The parameterized function q captures the fast dynamics. This function represents the bilinear interpolation of the 2D adaptation map (function of engine speed and EGR mass flow rate) and is presented in Figure 11 for the same experimental dataset. The fast dynamics of the estimation bias are being captured and the correction tends to converge over time to the same profile while the correction parameters converge after the initial training period. This behavior is expected since the system is not supposed to be affected by aging or other slow-frequency drift during a 30-min test; thus, the final correction of the estimation bias should remain the same once the training is performed.
The effect of this methodology on improving EGR dilution estimation is shown in Figure 12 for the same experimental dataset. The black line in this plot corresponds to the ideal prediction. Maximum estimation errors as large as 4.5% of absolute dilution are reduced to less than 1.9% of EGR dilution through this algorithm once the correction map is adapted. The average uncorrected EGR dilution error for this dataset is 1.9% (absolute EGR) and the application of the adaptation algorithm reduces the average error to 0.4% EGR. The initial uncorrected estimation errors are due to both poor calibration and the dynamic operating-pointdependent challenges explained in the introductory section. Such an adaptation approach, apart from the real-time correction capability that captures short-term and long-term drifts, is also valuable as a calibration tool to create an offline map that would significantly reduce calibration efforts.
Under these considerations, Figure 13 includes a small portion of the same experimental dataset and presents the comparison between feed-forward uncorrected estimation and feed-forward corrected estimation with the adaptation regime being inactive (no feedback). In other words, the adaptation map is pre-trained and the final values for each parameter are used as an offline map to correct the estimation of the model. Thus, the correction parameters remain unchanged during this experiment and the comparison shows the effectiveness of this approach in reducing calibration efforts and improving feed-forward estimation without the use of an online feedback measurement.
Another experimental testing for the adaptation algorithm coupled with the orifice flow model is presented in Figure 14 . This testing consists of a fully transient profile which lasts about 2 min in real-time engine operation (shown in the upper plot) where engine speed and EGR valve angle are changing simultaneously. The starting and final operating points of this profile are the same. In order to evaluate the learning capability of the algorithm, this profile is repeated eight times with the correction parameters being untrained (equal to zero) in the beginning of the experiment. Measured and predicted EGR mass flow rates are reported in the lower plot.
The adaptation algorithm gradually corrects the feed-forward estimation of the orifice flow model. After eight repetitions of the same transient routine, the corrected model output (green line) almost matches the sensor measurement. With the exception of the conditions occurring at the 70s of the profile, the final model output eliminates the estimation bias and follows the dynamics of the actual measurement. The model's failure to adapt at the 70s mark is due to the fact that intake oxygen sensor measurement changed due to the transient conditions but the feed-forward uncorrected model failed to capture this dynamic change and remained almost unchanged. As a result, the trained correction parameters at this specific engine speed and mass flow rate experience a significantly different feedback measurements before and after this specific transient condition.
Overall, the application of EKF significantly reduces the noise of the oxygen sensor, which is evident throughout the experimental testing. It is also important to mention that the adaptation algorithm's correction for a random operating point is not affected by the fully transient conditions occurring during the test. In other words, the reason behind keeping the same operating point before and after the transient portion is to assess whether the corresponding correction is affected by the intermediate operating conditions. The corrected model output returns to the trained prediction relating to this operating point without being affected by the intermediate testing. However, for all these tests of the orifice flow model, the pressure differential sensor input is filtered since the high noise of the signal (Figure 2) would significantly affect the model's output. Comparison between corrected and uncorrected estimation output for EGR dilution; when the correction parameters are trained, the average estimation error is reduced to 0.4% EGR. Figure 13 . The adaptation regime is inactive and the pretrained correction map is used for feed-forward estimation without any feedback; the significant improvement of the uncorrected prediction even without a measurement shows the effectiveness of this technique to reduce calibration efforts. Figure 14 . Simultaneous random changes of engine speed and EGR valve angle with same initial and final operating point; after eight repetitions of the same profile, the corrected prediction gradually approaches the sensor measurement.
Using the exhaust pressure dynamics model
Regarding the second feed-forward estimation methodology, the exhaust pressure dynamics model, similar real-time experimental testing is performed. The model's output vector includes both exhaust pressure and EGR mass flow rate; however, through appropriate EKF parameter tuning, emphasis is given to the latter variable under the scope of EGR estimation. For that reason, the reported results include only the comparison between predicted and measured EGR mass flow rate and the respective generation of the adaptation tables. Another important difference is that pressure differential through the valve is no longer an input to the model, as described above; thus, exhaust pressure measurement noise is not a limiting factor since it is handled by the EKF. As a result, in contrast to the previous model, the exhaust pressure signal is fed to the algorithm without filtering. Figure 15 presents an online experimental evaluation of the exhaust pressure dynamics model coupled with the adaptation technique. The test consists of several repetitions of the same EGR valve steps profile at different engine speeds. The adaptation algorithm is initiated at the beginning of the experiment (u i = 0 at t = 0). The plot shows the first part of the test where engine speed is changing from 2250 to 2500 r/min and then to 2000 r/min while EGR valve is following the pre-defined profile. The corrected model output approaches the sensor measurement at each consecutive profile repetition while the algorithm trains the adaptation map for each engine speed and EGR mass flow grid-point. Additionally, the final output of the EKF-based algorithm significantly reduces the noise of the intake oxygen sensor measurement to provide a more robust EGR dilution calculation.
These three engine speeds shown in Figure 15 are chosen in order to assess the algorithm's capability to provide adequate adaptation when interpolation between the engine speed grid-points of the adaptation map is required. As a reminder, the engine speed interpolation grid-points for the correction parameters of the map are selected to be 1500, 2000, and 2500 r/min. It can be seen that despite the bilinear interpolation, the algorithm is capable of providing operating-point-specific adaptation throughout the tested operating regime. Under these considerations, Figure 16 shows the temporal evolution of each correction parameter for the same real-time experimental testing. In this plot, the last part of the test (1750 r/min) is also shown to present the engagement of the rest of the parameters corresponding to 1500 r/min, which are not active when the engine speed remains higher than 2000 r/min.
The evolution of the parameterized function (q), which represents the bilinear interpolation between the correction parameters that form the adaptation map, is presented in Figure 17 for the same test. This function handles the short-term corrections, which depend on the operating-point-related bias. As the parameters converge to their final value for each engine speed, the parameterized function reaches its final form for the respective operating condition.
Another experimental dataset presenting a fully transient evaluation of the adaptation algorithm coupled with the exhaust pressure dynamics model is shown in Figure 18 . The engine speed, load (through the main throttle of the engine), and EGR valve angle are subject to a random sequence of commands, as shown in the upper plot. The same profile is repeated four times to evaluate the ability of the algorithm to adapt over time in fully transient conditions.
The final model output, after being trained for three repetitions of the same 13-min transient experiment, is shown in the lower plot (green line) during the fourth repetition of the profile. The trained model output follows closely the sensor measurement and the estimation bias of the initial feed-forward model (red line) has been corrected. In addition to that, the model significantly reduces the noise of the feedback signal and provides a more robust output for EGR calculation. However, near the 300-sec mark of the experiment where two throttle tip-outs occur, the algorithm fails to provide adequate adaptation. During a significant load change, the correction parameters trained based on engine speed and EGR mass flow cannot fully capture the dynamics at the different load levels. This is due to the fact that not only EGR valve opening, but also the engine load affects the amplitude of the exhaust pressure pulsations causing these feed-forward estimation challenges. Figure 19 shows the EGR estimation error. Predicted EGR dilution (%) for each point of the fully transient profile is plotted against the measured EGR (%) derived from sensor measurements. The red circles represent the uncorrected feed-forward prediction and the green squares represent the corrected model output once the adaptation map is trained. The prediction error is significantly reduced through the entire range of EGR levels and the final prediction, with the exception of some outliers, is within 2% of absolute dilution from the actual measurement (black line represents the ideal prediction). It should be noted that the adaptation map is trained through three repetitions of the transient profile. A longer training period would further improve the prediction. The part of the experiment related to load changes is shown in the 17%-measured-EGR region where the corrected prediction error is close to 4%. For this dataset, the average uncorrected absolute EGR prediction error is 2.8%, whereas the average corrected error is 0.7% EGR.
During the experimental evaluation, small load changes are successfully addressed by the 2D adaptation map. However, for larger load steps, the feedforward model fails to capture these changes and the correction parameters tend to change drastically in an effort to capture the un-modeled dynamics. This should not occur since this part of the correction addresses the long-term adaptation of the system and should only change in a slower rate. As a result, for a more complete solution that addresses all the factors affecting the exhaust pressure dynamics, a third dimension would be required in the adaptation map. This third dimension would introduce the engine load as an additional interpolation variable in order to provide an even more robust solution. Such an approach is left as a next step of the current study. map (first repetition of the profile) and highly trained map (third repletion of the profile).
Comparison of the estimation models
The exhaust pressure dynamics model provides superior correction performance with lower output noise when compared to the orifice flow model. It is important to emphasize that the orifice model uses filtered pressure signal as input, whereas the feedback pressure signal for the exhaust pressure dynamics model is unfiltered. In other words, EKF in the second model is able to handle and reduce the noise of the sensors and provides a very ''clean'' output, which is valuable for real-time EGR estimation purposes. Additionally, the uncorrected feed-forward estimation of the exhaust pressure model is more reactive to changing operating conditions making the adaptation easier and more effective. On the other hand, the orifice flow model is very insensitive to EGR valve openings higher than 40°, thus hampering the efforts of the adaptation algorithm to differentiate between operating points and identify the proper correction based on feedback measurements. Figure 21 summarizes the results and presents the corrected (green squares) and uncorrected (red circles) EGR estimation error for both models under the same experimental test as above. The upper plot refers to the orifice flow model and the lower to the exhaust pressure dynamics model. The latter estimation model shows significantly better EGR estimation capabilities through the entire range covered in this test. The orifice flow model suffers from increased estimation errors at lower EGR dilution rates. The average uncorrected EGR estimation error for the orifice flow equation is 4.3% (absolute EGR) and after the adaptation and correction, the error is reduced to 1%. On the other hand, for the same dataset, the average uncorrected EGR estimation error for the exhaust pressure dynamics model is 2.9% and is reduced to 0.5% after the correction using the adapted map. Thus, adaptation improves the EGR estimation accuracy by more than four times, while the second model shows significantly better performance overall.
The magnitude of the initial EGR estimation error (prior to the proposed adaptation methodology) is similar to the one found by Liu and Pfeiffer. 15 The authors in that study developed estimation algorithms for LP EGR achieving an accuracy of 2%-3% from the actual EGR rate during solely steady-state experimental testing. Consequently, the proposed adaptation methodology presented in the current research shows significant estimation improvements over the current state-of-theart in an effort to provide a robust technique to accurately estimate and control low-pressure EGR in SI engines.
Conclusion
This study deals with the development of an adaptation algorithm that is coupled to a feed-forward EGR estimation model and provides short-term and long-term corrections based on the output of an intake oxygen sensor. The need for accurate EGR prediction for optimum combustion in SI engines, along with inherent EGR estimation errors associated with the highly pulsating exhaust environment in a turbocharged engine, is the motivation behind this research.
The adaptation algorithm is based on an EKF applied to the augmented EGR estimation model. Correction parameters are introduced as new model states and form a 2D adaptation map. The interpolation variables for the adaptation map are engine speed and EGR mass flow rate that capture the estimation error sources related to exhaust pressure dynamics in the EGR system. The correction parameters, once trained and converged, handle the long-term correction related to system aging. Short-term correction, corresponding to operating-point-dependent estimation bias, is addressed through a parameterized function, which performs bilinear interpolation of the adaptation map and applies the final correction to the output equation of the model.
Real-time experimental testing of the algorithm is performed on a four-cylinder turbocharged SI engine equipped with low-pressure EGR. The adaptation methodology is coupled with two different EGR estimation models and the performance is assessed during various transient experiments. An orifice flow model and an exhaust pressure dynamics model are developed for feed-forward EGR estimation. The main purpose of these models is to describe the dynamic response of the EGR system.
The algorithm successfully corrects the estimation bias of the feed-forward models, and the online-trained adaptation map is able to provide long-term correction to capture uncertainties related to system aging. An increased number of correction parameters or a third dimension to the adaptation map (engine load) would further improve the performance of the algorithm. The EGR prediction error using the adaptation algorithm during real-time testing is reduced by more than four times comparing to the uncorrected feed-forward estimation. Through comparison of the two estimation models, the exhaust pressure dynamics model shows superior performance in terms of adaptation and sensor noise reduction. The final EGR estimation error is less than 1%. In addition to the real-time correction benefits, such methodology is also a valuable calibration tool to create an offline map that would significantly reduce calibration efforts for such estimation models.
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