The kinematic dynamo problem is solved numerically for a spheroidal conducting fluid of possibly large aspect ratio with an insulating exterior. The solution method uses solenoidal representations of the magnetic field and the velocity by spheroidal toroidal and poloidal fields in a non-orthogonal coordinate system. Scaling of coordinates and fields to a spherical geometry leads to a modified form of the kinematic dynamo problem with a geometric anisotropic diffusion and an anisotropic current-free condition in the exterior, which is solved explicitly. The scaling allows the use of well-developed spherical harmonic techniques in angle. Dynamo solutions are found for three axisymmetric flows in oblate spheroids with semi-axis ratios 1 ≤ a/c ≤ 25. For larger aspect ratios strong magnetic fields may occur in any region of the spheroid, depending on the flow, but the external fields for all three flows are weak and concentrated near the axis or periphery of the spheroid.
Introduction
The generation of magnetic fields in the Earth, planets and stars can be modelled to a good approximation as self-exciting dynamos in electrically conducting spherical or spherical shell cores with insulating exteriors. Fortunately, spheres and spherical shells are the bounded conductors with insulating exteriors, for which kinematic dynamos [1] [2] [3] [4] , and dynamically consistent dynamos [5] [6] [7] , have the most mathematically and numerically tractable, but still difficult, geometries [8] [9] [10] [11] [12] [13] . The simplest aspherical geometry is spheroidal with one axis of arbitrary rotational symmetry. The Earth's core is a sphere at zeroth order and an oblate spheroid at second order, with finer-scale core-mantle boundary topography at higher orders. Spheroidal dynamos allow pressure coupling between the core and the mantle in dynamical dynamos and may allow benchmarking of methods for more general topography. Spheroidal dynamos of large semi-axis ratio, i.e. highly aspherical, constitute an important class of dynamo geometries for elliptic and disc galaxies, and possibly accretion discs; E7-elliptical galaxies, for example, have major to minor semi-axis ratios a/c ∼ 3. Galactic models are typically αω-dynamos and use spherical geometries or the thin disc approximation a/c → ∞. For earlier works, see Stix [14] , White [15] and Soward [16] . Only laminar dynamos are considered herein but the method extends to mean-field types.
A spheroidal finite-element code has been developed by Wu & Roberts [17] , finite-volume codes by Ernst-Hullermann et al. [18] and Vantieghem et al. [19] , and an axisymmetric spectral element code by Guermond et al. [20] . The aim of this work is to separately develop pseudospectral numerical solutions of the insulated kinematic dynamo problem (KDP), the rotating thermal convection problem and the rotating magneto-convection problem in spheroids and then to combine them to solve the dynamical dynamo problem. Pseudo-spectral codes generally perform more efficiently in spherical benchmarks for a given accuracy than finite-element and finite-volume codes [9] [10] [11] [12] [13] , but there is no best approach. A hybrid method for the insulated KDP is presented here, which is finite-difference in radius and Galerkin in angle. Galerkin or Chebychev collocation methods can also be used in radius.
The dynamo action of a moving electrically conducting fluid, which occupies an oblate spheroidal volume V in (Euclidean) space E 3 , is considered. The velocity v of the fluid is prescribed. The volume V has semi-axes a and c (a ≥ c), a rigid boundary Σ and is surrounded by an insulating exterior E 3 \V. The magnetic induction field B is governed by the equations
where the problem has been non-dimensionalized using a typical length L, the magnetic diffusion time L 2 /η and a typical speed V of the flow. The magnetic diffusivity η is uniform and R m := VL/η is the magnetic Reynolds number. Useful choices for the length scale L are the major or minor semi-axes of the spheroidal boundary Σ, the radius of the sphere of volume |V| = 4 3 π a 2 c or the radius of the circle of area π ac, which imply, respectively, a = 1 and 0 < c ≤ 1, c = 1 and 1 ≤ a < ∞, c = 1/a 2 and 1 ≤ a < ∞ or c = 1/a and 1 ≤ a < ∞. In cartesian coordinates (x, y, z) with the z-axis aligned along the symmetry axis of the spheroid, the boundary Σ and outward (non-unit) normal n are given by homoeoidal
The vector field n is defined and smooth everywhere in E 3 , not only on Σ. Besides the magnetic Reynolds number, a dimensionless shape parameter must be prescribed: the most useful are the aspect ratio a/c or its reciprocal, the flattening f := 1 − c/a and the ellipticity e := 1 − (c/a) 2 .
The flattening and ellipticity are related by f = 1 − 1 − e 2 and e = 2f − f 2 . Shape can also be parametrized by a semi-axis: if the volume is fixed so that a 2 c = 1, then a/c = a 3 
A class of oblate spheroidal toroidal-poloidal fields
The geometry is parametrized using homoeoidal oblate (a ≥ c) spheroidal coordinates (r, θ, φ), defined by x = ar sin θ cos φ, y = ar sin θ sin φ and z = cr cos θ, (2.1) where 0 ≤ r < ∞, 0 ≤ θ ≤ π and φ is the azimuthal angle. Note: r is not |r|. If (r, θ, φ) are the coordinates of a point P(x, y, z), then P lies on the oblate spheroidal r-surface Σ(r), (x 2 + y 2 )/a 2 + z 2 /c 2 = r 2 . Moreover, if Q is the projection of P parallel to the z-axis, onto the sphere of radius ar escribed on the spheroid, then θ is the angle zOQ. The spheroid (1.2) corresponds to r = 1, i.e. Σ(1) is Σ. The meridional sections of the r-surfaces are concentric homoeoidal ellipses of equal ellipticity e. Their foci lie on the azimuthal circle of radius aer in the equatorial plane z = 0, so the Σ(r) are not confocal, and aer → 0 as r → 0. The coordinate system (r, θ , φ) is not orthogonal if a = c. There are two reciprocal sets of basis vectors associated with (r, θ , φ), the covariant basis (e 1 , e 2 , e 3 ) := (∂ r r, ∂ θ r, ∂ φ r), and the contravariant basis (e 1 , e 2 , e 3 ) := (∇r, ∇θ , ∇φ). The bases (e 1 , e 2 , e 3 ) and (e 1 , e 2 , e 3 ) are related by the usual reciprocity relations, e i = 1 2 J ijk e j × e k and e i = 1 2 J −1 ijk e j × e k , where J = ∂(x, y, z)/∂(r, θ , φ) = a 2 c r 2 sin θ is the Jacobian of the transformation (2.1), repeated indices are summed and ijk , ijk are the unit rank-3 alternating tensors. The bases satisfy the biorthogonality condition, e i · e j = δ j i . At any point on Σ(r), e 1 is normal to Σ(r), and e 2 and e 3 are tangential; e 1 is not parallel to e 1 and hence not normal to Σ(r) except along principal axes. In fact, n = ∇ 1 2 r 2 = re 1 . The vector element of surface area on Σ(r) is dΣ(r) = e 2 × e 3 dθ dφ = Je 1 dθ dφ = n a 2 c r sin θ dθ dφ and dΣ(r) = |n| a 2 c r sin θ dθ dφ. The volume element dV = a 2 c r 2 sin θ dr dθ dφ = |n| −1 dΣ(r)r dr. The operator ∇ = e 1 ∂ r + e 2 ∂ θ + e 3 ∂ φ .
The two bases have the important derivative properties, ∇ · (J −1 e i ) = 0 and ∇ × e i = 0. Thus, the divergence of a vector field F in terms of its contravariant components, F = F 1 e 1 + F 2 e 2 + F 3 e 3 , is given by ∇ · F = J −1 {∂ r (JF 1 ) + ∂ θ (JF 2 ) + ∂ φ (JF 3 )}. Let e r := e 1 , e θ := e 2 /r, e φ := e 3 /r sin θ and B = B r e r + B θ e θ + B φ e φ , then B is solenoidal if and only if ∂ r (r 2 sin θ B r ) + ∂ θ (r sin θ B θ ) + ∂ φ (r B φ ) = 0. By analogy with spherical polar coordinates, homoeoidal oblate spheroidal toroidal and poloidal fields can be defined component-wise as the operators
where sin 2 θ 
B = T{T} + S{S}. For any T, S
Note that, since a 2 ce 2 × e 3 = e r /r 2 sin θ , a 2 ce 3 × e 1 = e θ /r sin θ, a 2 ce 1 × e 2 = e φ /r,
In particular, n · T{T} = 0. Typically, ∇ × T{T} = S{S} for any S and ∇ × S{S} = T{T} for any T. Physically, an oblate spheroidal toroidal (poloidal) magnetic field does not generate, nor is generated by, a purely oblate spheroidal poloidal (toroidal) electric current as in the spherical case. If incompressible the velocity can also be represented as a sum of oblate spheroidal toroidal and poloidal fields, v = T{t} + S{s}, with potentials t and s. (Only in ∂ t and e γ t does t represent the time.)
(a) Spherically scaled coordinates and fields
It is possible to proceed in the basis (e r , e θ , e φ ), but it is simpler to scale the cartesian coordinates,
, and the components of the magnetic field and the velocity along principal axes of the spheroid (1.2),
where
, the diagonal scale tensor
The transformation is not simply a (passive) change of variable on the manifold E 3 , since the same cartesian unit vectors are used in
The scale tensor L can be separated into isotropic and anisotropic parts, ; the image
• V of the conducting fluid region V under the transformation is the sphere r < 1 and the image of its boundary Σ is the unit sphere [24] and Bryan [25] used this device in the study of the equilibrium of rotating, self-gravitating homogeneous liquids. In general, equations (2.4) imply
The variables (r, θ , φ) introduced in (2.1) are spherical polar coordinates in
. The basis (e r , e θ , e φ ) in E 3 is mapped to the orthonormal spherical polar basis (1 r 
Thus the scalar components of Thus oblate spheroidal toroidal (poloidal) fields are scaled to spherical toroidal (poloidal) fields 
where D := L · L is positive-definite. The T{T} and S{S} fields are orthogonal on Σ(r) in the sense of the first integral. Also S{T}. It will be assumed throughout that any quantity in E 3 has a ringed version in
, except for r, θ , φ, the toroidal-poloidal potentials T, S, t, s, the basis vectors 1 x , 1 y , 1 z and the derived quantity Y m n (θ , φ).
(b) The spherically scaled kinematic dynamo problem
It is shown in §2b(i)-(iii) that, if the coordinates and fields are scaled as in (2.4) , the induction equations (1.1a,c) are transformed using (2.6) to 
The matching conditions at the boundary Σ and the self-exciting conditions as r → ∞ (1.3) imply (i) The magnetic induction equation
Thus in scaled coordinates the dot product of the magnetic induction equation (1.1)(a) with L yields
where, using (2.5), the geometric diffusion tensor D := L · L and its inverse can be written as (ii) The equations in the insulating exterior
The current-free condition (1.1b) in the insulating exterior E 3 \V transforms to
The equivalent but more useful equation (2.12) for the present formulation is derived here. Using the form (2.5) of L, B = a(
Substituting these two expressions directly into (1.1b) gives
It is not obvious that the vector equation (2.19) is equivalent to two scalar equations in T and S. However, observe that (2.19) implies 
Using the identity 2 and
In cylindrical polar coordinates, 
(iii) The toroidal and poloidal equations
The solenoidal condition (2.11b) is satisfied by the toroidal-poloidal representation (2.7). Equations for the toroidal-poloidal potentials T and S in • V follow from (2.11a) by using (2.10),
• ∇-divergence of the left side of (2.12) is zero, the properties (2.10) of toroidalpoloidal fields imply (2.12) is equivalent to the two scalar equations 
and the left sides of (2.25) become
From properties of the operator 
This is treated more fully in §5. By (2.27) and (2.28), conditions (2.3) and (2.25) are equivalent to conditions (1.1b) and (1.3). However, it is not obvious that conditions (2.3) together with (2.12) are sufficient to guarantee that no current crosses Σ. Observe that the dot product of (2.12) with 
Numerical method
Equations (2.11), (2.12) and (2.13) are solved by discretizing the toroidal-poloidal equations (2.23), (2.24), (2.25) with (2.27) and (2.28), using a Galerkin method in angle with spherical harmonics as the basis functions and second-order finite differences in radius for simplicity, and solving subject to (2.3). Other radial discretization methods are possible. 
(a) The angular spectral equations
The magnetic toroidal-poloidal potentials are expanded in spherical harmonics
where f = T or S, and P n,m is the Neumann-associated Legendre function
where an asterisk denotes complex conjugation; 
For a self-exciting insulated spherical dynamo the behaviour of T as r → ∞ does not arise as in (3.3) because T then vanishes in E 3 \V.
(i) The conducting region
The spectral forms of the poloidal and toroidal induction equations (2.23) and (2.24) are
where the (reduced) poloidal transform and the toroidal transform are defined by
The horizontal divergence equation is redundant. It is equivalent to applying the operator d 1 to the radial induction equation (2.23) , where the operator d n := ∂ r +n/r. In time-stepping problems, the transforms (3.6) of the induction term are most efficiently calculated numerically from values of F on a (θ, φ)-grid using fast-Fourier transforms in φ and Gaussian quadrature in θ . However, in the eigen-and critical-value problems for steady flows considered here the transforms are evaluated using angular spectral expansions [1, 2] . The transforms of the anisotropic diffusion terms are more problematic. The angular spectral forms of the anisotropic magnetic diffusion terms in (3.4) and (3.5) have relatively few terms, and so are preferable here to the numerical calculation of (3.6). The transforms are
where the differential operator L m n is defined by The poloidal and toroidal equations (3.4) and (3.5) hold for n = 1 and n = 2, since the factor c m n in the first two terms of (3.8) vanishes for n = 1 (forcing m = 1) and the first term clearly vanishes for n = 2. The right side of equation (3.7 (ii) The insulating exterior
The angular spectral forms of the exterior equations (2.25) with (2.27) and (2.28) are now derived. Each term is treated separately. The expansions of the first terms are
which can be derived using relations (3.10). Thus, the spectral forms of (2.27) and (2.28) give
and
. The horizontal divergence of (2.12) is equivalent to applying d 1 to the toroidal equation (2.25)(a).
(b) Radial discretization
The radial dependence is discretized using second-order finite differences. In the interior 0 ≤ r ≤ 1− a uniform radial grid is used: r j = jh, j = 0 : J, with step size h = 1/J and r J = 1−. In the exterior 1+ ≤ r < ∞ a uniform grid in the inverse radial coordinate ξ = 1/r is used: ξ j = 1 + jh ξ , j = 0 : J ξ , with step size h ξ = −1/J ξ . Additional interior and exterior limiting grid points r = 1− and r = 1+ are allocated to the boundary r = 1 to simplify implementation of the finite-differencing. Thus the full radial grid is r j = jh for j = 0 : J and r j = 1/[1 + (j − J)h ξ ]/ for j = J+1 : J+J ξ with r J = 1−, r J+1 = 1 and r J+2 = 1+. The truncation levels J, J ξ and the related step sizes h, h ξ can be specified independently.
The S m n and T m n equations (3.4) and (3.5) are discretized at internal radial grid points in (figure 4). The S m n and T m n equations (3.12) and (3.13) are discretized at the grid points in the exterior E 3 \V. There is one equation for each of the coefficient values T m n (r j ) and S m n (r j ) at each grid point r j .
In the insulating exterior the change of variable from r to ξ in equations (3.12) and (3.13) is accomplished with the identities, r∂ r = −ξ∂ ξ , ∂ r = −ξ 2 ∂ ξ . Define the operators d
Thus, the toroidal and poloidal equations become
One-sided second-order right-boundary difference schemes are used at or near the boundary in the interior. Left-boundary schemes are used in the exterior S-equation (3.15) at r J+2 for the T and S fields. Otherwise centred formulae are used.
(c) Eigen-and critical-value problems for steady flows For steady flows magnetic field solutions can be found with time dependence
where t is the time and the growth rates are related by 
. Thus, if the length scale L is the major or minor semiaxis, spherical radius or circle radius, so that a = 1, c = 1, a 2 c = 1 or ac = 1, the associated growth rates γ and magnetic Reynolds numbers R m are given by
The spatial discretization approximates the problem by a matrix generalized eigenproblem Ax = • γ Bx, where the matrix B is singular. The discretization produces banded matrices with the narrowest band, in general, if all coefficients and their equations at each grid point are blocked together. The matrix A is essentially block-pentadiagonal due to the centred difference formulae with the one-sided formulae distorting this slightly. In principle, the generalized eigenvalues 
Results
Magnetic free-decay v = 0 provides an excellent test case, since the new features in equations (2.11) and (2.12) are all active if the ellipticity e > 0. If e = 0, the conducting volume V is spherical with magnetic free-decay modes given by
where n ≥ 1, j n is the nth spherical Bessel function of the first kind and j n,k is the kth positive zero of j n , i.e. j n (j n,k ) = 0 for n = 0, 1, . . . , k = 1, 2, . . .. There are n cells of non-zero S or T in latitude and k cells in radius.
(a) Axisymmetric free-decay solutions 
1n (−iσ , iξ ) and H(η) = S 1n (−iσ , η) are radial and angular oblate spheroidal wave functions of the first kind, degree n and order 1 (note d differs by a factor 2, [27] ) and σ 2 = −d 2 γ . Since B φ = 0 on the insulating boundary ξ = c/ae, the azimuthal modes are
where γ a nk (a, c) := −(σ a nk ) 2 /(a 2 − c 2 ) and σ a nk is the kth positive zero of R
1n (−iσ , ic/ae) = 0. The field B φ is odd (even) in the equator if n is even (odd) and vanishes in the exterior. The growth rates γ a nk (1, c) =
• γ a nk (c) for a = 1 (suppressing R m = 0) were calculated using the spheroidal wave function package in MATHEMATICA 8 [28] . The functions The meridional solutions are more complicated due to the matching conditions on χ at the conducting boundary ξ = c/ae. In the exterior ξ > c/ae, χ → 0 as ξ → ∞, so the separable solutions are Ξ = R (2) 1n (0, iξ ) = Q 1 n (iξ ) and H = S 1n (0, η)P 1 n (η), where Q m n is an associated Legendre function of the second kind, and P k is the Legendre polynomial (3.2)b of degree k. To satisfy the matching conditions, linear combinations of these modes are required,
1n (−iσ , iξ ) R (1) 1n (−iσ , ic/ae)
Since χ and ∇χ are continuous across the conducting boundary, (b) Free-decay solutions for small ellipticity For small ellipticity e 1, free-decay solutions can be expanded in powers of e 2 . Only the growth rate to first order is calculated here; the modes are derived elsewhere [31] .7) into the interior equations (3.4) and (3.5), and the exterior equations (3.12) and (3.13). Several useful factors of 1 − e 2 , which affect only subdominant terms, are retained for simplicity.
Since D n j n (λr) = γ 0 j n (λr), equations (3.4) and (3.5) are satisfied to O(1). To O(e 2 ) they give, applying the recurrence relations for spherical Bessel functions, d n+1 j n (λr) = λj n−1 (λr) and d −n j n (λr) = −λj n+1 (λr),
whereγ 2 := γ 2 (1 − e 2 ) and C m n is given by (3.9). In the exterior r > 1, the O(e 2 ) equations from (3.12) and (3.13) yield • ω 2 := 3 sin π r cos θ, the three flows are (
• ω 2 ) with = 0.17, 0.13, 0.14, respectively, i.e. in toroidal-poloidal form, Magnetic field plots are constructed for the normal, tangential and azimuthal components in the natural orthonormal basis (1 n , 1 t , 1 φ ) , B = B n 1 n + B t 1 t + B a 1 φ . Geometrically, 1 n and 1 t are normal and tangent to the r-surface at any point, and lie in the meridional plane. This is a hybrid non-coordinate basis since 1 n = e 1 /|e 1 | = n/|n|, 1 t = e 2 /|e 2 | = e θ /|e θ | and 1 φ = e 3 /|e 3 [32] at much larger magnetic Reynolds numbers. The critical fields of the s 2 t 1 -flow and s 2 t 2 -flow for a/c = 5 are shown in figures 9 and 10, respectively. Strong magnetic field occurs toward the periphery for the s 2 t 1 -flow, both internally and externally. For the s 2 t 2 -flow, internally the strongest magnetic field occurs near the axis but there is also strong field towards the periphery; externally the strongest field occurs at the periphery.
Alternative methods for the insulating exterior
Two alternative solution methods for the insulating exterior are given in this section. The first method eliminates T m n from the system of exterior equations. Solving 
The above equation, which is valid for all m, can be used in r > 1 together with (5.1) at r = 1−. The second method replaces the system of equations for T m n and S m n in the exterior by a coupled system of boundary conditions at r = 1−, derived from (5.1) and relations between the scalar, toroidal and poloidal potentials Ψ , T and S. Laplace's equation ∇ 2 Ψ = 0 separates in the confocal oblate spheroidal coordinates (4.2). The exterior solution is
The homoeoidal coordinates (2.1) and confocal coordinates (4.2) are related by s = ar sin θ = d 1 + ξ 2 1 − η 2 and z = c cos θ = dξη. Solving for r and θ gives
The 
Substituting (5.4) and evaluating (5.6) on Σ (ξ = c/ae, η = cos θ and r = 1) gives
introducing the horizontal divergence transform defined by
Eliminating Ψ m n from (5.5) and (5.8) yields the boundary condition
As a/c → 1, e → 0 and the condition (5.9) reduces to the spherical poloidal insulating boundary condition ∂ r S m n + (n + 1)S m n /r = 0, since (Olver et al. [29] , eqns (14.3.10), (14.8.15)) 
B z and using (3.11) yields
There is a third relation between Ψ , S and T given by the surface curl of
• B z 1 z ), but this is the toroidal equation in the exterior ((2.25)a) .
Conclusion
The method described in §3 applies to mean field dynamos with a rank-2 tensor α-effect, which are more relevant to galactic dynamo models. The magnetic induction equation (2.11a) becomes
The method also applies directly to the KDP in prolate spheroids, and extends easily to tri-axial ellipsoids and to homoeoidal ellipsoidal shells (using vector and tensor spherical harmonics). The method can also be applied to thermal convection and magnetoconvection problems. For nonhomoeoidal shells such as confocal shells, non-homoeoidal toroidal-poloidal fields are required, but derivation of the toroidal-poloidal spectral equations is more difficult (for the confocal case, see [33, 34] ). Work on time-stepping the KDP is in progress.
Data accessibility. The research does not contain any experimental data. The code implementing the original computational methods is not accessible as the methods are fully described.
Competing interests. I declare I have no competing interests. Funding. The research was fully supported by the School of Mathematics and Statistics at the University of Sydney.
Appendix A. Free-decay rates and growth rates 
