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Abstract 
Despite  the  technological  advances  in  medical  diagnosis, 
accurate  detection  of  infectious  tuberculosis  (TB)  still  poses 
challenges due to complex image features and thus infectious 
TB  continues  to  be  a  public  health  problem  of  global 
proportions. Currently, the detection of TB is mainly conducted 
visually by radiologists examining chest radiographs (CXRs). 
To reduce the backlog of CXR examination and provide more 
precise  quantitative  assessment,  computer-aided  detection 
(CAD) systems for potential lung lesions have been increasingly 
adopted and commercialized for clinical practice. CADs work as 
supporting tools to alert radiologists on suspected features that 
could have easily been neglected. In this paper, an effective 
CAD  system  aimed  for  acinar  shadow  regions  detection  in 
CXRs  is  proposed.  This  system  exploits  textural  and 
photometric features analysis techniques which include local 
binary pattern (LBP), grey level co-occurrence matrix (GLCM) 
and histogram of oriented gradients (HOG) to analyze target 
regions  in  CXRs.  Classification  of  acinar  shadows  using 
Adaboost  is  then  deployed  to  verify  the  performance  of  a 
combination  of  these  techniques.  Comparative  study  in 
different image databases shows that the proposed CAD system 
delivers consistent high accuracy in detecting acinar shadows. 
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1. INTRODUCTION 
Although effective therapies have reduced the mortality from 
infectious pulmonary  tuberculosis (TB), TB continues to be a 
public  health  problem  of  global  proportions  especially  in 
developing  countries  [1].  This  is  mainly  due  to  the  complex 
overlapping  anatomical  structures  which  often  obscure  the 
detection of TB features in the chest. In clinical practice, when 
signs or symptoms point to a lower respiratory tract illness, a 
chest radiograph (CXR) – an inexpensive and widely available 
tool – is typically used [2]. However, either because symptoms 
are non-specific or because a patient may not be considered at risk 
of  TB,  through  inexperience  or  inadequate  human  resources, 
proper diagnosis of TB is often delayed or missed by clinicians or 
radiologists. Digital radiography, which has replaced film-based 
chest units these days, has greatly facilitated advances such as 
computer-aided detection and diagnosis (CAD) systems to solve 
this  problem.  Since  the  first  market  launch  of  RapidScreen
TM 
RS-2000 system was approved in 2001 for clinical use by the 
Food and Drug Administration (FDA), lung CAD systems have 
been receiving increasing support in the radiology community. A 
wide variety of lung CAD systems have been reviewed in the 
literature [3-5]. Those CAD systems do not detect all potential 
lesions on CXRs but only aim at a single aspect, e.g. detection of 
lung cancer nodules, which would restrict the radiologist to focus 
only  on  the  areas  identified  by  the  CAD  system.  The 
incorporation of CAD system as the second reader will help to 
screen  significant  cases  and  thus  improve  the  analysis 
performance of radiologists. For instance, one recent evaluation 
of several commercial CAD software approved by FDA shows 
that CAD improves the sensitivity of inexperienced readers for 
the detection of small nodules [6].  
CAD systems for nodule detection have so far been receiving 
most attention, but little work has been done beyond lung nodules 
detection [5], neglecting many aspects of infectious pulmonary 
TB. A recent study [6] reveals that typical infectious pulmonary 
TB (also known as post-primary TB or reactivation TB) are more 
likely to have transmission events or a public health consequence 
than  atypical  TB  (those  without  typical  CXR  findings  of 
post-primary TB). Therefore, the objective of our research is to 
develop a comprehensive CAD system for automatic recognition 
of  typical  radiographic  patterns  to  identify  highly  infectious 
post-primary TB. Typical radiographic patterns as mentioned in 
many radiology handbooks include cavities, volume loss, acinar 
shadows (AS) and so on [8-10]. In the diagnosis of pulmonary TB 
on  plain  chest  radiograph,  AS  reflect  the  presence  of 
endobronchial  spread  of  disease,  the  spread  of  tuberculous 
‘caseous’  material  within  the  bronchial  tree.  Such  spread  is 
atypical feature of pulmonary TB, and AS are found to be present 
on 68% of the plain CXRs [9]. The  AS are either within the 
vicinity of the major focus of disease (for example a cavitated 
area),  immediately  dependent  from  it  or  occasionally  in  the 
contralateral  lung  –  indicating  position  or  posture-related 
drainage from the major focus. The presence of acinar shadows in 
the vicinity of an upper lung zone infiltrate, especially if cavitary, 
further  adds  to  the  probability  that  the  infiltrate  reflects  the 
presence of infectious pulmonary TB. Our previous work [11] 
focused on the extraction of TB cavities on CXRs. Thus, in this 
paper, we emphasize the automatic detection of AS on CXRs, 
which is defined as “round or ovoid poorly defined pulmonary 
opacities  approximately  5-8  mm  in  diameter,  presumed  to 
represent an anatomic acinus rendered opaque by consolidation” 
[12]. An example of AS is shown in the 1
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The  proposed  hybrid  computerized  technique  for  AS 
detection on a given CXR involves the following steps. Before 
applying the detection technique, the CXR image is preprocessed 
as a downsampled and contrast-enhanced subimage which only 
contains  the  lung  fields.  The  preprocessed  image  is  densely 
scanned  from  the  top  left  to  the  bottom  right  with 
non-overlapping rectangular sliding windows. Multiple features 
combining  Local  Binary  Pattern  (LBP),  Grey  Level 
Co-occurrence  Matrix  (GLCM)  and  Histogram  of  Oriented 
Gradients (HOG) are then extracted from each sliding window, 
and fed to the Adaboost classifier which is trained offline using 
labeled training data. The classifier denotes the sliding windows 
as  positive  windows  containing  AS  or  negatives.  To  further 
reduce  the  number  of  false  positive  windows,  an  efficient 
morphological operation is introduced to achieve high sensitivity, 
specificity and precision. 
The  rest  of  this  paper  is  organized  as  follows.  Section  2 
introduces the materials used in this study. Section 3 describes 
our proposed method in detail. Section 4 presents the experiments 
results and analysis. Conclusion and future work are discussed in 
section 5. 
2. PROPOSED SYSTEM 
2.1  MATERIALS AND PREPROCESSING 
Standard  posterior-anterior  (PA)  CXRs  from  two  image 
databases are used in this study. The first database obtained from 
the University of Alberta Hospital consists of CXRs on 58 cases 
of sputum smear positive pulmonary TB. 37 cases in this database 
are typical infectious TB with AS and 21 cases are atypical TB 
without AS. Ground truth information was determined by a panel 
of three independent expert chest radiologists. One of the experts 
helped to draw the region of AS. The second database obtained 
from the Japanese Society of Radiological Technology (JSRT) 
[13]  contains  93  CXRs  of  normal  cases  and  154  CXRs  of 
abnormal cases with solitary nodule which is defined as a discrete, 
well-marginated, rounded opacity less than or equal to 3 cm in 
diameter [8]. Images in this database were also evaluated with the 
consensus of three chest radiologists. Finally, images in these two 
image  databases  are  grouped  into  four  datasets:  D1  –  typical 
infectious TB with AS (37 cases); D2 – atypical TB without AS 
(21  cases);  D3  –  Normal  cases  without  AS  (93  cases);  D4  – 
Nodule cases without AS (154 cases).  
Each image in the four datasets was preprocessed using the 
following procedure. First, to standardize the image resolution 
and for computational efficiency, each image is scaled to have 
pixel size equivalent to 0.8 mm with 8-bit intensity. For example, 
an original CXR image whose resolution is 2048 × 2048 with 
pixel size 0.2 mm in both horizontal and vertical direction will be 
resized as 512 × 512. Note that this scaling  may  cause  some 
information loss but does not have significant effect on the AS 
detection  outcome.  Second,  a  rectangular  region  which  only 
contains the lung field is cropped from the scaled image. Finally, 
this  subimage  is  contrast-enhanced  using  adaptive  histogram 
equalization  technique  [14].  Fig.1  shows  that  the  subimage 
qualities are improved after our contrast enhancement step.  
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Fig.2. Schematic of the proposed CAD system for AS detection 
2.2  METHODS 
The proposed computer-aided AS detection system follows the 
state-of-the-art  sliding  window  paradigm  in  object  detection 
[15][16][22]. Each preprocessed CXR image is first divided into 
non-overlapping windows, whose size is fixed as 16 × 16 in our 
experiments.  Multiple  features  are  then  calculated  from  each 
window  to  form  a  multi-dimensional  feature  vector.  Based  on 
these feature vectors, a classifier is trained offline to distinguish 
windows containing instances of AS from other windows. The test 
image  scanned  with  sliding  windows  is  then  analyzed  and 
classified using the model generated from the training set. Fig.2 
shows the schematic of the proposed AS detection technique.  
2.2.1  Multiple Features Extraction: 
A variety of features are tested in our study, including features 
using histogram moments (HM) [17], Fourier spectrum (FS) [18], 
gray-level  co-occurrence  matrices  (GLCM)  [19],  fractional 
dimension (FD) [20], local binary pattern (LBP) [21], histogram of 
oriented  gradients  (HOG)  [22]  and Tchebichef  moments  (TM) 
[23]. Finally, GLCM, LBP and HOG are combined to achieve the 
best performance. 
Grey Level Co-occurrence Matrix (GLCM) based Features 
Spatial GLCMs are one of the most well-known and widely 
used  texture  features.  These  second  order  statistics  are 
accumulated  into  a  set  of  2D  matrices.  Given  a  displacement 
vector  (d,)  =  (dx,  dy),  each  co-occurrence  matrix  P(i,  j|d,  ) 
measures the spatial dependency of two grey levels, i and j. It is 
calculated as, 
            j y x I i y x I y x y x d j i P    2 2 1 1 2 2 1 1 , , , : , , , , | ,  (1) 
where, (x1, y1) and (x2, y2) are the pixels’ coordinates in the image I, 
(x2, y2) = (x1  dx, y1  dy) and ||.|| is the cardinality of a set. Texture 
features, such as contrast, correlation, energy and homogeneity, 
are then derived from the co-occurrence matrix.  
 
 
Local Binary Pattern (LBP) based Features 
The LBP [21] is a hybrid texture feature widely used in image 
processing  recently.  It  combines  the  traditionally  divergent 
statistical  and  structural  models  of  texture  analysis.  The  LBP 
feature  has  some  key  advantages,  such  as  its  invariance  to 
monotonic gray level changes and computational efficiency. The 
general LBP operator based on a circularly symmetric neighbor set 
of  P  members  on  a  circle  of  radius  R,  denoted  as  LBPP,R  is 
obtained by thresholding the neighborhood pixel values with the 
gray value of the center. 
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where, gp, gc are gray levels of the neighborhood pixels and center 
pixel, respectively and s(.) is the unit-step function. See Fig.3 for 
an example of 3 × 3 neighbourhood, i.e., P = 8, R = 1.  
By introducing a uniformity measure U which corresponds to 
the  number  of  spatial  transitions  (bitwise  0/1  changes)  in  the 
pattern, the rotation symmetric and multiscale LBP, denoted as,
2
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The  superscript  riu2  reflects  the  use  of  rotation  invariant 
“uniform” patterns that have U values of at most 2. Eq.(3) assigns 
a unique label to each of the “uniform” patterns corresponding to 
the number “1” bits in the pattern, while the “nonuniform” patterns 
are  grouped  under  the  label  P  + 1.  For  example  in  Fig.3,  the 
clockwise  8-neighbor  pixels’  intensities  are  thresholded  as 
10010111  which  is  151  for  the  LBPP,R.  Since  U(LBPP,R)  =  4, 
9
2
, 
riu
R P LBP  
belongs to the “nonuniform” patterns. 
Based  on  the 
2
,
riu
R P LBP  values  of  pixels  in  each  sliding 
window, a uniform LBP histogram is generated. The final textural 
Training Stage 
 
Preprocessed 
CXRs without AS  
 
Preprocessed 
CXRs with AS 
 
Windows 
Division 
 
Windows 
Division  
 
Multiple Features 
Extraction 
(LBP+HOG+GL
CM) 
 
Adaboost 
Classifier 
 
Windows 
Division 
 
 
Testing Stage 
 
Preprocessed 
CXRs 
 
 
False Positive 
Reduction 
 
Detected AS 
Regions 
 
 
Multiple Features 
Extraction 
(LBP+HOG+GL
CM) 
 TAO XU et al.: COMPUTER-AIDED DETECTION OF ACINAR SHADOWS IN CHEST RADIOGRAPHS 
596 
 
features  are  obtained  as  six  statistical  measurements  (mean, 
standard  deviation,  skew,  kurtosis,  entropy  and  energy)  of  the 
histogram. 
 
Fig.3. An example of calculating LBP values in a 3 × 3 
neighborhood 
Histogram of Oriented Gradients (HOG) based Features 
The  HOG  feature  [22],  similar  to  Lowe's  scale-invariant 
feature  transform  (SIFT)  feature,  is  regarded  as  an  excellent 
descriptor to capture the edge or local shape information. It has a 
great  advantage  of  being  robust  to  changes  in  illumination  or 
shadowing.  The  HOG  feature  for  each  16  ×  16  window  is 
calculated as follows: 
Step 1: Gradient Computation: The gradient of each pixel in the 
window is calculated using two filter kernels: [-1, 0, 1] 
and [-1, 0, 1]
T. Let the magnitude and orientation of the 
gradient of the i
th pixel (1  i  256)) be denoted by mi and 
φi, respectively. 
Step 2: Orientation Histogram: Each window is first divided into 
non-overlapping  cells  of  equal  dimension,  e.g.,  a 
rectangular cell of 8 × 8. The orientation histogram is 
then generated by quantizing φi into one of the 9 major 
orientations:   
9 9
1 2  

 k
, 1 k  9. The vote of the 
pixel is weighted by its gradient magnitude mi. Thus, a 
cell orientation histogram Hc is a vector with dimension 
of 1 × 9.  
Step 3: Block Normalization: In order to account for changes in 
illumination  and  contrast,  the  cell  histogram  must  be 
locally  normalized,  which  requires  grouping  the  cells 
together  into  larger,  spatially-connected  blocks.  In 
practice, 16 × 16 window is treated as one block (i.e. 2 × 2 
cells). Therefore, the feature vector of one block Hb is 
concatenated by four cell histograms: Hb = [Hc1 Hc2 Hc3 
Hc4].  The  normalized  HOG  feature  vector  is  then 
calculated as,  
 
b
b
b H
H
H  ˆ    (4) 
where  . represents the L
2 norm and  b H ˆ  is a vector with 
dimension of 1 × 36. 
The  combination  of  various  features  is  a  concatenation  of 
different feature vectors. Given a 16 × 16 image window, GLCM, 
LBP and HOG based feature vectors with sizes of 1 × 4, 1 × 6 and 
1 × 36 can be calculated respectively. So the final concatenated 
feature vector is 1 × 46 for each window. These feature vectors are 
then fed to the classifier, explained below for AS detection. 
2.2.2  Adaboost Classifier: 
Classifier plays an important role in a CAD system design. 
Currently, the Support Vector Machine (SVM) [24] and variants 
of  Boosting  [25]  are  two  leading  classifiers  for  their  good 
performance and efficiency. Boosting is a general technique for 
improving performance of any given classifier. It can effectively 
combine  a  number  of  weak  classifiers  into  a  strong  classifier 
which can achieve an arbitrarily low error rate given sufficient 
training data [26]. Compared to SVM, Boosting techniques such 
as Adaboost [25], the most popular Boosting method, have less 
parameters to tune, are more resistant  to overfitting problem and 
do  not  require  prior  knowledge  of  the  features.  In  our  study, 
comparison tests between SVM and Adaboost with same features 
were performed. Based on the performance, Adaboost is selected 
as the final classifier for AS detection. See more details in Section 
4 for the comparison experiments. 
The  Adaboost  algorithm  forms  a  strong  classifier  by 
combining a set of weak learners linearly in an iterative manner. A 
single level decision tree called decision stump is used as the weak 
classifier.  Given  N  training  examples  (x1,  x2,…,  xN)  and 
corresponding  labels  (y1,  y2,…,  yN)  with  yi    {1,  1},  the 
pseudo-code  of  the  Adaboost  combing  M  decision  stumps  is 
shown in the following three steps, 
Step  1:  Initialize  observation  weights,
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where, i = 1, 2,…, N, N
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  positive and negative samples, respectively. 
Step 2: For m = 1 to M 
(a)  Fit a decision stump hm(x) to the training data using 
weights   m
i w ,  where  hm(xi)  =  sign(xi  –  tm),  tm  is  a 
feature  value  chosen  as  threshold  for  the  decision 
stump. 
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Step  3:  Combine  weak  learners  into  a  strong  classifier, 
    


 


 

M
m
m m x h sign x f
1
 . 
3. RESULTS AND DISCUSSION 
With randomly selected subset images from datasets D1-D4, 
experiments with different features and classifiers were performed 
to  verify  the  effectiveness  of  the  proposed  detection  system. 
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Although individual feature analysis techniques have their merits 
in specific applications, our hypothesis is: multiple strong features 
can deliver better outcome. Thus, we propose to use a combination 
of GLCM, LBP and HOG features with Adaboost classifier for AS 
detection based on our performance analysis outcome. To further 
improve  the  accuracy,  an  efficient  smoothing  technique  using 
morphological operations is proposed. 
3.1  GROUND  TRUTH  SETTING  AND  OTHER 
CONFIGURATIONS 
Although radiologists have helped to extract the ground truth 
region  containing  AS,  some  sliding  windows  are  vague  to  be 
defined  as  positive  windows  with  AS  due  to  the  incomplete 
coverage of the target. Fig.4 shows an example where the white 
rectangular block is one of the sliding windows and white closed 
contour is the groud truth drawn by radiologist. To resolve such 
ambiguity, we define an area ratio R = (area of AS in the window) 
/ (area of the window) to divide the positive and negative windows. 
Given a threshold value t, a positive window should satisfy R  ≥  t, 
and  vice  versa.  For  example  in  Fig.4,  if  t  =  3/4,  the  white 
rectangular block will not be considered as a positive window with 
AS.  
 
Fig.4. An example of a window (white rectangular block) 
containing part of AS (white contour) 
The selected multiple features used for comparison include 6 
features based on HM [17], 5 features based on FS [18], 4 features 
based on GLCM [19], one feature of FD value [20], 6 features 
using uniform LBP histogram [21], 36 features based on HOG 
[22] and 6 features based on TM [23].  Details of these features are 
listed  in  Table.1.  Due  to  the  huge  number  of  existing  texture 
features, we only select the above seven types which are widely 
used, and provide complementary information. For example, HM 
based features belong to 1st-order statistical features, FS based 
features  belong  to  frequency  domain  features,  GLCM  based 
features belong to 2nd-order statistical features, FD value belongs 
to model based feature, LBP based features are both statistical and 
structural  features.  LBP,  HOG  and TM  are  the  state-of-the-art 
features in the object detection area. All these features have at least 
one of the rotation, scale and translation invariance characteristics. 
Classifiers  selected  for  comparison  are  LIBSVM  [27]  and 
Adaboost  [25].  LIBSVM  is  an  integrated  software  for  support 
vector  classification,  regression,  and  other  work.  In  LIBSVM, 
linear, polynomial, radial basis function (RBF) and sigmoid are 
widely used kernels. In our experiments, it is observed that the 
RBF kernel function outperformed other kernels. Parameters are 
all set to the default values in LIBSVM. As for Adaboost, only one 
parameter, M, is set to be 100 because no significant performance 
improvement is achieved while increasing M.  
Table.1. Multiple Features Used for Comparison 
Multiple 
Features 
from 
No. of 
Features  Used Features 
HM[17]  6 
Mean,  standard  deviation, 
smoothness,  skewness, 
uniformity,  and  entropy 
calculated  from  the  intensity 
histogram. 
FS[18]  5 
Energy, variance, entropy, low 
frequency  energy  ratio, 
low/high frequency energy ratio 
calculated from FS. 
GLCM[19]  4 
Contrast,  correlation,  energy, 
homogeneity  calculated  from 
the  co-occurrence  matrix  in 
horizontal, vertical and diagonal 
directions. 
FD[20]  1  Fractional dimension 
LBP[21]  6 
Mean,  standard  deviation, 
smoothness,  skewness, 
uniformity,  and  entropy 
calculated  from  the  histogram 
of LBP values. 
HOG[22]  36  4 cells of 9 major orientation of 
the gradient 
TM[23]  6  Moments of T00, T01, T10, T11, 
T12, T21 
Sensitivity, specificity and precision are applied to evaluate the 
classification  performance, which are widely used in medical 
domain. These parameters are defined as follows. 
 
positives   alse f   of   No.     positives    true of   No.
positives    true of   No.
  Precision 
positives   alse f   of   No.     negative    true of   No.
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
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



 (5) 
3.2  PERFORMANCE COMPARISON  
Since the region of AS only occupies a small part of a CXR 
image, to make the sample size between normal and abnormal 
cases  relatively  balanced  in  training,  we  randomly  select  25 
preprocessed CXR images in D1 to obtain positive windows and 6 
preprocessed CXR images from D2 to D4 to get negative windows. 
For testing, we select the rest from D1 and randomly select 10 
images from D2 to D4. The classification results using only one 
type  of  features  with  SVM  are  listed  in  Table.2.  The 
corresponding receiver operating characteristic (ROC) curves by 
tuning threshold t are shown in Fig.5. The Area Under the Curve 
(AUC) is also calculated and listed in Table.2. In comparison, the 
classification results of using the same individual features with TAO XU et al.: COMPUTER-AIDED DETECTION OF ACINAR SHADOWS IN CHEST RADIOGRAPHS 
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Adaboost and the corresponding ROC curves are shown in Table.3 
and Fig.6. 
From the above experimental results, it is observed that LBP 
outperforms  the  other  features.  GLCM  and  HOG  also  achieve 
good performance. While keeping the similar sensitivity, classifier 
Adaboost  greatly  increase  the  precision  and  specificity 
outperforming the SVM. Our hypothesis is to use multiple strong 
features  to  deliver  better  outcome.  Thus,  we  perform  other 
comparison experiments using different combination strategies of 
LBP,  GLCM  and  HOG  features.  The  SVM  and  Adaboost 
classification results using LBP combined with other features are 
listed  in  Table.4  and  Table.5,  respectively.  The  corresponding 
ROC curves with different t are shown in Fig.7 and Fig.8. Since it 
is difficult to discriminate different curves, the rectangular regions 
in Fig.7 and Fig.9 are enlarged and shown in the middle of the Figs. 
It could be observed that the combination of LBP, GLCM and 
HOG achieves the overall best performance in both SVM and 
Adaboost classification. For the performance comparison between 
SVM  and  Adaboost  classifiers,  Adaboost  greatly  outperforms 
SVM  in  specificity  and  precision  while  keeping  similar  high 
sensitivity. The Adaboost classifier using LBP, GLCM and HOG 
based  features  provides  around  5%  and  12%  improvement  in 
average specificity and precision, which means it not only reduces 
the false positives but also increases the accuracy on the total 
detected positives significantly. 
Based  on  the  outcome  of  our  comparison  analysis,  LBP  + 
GLCM + HOG features and Adaboost classifier are applied in the 
final AS detection system. Considering different characteristics 
among D2, D3 and D4 (atypical TB without AS, normal cases 
without  AS  and  nodule  cases  without  AS,  respectively),  we 
conduct tests for the datasets D1 with D2 (D1D2), D1 with D3 
(D1D3), and D1 with D4 (D1D4), respectively. Notice that in 
Table.5, the best performance of using LBP + GLCM + HOG with 
Adaboost is achieved when t = 3/4, thus the threshold for the 
whole datasets tests is chosen as t = 3/4. The final AS detection 
performance is shown in Table.6. Quantitative analysis shows that 
the  proposed  CAD  system  achieves  both  high  sensitivity  and 
specificity. Examples of AS detection results of CXRs from D1 
are shown in Fig.9. It could be observed that the detected positive 
windows are quite consistent with the ground truth drawn by the 
radiologist. However, the specificity and precision in the test of 
D1D2 is relatively lower. It is because  larger number of  false 
positive windows are detected in the images of D2 compared to 
D3 and D4. This higher false positive rate (lower specificity) in 
D1D2 test could be explained as more lesions similar to AS caused 
by  atypical  TB  are  observed  in  CXRs  in  D2.  Although  the 
specificity in tests of D1D3 and D1D4 are close to 100%, there are 
still  several  images  in  D3  and  D4  containing  false  positive 
windows. Examples of those false positive windows are shown in 
Fig.10. 
 
 
 
 
3.3  FALSE POSITIVE REDUCTION 
As  most  of  the  false  positive  windows  detected  by  the 
proposed CAD system are discrete windows in the CXR image, a 
morphological smoothing operation is introduced to reduce the 
false positive windows so that the radiologist’s diagnosis can be 
more effective. Considering a block of 3 × 3 windows, for each 
center window, if five or more of its 8-neighbor windows have the 
different  classification  label  as  the  center  window,  the  center 
window  is  smoothed  as  the  same  label  as  the  majority  of  its 
neighbourhood. By applying this smoothing technique, the final 
AS detection results are greatly refined for the specificity and 
precision, while keeping the high sensitivity. See Table.7 for the 
refined  results.  Examples  of  false  positive  windows  in  CXR1, 
CXR3 and CXR4 in Fig.10 are all removed except a few left in 
CXR2 (See Fig.11 for the rest of false positive windows). 
Table.6. Final AS detection results without smoothing 
Results  D1D2  D1D3  D1D4 
Sen  98.4%  98.1%  98.3% 
Spe  93.5%  99.9%  99.9% 
Pre  63.3%  99.5%  98.1% 
Table.7. Final AS detection results 
Results  D1D2  D1D3  D1D4 
Sen  92.4%  91.7%  92.5% 
Spe  97.4%  100%  100% 
Pre  80.4%  100%  100% 
4. CONCLUSIONS 
A  hybrid  intelligent  system  is  proposed  to  detect  acinar 
shadow  regions  in  chest  radiographs.  This  novel  CAD  system 
takes advantages of integrating multiple features of LBP, GLCM 
and HOG into the Adaboost classifier. False positives are further 
reduced  by  introducing  a  morphological  smoothing  technique. 
The proposed CAD system shows an outstanding performance 
with  more  than  92%  sensitivity,  97%  specificity  and  80% 
precision, which make it an effective tool to improve diagnostic 
performance. Our CAD system is efficient to eliminate a large 
number of irrelevant cases so that the radiologists can focus on a 
smaller set of significant cases. Note that accurate and automatic 
lung field segmentation technique such as ERF-ASM proposed in 
[28] used in conjunction of the CAD system proposed in this paper 
will help not only fully automate the detection but also remove 
false  positives  out  of  the  lung  region.  Future  work  includes 
exploring other features for validating the classification accuracy 
between typical and atypical TB. For example, the co-occurrence 
of other abnormalities in the vicinity of AS might be studied. 
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Table.2. SVM Classification Results Using One Type of Features, t is the threshold for area-ratio 
Results  t  1/8  2/8  3/8  4/8  5/8  6/8  7/8  1  Avg  AUC 
Only HM 
Sen  94.5%  94.1%  93.2%  92.4%  90.4%  89.6%  89.2%  90.1%  91.7% 
0.729   Spe  34.7%  37.1%  41.7%  42.4%  48.3%  50.6%  52.7%  55.6%  45.4% 
Pre  37.5%  36.6%  36.7%  35.5%  36.1%  35.0%  33.9%  33.4%  35.6% 
Only FS 
Sen  97.9%  98.3%  98.2%  98.1%  98.2%  52.8%  6.3%  0.6%  68.8% 
0.796  Spe  26.1%  27.7%  29.0%  30.3%  31.8%  93.2%  99.4%  100.0%  54.7% 
Pre  35.8%  34.8%  33.7%  32.9%  32.0%  70.0%  75.4%  80.0%  49.3% 
Only GLCM 
Sen  93.6%  93.7%  93.1%  92.5%  92.7%  91.9%  92.0%  91.7%  92.6% 
0.913   Spe  80.9%  82.3%  84.0%  85.2%  85.8%  87.5%  88.3%  90.0%  85.5% 
Pre  67.4%  67.5%  68.1%  68.5%  68.1%  68.9%  68.5%  69.7%  68.3% 
Only FD 
Sen  74.6%  71.1%  69.2%  66.7%  64.1%  62.5%  60.0%  56.5%  65.6% 
0.804   Spe  79.1%  82.7%  84.6%  86.7%  88.8%  91.1%  91.8%  93.1%  87.2% 
Pre  56.0%  57.7%  58.4%  59.7%  61.2%  64.1%  63.2%  63.6%  60.5% 
Only LBP 
Sen  97.4%  97.8%  97.9%  98.3%  98.6%  98.8%  97.9%  98.7%  98.2% 
0.946   Spe  89.3%  89.1%  89.1%  90.3%  90.6%  90.7%  91.4%  91.7%  90.3% 
Pre  77.9%  76.4%  76.6%  77.0%  76.7%  75.6%  75.8%  75.0%  76.4% 
Only HOG 
Sen  95.3%  95.7%  96.3%  96.2%  96.5%  96.5%  95.5%  95.9%  96.0% 
0.885   Spe  72.5%  73.7%  75.7%  77.3%  78.0%  79.2%  80.8%  82.0%  77.4% 
Pre  55.3%  54.7%  55.3%  55.5%  54.8%  54.1%  53.8%  53.1%  54.6% 
Only TM 
Sen  97.7%  90.0%  67.7%  51.0%  42.2%  15.9%  1.0%  0.3%  45.7% 
0.745  Spe  34.3%  47.7%  63.6%  76.8%  84.5%  98.1%  99.9%  100.0%  75.6% 
Pre  34.7%  36.4%  36.7%  39.3%  42.9%  68.3%  77.8%  100.0%  54.5% 
 
Fig.5. ROC curves of different features using SVM
0.0% 
20.0% 
40.0% 
60.0% 
80.0% 
100.0% 
0.0%  20.0%  40.0%  60.0%  80.0%  100.0% 
S
e
n
 
1-Spe 
Only_HM 
Only_FS 
Only_GLCM 
Only_FD 
Only_LBP 
Only_HOG 
Only_TM TAO XU et al.: COMPUTER-AIDED DETECTION OF ACINAR SHADOWS IN CHEST RADIOGRAPHS 
600 
 
Table.3. Adaboost Classification Results Using One Type of Features 
Results  t  1/8  2/8  3/8  4/8  5/8  6/8  7/8  1  Avg  AUC 
Only HM 
Sen  86.9%  84.0%  85.4%  79.9%  79.7%  73.4%  70.4%  68.8%  78.6% 
0.737  Spe  49.2%  53.5%  53.4%  60.1%  60.7%  66.9%  70.3%  72.4%  60.8% 
Pre  56.7%  54.1%  52.9%  49.8%  48.2%  44.1%  41.0%  38.1%  48.1% 
Only  FS 
Sen  91.6%  86.7%  86.0%  83.6%  81.9%  82.2%  77.7%  76.7%  83.3% 
0.858  Spe  71.8%  77.3%  79.1%  80.4%  80.3%  81.6%  83.5%  85.0%  79.9% 
Pre  72.0%  69.4%  67.8%  66.0%  64.1%  62.3%  58.9%  56.2%  64.6% 
Only GLCM 
Sen  93.4%  93.6%  92.7%  92.4%  92.3%  92.0%  92.4%  92.6%  92.7% 
0.917  Spe  83.6%  85.3%  84.7%  87.3%  88.0%  89.6%  90.1%  90.8%  87.4% 
Pre  81.0%  79.9%  78.7%  77.7%  76.6%  75.0%  73.5%  71.5%  76.7% 
Only FD 
Sen  81.6%  82.3%  78.7%  73.6%  74.2%  74.5%  72.9%  66.6%  75.5% 
0.822  Spe  73.8%  73.8%  77.4%  81.2%  81.3%  81.7%  83.4%  89.6%  80.3% 
Pre  73.7%  72.4%  70.2%  67.6%  66.4%  64.6%  62.1%  57.6%  66.8% 
Only LBP 
Sen  96.2%  96.3%  96.3%  96.4%  96.7%  96.6%  96.6%  96.4%  96.4% 
0.959  Spe  94.1%  94.4%  94.5%  95.4%  95.7%  96.2%  96.4%  95.8%  95.3% 
Pre  91.4%  90.9%  90.1%  89.8%  89.3%  88.4%  87.5%  85.5%  89.1% 
Only HOG 
Sen  89.7%  91.1%  90.4%  90.8%  92.1%  90.9%  87.7%  90.5%  90.4% 
0.885  Spe  81.0%  81.4%  82.9%  83.7%  84.9%  86.2%  87.7%  87.7%  84.4% 
Pre  72.3%  71.2%  69.7%  68.6%  67.5%  65.4%  62.6%  61.1%  67.3% 
Only TM 
Sen  80.7%  78.1%  76.1%  75.7%  72.9%  71.2%  67.4%  64.4%  73.3% 
0.785  Spe  67.9%  70.2%  72.8%  73.6%  76.2%  77.7%  80.2%  85.0%  75.5% 
Pre  65.7%  63.4%  61.3%  59.8%  57.4%  54.8%  51.3%  47.7%  57.7% 
 
Fig.6. ROC curves of different features using Adaboost 
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Table.4. SVM classification results using combined features of LBP, GLCM and HOG 
Results  t  1/8  2/8  3/8  4/8  5/8  6/8  7/8  1  Avg  AUC 
LBP+HOG 
Sen  97.0%  97.7%  98.0%  97.6%  98.4%  98.9%  98.6%  98.8%  98.1% 
0.946  Spe  87.8%  88.1%  89.3%  90.1%  90.8%  90.9%  91.7%  92.1%  90.1% 
Pre  74.0%  73.1%  74.0%  74.3%  74.7%  73.6%  73.7%  72.8%  73.8% 
LBP+GLCM 
Sen  97.5%  97.9%  98.2%  98.1%  98.3%  98.2%  98.2%  98.1%  98.1% 
0.950  Spe  88.5%  88.7%  89.7%  90.4%  90.8%  91.6%  92.1%  92.5%  90.5% 
Pre  78.3%  77.5%  77.9%  78.2%  78.0%  78.1%  77.7%  77.7%  77.9% 
LBP +GLCM+HOG 
Sen  98.5%  98.6%  98.7%  98.6%  99.2%  99.4%  99.5%  99.4%  99.0% 
0.956  Spe  88.5%  88.9%  89.4%  90.4%  90.7%  91.5%  92.0%  92.6%  90.5% 
Pre  78.4%  77.7%  77.4%  78.1%  77.7%  77.8%  77.5%  77.0%  77.7% 
 
Fig.7. ROC curves using different combination of LBP, GLCM and HOG features with SVM. To better discriminate different curves, the 
rectangle area has been enlarged and shown in the middle 
Table.5. Adaboost Classification Results Using Combined Features of LBP, GLCM and HOG 
Results  t  1/8  2/8  3/8  4/8  5/8  6/8  7/8  1  Avg  AUC 
LBP+HOG 
Sen  95.9%  96.2%  96.2%  97.0%  96.7%  96.5%  96.7%  96.2%  96.4% 
0.962  Spe  94.4%  95.1%  95.3%  95.7%  96.0%  96.7%  96.4%  96.7%  95.8% 
Pre  91.2%  90.7%  90.1%  89.7%  89.1%  88.2%  87.3%  86.1%  89.1% 
LBP+GLCM 
Sen  96.1%  96.3%  96.8%  97.0%  97.6%  97.3%  97.4%  96.6%  96.9% 
0.963  Spe  93.4%  93.6%  94.0%  94.7%  95.0%  95.9%  96.3%  96.5%  94.9% 
Pre  92.4%  91.9%  91.5%  91.0%  90.5%  89.7%  88.9%  87.9%  90.5% 
LBP +GLCM+HOG 
Sen  97.1%  97.5%  97.1%  97.4%  97.8%  98.4%  97.4%  97.7%  97.5% 
0.968  Spe  94.2%  94.7%  94.8%  95.0%  95.4%  95.6%  96.5%  96.5%  95.3% 
Pre  92.0%  91.4%  91.0%  90.5%  90.0%  89.3%  88.4%  87.4%  90.0% TAO XU et al.: COMPUTER-AIDED DETECTION OF ACINAR SHADOWS IN CHEST RADIOGRAPHS 
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Fig.8. ROC Curves using Different Combination of LBP, GLCM and HOG Features with Adaboost. To Better Discriminate Different 
Curves, the Rectangle Area has been Enlarged and shown in the Middle 
Original CXR from D1  AS Detection Result  Original CXR from D1  AS Detection Result 
       
       
Fig.9. True positive windows detected in D1 comparing with the ground truth (white contour) 
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CXR2 from D2 
 
Fig.11. False positive windows detected in CXR2 of Fig.10 after 
the smoothing technique 
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