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a  b  s  t  r  a  c  t
This paper  demonstrates  the use  of  benchmarking  methods  for residential  buildings  in  an  energy  rich
economy.  Three  bottom-up  methods  were  used,  ordinary  least  square  (OLS),  support  vector machines
(SVM),  and  engineering  modelling  (EM).  EM  highlighted  the  energy  inefﬁciency  in these  buildings,
where  the  EM  simulations  showed  the potential  of  halving  the  average  measured  consumption  of
20.5  MWh/year.  SVM  could  demarcate  buildings  and  households  with consumption  of  >16.0  MWh/year
which  are  considered  to be  inefﬁciency.  OLS  is simple  to use  and  the  non-linear  least  square,  showingeywords:
nergy efﬁciency
nergyPlus
LS
VM
R2 >  0.8,  performs  better  than  linear  least  square  ﬁt.  This work  allows  two  EUI  benchmark  measures  to
be  determined  and  they  have average  values  of  2035  kWh/person/year  and  56  kWh/m2/year.
©  2014  The  Authors.  Published  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY-NC-SA
license  (http://creativecommons.org/licenses/by-nc-sa/3.0/).enchmarking method
esidential buildings
. Introduction
The operation cost of a building is greatly dominated by fuel and
ower consumption. A typical energy proﬁle of a developed econ-
my shows at least 36% of energy consumption is by the building
ector [1]. This is a signiﬁcant proportion of the total energy con-
umption, and any successful energy savings in this sector would
igniﬁcantly improve the energy efﬁciency in the economy.
Energy benchmarking of buildings allows the energy perfor-
ance of buildings to be compared for the purpose of effective
nergy management and building designs. Energy benchmarking
an be used to standardize energy consumption indicators and
eﬁne the baseline of energy efﬁciency in a given economy. Energy
anagement is used to attain or improve on the benchmarked
evel, and the models used in some benchmarking methods could
e extended to include the energy management of buildings as
eported by Li and Wen  [2]. The concept of energy benchmarking
or buildings is not new, and the methodologies for benchmarking,
ating and even labeling have evolved over the years. Lombard et al.
3] has provided a comprehensive discussion in deﬁning the funda-
ental parameters crucial for energy benchmarking for buildings,
hich could be useful for grasping the fundamental concepts of
enchmarking.
The methodology in setting the benchmark can be simplistic,
ike normalization, or in more elaborate techniques, like machine
∗ Corresponding author. Tel.: +673 7144266; fax: +673 2461502.
E-mail addresses: veronikashabunko@yahoo.com, 12h1205@ubd.edu.bn
V. Shabunko).
ttp://dx.doi.org/10.1016/j.enbuild.2014.08.047
378-7788/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unlearning and engineering modelling [4,5]. In comparing the energy
performance of buildings, benchmarking has to be resilient to fac-
tors like weather changes and variation in building utilization. The
selection of benchmarking methods is determined by constrains
such as sample size and the resolution of the data.
This paper describes benchmarking methodologies for the res-
idential sector in Brunei Darussalam. In the residential sector, 98%
of its energy supply is electricity. In Brunei Darussalam, the power
generation is almost 100% by natural gas and the tariff structure can
be viewed at the Department of Electrical Services (DES) homepage
[6].
A majority, 60%, of the electricity consumed is used for space
cooling [7]. The main features of the climate in Brunei are small
temperature variations throughout the year both seasonally and
with slight variations in different parts of the country. There is
abundance rainfall in the winter monsoon season, where the total
annual rainfall exceeds 2300 mm throughout the country. It has a
diurnal temperature range of 21–36 ◦C. The relative humidity (RH)
is usually between 65 and 98% [8].
In the 2011 national population and housing censors, Brunei has
a total of 68,208 households. The distributions are concentrated
in the city area. The national housing scheme has over the years
developed clusters of houses or estates, mainly detached, terrace
and single houses. The size of the housing estates can vary from just
over 1000 units to 4000 units.
This study has selected 3 of such housing estates with a total of
256 samples. These are the Meragang, Panaga, and Menteri hous-
ing estates. The residential houses in the Menteri estates are over
10 years and with ﬂoor area of 300 m2 and above. The Meragang
and Panaga housing are new developments with just over 2 years
der the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
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f occupancy period, and their ﬂoor areas are 135–250 m2. The
ocations of the samples are shown in Fig. 1.
The building envelope of the samples is commonly fabricated
ith a single layered external brick wall and the rooﬁng is usu-
lly ceramic tiles or steel. The roof and internal ceiling is normally
nsulted with rock wool, which serves as a heat and sound insulator.
able 1 provides the general dimensions and material descriptions
f the building envelope used by the samples. These are the typical
peciﬁcations, however, variations may  occur for buildings over 10
ears. These houses are built in accordance to the Brunei Building
ode.
The internal walls and ﬁttings, such as lighting, heating ventila-
ion and air-conditioning (HVAC), can differ from house to house.
he orientation of walls and windows with respect to the geograph-
cal directions differs, hence, variation in the heat transfer from the
utside into the houses is expected. This study takes the average
ffects. The models assume an average effect by taking orienta-
ions for the four compass points. In general, the building envelope
s common for the new houses, and the variations would be on
he occupancy and the life-style. The occupancy level per unit ﬂoor
able 1
ist of typical building envelope of residential buildings in Brunei Darussalam.
Materials
Partitions • 12 mm thick gypsum plaster
• 115/75 mm thick brick
Roof • 10 mm gypsum plasterboard ceiling
•  Airspace pitch
• 50 mm thick/60 kg3 ﬁberglass insulation
• 15 mm clay or metal roof tile
Ceiling • 9–10 mm gypsum board
• 75–100 mm rock wall ﬁberglass insulation
Window • 3 mm single glass in aluminium frame sample types.
area in the sample averages 4.9 per house. In the older houses, slight
variations in the building envelope are expected as certain degree
of changes and maintenance could change the external facade.
2. Methods
A selection of energy benchmarking methods has been reported,
and the selection of these methods is determined by constrains
and outputs. The constrains can be the accessibility of data, data
size, and data coverage. This study deploys three methods, namely:
(a) statistical, (b) machine learning, and (c) engineering modelling.
These selected methods can be broadly categorized as bottom-up
approach where dissociated data are used. The bottom-up methods
require extensive data sets, and they involve elaborate data acqui-
sition [9]. The selected benchmarking methods are not exhaustive
to the data set. Many other methods could be deployed, exam-
ple, principal component regression (PCR) method could be used to
neutralize noise effect in the data set [10]. However, the method-
ologies deployed in this study is to demonstrate low cost methods
using OLS to highly laborious benchmarking technique of engineer-
ing modeling (EM).
A review on statistical methods for energy benchmarking has
been reported by Chung [11]. The simplest statistical approach is
the ordinary least square (OLS) method, also known as a linear regres-
sion based statistical technique. OLS is a fast method for estimating
energy use intensity (EUI). The factors contributing to the EUI are
assumed to be linearly related, and OLS determines the best ﬁt of
the EUI over n number of observations. This is achieved by mini-
mizing the intercept – a, coefﬁcients – bi, and random error – i of
the EUI expressed as:n∑
i=1
2i EUIi = a + b1x1,i + · · · + bjxj,i + i (1)
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 represents the variables associated with the energy use, example
oor area. From the selected data set of the chosen EUI, a regression
ine is produced, and the gradient of the best ﬁt line represents the
UI, and this is used as the benchmark.
Machine learning method in the form of support vector machines
SVM) is well suited for regression problems. SVM is highly effective
or solving non-linear problems with a small sample size of training
ata [12]. SVM looks for the optimal separation of data represent-
ng high and low energy efﬁciency by deriving a hyperplane which
eﬁnes the benchmark.
Deﬁne the sample set as {(Xi, Yi)}Ni=1, where N is the total num-
er of sample, Xi represents the electricity consumption of the ith
ample and Yi is the normalized energy usage for the ith sample.
he relation of Xi to Yi is given by:
 = W · (X) + b (2)
The SVM minimizes the difference between the actual value Y
nd the predicted value f(X). This is done by minimizing the regu-
arized function as:
inimize;
(
1
2
)
||W ||2 +
(
C
N
) N∑
i=1
L(Yi · f (Xi)) (3)The second term in the regularized function determines the
rror of the prediction and it takes the values L(Yi, f(Xi)) = 0 if
Yi − f(Xi)| ≤  and L(Yi, f(Xi)) = |Yi − f(Xi) − | for others.  is referweekends, (c) aggregated, and (d) Ramadan season.
to as the radius. The values for W and b are obtained by using the
Lagrangian multiplier method. Hence,
Y =
N∑
i=1
(  ˛ − ¯˛ )TK(Xi, X) + b (4)
is the Lagrangian multiplier and K(Xi, X) = (Xi)T(X) is the kernel
function. In our model, we  have selected the radial basis function,
exp(−  ||Xi − X||2), as the kernel. The input data for training the
machine learning models were obtained from on-site measure-
ments, surveyed data and billing records. This study uses libsvm,
version 2.6 in R programming [13].
The engineering modeling method is less commonly used for
benchmarking. However, the deployment of this method is well
documented by Torcellini et al. [14] and Fumo et al. [15], and the
method is further simpliﬁed by Yan et al. [16]. The tools for the sim-
ulations of the models are readily available. Crawley et al. [17] has
provided a thorough review of these tools. A database of energy
modeling tools can be found at the Department of Energy (DOE),
USA home-page [18]. The tool selected for this study is EnergyPlus,
a software licensed and maintained by the DOE [19].
Energy simulation tools are designed for simulating the energy
performance of buildings deﬁned by virtual models of the buildings.
The models are developed from the architectural parameters of the
buildings. In additional to the architectural data, the models also
take into account the occupancy schedule, the power ratings of the
appliances, appliance use schedules, and the building orientation.
The simulation couples in the weather data, such as daylight hours,
wind speed, outdoor air temperature, and humidity, to determine
the heat transfer across the building envelope. The weather data
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showing an average of 56 kWh/m /year. The distribution functions
for kWh/person and kWh/m2 are:
Statistical method: The simplest statistical approach, known
as, ordinary least square (OLS) method using linear regressionFig. 3. Distribution of power consumption normalized to (a) u
sed is usually previously recorded yearly data. The appliance usage
an be directly measured, however, in this study only the overall
lectricity used is considered in the simulation.
. Results and discussion
The electric power meter readings for the sample were obtained
rom DES. The numbers and ratings of the energy intensive
ppliances like air-conditioning, cookers and water heaters were
ecorded using questionnaires. The questionnaires also record the
se schedules of these appliances. The 24 h normalized electricity
oad proﬁle of a typical residential building in Brunei Darussalam
s shown in Fig. 2a and b. The weekday load shows three peaks.
he ﬁrst one of the day at 07:00, followed by one smaller peak at
3:00 and the highest peak occurs at 18:00. The weekend load pro-
le only shows one broaden peak from 1 pm to 3 pm.  The weekend
onsumption corresponds well with the change in ambient tem-
erature of the day. The energy use over this period is 60% for
pace cooling. Both of these load proﬁles are atypical of urban liv-
ng. The weekday load suggests the occupancy level is low during
fﬁce hours and a slight peak during lunch hour. This reﬂects the
ife-style of the sample where family returns to their homes for
eals. The aggregation of the weekday and weekend load is shown
n Fig. 2c.
A unique load proﬁle is shown in Fig. 2d. This load proﬁle is mea-
ured during the Muslim holy month of Ramadan. During Ramadan,
uslims are obligated to fast during the day, and the working hours
n Brunei are adjusted to normally end at 15:00. The householdor area (kWh/m2/year) and (b) occupant (kWh/person/year).
prepares meals for the breaking of fast in the evenings during sun-
set at around 18:30, and meals are also prepared before fasting
begins at dawn, around 05:00. The load proﬁle shows instances of
these activities.
The distribution of power consumption normalized to occu-
pant is shown in Fig. 3a. The energy use for one year is averaged
at 2037 kWh/person, while, the normalized distribution of power
consumption per unit ﬂoor area (kWh/m2) is shown in Fig. 3b,
2Fig. 4. Polynomial least square ﬁt for kWh/people/year.
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id not produce R2 > 0.8 for EUI power consumption per person
nd EUI power consumption per unit ﬂoor area. The scatter plot
or the later are grouped into three sets because the ﬂoor area
f the sample only varies at 135, 250 and 300 m2. A least square
olynomial ﬁt was then used, and this produced R2 = 0.86, see
ig. 4. The line function is:
Machine learning method: In the SVM training, 200 samples were
sed. The initial runs uses libsvm default parameters for the best
alues of  , C and ε, which are 0.001, 100 and 0.1, respectively.
he purpose of the tuning is to look for values of  , C and ε that
ould minimize error and provide a maximum number of supporth/person/year and (b) for EUI = kWh/m2/year.
vectors. The root mean square error (RMSE) gives an indication of
the SVM performance [9].
RMSE =
√√√√ 1
N
n∑
i=1
(
pi − p′i
p′
i
)2
× 100% (5)where p′ is the predicted values of p and N is the total number of
observations.
The SVM results for EUI kWh/people and EUI kWh/m2 are shown
in Fig. 5a and b, respectively. The default values for  and ε are used.
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Table  2
Summary of results from data, non-linear least square ﬁt, SVM, and EM.
Benchmarking method EUI
kWh/m2/year kWh/person/year
Data 56 2035
Non-linear least square, f (x = people) 329.6x2 + 84.7x
Support  vector machine (SVM) 36 (C = 130) 2400
Engineering modelling (EM)a 20% conditioning 20 800
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a Estimated error for EUI produced by EM is 10%.
 large C value implies a hard hyperplan, meaning the demarca-
ion between the high and low EUI becomes well deﬁned, and this
owers RMSE values and increases the number of support vector.
owever, the efﬁciency of the computing needs to be considered.
s C is increased, a convergence in the RMSE and support vector is
bserved.
Engineering modelling:  The models were developed from the
rchitectural parameters of the buildings. The energy use for heat-
ng, ventilation and air-conditioning (HVAC) takes up 75% of the
otal energy consumption. In additional to the architectural data,
he modelling also takes into account the occupancy schedule, the
ower ratings of the appliances and the building orientation with
espect to the four main compass points.
The result shows a variation of 1.3% in energy use for different
uilding orientation, as expected for geographical location close to
he equator. This is because the building designs have long (1.5 m)
verhangs as shades for walls and windows. The modelling with
nergyPlus provided a simulation on the energy use as a function
f conditioned area. The simulation produced a range of EUIs, and
he results show a dependency on the different size of the condi-
ioned area. The simulation suggests that if 90% of the ﬂoor area is
onditioned, the EUI is averaged at 54 kWh/m2/year. The condition-
ng schedule for the models is 24 h, and the ambient temperature
s set at 24 ◦C. The models did not consider energy losses caused
y air-inﬁltration caused by poor insulations, and does not account
or the frequencies of opening and closing of doors and windows.
he observed load patterns, averaged outdoor air temperature and
umidity are used in the simulations. The EM assumed 5 people
er house.
. Conclusion
The result shows a large variation on the EUI for the different
nergy benchmarking methods, see Table 2.
The EM method depends on inputs of weather proﬁles, load pro-
les, the power ratings, numbers and types of appliances used, the
se patterns, the building design, building orientation and the spec-
ﬁcations of materials used for the building envelope. The input
arameters such as ﬂoor areas, load pattern and power ratings of
ppliances can only be estimated from the survey.
The results from the EM are comparable to the surveyed data
f only the model takes into account 90% of the ﬂoor area is con-
itioned. The door to door survey showed only 20–40% of the
oor area of the sample are conditioned. EM assumes a high
egree of insulations and minimum air-inﬁltration. The results
ould suggest there is a high potential for energy savings because
he difference between the EM results and surveyed data is
0,800 kWh/year as compared to 20,500 kWh/year. This implies a
arge energy savings potential is possible if the buildings are better
nsulated.
The outputs for the EM method can be further reﬁned by moni-
oring of energy consumption at the appliance level. However, such
pproach is expensive and impractical for residential buildings.42 1680
54 2160
This cost is measured against the absolute amount of energy that
can be saved for large commercial buildings of over 5000 m2.
The use of SVM requires careful considerations on the kernel
parameters. SVM, like any machine learning algorithm, requires
a good number of data sets for learning. In this study, C > 100
demarcated over 70% of the data to provide a benchmark at
16,000 kWh/year. The EUI for energy per ﬂoor area per year, how-
ever, was on the low side when compared to the survey. This could
be due to the spread of the data on ﬂoor areas was  insufﬁcient,
causing clustering to only three groups. The default settings in lib-
svm, version 2.6 in R programming would be the starting point for
kernel tuning. The kernel selection and the adjustments for  , C
and ε required to achieve large support vectors and low root mean
squared error (RMSE).
Although OLS is the most commonly used method, a polyno-
mial least square ﬁt produced better R-squared correlation when
compared to linear least square ﬁt.
In conclusion, the direct survey would be the best approach.
This, however, is an expensive approach and has a limited cover-
age. The SVM method requires care in the optimization of kernel
parameters. The EM has potential to produce detail energy con-
sumption patterns but the returns in terms of absolute measure
on energy savings for residential is small when compared to larger
commercial buildings.
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