Urn models have been widely studied and applied in both scientific and social disciplines. In clinical studies, the adoption of urn models in treatment allocation schemes has been proved to be beneficial to both researchers, by providing more efficient clinical trials, and patients, by increasing the probability of receiving the better treatment. In this paper, we endeavor to derive a very general class of immigrated urn models that incorporates the immigration mechanism into the urn process. Important asymptotic properties are developed and illustrative examples are provided to demonstrate the applicability of our proposed class of urn models. In general, the immigrated urn model has smaller variability than the corresponding urn model. Therefore, it is more powerful when used in clinical trials.
Introduction

Urn Models and their applications
Urn models have long been considered powerful mathematical instruments in many areas, including the physical sciences, biological sciences, social sciences, and engineering (Johnson and Kotz, 1977 ; Kotz and Balakrishnan, 1997) . For example, in medical science, Knoblauch, Neitz, and Neitz (2006) apply an urn model to study cone ratios in human and macaque retinas. In population genetics, Benaïm, Schreiber, and Tarrés (2004) make use of a class of generalized Pólya urn models to scrutinize evolutionary processes. In economics, the model is employed to capture the mechanism of reinforcement learning by Erev and Roth (1998) and Beggs (2005) . In business, a coupled Pólya urn model is utilized by Windrum (2004) to examine the recent browser war between Netscape and Microsoft. In decision science, McCabe-Dansted and Slinko (2006) employ the urn model to investigate the social choice rules that are influential factors which affect the outcomes of elections. In addition, numerous examples of applications of urn models in the areas of physics, communication theory, and computer science are also provided by Milenkovic and Compton (2004) .
In recent decades, the application of urn models in clinical trials has attracted great attention from biomedical researchers. Urn models have played an important role in the advancement of adaptive design methodologies that provide treatment allocation schemes which depend on the history of treatment outcomes. The principle of adaptive designs is to skew the probability of treatment allocation so that fewer patients receive inferior treatment, amid the accumulation of information on treatment effectiveness as the clinical study progresses.
In adaptive design, an early influential urn model is the generalized Pólya urn (GPU) that was discussed in Athreya and Karlin (1968) , Wei and Durham (1978) , and Wei (1979) . The GPU is based on the Pólya urn model which was originally constructed to model contagious diseases (Eggenberger and Pólya, 1923) . For example, the GPU model of Wei (1979) can be described as following: Assume that each incoming patient is assigned to one of K treatments, and the GPU is updated at each stage by adding one additional ball of the same treatment type if the treatment is successful, and by adding an additional However, there are several serious drawbacks of the classical urn models: (i) it is only for binary (multinomial) responses; (ii) it has a predetermined limit that usually does not have any formal optimal properties (for example, the randomized play-the-winer rule (Wei and Durham, 1978) , see for details); (iii) it usually has higher variability than other procedures (Hu and Rosenberger, 2003) , and therefore is less powerful.
Objectives and organization of the paper
In this paper, we develop a more general class of urn models that incorporate immigration, called the immigrated urn (IMU) model hereafter. Both the GPU model and the ternary urn model can be viewed as special cases of the IMU model. An example of the IMU model is the the drop-the-loser (DL) rule proposed by Ivanova (2003) . But the DL rule is limited to binary (multinomial) responses and it has a predetermined limit that does not have any formal optimal properties . The IMU encompasses a much wider spectrum of urn models and incorporates the immigration process, which offers a greater flexibility in the choice of appropriate urn models in applications. The main features of the proposed IMU model are: (i) It includes other classes of urn model as special cases; (ii) It can be used to target any given allocation proportion (optimal allocations in clinical trials, see examples in Section 4); and (iii) in the class of IMU models, one can design his own IMU model that yields a smaller variability than other urn procedures.
The exploration of asymptotic properties also helps the reader to evaluate the merits of different models in this class. In the literature, asymptotic properties of urn models are usually proven by using Athreya and Ney's (1972) technique of embedding the urn process in a continuous-time branching process. This technique does not apply to the IMU due to the possible nonhomogeneous immigration process of the IMU. It is worth to point out that the asymptotic properties of the GPU model are obtained under specific conditions of the generating matrix. However, these conditions are usually not satisfied in framework of the IMU models discussed in this article.
In this paper, we represent the IMU process by an approximated Wiener process and then obtain the asymptotic properties of the IMU. The main contributions of this paper are:
(a) to formulate a general class of urn models with the immigration process (IMU model); and (b) to derive important asymptotic properties, including strong consistency and asymptotic normality of treatment proportions;
(c) to obtain some useful and desirable IMU models based on the asymptotic properties.
In Section 2, the IMU process is outlined. Asymptotic properties are examined in Section 3. Illustrative examples that are related to the applications of the IMU are given in Section 4. Concluding remarks are provided in Section 5. Finally, the technical proofs are stated in the Appendix.
The immigrated urn model
Suppose subjects arrive sequentially to be randomized to one of K treatments and respond immediately. An IMU model is defined as follows. Consider an urn that contains balls of K + 1 types. Balls of types 1, . . . , K represent treatments, and balls of type 0 are the immigration balls.
Initially, there are Z 0,i (> 0) balls of type i, i = 0, . . . , K. Let Z 0 = (Z 0,0 , . . . , Z 0,K ) be the initial urn composition. When a patient arrives, a ball is drawn at random and the corresponding treatment will be assigned to this person. Now, right before the m-th subject arrives to be randomized to a treatment, let Z m−1 = (Z m−1,0 , . . . , Z m−1,K ) denote the composition of the urn. To avoid a negative likelihood of selecting a treatment, we adopt a slight adjustment to Z m−1 and let Z 
If a treatment ball is drawn (say, of type k, for some k = 1, . . . , K), the m-th subject is given treatment k and the outcome ξ m,k of this subject on treatment k is observed. The ball is not replaced. Instead, D m,kj = D kj (ξ m,k ) balls of type j will be added to the urn, j = 1, . . . , K. D m,kj < 0 signifies the removal of balls.
With the IMU, the number of immigration balls remains unchanged and a treatment ball is dropped when it is drawn. The number of treatment balls that is added to the urn depends on (a) the value of a m,k when an immigration ball is drawn from the urn, and It is important to note that both a m,k and D m,kj depend on m. This allows both the immigration rates and the adding rules to depend on the responses of clinical trial. Consequently, it enables us to search for the desirable IMU model that can be used to target any given allocation proportion. Since both a m,k and D m,kj depend on m, it is impossible to use Atheya and Ney's (1972) technique of embedding the urn process in a continuous-time branching process.
After the treatment assignment of the n-th subject, N n,k is used to denote the number of subjects who are being assigned to treatment k, k = 1, . . . , K. In clinical studies, the proportion N n,k /n, k = 1, . . . , K of patients being assigned to various treatments is useful information. The distributional properties and statistical behavior of N n,k /n are discussed in Section 3.
Asymptotic Properties
Notation and assumptions
Important asymptotic properties for the immigrated urn model are derived in this section. First, we need to introduce some basic notation and the required assumptions. Let θ k be an unknown parameter from the distribution of the response ξ m,k , and write θ = (θ 1 , . . . , θ K ). Assume that the immigration rates
where a k (·)s are continuous functions, and θ m−1 = ( θ m−1,1 , . . . , θ m−1,k ) and θ m−1,k are the current estimates of θ k , k = 1, . . . , K. The immigration process that is defined in (3.1) has two functions. The first is to prevent the possibility of the extinction of a particular type of treatment ball. The second is to adjust the treatment allocation proportions according to the current estimates of θ.
Without loss of generality, we assume that the unknown parameter θ k is the mean of the outcome ξ m,k and we take the sample mean as its estimate. Write ξ m = (ξ m,1 , . . . , ξ m,K ). For the adding rules, let
. . , K, and H = (h kj ) = ED n . Let θ m−1,k be the sample mean of the outcomes
where S m−1,k is the sum of the outcomes on treatment k of the previous m − 1 subjects. Here, α, β > 0 are used to avoid the nonsense case of 0/0. In general, many estimators, for example, the MLE, can be written in the form of (3.2) with S m−1,k being replaced by a sum of functions of the treatment outcomes plus a negligible remainder. 
Assumption 3.3 means that the average number of added balls at each step according to the outcome of a treatment is less than the number (one) of dropped balls. Thus, the urn is updated mainly by immigration. When the number of added balls exceeds one, the total number of balls in the urn will monotonically increase to infinity, and as a result, the probability of drawing an immigration ball will monotonically decrease to zero. This model is equivalent to the generalized Pólya urn model without immigration, which has been well studied (c.f., .
For the immigration rates, write
, and
The existence of (I − H) −1 is implied by Assumption 3.3. Also, this assumption can be replaced by a more general assumption in which there is a vector e = (e 1 , . . . , e K ) such that He ′ < e ′ and e i > 0, i = 1, . . . , K.
Main asymptotic results
and
for some ǫ > 0, where
Here,
The proof of Theorem 3.1 is given in the Appendix. Using Equation (3.5), the consistency property and asymptotic normality can be derived.
Corollary 3.1 Under the Assumptions in Theorem 3.1,
where Σ = Σ D + 2Σ ξ + Σ Dξ + Σ ′ Dξ , and
x dx) is a centered Gaussian vector with
(3.6) follows from (3.5) immediately. 
where
Proof. It is easy to check that
The results follow from Corollary 3.1.
If Assumption 3.3 is not satisfied and H1 ′ = 1 ′ , the following theorem can be used to yield the consistency property of the allocation proportion. 
where v is the left eigenvalue vector of H that corresponds to the eigenvalue 1.
The asymptotic normality of N n is still unknown when H1 ′ = 1 ′ . The proof of the above theorem is given in the Appendix. Proof. In fact, if we write D
However, ∂H/∂d k = diag(1 k )K, where 1 k has zero elements except the k-th one which is 1. Also,
It follows that
i.e., ∂v/∂d = diag(v)KA. (3.8) and (3.9) are proved. 
Applications
In this section, we apply the general asymptotic results in Section 3 to selected IMU models for illustrative purposes. 2000) proposed a birth and death urn (BDU) model to allocate treatments in clinical trials. In the BDU model, if a ball of treatment k is drawn and a subject is assigned to this treatment, the ball is not replaced when the treatment is a failure. When the treatment is a success, the ball is replaced and one additional ball of the same type is added to the urn. If an immigration ball is drawn, the ball is replaced and in addition, one ball of each treatment type is added. The BDU is a special case of the IMU with a m,k ≡ 1, D m,kj = 0 for j = k, and For this example, the asymptotic variance attains the lower bound. It is easily seen that H = diag(2p 1 , . . . , 2p K ), where p k (q k ) is the success (failure) probability for treatment k, k = 1, . . . , K. By Corollary 3.1 and Theorem 3.3,
Example 2: Drop-the-loser (DL) rule and Modified DL (MDL) rule
The urn process of the DL rule is basically the same as that of the BDU. The major difference is that when the treatment is a success, the treatment ball is replaced without the addition of extra treatment balls. The DL rule is also a member of the IMU with a m,k ≡ 1, D m,kj = 0 for j = k, and A modified version of the DL rule (MDL) is given as follows. When a treatment ball is drawn, this ball is replaced only when the treatment outcome is a success. However, when an immigration ball is drawn, instead of adding an equal number of treatment balls to the urn, we add C p k balls of type k, k = 1, . . . , K, where p k is the current estimate of the successful probability p k of treatment k, and C is a constant. With this model, more balls are immigrated to treatments with higher success rates, and subsequently, the limit proportions will be higher for better treatments. In fact, as shown below, the limit proportions are proportional to the odds p k /q k . For the DL rule, the limit proportions are proportional to 1/q k (Ivanova, 2003) . Regarding the asymptotic variance, it is easily seen that a = (p 1 C, . . . , p K C) and H = diag(p 1 , . . . , p K ). The conditions in Corollary 3.2 are satisfied for all cases with 0 < p k < 1 and k = 1, . . . , K. Therefore, by Corollary 3.2, the limit proportions are
The asymptotic variance-covariance can be derived by the formulae in Corollary 3.2 in which θ = (p 1 , . . . , p K ), h = (q 1 , . . . , q K ), and σ 2 Dk = σ 2 ξk = σ 2 Dξk = p k q k , k = 1, . . . , K. For the two-treatment case,
However, the lower bound of the asymptotic variance is 
which is twice the lower bound. Zhang et al. (2006) propose to use the GPU without immigration to target this proportion (c.f., their Example 2). The corresponding asymptotic variance is
which is much larger.
Conclusions
In this paper, we have generated a general class of urn models that incorporates immigration. As illustrated in the examples, the IMU class comprises of many useful urn models. For explicatory purposes, we focus our discussion of these applications to the clinical environment, but these urn models can be applied to other areas for which the setting is deemed appropriate.
Important asymptotic properties are derived in this paper for the IMU class. With the asymptotic normality formula, the models can be evaluated in terms of the distributions of treatment allocation proportions. Under very mild conditions, the IMU models always yield relatively small asymptotic variances. In many cases, the asymptotic variance attains the lower bound. Thus, the IMU model usually has smaller variability than the corresponding urn model.
When the IMU models are applied in clinical trials, the responses may not be available immediately and the population could be heterogenous. There is no logistical difficulty incorporating delayed responses into the IMU models. One can update the urn when responses become available. A moderate delay in response (see Hu and Zhang, 2004) will not affect the asymptotic properties of the IMU. One can modify the proof in the Appendix to incorporate delayed responses. It can also be shown that the IMU model can accommodate heterogeneity under the conditions that are discussed in Bai and Hu (2005) .
In this article, we have focused on the asymptotic properties of the IMU itself. It is important to assess the validity of the statistical inferences after using the IMU models. By applying the results of Hu, Rosenberger, and Zhang (2006), Theorem 3.1 and Corollary 3.1 ensure that the estimators have the same asymptotic properties as they would if a fixed design were used for the same allocation proportion. This provides a solid foundation for both the IMU model and its related statistical inferences. The applications of IMU models have been discussed mainly in the clinical context, but the IMU could play an important role in other areas because of its desirable properties. Clearly, the application of the IMU in other areas requires further research effort.
Appendix. Proofs
We prove Theorem 3.1 first. Recall that Z m−1 = (Z m−1,0 , Z m−1,1 , . . . , Z m−1,K ) are the numbers of balls when the m-th subject arrives to be randomized, Z (a m,1 , . . . , a m,K ) , and u m to be the number of draws of type 0 balls between the (m − 1)-th assignment and the m-th assignment.
Notice that between the (m − 1)-th assignment and the m-th assignment, we have drawn u m balls of type 0. Accordingly, we have added a m−1,k u m balls of type k to the urn. However, when a ball of type k is drawn, this ball is not replaced and another D m,kj balls of type j are added to the urn. So, the change in the number of balls after the m-th assignment is
where N n,0 = n m=1 u m is total number of draws of type 0 balls after the n-th assignment, and
To prove Theorem 3.1 we need two lemmas the proofs of which are stated later. 
for 0 < δ 0 < 
is a martingale and Q n = (Q n,1 , . . . , Q n,K ).
Now we begin the proof of Theorem 3.1. Consider the 2K-dimensional martingale {(M n , Q n ), A n ; n ≥ 1}, where A n = σ (X 1 , . . . , X n , ξ 1 , . . . , ξ n+1 ). According to (A.5) we have
By Corollary 1.1 of Zhang (2004), we can define the 2K-two-dimensional Wiener processes (W (t), B(t)) with variance-covariance matrix Λ such that for some ǫ > 0,
Without loss of generality, we assume ǫ ≤ δ 0 , where δ 0 is defined as it is in Lemma A.1. Next, we need to show that (W (t), B(t)) satisfies (3.5). Combining (A.2) and (A.3) yields
For a m − a, due to (A.7) and (A.11), 
It follows that
Noticing (A.4), we conclude that
However, it is easily checked that
Combining (A.11)-(A.16) finishes the proof of (3.5).
Now, we begin the proofs of Lemmas A.1 and A.2. We need three more lemmas.
Lemma A.3 Under Assumption 3.2, we have
Proof. Notice that the balls with a negative number have no chance to be drawn. If we let S n = max{1 ≤ j ≤ n : Z j,k > 0}, then according to (A.1),
The lemma is now proved.
. . , Z n ) be the history sigma field, and recall
where c p > 0 is a random variable that is a function of Z 0,0 and min m A m . Particularly,
Proof. Write A = min m A m . The event {u n = l} means that when the n-th subject is assigned, we have drawn l + 1 balls continuously in which the first l balls is of type 0 and the last one is not. So, for l = 1, 2, . . .,
It follows that A > 0 and 19) where c 0 > 0 depends only on A and Z 0,0 . So 
Proof.
It suffices to show that
By the continuity of
is satisfied. Now, notice {Q n,k , A n } is a martingale with
By Theorem 3.3.10 of Stout (1974) (where f (x) = x),
Proof of Lemma A. 
For the martingale {U n , F n ; n = 1, 2, . . .}, we have
due to Assumption 3.2 and (A.18). Accordingly, we can show that .26) and max
If n − S n ≥ √ n log n, then for n large enough U n − U Sn − (n − S n )h /2 ≤ O n log log n − h n log n/2 < 0 due to (A.26). Notice n ≥ S n . If n − S n < √ n log n, then
by (A.27). It follows that Proof of Lemma A.2. Recall Q n,k = n m=1 X m,k (ξ m,k − θ k ) k = 1, . . . , K, and both {M n,k , A n ; n ≥ 1} and {Q n,k , A n ; n ≥ 1} are martingales. According to the law of the iterated logarithm for martingales, we have M n,k = O( n log log n) and Q n,k = O( n log log n) a.s. 
where S n = max{1 ≤ j ≤ n : Z j 1 ′ < Z 0,0 / √ n } and max(∅) = 0. Hence, It follows that N n − nv = O( √ n log log n) a.s. because (I − (H − 1 ′ v)) is reversible. The proof of N n − nv = O P ( √ n) is similar.
