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D license.1. Introduction
B-polynomials (Bernstein polynomials basis) were originally
introduced in the approximation of continuous functions f(x)
on an interval [a, b] (see [1]),
Bn;iðxÞ ¼
n
i
  ðb xÞniðx aÞi
ðb aÞn ; i ¼ 0; 1; . . . ; n;icense.
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degree less than or equal to n, but they are not orthogonal.
These basis provides a demonstration of the theorem of Wei-
erstrass that a continuous function on an interval may be
approximated to any speciﬁed tolerance by polynomials of suf-
ﬁciently high degree (see [1,2]). It is a widely used basis due to
the good properties like the recursive relation, the symmetric
properties, and making partition of unity (see, for instance
[3–7]). These properties make them the most commonly used
basis in approximation theory and computer aided geometric
design (CAGD) [1,8,9].
The properties of B-polynomials offer valuable insight into
its geometrical behavior and has won widespread acceptance
as the basis for Be´zier curves and surfaces in CAGD [8]. In
CAGD, it is often necessary to obtain polynomial approxima-
tions to more complicated functions, deﬁned over ﬁnite do-
mains. The approximation scheme must often incorporate
certain essential features-such as interpolation of boundary
values and/or derivatives to a speciﬁed order; guaranteed con-
vergence as the degree of the approximant is increased; satis-
faction of prescribed bounds on the approximation error;
computational efﬁciency and numerical stability; and output
of results in a form compatible with CAGD conventions
(e.g., the Bernstein-Be´zier representation). B-polynomials are
incredibly useful mathematical tools as they are precisely de-
ﬁned, calculated rapidly on a modern computer system, and
can be differentiated and integrated without difﬁculty.
There exists in the literature a number of approximate
methods for solving numerically various classes of differential
equations by using orthogonal polynomials (see, for instance,
[10–16]). A great interest to use B-polynomials for solving dif-
ferent classes of differential equations (see, for instance,
[17,18]). Farouki and GoodMan [19] demonstrate that B -poly-
nomials have optimal stability in Cn (the set of nonnegative
bases for the space of all polynomials of degree n on the inter-
val [a, b]), in the sense that there exists no other nonnegative
basis that gives systematically smaller condition numbers than
it. Also, they stated that although it is not uniquely optimal, no
other basis in common use enjoys this distinction, and it is
uncertain whether other conceivable optimally-stable bases
would share the useful properties and algorithms that we asso-
ciate with the Bernstein form. In addition, there are problems
for which nonpositive (e.g. Chebyshev) methods fail, so as to
illustrate the importance of positivity, such problems often oc-
cur in computational Chemistry, for example.
In this paper, we introduce and implement a new numerical
algorithm based on Bernstein polynomials basis and its dual
for solving 2nd-order differential equations by approximating
the solution in the B-polynomial. Motivations to interest in
such polynomials are that the theoretical and numerical anal-
ysis of numerous physical and mathematical problems very of-
ten requires the expansion of an arbitrary polynomial or its
derivatives and moments into a set of B-polynomials (see
[6,20–22]). They are important in certain problems of mathe-
matical physics; for example, in CAGD, the design of (vec-
tor-valued) functions of one or two variables, i.e., curves and
surfaces, rather than the approximation of functions speciﬁed
a priori. In this context, the Be´zier curve and surface formula-
tions, based on parametric polynomial representations in the
Bernstein basis, provide a powerful natural language for ana-
lyzing elementary geometric characteristics such as smoothness
and bounds, and performing a variety of basic geometricfunctions (parametric evaluation, subdivision, differentiation,
intersections, etc.) through iterated sequences of linear interpo-
lations (see [23–26]). Farouki and Rajan [6] succeeded in devel-
oping Bernstein formulations for all the basic polynomial
procedures required in geometric modeling algorithms: the
polynomial arithmetic operations, the substitution of polyno-
mials, the determination of greatest common divisors, and
the elimination of variables, and they remarked that these
Bernstein formulations were essentially as simple as their
familiar power formulations. Boyd [27] show that the Bern-
stein basis had an important role for testing if a polynomial
of degree N in the form of a truncated Chebyshev series is free
of zeros on its canonical interval.
We discuss new formulae related to B-polynomials which
have many useful uses. New procedure to obtain numerical
solutions to 2nd–order linear differential equations subject to
Dirichlet conditions as linear combinations of the B-polynomi-
als is presented. The procedure takes advantage of the continu-
ity and unity partition properties of the basis set of B-
polynomials over an interval [0, 1]. The B-polynomial bases
vanish except the ﬁrst polynomial at x= 0, which is equal to
1 and the last polynomial at x= 1, which is also equal to 1
over the interval [0, 1]. This provides greater ﬂexibility in which
to impose boundary conditions at the end points of the inter-
val. In many applications, a matrix formulation for the B-poly-
nomials of degree less than or equal to n is considered. These
are straightforward to develop and are applied to solve the dif-
ferential equations in this paper. The set of B-polynomials of
degree n on an interval forms a complete basis for continuous
(n+ 1) polynomials. In the following sections, we explain the
procedure and deﬁne the polynomial basis.2. Polynomial basis
The B-polynomials of nth-degree form a complete basis over
[0, 1], and they are deﬁned by
Bi;nðxÞ ¼
n
i
 
xið1 xÞni; 0 6 i 6 n: ð2:1Þ
There are (n+ 1) nth-degree polynomials and for convenience,
we set Bi, n(x) = 0, if i< 0 or i> n.
A recursive deﬁnition also can be used to generate the
B-polynomials over this interval, so that the ith nth degree
B-polynomial can be written
Bi;nðxÞ ¼ ð1 xÞBi;n1ðxÞ þ x Bi1;n1ðxÞ: ð2:2Þ
The derivatives of the nth degree B-polynomials are polynomi-
als of degree n  1 and are given by
DBi;nðxÞ ¼ nðBi1;n1ðxÞ  Bi;n1ðxÞÞ; D  d
dx
: ð2:3Þ
Also we have
Bi;nð0Þ ¼ di;0; Bi;nð1Þ ¼ di;n: ð2:4Þ
Each of the B-polynomials is positive and also the sum of
all the B-polynomials is unity for all real x belonging to the
interval [0, 1], that is,
Pn
i¼0Bi;nðxÞ ¼ 1. It can be easily shown
that any given polynomial of degree n can be expanded in
terms of a linear combination of the basis functions [[26], for-
mula (2), p.3]
Solutions of 2nd-order linear differential equations 229PðxÞ ¼
Xn
i¼0
Ci Bi;nðxÞ; nP 1:
Any set of functions having these properties is called a parti-
tion of unity on the interval [0, 1]. B-splines have similar prop-
erties and have been extensively used in most programs for
computer-aided design and many problems, for example;
time-dependent problems [28], many-body perturbation theory
[29,30], Hartree-Fock calculations and continuum problems
[31,32], approximating the solution of the nonhomogeneous
second order differential equations for calculating static polar-
izabilities of the hydrogenic states [33], integration by cell algo-
rithm for Slater integrals in a spline basis, which signiﬁcantly
improved the efﬁciency and accuracy over traditional methods
[34]. More detailed discussion on the application of B splines in
a review are provided by Saperstein and Johnson [35].
The dual to the Bernstein basis (see [36]) is characterized by
the propertyZ 1
0
Bi;nðxÞ Dk;nðxÞdx ¼ di;k ¼
1; i ¼ k;
0; i–k;

ð2:5Þ
and Ju¨ttler [36] has derived explicit representations
Dj;nðxÞ ¼
Xn
k¼0
aj;k Bk;nðxÞ; 0 6 j 6 n; ð2:6Þ
for the dual basis functions, deﬁned by the coefﬁcients
aj;k ¼ ð1Þ
jþk
n
j
 
n
k
  Xminðj;kÞ
i¼0
ð2iþ 1Þ nþ iþ 1
n j
 
n i
n j
 
nþ iþ 1
n k
 
n i
n k
 
:
In the following, we present some implementations to apply
the proposed method in Sections 3–5.
Lemma 1. Let Bi,n(x) be the ith nth degree B-polynomial, then
DpBi;nðxÞ ¼
Xp
k¼0
kðp;nÞk Bik;npðxÞ; iP 0; p ¼ 0; 1; 2; ð2:7Þ
where kð0;nÞk ¼ 1; kð1;nÞk ¼ ð1Þkþ1 n and kð2;nÞk ¼ ð1Þk nðn 1Þ
2
k
 
.
Proof. For the two cases p= 0, 1, there is nothing to prove. In
view of (2.3), it is clear that
D2Bi;nðxÞ ¼ nðDBi1;n1ðxÞ DBi;n1ðxÞÞ; ð2:8Þ
and again using (2.3), relation (2.8) takes the form (2.7) for
p= 2, and the proof of Lemma 1 is complete. h
Corollary 1. It is not difﬁcult to show that
xmBi;nðxÞ ¼ ðiþ 1Þmðnþ 1Þm
Biþm;nþmðxÞ; 0 6 i 6 n: ð2:9Þ
Theorem 1.
xmDpBi;nðxÞ ¼
Xnþmþr
k¼0
HðpÞk;i ðn;m; rÞ Bk;nþmþrðxÞ; p ¼ 0; 1; 2;
0 6 i 6 n;m; rP 0; ð2:10Þ
whereHð0Þk;i ðn;m;rÞ¼
n
i
 
r!k!
ðnþmþrkþ1Þkðmþrþ ikÞ!ðk imÞ!
;
Hð1Þk;i ðn;m;rÞ¼
n
i
  ðrþ1Þ!k!ððmk1Þnþðnþ rþ2ÞiÞ
ðnþmþ rkþ1Þkðmþ rþ ikþ1Þ!ðk imþ1Þ!
;
and
Hð2Þk;i ðn;m;rÞ¼
n
i
  ðrþ2Þ!k!
ðnþmþ rkþ1Þkðmþ rþ ikþ2Þ!ðk imþ2Þ!

ðð1þ kmÞ2ðn 1Þ2 þ i2ðnþ rþ 2Þ2  iðnþ rþ 3Þð2ðkmÞ
 ðn 1Þ þ 3nþ rÞÞ;
where (a)n = C(a + n)/C(a).
Proof. By using Lemma 1 and Corollary 1, we obtain
xmDpBi;nðxÞ ¼
Xp
k¼0
kðp;nÞk
ði kþ 1Þm
ðnþ 1Þm
Bikþm;nþmðxÞ;
p ¼ 0; 1; 2: ð2:11Þ
Now, formula (2.10) will be proved for p= 0, and the other
two cases can be proved in similar way.
Each Bernstein basis function of degree k< n, can be
expressed in the Bernstein basis of degree n by using (n  k)-
fold degree elevation (see [6]),
Bi;kðxÞ ¼
Xsk
j¼0
d
ðiÞ
j ðk; sÞ Biþj;sðxÞ; k 6 s; ð2:12Þ
where
d
ðiÞ
j ðk; sÞ ¼
k
i
 
s k
j
 
s
iþ j
 1
: ð2:13Þ
Then, by the aid of (2.12), relation (2.11), with p= 0, takes the
form
xmBi;nðxÞ ¼ ðiþ 1Þmðnþ 1Þm
Xr
j¼0
d
ðiþmÞ
j ðnþm; nþmþ rÞ
Biþjþm;nþmþrðxÞ; rP 0: ð2:14Þ
Substituting (2.13) into (2.14), collecting similar terms and
using d
ðiÞ
j ðk; sÞ ¼ 0, if j< 0 or j> s  k, after some manipula-
tion, one can get
xmBi;nðxÞ ¼
Xnþmþr
k¼0
Hð0Þk;i ðn;m; rÞ Bk;nþmþrðxÞ:
Similarly, by using relation (2.11), with p= 1, 2, and relation
(2.12), Eq. (2.10) can be proved for p= 1, 2, and this com-
pletes the proof of Theorem 1. h
Remark 1. It is not difﬁcult to see that
HðpÞk;i ðN; 0; 0Þ ¼
di;k; p ¼ 0;
ðN iþ 1Þdi1;k þ ð2iNÞ di;k  ðiþ 1Þ diþ1;k; p ¼ 1;
ðN iþ 1ÞðN iþ 2Þdi2;k  2ðN iþ 1ÞðN 2iþ 1Þdi1;k
þð6i2  6iNþNðN 1ÞÞdi;k
þ2ðiþ 1ÞðN 2i 1Þdiþ1;k
ðiþ 1Þðiþ 2Þdiþ2;k; p ¼ 2;
8>>>><>>>>:
ð2:15Þ
230 H.M. Ahmedwhere dk,i = 1, k= i, and dk,i = 0, k „ i. Also, one can note
that
HðpÞk;i ðn;m; rÞ ¼ 0; either k < iþm p or k > iþmþ pþ r:
ð2:16Þ
Corollary 2.Z 1
0
xmDpBi;NðxÞ Dn;NþsðxÞ dx ¼ HðpÞn;i ðN;m; smÞ;
p ¼ 0; 1; 2; sP m; 0 6 n 6 Nþ s: ð2:17Þ
Proof. By using Theorem 1, we get
xmDpBi;NðxÞ ¼
XNþs
k¼0
HðpÞk;i ðN;m; smÞ Bk;NþsðxÞ; sP m;
then using (2.5) givesZ 1
0
xmDp Bi;NðxÞ Dn;NþsðxÞ dx ¼ HðpÞn;i ðN;m; smÞ;
0 6 n 6 Nþ s;
which completes the proof of Corollary 2. h3. Solving 2nd-order ordinary linear differential equations with
constant coefﬁcients
This section aims to discuss an algorithm for approximating
solutions to 2 nd-order ordinary linear differential equations
which have the form
LyðxÞ ¼
X2
p¼0
cpD
pyðxÞ ¼ fðxÞ; x 2 ð0; 1Þ; ð3:1Þ
subject to Dirichlet boundary conditions
yð0Þ ¼ a; yð1Þ ¼ b; ð3:2Þ
where f(x) are given source function and cp (p= 0, 1, 2), a, b
are constants. It is good to know that the linear algebraic
equations which are obtained by using one of approximation
methods (e.g., Galerkin, Tau, Collocation) and satisﬁed by
the expansion coefﬁcients ai in any approximated solution like
yNðxÞ ¼
XN
i¼0
ai /iðxÞ;
where {/i(x)} is a chosen basis, can be solved cheaply and
accurately, once they are formed in a good way. The efﬁciency
and accuracy of used approximation method hinges on yN(x)
converges to the true solution of the problem like O(10k),
k> 0, the size of the basis set chosen and the presented facil-
ities to set up the linear algebraic system of equations satisﬁed
by the coefﬁcients ai (see, for instance [11,13]). For the differ-
ential equations applicable to physical problems, it is often
possible to start with a general form and force that form to
ﬁt the physical boundary conditions of the problem. This kind
of approach is made possible by the fact that there is one and
only one solution to the differential equation, i.e., the solution
is unique.
The suggested algorithm chooses /i(x) = Bi,N(x)
(0 6 i 6 N), and the important question is exactly how canto set up the linear algebraic system of equations satisﬁed by
the coefﬁcients ai by an easy way? One way of computing them
would be to call a good automatic routine for computing them,
this would not be expensive over-kill of the problem since a
typical user only wants the solution of his problem accurate
to somewhere.
An approximation to the solution of (3.1) may be written as
yNðxÞ ¼
XN
i¼0
ai Bi;NðxÞ; NP 2: ð3:3Þ
The idea is simply to make the error in the differential equa-
tion, LyN(x) = f(x), small by making it orthogonal to
(D1,N(x), . . ., DN1,N(x)), and the assumption that yN(x) satisfy
the boundary conditions (3.2), and then, the following equa-
tions hold
ðLyNðxÞ  fðxÞ; Dn;NðxÞÞ ¼
Z 1
0
½LyNðxÞ  fðxÞ Dn;NðxÞ dx ¼ 0;
n ¼ 1; . . . ;N 1; ð3:4Þ
and
yNð0Þ ¼ a; yNð1Þ ¼ b: ð3:5Þ
Substitution of (3.3) into (3.5) and using (2.4), two Eq. (3.5)
determined the coefﬁcients a0 = a, aN = b. In view of (2.6)
and (2.17), Eq. (3.4) take the form
XN1
k¼1
an;k ak ¼ bn; n ¼ 1; . . . ;N 1; ð3:6Þ
where
an;k ¼
X2
p¼0
cpH
ðpÞ
n;kðN; 0; 0Þ;
bn ¼ a an;0  b an;N þ
XN
i¼0
an;i fi; fi ¼
R 1
0
fðxÞ Bi;NðxÞdx:
9>>>=>>>;
ð3:7Þ
Eq. (3.6) can be written in the matrix form
AN aN ¼ BN; ð3:8Þ
where AN ¼ ðan;kÞN1n;k¼1; aN ¼ ½a1; . . . ; aN1T and BN = [b1, . . .,
bN1]
T. Thus, the coefﬁcients a1, . . ., aN1 are obtained by solv-
ing the system (3.8).
Remark 2. According to Eq. (2.15), one can see that matrix
AN, N> 6 becomes a banded matrix and has bandwidth of
ﬁve, see, Fig. 1, [[37], Deﬁnition 6.28, p.406], which means that
the algebraic system (3.8) is sparse and is therefore the savings
in computational effort increase as the size of the system grows
At this point, using the presented spectral method to solve
second ordinary differential equations will require solving a
system of algebraic equations. In this case, information about
the underlying matrix, AN, such as spectral radius and
condition number will be very useful. The condition number,
Cond(AN), and the spectral radius, q(AN), of AN are deﬁned by
Shen and Tang [38, p.85]
CondðANÞ ¼ jkmaxjjkminj ; qðANÞ ¼ jkmaxj;
Fig. 1 A plot of the entire construction of the matrix AN, N> 6,
it is a banded matrix and has bandwidth of ﬁve.
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jkmaxj ¼ maxfjkj : detðAN  kIÞ ¼ 0g;
and
jkminj ¼ minfjkj : detðAN  kIÞ ¼ 0g:
If the matrix AN is written in the form
AN ¼ c2Eð2ÞN þ
X1
p¼0
cpE
ðpÞ
N ;
where E
ðpÞ
N ¼ ðHðpÞn; kðN; 0; 0ÞÞ
N1
n;k¼1, p= 0, 1, 2, then the effect of
the matrix
P1
p¼0cpE
ðpÞ
N does not signiﬁcantly change the values
of the condition numbers of the system (3.8) (see, [13,39]). This
means that the matrix E
ð2Þ
N , which resulted from the highest200 400 600 800 1000
N
0.01
0.02
0.03
0.04
0.05
0.06
N 2
condition number
Fig. 2 The variation of condition number with the order of the
matrix AN, N> 16.
Table 1 The condition number for the matrix E
ð2Þ
N .
N ŒkminŒ ŒkmaxŒ
16 9.8696 1.31603 · 102
32 9.8696 5.98449 · 102
64 26.9074 2.71378 · 103
128 35.7861 1.20627 · 104
256 109.225 7.17755 · 104
512 234.782 4.36885 · 105
1024 305.864 2.33159 · 106derivatives of the differential equations under investigation,
plays the most important role in the propagation of the round-
off errors. The relation between condition number of E
ð2Þ
N and
N can be sketched as in Fig. 2 by using the obtained numerical
results of Table 1.
It can be seen from Fig. 2 that
CondðEð2ÞN Þ  0:007 N2; for NP 256:
Hence, in view of this discussion, it can be deduced that the
condition number of AN behaves like O(N
2) for large values
of N.
Example 1. Consider the equation
LyðxÞ ¼ ½D2 þ 1 yðxÞ ¼ fðxÞ; fðxÞ ¼ x2ex; 0 < x < 1;
yð0Þ ¼ yð1Þ ¼ 1;
ð3:9Þ
whose exact solution under the given Dirichlet boundary con-
dition is given by
yðxÞ ¼ 1
2
exð1þ xÞ2 þ csc 1
2e
½2ðe 2Þ sin x e sinðx 1Þ:
ð3:10Þ
An approximation to the solution of (3.9) may be written as
yNðxÞ ¼
XN
k¼0
ak Bk;NðxÞ; NP 1; ð3:11Þ
where a0 = aN = 1, and the coefﬁcients a1, . . ., aN1 can be
computed by solving the linear system,
AN aN ¼ BN; ð3:12Þ
where the elements of two matrices AN ¼ ðan;kÞN1n;k¼1 and
BN = [b1, . . ., bN1]
T have the forms
an;k ¼ Hð2Þn;kðN; 0; 0Þ þHð0Þn;kðN; 0; 0Þ;
bn ¼  an;0  an;N þ
XN
i¼0
an;i fi; fi ¼
R 1
0
x2ex Bi;NðxÞdx;
9>=>;
ð3:13Þ
respectively.
After solving the matrix equation (3.12), the expansion
coefﬁcients a1, a2, . . ., aN1, are determined and substituted
into (3.11) to determine an approximate solution to the
differential equation (3.9). The solution of the differential
equation (3.9) is obtained using 17 B-polynomials. In this
particular example, with sets of 7, 8, . . ., 17 B-polynomials, the
differences between the respective solutions are of orders 10k,CondðEð2ÞN Þ CondðEð2ÞN Þ=N2
1.3342 · 10 5.20867 · 102
6.0356 · 10 5.92145 · 102
10.0856 · 10 2.4623 · 102
33.9927 · 10 2.07475 · 102
65.7137 · 10 1.00271 · 102
186.081 · 10 7.09843 · 103
762.298 · 10 7.26984 · 103
232 H.M. Ahmedk= 5, 6, . . ., 15, respectively, i.e., the absolute difference
between the exact and approximate solutions diminishes nearly
reaching the order of 1015, an indication that the approximate
solution is excellent. Therefore, the number of polynomials
were chosen to be 17 to obtain the desired accuracy.
Remark 3. In Example 1, if the given boundary conditions are
replaced by y(0) = y(1) = 0, the exact solution for the differ-
ential equation in (3.9) is given by
yðxÞ ¼ 1
2
exð1þ xÞ2  1
2
cosxþ csc 1
2
ðcos 1 4=eÞ sinx;
and the boundary conditions determined a0 = aN = 0. This
process leads to the elements of BN take the form
bn ¼
XN
i¼0
an;i fi; n ¼ 1; . . . ;N 1;
and the same number of polynomials were chosen to obtain
the same desired accuracy.
Example 2. Consider a more complicated differential equation
which is that of a critically damped harmonic oscillator to
demonstrate that the B-polynomials are powerful to approxi-
mate the solution to desired accuracy. The considered equation
is
LyðxÞ ¼ ½2 D2 þ 3Dþ 1yðxÞ ¼ cos x; 0 < x < 1;
yð0Þ ¼ 0; yð1Þ ¼ 0; ð3:14Þ
whose exact solution is given by
yðxÞ ¼ c1ex=2 þ c2ex þ 1
10
ð3 sin x cos xÞ; ð3:15Þ
where c1 ¼ 110 1e cos 1þ3 sin 11 ﬃﬃep ; c2 ¼ 110 ﬃﬃep þ3e sin 1e cos 11 ﬃﬃep .
An approximation to the solution of (3.14) may be written
as (3.11), then the coefﬁcients a1, . . ., aN1 can be computed by
solving the linear system,
AN aN ¼ BN; ð3:16Þ
where the elements of two matrices AN ¼ ðan;kÞN1n;k¼1 and
BN = [b1, . . ., bN1]
T have the forms
an; k ¼ 2Hð2Þn; kðN; 0; 0Þ þ 3Hð1Þn; kðN; 0; 0Þ þHð0Þn; kðN; 0; 0Þ;
bn ¼
XN
i¼0
an;i fi; fi ¼
R 1
0
cos x Bi;NðxÞdx;
9>=>;
ð3:17Þ
respectively.
Remark 4. The presented Bernstein method gives a pentadiag-
onal matrix, but a Chebysheve method gives a tridiagonal
matrix, as reviewed in Gottlieb and Orszag [40] and Shen’s
Legender-Galerkin method [16], so there are other bases yield
cheaper methods than the presented Bernstein method in this
section. Indeed, the necessary integrals for the right-hand side
of the Chebyshev Galerkin method can done by the Fast
Cosine Transform to yield a cost of O(NlogN) operations.
The shown scheme requires integrals of f(x) with the Bernstein
basis, which costs O(N2) operations if done by numerical
quadrature.4. Extensions to more general problems
In this section, an extension to the proposed method to solve
2nd-order differential equation with polynomials coefﬁcients
is described. Consider the 2nd-order linear differential
equation
LyðxÞ ¼
X2
p¼0
QpðxÞDpyðxÞ ¼ fðxÞ; ð4:1Þ
subject to the boundary conditions (3.2), where Qp(x), p= 0,
1, 2, are known polynomials. Without loss of any generality,
we suppose that QpðxÞ ¼ cp xmp ; p ¼ 0; 1; 2, where mp are po-
sitive integers and cp are constants, i.e., L ¼
P2
p¼0cp x
mp Dp.
An approximation to the solution of (4.1) may be written as
yNðxÞ ¼
XN
i¼0
ai Bi;NðxÞ; NP 2; ð4:2Þ
where a0 = a, aN = b. The idea is simply to make the error in
the differential equation, LyN(x) = f(x), small by making it
orthogonal to (D1,N+s(x), . . ., DN1,N+s(x)), where
s=max06i62mi, then the following equations hold
ðLyNðxÞ fðxÞ; Dn;NþsðxÞÞ¼
Z 1
0
½LyNðxÞ fðxÞDn;NþsðxÞ dx¼ 0;
n¼ 1; . . . ;N1: ð4:3Þ
In view of (2.6) and (2.17), Eq. (4.3) take the formXN1
k¼1
an;k ak ¼ bn; n ¼ 1; . . . ;N 1; ð4:4Þ
where
an; k ¼
X2
p¼0
cpH
ðpÞ
n; kðN;mp; smpÞ;
bn ¼ a an; 0  b an; N þ
XNþs
i¼0
an;i fi; fi ¼
R 1
0
fðxÞ Bi;NþsðxÞdx:
9>>=>>;
ð4:5Þ
Eq. (4.5) can be written in the matrix form
AN aN ¼ BN; ð4:6Þ
where AN ¼ ðan;kÞN1n;k¼1; aN ¼ ½a1; . . . ; aN1T and BN = [b1, . . .,
bN1]
T. Thus, the coefﬁcients a1, . . ., aN1 are obtained by solv-
ing the system (4.6).
Remark 5. According to relation (2.16), we can see that the
number of upper right zero elements of AN increases when s
increases, while the number of lower left zero elements
decreases when r=max06j62mj  min06j62mj increases; more-
over, the more N increases the more the number of zero
elements of AN increases, which means that the savings in
computational effort increases as the size of the system grows.
Example 3. Consider the following 2nd-order differential
equation with polynomial coefﬁcients to demonstrate that
the B-polynomials are powerful to approximate the solution
to desired accuracy
LyðxÞ ¼ ½x D2  ðxþ 2ÞyðxÞ ¼ 0; 0 6 x 6 1;
yð0Þ ¼ 0; yð1Þ ¼ 1; ð4:7Þ
Table 2 The values of the unknown expansion coefﬁcients
ai with N= 17. B-polynomials in Examples 1–3.
Coeﬃcient Example 1 Example 2 Example 3
i ai ai ai
1 1.02900 0.0172216 0.0216400
2 1.05432 0.0309904 0.0459849
3 1.07585 0.0416159 0.0733054
4 1.09350 0.0493913 0.103898
5 1.10728 0.0545945 0.138086
6 1.11717 0.0574895 0.176226
7 1.12324 0.0583265 0.218708
8 1.12557 0.0573429 0.265957
9 1.12425 0.0547639 0.318441
10 1.11940 0.0508029 0.376674
11 1.11117 0.0456619 0.441216
12 1.09970 0.0395320 0.512684
13 1.08517 0.0325935 0.591754
14 1.06775 0.0250163 0.679167
15 1.04762 0.0169601 0.775735
16 1.02497 0.00857473 0.882353
Table 3 Maximum pointwise error for Œy  yNŒ, N= 2, 3,
. . ., 20.
N Example 1 Example 2 Example 3
2 3.0 · 102 2.0 · 102 8.0 · 102
3 1.2 · 102 6.0 · 103 2.5 · 102
4 4.0 · 103 1.5 · 104 7.0 · 103
5 1.0 · 103 1.0 · 104 1.4 · 103
6 2.0 · 104 2.0 · 105 2.5 · 104
7 4.0 · 105 2.5 · 106 4.0 · 105
8 5.0 · 106 4.0 · 108 5.0 · 106
9 6.0 · 107 1.4 · 108 6.0 · 107
10 6.0 · 108 2.0 · 109 6.0 · 108
11 7.0 · 109 1.5 · 1010 6.0 · 109
12 5.0 · 1010 2.0 · 1012 5.0 · 1010
13 5.0 · 1011 4.0 · 1013 4.0 · 1011
14 3.0 · 1012 5.0 · 1014 2.5 · 1012
15 2.5 · 1013 3.0 · 1015 2.0 · 1013
16 1.5 · 1014 2.0 · 1016 1.2 · 1014
17 2.5 · 1015 2.0 · 1016 8.0 · 1016
18 2.0 · 1015 1.5 · 1016 4.0 · 1016
15 16 16
Solutions of 2nd-order linear differential equations 233whose exact solution is given by y(x) = xex1. An approxima-
tion to the solution of (4.7) may be written as
yNðxÞ ¼
XN
i¼1
ai Bi;NðxÞ; ð4:8Þ
where aN = 1, and the coefﬁcients a1, . . ., aN1 can be com-
puted by solving the linear system,
AN aN ¼ BN; ð4:9Þ
where the elements of two matrices AN ¼ ðan;kÞN1n;k¼1 and
BN = [b1, . . ., bN1]
T have the forms
an;k ¼ Hð2Þn;kðN; 1; 0Þ Hð0Þn;kðN; 1; 0Þ  2Hð0Þn; kðN; 0; 1Þ;
bn ¼ an;N;
)
ð4:10Þ
respectively.
In Fig. 3, we can see that matrix AN, N> 7, becomes a
banded matrix and has bandwidth of ﬁve, which means that
the algebraic system (4.9) is sparse and is therefore the savings
in computational effort increases as the size of the system
grows.
In Examples 1–3, the given boundary conditions y(0) = a,
y(1) = b determined the coefﬁcients a0 = a, aN = b. The
matrix AN and the vector BN are determined in an easy way by
the aid of two relations (2.6) and (2.17). Finally, the equation
ANaN = BN is solved for the coefﬁcients a1, . . ., aN1, to ﬁnd
the approximate solution of the differential equation. The
absolute difference between exact and approximate solutions is
nearly of order 1016, yielding very accurate solution.
However, the desired accuracy of the solutions hinge on the
size of the basis set chosen. The typical run gave the values of
the coefﬁcients, a1, . . ., aN1, N= 17, which are given in
Table 2 for Examples 1–3. Also, Table 3 lists the maximum
pointwise error of Œy(x)  yN(x)Œ using various choices of
N= 2, . . ., 20.
Examples 1–3 are done to machine precision with N< 20,
but there is more realistic examples would have solutions with
singularities in the ﬁnite complex plane and would vary
sufﬁciently so that one need N> 100 to get a decent answer.
To show this, we consider the following example.Fig. 3 A plot of the entire construction of the matrix AN, N> 7,
for Example 3, becomes a banded matrix and has bandwidth of
ﬁve.
19 2.0 · 10 1.5 · 10 4.0 · 10
20 2.0 · 1015 1.5 · 1016 4.0 · 1016Example 4. Consider the following 2nd-order differential
equation
LyðxÞ ¼ ½ðx2 þ 1Þ D2 þ 4xDþ 2yðxÞ ¼ 0; 0 6 x 6 1;
yð0Þ ¼ 0; yð1Þ ¼ 1=2;
ð4:11Þ
whose exact solution is given by y(x) = x/(x2 + 1). An
approximation to the solution of (4.11) may be written as
(4.8), where a0 = 0, aN = 1/2 and the coefﬁcients a1, . . .,
aN1 can be computed by solving the linear system,
AN aN ¼ BN; ð4:12Þ
where the elements of two matrices AN ¼ ðan;kÞN1n;k¼1 and
BN = [b1, . . ., bN1]
T have the forms
Table 4 The condition number for the matrix AN in Examples 1–4.
N ŒkminŒ ŒkmaxŒ Cond(AN) Cond(AN)/N2
Example 1
16 8.86960 · 100 1.31625 · 102 1.48400 · 10 5.79687 · 102
32 8.86960 · 100 5.98919 · 102 6.75249 · 10 6.59423 · 102
64 3.01246 · 10 2.71451 · 103 9.01095 · 10 2.19994 · 102
128 1.10440 · 102 12.06360 · 103 1.09233 · 102 6.66703 · 103
256 8.74559 · 10 7.20309 · 104 8.23625 · 102 1.25675 · 102
512 2.79832 · 10 4.46244 · 105 1.59468 · 104 6.08324 · 102
1024 5.37839 · 10 2.34866 · 106 4.36685 · 104 4.16456 · 102
Example 2
16 1.98567 · 10 2.88155 · 102 1.45117 · 10 5.66864 · 102
32 1.98642 · 10 1.25990 · 103 6.34255 · 10 6.19390 · 102
64 2.11559 · 10 5.57280 · 103 2.63416 · 102 6.43105 · 102
128 2.97515 · 102 2.44433 · 104 8.21581 · 10 5.01453 · 103
256 1.77650 · 102 1.44571 · 105 8.13800 · 102 1.24176 · 102
512 1.52831 · 102 8.89440 · 105 5.81976 · 103 2.22006 · 102
1024 5.13529 · 10 4.68277 · 106 9.11880 · 104 8.69637 · 102
Example 3
16 6.03573 · 100 4.14702 · 10 6.87078 · 100 2.68390 · 102
32 6.00934 · 100 1.46560 · 102 2.43887 · 10 2.38171 · 102
64 5.88218 · 100 5.93371 · 102 1.00876 · 102 2.46280 · 102
128 8.34951 · 100 4.34380 · 103 5.20246 · 102 3.17533 · 102
256 5.35838 · 100 3.12400 · 104 5.83011 · 103 8.89605 · 102
512 8.68441 · 100 2.19137 · 105 2.52333 · 104 9.62575 · 102
1024 6.68079 · 100 1.50121 · 106 2.247705 · 106 2.14296 · 101
Example 4
16 2.18781 · 100 9.74503 · 10 4.45424 · 10 1.73994 · 101
32 3.24957 · 100 4.85242 · 102 1.49325 · 102 1.45825 · 101
64 2.97833 · 100 4.85242 · 102 7.80483 · 102 1.90548 · 101
128 2.58200 · 10 1.07423 · 104 4.16045 · 102 2.53934 · 102
256 5.49807 · 10 4.80704 · 104 8.74314 · 102 1.33410 · 102
512 3.19689 · 10 2.09316 · 105 6.54749 · 103 2.49767 · 102
1024 2.02552 · 10 1.60055 · 106 7.90190 · 104 7.53584 · 102
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bn ¼ 12 an; N;
)
ð4:13Þ
respectively.
The solution of the differential Eq. (4.11) is obtained using
102 B-polynomials. In this particular example, with sets of 26,
34, 38, 46, 54, 62, 70,74, 82, 90, 94, 102 B-polynomials, the
differences between the respective solutions are of orders 10k,
k= 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, respectively.
Therefore, the number of polynomials were chosen to be 102
to obtain the desired accuracy.
Remark 6. It is well known that for the discritization of the
operator L with spectral methods (Galerkin, tau, collocation),
we have a condition number of O(N4), where N is the number
of retained modes of approximations. This work presents spec-
tral algorithm for reducing this condition number to O(N2).
The numerical results of Table 4 illustrate this remark.5. Solving ordinary nonlinear ﬁrst-order differential equations
In this section, an example considers a nonlinear ﬁrst-order
differential equation to demonstrate that the B-polynomialsare suitable to tackle nonlinear equations by approximating
the solution of the equation to reasonable accuracy.
Example 5. Considered the equation
LyðxÞ ¼ DyðxÞ  yþ 2y2ðxÞ ¼ 0; 0 6 x 6 1;
yð0Þ ¼ 1=3; ð5:1Þ
whose exact solution is given by
yðxÞ ¼ 1
2þ ex : ð5:2Þ
An approximation to the solution of (5.1) may be written as
yNðxÞ ¼
XN
k¼0
ak Bk;NðxÞ; NP 1: ð5:3Þ
Here, a0 = 1/3 as speciﬁed by the initial value y(0) = 1/3.
Evaluating of the inner products (LyN, Dn, N), n= 1, . . ., N,
gives the nonlinear algebraic system
ðAN þUNÞ aN ¼ BN; ð5:4Þ
in the variables a1, . . ., aN, where the elements of matrices
AN ¼ ðan;kÞNn;k¼1; UN ¼ ðun;kÞNn;k¼1, and BN = [b1, . . ., bN]T have
the forms
Table 6 Maximum pointwise error for Œy  yNŒ, N= 2, 9, 15,
18, 19.
N m= 4 m= 6 m= 8
2 2.0 · 102 2.5 · 103 8.0 · 104
9 6.0 · 104 5.0 · 105 4.0 · 105
15 8.0 · 104 8.0 · 106 8 · 106
18 8.0 · 104 4.0 · 106 4 · 107
19 8.0 · 104 1.2 · 106 4 · 108
Solutions of 2nd-order linear differential equations 235an;k ¼ Hð1Þn; kðN; 0; 0Þ Hð0Þn; kðN; 0; 0Þ þ a0 cn;0;k þ a0cn;k;0;
un;k ¼
XN
q¼1
cn;k;q aq;
bn ¼ Hð1Þn;0ðN; 0; 0Þ a0  a20cn;0;0;
9>>>=>>>;
ð5:5Þ
respectively, where
cn;k;q ¼ 2
Z 1
0
Bk;NðxÞ Bq;NðxÞ Dn;NðxÞ dx: ð5:6Þ
The nonlinear algebraic system (5.4) can be solved approxi-
mately by using iteration process, and this process continues
until the converged values of the unknowns are obtained. To
do that, consider the algebraic system
ðAN þUðr1ÞN Þ aðrÞN ¼ BN; r ¼ 1; 2; . . . ; ð5:7Þ
where a
ðrÞ
N ¼ aðrÞ1 ; . . . ; aðrÞN
h iT
and the elements of matrix
U
ðr1Þ
N ¼ uðr1Þn;k
 N
n;k¼1
have the form
u
ðr1Þ
n;k ¼
XN
q¼1
cn;k;q a
ðr1Þ
q ;
where the initial data U
ð0Þ
N are computed by neglecting the non-
linear term in (5.1) and applying the proposed method on the
differential equation
LyðxÞ ¼ ½D 1yðxÞ ¼ 0; yð0Þ ¼ 1=3; ð5:8Þ
to obtain a
ð0Þ
N ¼ ½að0Þ1 ; . . . ; að0ÞN 
T
. The initial coefﬁcients
a
ð0Þ
i ; i ¼ 1; 2; . . . ;N, are the solution of the algebraic systembAN að0ÞN ¼ bBN; ð5:9Þ
where the elements of matrices bAN ¼ ða^n;kÞNn;k¼1 andbBN ¼ ½b^1; . . . ; b^NT have the formsTable 5 The intial values of the unknown expansion coefﬁ-
cients a
ð0Þ
i with N= 19 B-polynomials which have been
obtained from Eq. (5.9), and the ﬁnal values of the expansion
coefﬁcients a
ð8Þ
i obtained from Eq. (5.7).
Coeﬃcient Initial a
ð0Þ
i Final a
ð8Þ
i
1 0.350877 0.339181
2 0.369396 0.344921
3 0.388946 0.350546
4 0.409590 0.356050
5 0.431391 0.361430
6 0.454418 0.366679
7 0.478745 0.371795
8 0.504450 0.376775
9 0.531615 0.381616
10 0.560328 0.386317
11 0.590683 0.390877
12 0.622780 0.395295
13 0.656725 0.399572
14 0.692632 0.403707
15 0.730620 0.407703
16 0.770819 0.411560
17 0.813365 0.415280
18 0.858405 0.418865
19 0.906094 0.422319a^n;k ¼ Hð1Þn; kðN; 0; 0Þ Hð0Þn; kðN; 0; 0Þ;
b^n ¼ Hð1Þn;0ðN; 0; 0Þ a0:
)
ð5:10Þ
The typical run gave the initial values aN
(0) and the ﬁnal values
a
ðmÞ
N ¼ aðmÞ1 ; . . . ; aðmÞN
h iT
, where m is the used iterations number.
After eight iterations, values for the coefﬁcients which had
converged were used to construct the solution using (5.3) for
the nonlinear differential equation (5.1). The error was of
order 108 between the exact and approximate solutions to the
nonlinear differential equation. It is hoped that the method
can be extended to other types of nonlinear equations in
future. The accuracy is of the order 108 with 19 B-polyno-
mials. The typical run gave the initial values of the unknown
coefﬁcients, a19
(0), which are given in Table 5 in the second
column, and the ﬁnal values of the coefﬁcients, a19
(8), given in
the third column. Also, Table 6 lists the maximum pointwise
error of Œy(x)  yN(x)Œ with four, six, and eight iterations using
various choices of N= 2, 9, 15, 18, 19.
Remark 7. It is to be noted that we can also solve the linear
problem and variable coefﬁcients problems iteratively as in
Example 5.6. Solving 2nd-order parabolic differential equations
The main aim of introducing this section is to discuss an algo-
rithm for approximating solutions to 2nd-order parabolic lin-
ear differential equation. Consider the heat transfer equation
Lyðx; tÞ ¼ @
@t
 a2 @
2
@x2
 	
yðx; tÞ ¼ 0; x 2 ð0; 1Þ; ð6:1Þ
subject to the Initial-boundary conditions
yð0; tÞ ¼ yð1; tÞ ¼ 0; t > 0;
yðx; 0Þ ¼ fðxÞ; 0 6 x 6 1;


ð6:2Þ
where f(x) are given source function. An approximation to the
solution of (6.1) may be written as
yNðx; tÞ ¼
XN
i¼0
aiðtÞ Bi;NðxÞ; NP 2: ð6:3Þ
The idea is simply to make the error in the differential equa-
tion (6.1) small by making it orthogonal to (D1,N(x), . . .,
DN1,N(x)), and the assumption that yN(x) satisfy the Initial-
boundary conditions (6.2), then the following equations hold
ðLyNðx; tÞ; Dn;NðxÞÞ¼
Z 1
0
LyNðx; tÞDn;NðxÞ dx¼ 0; n¼ 1; . . . ;N1; ð6:4Þ
yNð0; tÞ¼ 0; yNð1; tÞ¼ 0; ð6:5Þ
and
Table 7 The error Œy(x, t)  y5(x, t)Œ at t= 0.25, 0.5, 0.75, 1 with x= 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9.
x t= 0.25 t= 0.5 t= 0.75 t= 1
0.2 4.22326 · 103 3.83329 · 103 6.37611 · 104 5.31019 · 105
0.3 4.41098 · 103 4.76606 · 103 8.50414 · 104 7.45729 · 105
0.4 4.32574 · 103 5.27028 · 103 9.81631 · 104 8.86072 · 105
0.5 4.26833 · 103 5.42945 · 103 1.02599 · 104 9.34797 · 105
0.6 4.32574 · 103 5.27028 · 103 9.81631 · 104 8.86072 · 105
0.7 4.41098 · 103 4.76606 · 103 8.50414 · 104 7.45729 · 105
0.8 4.22326 · 103 3.383329 · 103 6.37611 · 104 5.31019 · 105
0.9 3.13258 · 103 2.32191 · 103 3.51086 · 104 2.69913 · 105
Table 8 The values of an(t) (n= 1, 2, 3, 4) at N= 5, for t= 0.25, 0.5, 0.75, 1.
n an (0.25) an (0.5) an (0.75) an (1)
1 0.438752 · 101 1.13856 · 103 3.77395 · 104 1.94316 · 105
2 1.06921 · 101 3.38917 · 103 4.7703 · 104 5.70946 · 105
3 1.06921 · 101 3.38917 · 103 4.7703 · 104 5.70946 · 105
4 0.438752 · 101 1.13856 · 103 0.77395 · 104 1.94316 · 105
236 H.M. AhmedyNðx; 0Þ ¼ fðxÞ; 0 6 x 6 1; ð6:6Þ
Substitution of (6.3) into (6.5) and using (2.4), two equations
(6.5) determined the coefﬁcients a0(t) = 0, aN(t) = 0. In view
of (2.6) and (2.17), Eqs. (6.4) and (6.6) take the form
d
dt
anðtÞ ¼ a2
XN1
k¼1
an;k akðtÞ;
anð0Þ ¼ fn;
9>=>;; n ¼ 1; . . . ;N 1; ð6:7Þ
where an;k ¼ Hð2Þn; k ðN; 0; 0Þ and fn = (f(x),Dn, N(x)). One can
reduce the system of equations (6.7) to the following matrix
differential form
d
dt
aNðtÞ ¼ a2AN aNðtÞ;
aNð0Þ ¼ FN;
9=;; ð6:8Þ
where AN ¼ ðan;kÞN1n;k¼1; aN ¼ ½a1ðtÞ; . . . ; aN1ðtÞT; ddt aNðtÞ ¼
a01ðtÞ; . . . ; a0N1ðtÞ
 T
and FN = [f1, . . ., fN1]
T. Thus, the coefﬁ-
cients a1(t), . . ., aN1(t), are obtained by solving the differential
equation (6.8). An analytical solution of (6.8) is given by
aNðtÞ ¼ expða2AN tÞ: aNð0Þ;
where the exponential matrix exp(a2AN t) deﬁned as
expða2AN tÞ ¼
X1
k¼0
ða2 tÞkAkN
k!
:
The exact solution of (6.1) for a= 1, f(x) = sin(px) has the
form yðx; tÞ ¼ ep2t sin(px). Table 7 shows the error Œy(x,
t)  y5(x, t)Œ with x= 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and
Table 8 shows the values of an(t) (n= 1, 2, 3, 4) at N= 5
and t= 0.25, 0.5, 0.75, 1.7. Results and discussions
We have provided a detailed algorithmic description of how B-
polynomials bases may be used to give highly accurate solutions
to linear differential equations. To demonstrate this algorithm,
we have laid down a procedure and implemented it to solve a fewcomplicated examples with Dirichlet boundary conditions. In
each case, we compared the exact solutions with the approxi-
mate solutions obtained, and agreement was obtained to nearly
1016. Also, we have discussed an algorithm for approximating
solutions to a 2nd-order parabolic linear differential equation.
All the presented computations were carried out using software
Mathematica 5 [41]. The presented B-polynomials method can
probably be extend to the class of linear/nonlinear ordinary
and partial differential equations with varying coefﬁcients.
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