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Abstract 
We study a birth and death process with quartic transition rates for which the transition probabilities (but for the 
honest ones) are not unique. For their related polynomials we exhibit infinitely many different orthogonality measures 
among which stems the honest one. These results are obtained firstly by reducing the Kolmogorov equations to linear 
partial differential equations and secondly by mapping them to partial differential equations with constant coefficients 
which can be solved analytically. 
1. Introduction 
For birth and death processes with birth (resp. death) transition rates 2. (resp./~.) exact solutions 
of the Kolmogorov equations 
d 
-~m,n( t )  = An- l~m,n- l ( t )  q- ]An+l~m,n+l(t ) -- (An -~- #n)~m,n(t),  (1) 
~m,.(0) = ~. .  (2) 
are of great theoretical nd practical interest, mainly when the transition rates are polynomials in 
n (see for instance [13]). 
Karlin and MacGregor have shown [20] that the solution of (1) can be obtained from the 
polynomials Fn(x) such that 
(A n -[- ]A n -- X)Fn(X ) = ]An+lfn+ 1 "~ ~,_ lFn_ l ,  n ~ O, (3) 
F_ l(X) = 0, ro(x) = 1, (4) 
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in the form 
~=,.(t)  = __1 d iP(x)Fm(x)F . (x )e_ ,X  ' 
7t m 
(5) 
where 
/~0 "" " /~m- 1 
Zoo=l ,  rim-- , m=l ,2 , . . . .  
/11 "'" tim 
The boundary condition (2) gives 
1 F , . (x )F . (x)dTS(x)  6., . ,  (6) 
gm 
which is nothing but an orthogonality relation for the polynomials F,(x), with respect to the 
measure dT(x). 
This representation theorem for the transition probabilities referred to as KMG representation 
theorem, reduces therefore the problem of solving (1) to the computation of the orthogonality 
measure of the F,(x). 
Despite the simplifying effect of this representation theorem, the explicit form of the ortho- 
gonality measure for polynomial  transit ion rates, has been worked out only for a few cases: 
(1) the general inear case 
2, = an + b, lZ, = cn + d 
was solved either for d = 0 or a = b in [-21]: it leads to Meixner polynomials (resp. Laguerre) for 
a 4: c (resp. a = c). 
The general case gives the associated Laguerre for a = c and associated Meixner for a ~ c. While 
for the first ones many detailed results are known [2, 14], the best that can be done for the latter 
ones is to obtain the transcendental equation [14] whose zeros give the spectrum (which remains 
discrete), 
(2) the asymptotically symmetric quadratic ase 
2, = (N  - n)(n + a), ix, = n(n + b), 
where 0 ~< n ~< N first appeared in applications concerned with genetic models [22]. It leads to 
Hahn polynomials with a fully discrete spectrum. 
The asymptotically symmetric ase 
)t  n = n 2 + an + b, p,  = n z + cn + d 
corresponding either to d = 0 or a = b + 1 has been studied in [32, 24, 26]. It leads to the 
continuous dual Hahn polynomials whose spectrum is continuous with possibly finitely many 
point masses. 
When one relaxes the previous constraints one gets the associated continuous dual Hahn 
polynomials worked out in [15]. 
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(3) in the nonsymmetric quadratic ase, two solutions were obtained along time ago by Stieltjes [36] 
2, = k2(2n + 1) 2, ~. = (2n) 2 , (7) 
2, = (2n + 1) 2, #, = k2(2n) 2 , (8) 
where 0 < k 2 < 1. 
(4) for higher degree (cubic or more) no single result is known. 
It is the aim of this article to present a new exact solution for the quartic process 
2, = (4n + 1)(4n + 2)2(4n + 3), #, = (4n - 1)(4n)2(4n + 1). (9) 
In contrast with the Stieltjes processes (7), (8) for which the Kolmogorov equations have a unique 
solution, the quartic process (9) has infinitely many solutions. However, as emphasized in [18] the 
representation theorem (5) remains valid even when uniqueness fails to hold. This means that one 
and the same family of orthogonal polynomials F,(x), related to the transition rates (9) by their 
recurrence (3) will be orthogonal with respect o infinitely many different orthogonality measures. In 
that way the same orthogonal polynomials generate infinitely many different solutions to the 
Kolmogorov equations. 
In this work we have developed a new approach, based mainly on the analysis and resolution of 
linear partial differential equations (PDE), which is effective in giving some orthogonality 
measures. Since the completion of this work (in 1991-1992) further important results have been 
obtained using Nevanlinna's theory of indeterminate moment problems. This beautiful construc- 
tion enables one to parametrize all the orthogonality measures through their Stieltjes transform. 
Several examples have been worked out in the literature: the A1-Salam-Chihara polynomials in 
[9], the q-Hermite in [16], the quartic birth and death process considered here as well as the 
A1-Salam-Carlitz q-polynomials in [4, 3]. 
Let us now describe the content of this article. In Section 2, we give a new derivation of Stieljes 
results for the processes (7) and (8) just by solving the PDE for the generating function of the 
transition probabilities. Basically, the PDE to be solved can be reduced to the heat equation 
0H (t, 0) = 6~2H 
o-7 (t, 0). 
In Section 3, applying the same technique we show that for the quartic ase the PDE to be solved 
can be reduced to the "heat squared" equation 
0H (t, 0) --- O4H 
~0 ~ (t, 0). (10) 
Therefore, the essential nonuniqueness of the ~,,,.(t) must have a counterpart at the level of this 
Cauchy data. 
We exhibit in Section 4 the key tool to discuss this nonuniqueness: the "null functions" which 
bear surprising relations with some identities of Ramanujan. 
In Section 5 we give a detailed description of a one-parameter o thogonality measure which 
includes, as a particular case, the honest one. 
Section 6 is devoted to several miscellaneous remarks and to the conclusion. 
Part of the results on the quartic case were announced in [39]. 
106 G. Valent /Journal of  Computational nd Applied Mathematics 67 (1996) 103-127 
2. Stieltjes quadratic process 
2.1. Death dominated regime 
We work with the transition rates (7) for which we have 
~.  = k 2n 
The series 
R= 
(11) 
+ - -  + " -  -~ (12)  ,~>1 2,2,-1 2. 7.~ 
is divergent; from [-31, Theorem 11, p. 44] we conclude that the transition rates (7) define a unique 
Q process with the properties: 
~.,.(t)/> 0, 
Z ~m,,(t) < 1, 
n >~ O 
lim ~,,,,(t) = 6,,,, 
t--*0 
~m,.(s + t) = Z ~m,~(s)~k,.(t). 
k>~O 
In these relations the following ranges of the variables are understood: 
m,n=0,1 , . . . ,  s~>0, t~>0. 
Furthermore, Q is honest, i.e. 
2 ~mn(t) =1, t~0,  m=0,1 , . . .  
n~>O 
and it satisfies the forward Kolmogorov equations (1). 
In order to obtain such a solution we define the generating function 
G~(t,w) = ~, ~m,,(t)w", 0 ~< W < 1. (13) 
n >~ O 
It is easy to check that the PDE to be solved for Gm is 
O,G~(t,w) 4(1 w)[-w(1 2 2 = -- -- k w)c3 w + (1 - 2k2w)Ow - ¼k 2] Gin(t, w), (14) 
Gin(0, w) = w ' .  
Now it has been shown in [38] that suitable changes of function and variable transform the 
right-hand side of (14) into the operator c32. Our first task will be to show that (14) can be reduced 
to the heat equation, following the same strategy. 
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In what follows, we shall need a result proved in [38] concerning the generating function of the 
polynomials F.(x) related to the transition rates 2. and/~, given by (7). This result states that 
F(x, w) = ~ F.(x)w", O <. w <. l ,  
n >>. O 
has the following integral representation: 
e(x,w) = 1 f l  ~ cos(w/~ sn- ' (w/-~))  du (15) 
rt ~/1 -  k2uw V / -~-  u)" 
The function sn(w) is Jacobi's elliptic function of parameter k 2, and sn-1 (w) is its inverse function, 
well defined as 0 ~< w ~< 1 and such that sn-l(0) = 0. 
Let us now solve the Cauchy problem (14). We first transform G., according to 
Gin(t, w) 1 f l  ~ 
du 
= - f#,.(t, uw) , (16) 
u) 
The resulting PDE for fire(t, w) becomes [38] 
O,f#m(t, W) = 4W(1 -- W)(1 -- k2w) Oz~ + ~ 1 -- w 1 - k2wJ Ow 
2kZw - k 2 -] 
-+ 4w(1 - w)(1 ~ k2wiJ f~m(t,w), (17) 
m! 
w/= w m • 
It is then sufficient to change the variable 
w = sn2(0 ,  k2), 0 ~< 0 ~< K (18) 
and the function to 
(fire(t, W ---- sn  2 O) : -  Hm(t, O) (19) 
dn 0 
In all this section we follow the notations of [40, Ch. 22]. We end with the following boundary 
value problem: 
O,H,.(t, O) = OZoHm(t, 0), (20) 
m! 
Hm(O,O)=(i-~m(snO)2mdnO , <. O <. K.  
The uniqueness of the solution of the Kolmogorov equations must have now its counterpart at 
the level of the Cauchy problem (20). The simplest way to solve it is to continue H,.(t, O) to all real 
values of 0 and then use the fundamental solution of the heat equation. This gives 
m! 1 f+~ H~(t,O) = (½)m 2x/~tt -oo (snO)2m(dn~b)e-(°-o)'/4t dO. (21) 
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The following important step is to obtain the Fourier series of 
Um(~)=(sn~)2mdn~= t~o~m'tCOS(-~k) " 
For m = 0 the coefficients are given in [40, p. 511-1: 
n 2n q~ 
4o ,o=2K,  ~o,z-  K l+q21 '  I=1 ,2 , . . . ,  
where q = e -~(K'/K). 
relation 
dZum ~mUm-1 -- ('~m q- llm)Um -Jr" /2mUm+l, m 0, 1, 
d~92 - = ... 
provided that we take u_ 1 = 0 and 
2"m = (2m -- 1)2m, tim = k2( 2m + 1)(2m + 2). 
This relation implies a three terms recurrence relation for ~,,,t 
--Xl~m,t=2m~m_l,,--(2m+l~m)~m.t+fimCm+l,t, =0,1  .... , 
t=0,1,.. . .  
It follows that all ~,.,~ are determined by the knowledge of Go,~- Furthermore, 
(½)m 
has for recurrence relation 
- -X l~m, l=,~m- l~m- l , , - - ( ,~  m "q- ]Am)~m,,-~- /Am+l,l¢--m+l,l, m,/=0,1 , . . . .  
We can therefore conclude that 
~m,l = Fm(xt)~o.t 
and 
(22) 
Differentiating twice Um with respect to ~, gives the differential recurrence 
m~ 
¢m,t - (½),.(k2),. F~(x,)~o,, .  (23) 
Replacing (23) into (22) it is possible to integrate term by term the Fourier series in (21) to get 
f#m(t,O) = Y. ¢°'l Fm(x,) c°s((ln/K)O) -tx, (24) 
~>~o nm dn0 e 
Plugging (24) into (16) gives after a term-by-term integration (valid for t ~> 0, 0 ~< w ~< 1) 
Gm(t,w) = E ~o,l Fm(x,)F(xl, w)e-tX,, (25) 
l>~0 l~'m 
where F(x, w) is the generating function of the polynomials F.(x) already exhibited by (15). 
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We get by an expansion of F(x, w) in powers of w the transition probabilities 
~m,n(t) =--1 ~, ~o,lFm(xl)Fn(xt)e_tX ~ (26) 
7Tm l>~O 
This result proves that the KMG representation theorem holds, as it should, for this process. 
When t ~ 0, since we have ~m.(0) = fro,, the relation (26) is the orthogonality relation for the 
polynomials F,(x). 
The spectrum is discrete 
(ln~ 2 
x ,=\K j ,  l=0 ,1 , . . . ,  (27) 
with the jumps of the measure given by the ~0,~: 
rt 2n q~ 
~O=2K,  ~l= K l+q2t '  I=1,2, . . .  (28) 
and the orthogonality relation is explicitly 
~'~ ~lFm(xt)Fn(xt)  = ~m(~mn. (29) 
z>~o 
These results where first derived by Stieltjes, a long time ago [36]. Later on, Carlitz [5] obtained 
the explicit form of a generating function for the F,'s: 
n! 0)2" - c°s(xfi0)d--ff-ff .~0~F"(x ) (sn  , 0~<0~<K. 
This remarkable r sult (which is deeply connected with Heun's function theory, see [38]) enabled 
Carlitz to give a new proof of the orthogonality relations (29). More recently, using a generating 
function technique, the spectrum and the orthogonality relations were derived again [38, 37]. 
Let us mention that for the Stieltjes process, the knowledge of the generating function (15) is 
essential if one is interested in the moments 
Mr(re, t)= ~', nt~m,,(t), 1=0,1,. . .  
n>~O 
as well as the autocorrelation function 
7(0 = Z mpmMl(m,t)-  M2(m,t), 
m>~O 
where p,, is the stationary probability distribution. It has been shown in [37] how to compute these 
quantities. Let us recall the results: 
Mo(m, t) = 1, 
E -- (1 -- kZ)K ~2 
E M~(m,t)= 2( l _k2)K  +( l _k2)K2t~ ~ 
Fm(x3 ( - 1)~lq t 
7~rn 1 -- q2l e-tXt, 
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k2(2E - (1 - kZ)K) n 2 
M2(m,t) = 4(1 - k2)2K + 4(1 - k2)2K 2 ~ 
1>~1 
n4 ~ 12ql(1 + q2l) 
7(0 e-tXt. 4(1 -- k2)K 4 ,~,  (1 - -  q2 , )2  
&(xt )  ( -- 1)t lq l 
7~ m i - - -~T (X21 + 4k2) e-tx' , 
Let us observe that the moments of the orthogonality measure follow from (22) for m = 0. Defining 
an = Z ~'ll(Xl)n' n - -  0, 1, . . . ,  (30) 
l~>0 
we have 
dnx= ~ ( -1)"  n >~ O 2n! tTnX2n" 
In particular, 
O'o= ~ ~l= l ,  
l>~0 
where K(k 2) (resp. E(x2)) is the elliptic integral of first (resp. second) kind. 
Let us conclude this subsection with some comments on the ergodicity of this birth and death 
process. In [19] a process is said to be ergodic if we have 
lim ~i~m,n(t ) = Pn, 
t--.} oo 
where p. is the stationary distribution given here by 
P"=zt~>onl=2K-  - -  " 
Its generating function is 
) (2 ,  2. p. w" = -~ F1 k2w • 
\ 1 ' 
Using (26) we deduce 
lim ~m,.(t) - n Fro(O) F.(O), 
t-.o~ 2K nm 
which, upon use of FI(O) = rim, reduces to 
lim ~m, . ( t )  = ~-~ ~. = p~.  
t"* o0 
This proves the ergodicity of this process in agreement with the necessary and sufficient condition 
proved in [19] which holds here because we have 
1 
n~O n~O 
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2.2. Birth dominated regime 
We consider now the transition rates (8). One can check that the series R defined by (12) is 
convergent and that the series 
(2 = +- -+. . .  + .~ l  1 ~n+l~. m+~- '~ 
is divergent; so by [-31, Theorem 11, p. 44] we know that: 
• there are infinitely many Q processes, 
• only one satisfies the Kolomogorov equations (1) but it is dishonest. 
Furthermore, this process cannot be ergodic because its stationary distribution does not 
exist 
7~n = -k- oO.  
n>~0 
Despite these pecularities, the technique displayed in the previous section works nicely again. 
This time we take for the generating function 
G,n(t,w)= ~ ~m,n(t)(kZw) n, O <. w <. l ,  
n>>.O 
which brings the forward Kolmogorov equations to the PDE 
6G,n(t,w) = 4(1  - k2w) [w(1  - w)a~ + (1 - 2W)~w - ¼] Gm(t,w), 
G,,(O, w) = (k2w) " . 
The integral transform (16) gives for the transformed generating function (#re(t, W): 
6~(t ,w)  = 4w(1  - w)(1 - kZw) ~ + ~ 1 - w 1 _--~2w ~ 
m~ 
f~m(O, w) = ~ (k2w) m . 
The change of variable 
w = sn2(0, k2), 
and of function 
(#,n(t, W = sn z 0) -- - -  
O~O~K 
Hm(t,O) 
cn 0 ' 
2k2w-  1 -] 
+ 4w(1 -~ ~-(1 -k2wi J  (¢m(t,w), 
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yields 
OtHm(t, O) = 82H.,(t, 0), 
m[ 
H,~(0,0) = ~2) (ksnO)2mcnO, 0 <~ 0 <<. K, 
which is to be compared with (20). 
Its solution is therefore 
m! 1 f+oo Hm(t,O) - (½)m 2x//- ~ -~ (ksn O)2~(cn @)e-(°-o)2/~t d@. 
Using the technique described in the previous subsection one can prove that 
m! 2n q'+ l/2 ( n_~@K ) 
(sn~k)2"cn@=(i-~,~oFm(Xl)kK1 +q2l+icos (l+½) , 
where the polynomials F.(x) solve now the recurrence (3) with the transition rates (8). 
Inserting (32) into (31) gives 
gm(t,O) = Fm(Xt) kK l + q21+ l cos (I + ½)--~ . 
7Zm l >~ O 
with xt = ((l + ½)(n/K)) 2. 
In order to recover the generating function Gm(t,w) we need further information 
generating function of the polynomials F,(x). It has been proved in [5] that 
n! E ~ F.(x)(ksnO) 2" c°s(x/~O) 
. .>o  cn0 , O <<. O <<. K. 
Using the techniques developed in 1-38-] one can deduce 
_1 ~ cos(v/-xsn-l(x/-~)) du F.(x)(k2w)" = 
Jo , /1  - ul 
(31) 
(32) 
(33) 
on the 
F(x,w)= Y' (34) 
n~>0 
fo r0~<w< 1. 
Using (16), (33) and (34) gives for the generating function of the transition probabilities 
2it q~+1/2 
Gm(t,w) =1 ~ Fm(Xl) kK 1 + q2t+l F(xl,w) e-t~'' 
7~m l >~ O 
Expanding in powers of w gives transition probabilities in agreement with the KMG representation 
theorem, with the discrete spectrum 
x l= l+  , l=O, 1 .... , 
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with the measure jumps 
2n qt+ X/2 
kK 1 + q2/+1 , / = 0,1,... 
and the orthogonality relation 
= rc , .a , . . .  
l>>.O 
The absence of a vanishing eigenvalue is related to the nonergodicity of the process under 
consideration: for large times the transition probabilities vanish. This is a simple consequence of
the strong dominance of the birth transition rate over the death one which leads ultimately to 
a vanishing population. 
The moments of the orthogonality measure a,, defined by (30), are now given by 
(-- 1)" a.x2.. 
cnx = ~ 2n! 
n~>O 
3. The quartic process 
In [25, 27] exact transcendental equations giving the spectrum were obtained for several cubic 
and quartic processes. However, only one among them led to an explicit analytic form for the 
spectrum. This process has the transition rates (9). One can check that for n --* 0o we have 
- -=  -+C , 0 -=2,  
fin n 
2---7- n , p=4.  
Therefore, the inequalities 
p - l>0->l  
hold; so by [31, Theorem 11, p. 44] we know that: 
• there are infinitely many Q processes satisfying the Kolmogorov equations (1), 
• among all these processes only one (that we denote by ~*,,(t)) is honest. 
This situation is very peculiar and cannot be experienced either with linear or with quadratic 
transition rates. The theoretical possibility of a nonunique solution to the Kolmogorov equations 
was first proved in [23]: by a constructive procedure two different solutions were shown to exist, 
each having different spectrum and transition probabilities. However, up to now, no analytic 
solution could be obtained mainly because cubic or quartic processes are not so easily handled. 
Such a nonuniqueness of the spectrum raises another question of interest: what is the nature of 
the spectrum obtained in [25, 27] since it happens to be uniquely defined? The answer to this 
question will be given in Section 5 (Theorem 2). 
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Let us begin with a detailed escription of the stationary distribution p,. First we have 
/~ ..-/1. 4n + 1 
with for generating function 
(35) 
\/!11, 5 ;w 1 / r" /2 ,  2,4 
E = 3-2  • 
n~>0 
Since Raabe's test shows the convergence of the series y,. ~ o n., its sum is given by 
/1  1 ± \ 
t7 ~2,2 ,4 .  ) 3"2~ 15  ' 1 . 
\ x,4 
Its value follows from Dixon theorem [35, p. 52] 
F2(¼) K 2 
n~>O 
where Ko = K(k  2 = ½) is the real period of the elliptic functions with modulus k 2 = ½ (the so-called 
lemniscate elliptic function of Gauss [40, p. 524]). In what follows, an elliptic functions have k 2 = ½ 
and we adhere to the notations of [40]. 
So we have the stationary distribution 
re. n 1 r(½)~ 2 ' 
LTJ (36) P" ~t~onl K24n+l  . 
with the generating function 
/1  1 I \ 
"/~ 1~' / 2 '2 ,4 
Z P"W"=K---53"21o \ 1,¼ ; w),  0~<w~<l. (37) 
n~>0 
Let us notice that Raabe's test shows that the higher moments of this probability distribution are 
divergent 
Z n~P, =+~,  /=1,2 , . . . ,  
n~>0 
a fact related to the slight birth dominance of the process. 
Let us mention also a useful integral representation f this function, needed later on. Using [10, 
(11) p. 850] one has 
12, 2,4 1 2 4 (38) 3F2, ; w =-  2FI ; uw /g U) 
From the definition of the right-hand side hypergeometric function one can check that 
(½1; w) - -~ l  ~ w l~ ' -  du (39) 
2F1 
4 4; w l /4  JO %/ /1 -  U 4" 
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Using a new variable 0 such that 
1 Ko w TM = ~ sd(v/-20), 0 <~ 0 ~< 
brings relation (39) to 
)') l sd( O) _ Ko (4o) 2F1\¼ ; sd(x/~0), 0~<0~<~.  
Let us now turn ourselves to the PDE to be solved for the generating function of the transition 
probabilities which is now of fourth order 
O,G,.(t ,w)=(1-w)[ 1 #(6w)-2((~w) 1 G.(t,w), (41) 
G,.(O, w) = w m ,
where 
,~(Sw) = ,~(n --, ,L),  ~( ,L )  = ~(n ~/~) ,  ~,~ = w~,  
with 2. and #. given by (9). 
In [-27] it was shown that under suitable changes of variable and functions the differential 
operator on the right-hand side of (41) can be mapped to (34. Using the same technique we will 
reduce it to what we call the "heat squared equation" (10). 
We first use the same integral transform as in (16) which gives 
t~t~m(t,w)=[lft(6w)+W~(6.)--J.(6w)--p(6.)l(~m(t,W), (42) 
rn! 
~m(o, w) = (½)---~ wm, 
with the polynomials 
~. = (4n + 1)(4n + 2)(4n + 3)(4n + 4), ft. = (4n - 2)(4n -- 1)(4n)(4n + 1). (43) 
The transformed PDE (42) simplifies if we take for variable z = w TM and consider Z~r.(t, z4). We get 
O,(z(~,.(t, z4)) = [(1 - -  z4 )204  - -  12z3(1 -- z4)¢33 
--12z2(2 -- 3z4)02 -- 12z(1 -- 2z4)Oz](ZqJr.(t, z4)) (44) 
and the change of variable 
1 sd(x/~0) ' O<~o<<Ko 
reduces the right-hand side differential operator to Oo 4. 
116 
Let us define 
Hm(t,O) = ~2 sd(__O)f¢,, t,w = 
G. Valent / Journal of Computational nd Applied Mathematics 67 (1996) 103-127 
(~ (N/-~ ))4) 
1 sd  0 . (45) 
It follows that H,,(t, O) is the solution of a Cauchy problem for the heat squared equation: 
OtHm(t, O) = O~H,,(t, 0), (46) 
mY / 1 _ '~4m+l ,,.(0.0)-- ) 
The following remarks are now in order: 
(1) It is no longer possible to continue by periodicity in 0 the boundary condition Hm(O, O) in 
order to get the heat squared equation for real 0 because this last equation has no fundamental 
solution in the tempered istribution space. Indeed its Fourier transform with respect o the 
variable 0 would be ete which is not polynomially bounded for t > 0 and large k. 
As we shall see from the final form of the solutions of (46) obtained here, they all exhibit 
singularities for finite values of 0 outside the range [0, Ko/x/~]. 
(2) In the following we shall use the observation that for any real s the four functions: 
e-tS'fit(sO), 1=0,1,2,3, 
are solutions of (46) if we take 
(sO) 4n+/ 
fit(sO) = ~ ( - 1)" (4n , l = 0, 1, 2, 3 (47) 
.~o + 1)! " 
Explicitly one has 
fio(sO) = cos cosh , 
3l(s0) __1 (sin(S~22)cosh(S~2) s (~)  (~22))  = ~-~ + cos sinh ,
fiz(sO)=sin(S-?22)sinh(S-?22), 
( (5)) fi3(sO) = ~ sin cosh - cos sinh . 
(3) At this stage we must experience the nonuniqueness of the transition probabilities and 
therefore the nonuniqueness of the solution of the Cauchy problem (46) [12, p. 201]. 
These nonuniqueness problems manifest hemselves through the existence of null functions 
H(t, O) which vanish initially, i.e., H(0, 0) =- 0 and such that their time evolution leads to a non- 
trivial H(t, O) for t > 0. 
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Several examples of null functions have been worked out for the heat equation [17, p. 211], [11, 
33]. The next section will be devoted to the construction of large classes of null functions for the 
heat squared equation. 
(4) In what follows, we shall need some results proved in [27] for the polynomials F,(x): 
n! . cS~(x~/40(w)) 
Z ~F. (x )  w - (xw),/4 , O<<.w<<.l 
n>> O 
and 
~' F.(x)w" 1 f~ cSx(xl/40(uw)). . - -  du 
. >~ o n (xuw) 1/* x/u(1 - u) 
where O(w) is the inverse function of w 1/4 = (1/x/~)sd(x/~0) such that 0(0) = 0. 
(48) 
4. Null functions and some identities of Ramanujan 
What is basically required to get the time evolution of Hm(t, O) is the expansion of its boundary 
value H,.(0, 0) on the 6[s. 
This is most easily done, for m = 0, by expanding the derivative 
d cn(x/~O ) 
d--O Ho(O,O) = dn2(x/~0 ) .
The addition theorem and Jacobi's imaginary transformation give after a tedious computation the 
identity 
cn(x/~0) 
= 1 - ½ (sn2(j0) + sn2(f0)), 
dn2(x/~0) 
withj = (1 + 0/V/-2,] = (1 -0 /x /~.  Using the Fourier series for sn 2 0 [40, p. 520] we obtain 
cn (v/-20) 2Eo 2n 2 n 
= - 1 + -k-go + K-- o dn2(v/20) sinh(nn) 
Taking into account Legendre's identity 
2Eo rt 
= l+- -  
Ko 2K 2' 
we end up with 
cn(x/~0) - n 2n 2 n 
dn2(x/~0) 2K02 +-~.~x sinh(nrc) 
where the series converges absolutely for 
because 0~ [0, (Ko/w/-2)]. 
- - c o s  cosh  " 
m O(n 00) '49' 
-x /~Ko < 0 < x/2Ko. This is sufficient for our needs 
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Let us observe that there is no conflict between the double periodicity of the left-hand side and 
the nonperiodicity of the right-hand side of (49) because of its limited range of validity. For instance 
if we change 0 to either 0 + v/-2Ko or to 0 + ix//-2Ko the series becomes a divergent one. 
Integrating (49) with respect o 0 leads to 
rt 2rt 1 (n r t )  
Ho(0,0)= ~ +Koo.~ sinh(nn~ 51 Koo 0 ' (50) 
where the series converges absolutely for -x /~Ko < 0 < x/~Ko. 
In order to generalize it to integer values of m i> 1 we follow a strategy similar to that already 
developed in Section 2. 
Let us define 
v' (O)= 1 sd 0 , m=0,1  . . . . .  
One can check that 
d%" = 2"Vm-1 - (2,, + I.t.,)v., + ~mV.,+a, m = 0, 1, (51) dO 4 ... , 
where 2.,,/~., are given by (9) and ~,,,/~,, by (43); for m = 0 we must take v_ 1 = 0 in (51). 
Relation (51) shows that Vmfor m 1> 1 has an expansion similar to (50) with only 61. Defining the 
coefficients of such an expansion to be 
l')m(O) = ~m'O0 "~ ,~>~1 ~m"(~l 0 , 
we deduce from (51) the recurrence relation 
--Xl{m,l = ~m~m-l,l -- (~" + tAm)~m,l "~ fim~m+l,l, m = O, 1, ... , 
Xl=\Ko / I  , {-1,t - -0 ,  1=0,1  . . . . .  
It follows that 
rn~ 
{m,t = (4m + 1)(1-~mmFm(x,){O,l, 
where the F,,(x) solve the recurrence (3) with 2.,,/~,, given by (9). 
From (52) we deduce 
rtm sinh(Irt~) ~' 0 , 
rt 2~ __  
nra(O, O) ~" -~o  O ~ -Koo ,~>~ 1 
whose time evolution will be 
rt 2~ __  
* / . ( ' ,0 )  = 0 + 
Fm(x , ) l ( ln )  
rim sinh(lrr) •1 goo 0 e-tX'. 
(52) 
(53) 
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It is easy to check that (53) is indeed a solution of (46) for -x//-2Ko < 0 < + x//2Ko and t/> 0. 
One recognizes in the first term of (53) the stationary distribution (compare with (40)) up to an 
overall factor. 
Other interesting results follow from (50) if we do the substitution 
Ko 0 ~-~ + 0, (54) 
which implies 
no(O,O) =~ cn(x/~0). 
It follows that the left-hand side of (50) becomes an even function of 0. However expanding 61 
gives terms containing 61 and 63 which are odd functions of 0. They must vanish independently 
leaving us with two null functions: 
2K----~n Ko2n _ sin-fi(~n)(- 1)~ 6 \Ko ( In _) 0 + ,Z  1 0 = o, (55) 
2n (-1) '  ( n ) + ½ ) n )  
Ko,~ocosh((/ 63 (l+½)~oo 0 =0.  (56) 
Expanding in powers of 0 using (47) and interchanging the order of the summations (valid because 
the double series converges absolutely for --Ko < 0 < + Ko) gives the identities 
E (-1) ' /4"+1----16,o,  n=0,1 , . . . ,  (57) 
l~  1 sinh(In) 4n 
(--1)'(/+ ½)4,+3 
cosh[(/+ ½)hi = 0, n = 0, 1,.... (58) 
l~>O 
The identities (58) where first stated by Ramanujan [30, question 358, p. 326] and first proved by 
Bhimasena Rao; a more recent proof was given in [34]. 
The identities (57) were first proved (somewhat implicitly, see the remarks in [28]) by Phillips 
[-29] and later on by [34]. The most recent proof seems due to Carlitz [6] using also elliptic 
function theory in a way which is not very much different from ours. 
Using (55) and (57) we have therefore 
2K------~0+~ooz>~ 1 rc~-sinh(/n~61 0 =0,  (59) 
whose time evolution (to be used in the next section) is given by 
n 2n Fm(x,) (-1)1 ( In )  
NF l ( t 'O)=-~oO+-Ko ,~ l  nm sinh(ln---~) fil Ko 0 e-tX'" (60) 
From its very construction NFI(t, O) is a solution of (46) for -v/-2Ko < 0 < + x/-2Ko and t ~> 0 
with the boundary condition 
NF~(O,O) = O. 
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Let us prove that for t > 0 this null functions does not vanish identically. To this end we take its 
Laplace transform and integrate term by term (a step valid for Re p > 0) to get 
n 0 2n ~ Fm(x~)(-1) z ( ln )  1 
"~- Koo 1 >~ 1 ~m s i -n~ (~1 K00 0 ~(NF1 (t, 0)) - 2K~ p ~ p + x, 
Using relation (5.1) of [34] one can deduce 
l(31(nxa)61(~_ff__xb) "~ 4 ( -1 ) '  610tla)31(nlb) 
x ' \  62(x/~nx) -ab /=- t~ ln  ~ ls in~)  x • - l *  
for -w/~ < a + b < + x//-2. Expanding one of the 31 as a generating function of the F,(x) gives 
n 01(Op I/4) Fro(p) 
~(NFI(t,O)) = 2 p3/43z(w/-2Kopl/4 ) n,, 
for -~/2Ko < 0 < + x/~Ko. This relation shows that for t > 0, NFI(t,O) does not vanish 
identically. 
This proof has some importance because if we expand in powers of t the exponential of(60) and 
then interchange the order of the summations we have 
(-t)"  n, F"(x') ( -  1)~ ( In )  (ln~4n 
E E sinh(/n~ 6, 0 ,>~o ,>~1 n,, Koo \KoJ 
and this vanishes for t > 0 because of the identities (55) and their derivatives. One can check that 
this double series does not converge absolutely for t > 0 so that the interchange is not allowed. This 
is indeed confirmed by our computation of the Laplace transform of NF1 (t, 0). 
Let us conclude this section by the description of a procedure which, starting from the null 
functions (55) and (56), will generate infinitely many others. In (55) we operate the substitution (54) 
and use the elementary addition theorem of 31: 
31(x + y) = 61(X)3o(y) + 3o(X)31(y) + 32(X)33(y) +33(X)32(y), 
we obtain four linearly independent ew null functions each involving 30,31,32,33. The one 
involving 61 is not new but those involving 3o,62, 3s can be reduced by derivation with respect to 
0 to 61 only. 
In this way we get easily some new null function involving 61: 
nO ( -1)  ~ I(~oo ) (--1) / ( i / t0 '  
2K----o+ ~llcosh(ln)31 0 - ~o(l+1)sinh((l+½)n)31 ( I+~)~oo)=0,  
l>~lcosh(l~ I 1 go 0 '~-l~osin-h~.~._-~)-~) 1 (/+~)~oo) =0,  
(--1)/(/ +½) 2 ( n0) 
Y~ cosh((l + ½)n) 6~ (t + ½) Ko = 0. 1~>0 
The last null function is merely a consequence of (56). Nevertheless, if we start now from (56) we 
get four new examples. 
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Once a null function is obtained the substitution (54) will generate other null functions and this 
process can be repeated ad infinitum. We will not pursue this explicit description of the null 
functions linear space because it seems not easy to order and classify all of them. 
5. A family of  solutions which includes the honest one 
Let us consider a one-parameter family of solutions defined by the generating function 
IYI,,(t, O) = H,,(t, O) + aUF~(t, 0), (61) 
where a is some real parameter. 
Using (16) and (45) we recover the generating function of the transition probabilities (~,.(t, 0). 
A termwise integration gives 
G,.(t,w) (1 + a) 1 f l  ~ O(uw) du 
2n F,.(xt) (1 + a ( -  1) ~) e_,X ' 1 f l  61((ln/Ko)O(uw)) du 
, /d-u) 
The first integral is the generating function of the stationary distribution (see relations (38) to 
(40)) whereas the second integral is (see (48)) the generating function of the polynomials 
(Xl)l/4Vm(xl). 
We have therefore obtained for t ~> 0 and 0 ~< w ~< 1 
Gin(t, w) (1 + a) 2n 2 F,.(xt)/(1 + a ( -  1) ~) e - "F (x ,  w). 
- 2 ,~o p"w"+ K--~o,~, n,,, sinh(/n) 
Expanding out in powers of w gives then for the transition probabilities 
~r, ,(t) (1 + a) 2n2 Z F,.(x,)/(1 + a(-- 1) ~) e_,X,F.(xt). (62) 
' - m p" + K--~o ,~>1 n-----~ sinh(/n) 
This final result shows that the representation theorem of KMG holds, that the spectrum is discrete 
x ,=\Ko / ,  / = 0,1,... (63) 
and that the measure jumps T~ are 
To - (1  +a)  n T t=2n 2_ / (1  +a( -1 )  t), 1=1,2, .... (64) 
2 Ko 2' K 2 sinh(/n) 
Demanding now the positivity of the orthogonality measure, we get the admissible range for the 
parameter a: 
- l~<a~<+l .  
We conclude to the following theorem. 
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Theorem 1. The polynomials F.(x) which solve the recurrence relation: 
(2 .+#. -x )F . (x )=~,+IF .+ I  +2. -1F . -1 ,  n=0,1 , . . .  
F_ 1 (x) = 0, F0(x) = 1, 
with the transition rates 
2. = (4n + 1)(4n + 2)2(4n + 3), /~. = (4n - 1)(4n)Z(4n + 1) 
are orthogonal with respect to a positive measure. When -1  <~ a <~ + 1, some orthogonality 
relations are 
Z ~tFm(xt)F.(xt) = rCm~m., 
l>~O 
with xl, ~l given by (63), (64) and rCm by (35). 
In order to select the honest solution, we have now to compute 
Z 
n>~O 
Using ]-20, Theorem 5] we know that for bounded positive values of t this series is uniformly 
convergent. It follows that we can use a taubian argument to get 
Z ~. , , . ( t )= lim ~m(t,w). 
n>~0 w~l -  
Since for t/> 0 the series for if, re(t, W) is uniformly convergent when 0 ~< w ~< 1, we get 
Z ~m,n(t)= Z F"(Xt)F(xl, 1)e-tX'. 
n >>- O t >~ O 7~m 
It has been shown in [27] that 
F(x, 1) - rtx//~ sin x TM sinh x 1/4 , x # 0 
and that 
r(0, 1) 
This gives 
2 ~.,..(t) (1 + a) 2(1 - a) ( -1 ) '  Fm(X2l+l) e-,X .... (65) 
. ~ 0 -- 2 + - - r t  ,~>oZ (l + ½) cosh((l + ½)it) re,. 
and clearly the honest transition probabilities correspond to a = 1. 
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We summarize these results in: 
Theorem 2. The unique honest solution of Kolmogorov equations is given by 
~*,n(t) = 1 Z ~*Fm(x~)Fn(x*),  
~ml>~O 
with the discrete spectrum 
x~' = (2/re) 4 l=  0, 1,... (66) 
\Ko/' 
the measure jumps 
lr 4n  2 21 
7/* = K--~' ~* = K~ sinh(2/rt)' l=  1,2,... 
and the orthogonality relation 
Z ~*F,,(x*)F,(x*) = rt,,fi,,.. 
I>~O 
This theorem shows that the spectrum obtained in 1-27] using the generating function F(x, w) is 
the honest spectrum. It is uniquely defined by 
F(x, 1) = 0 =~ sin(½Koxl/#)sinh(½Kox TM) = 0 
and agrees with (66)• 
After this work was completed, the results stated in Theorems 1 and 2 have been derived also 
using Nevanlinna's theory in [3]. In this reference it is proved that the measures which are 
Nevanlinna extremal and correspond to a = _+ 1. 
6. Miscellaneous observations and conclusion 
6.1. The moments of the orthogonality measure 
The nonuniqueness of the orthogonality measure is related to the indeterminacy of the Stieltjes 
moment  problem. Interestingly enough there are other exactly soluble cases of birth and death 
processes exhibiting this phenomenon; the earliest known example has for transition rates 
~.n = q-  2n-1, #n = q-  2n(1 __ qn), 
where 0 < q < 1. These rates do exhibit an exponential increase for large n with an asymptotic 
dominance of the birth processes 
2, 1 
lim - 
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Here too the convergence of the series R and S implies the existence of infinitely many ortho- 
gonality measures among which only one is honest. 
The corresponding polynomials are Stieltjes-Wigert's [8, p. 174]. A large class of orthogonality 
measures are known [7, 1]; however, the moments of all the orthogonality measures take one and 
the same value which, for a suitable normalization, are given by 
(r n = q-(n+ 1/2) 2 " 
For the quartic process under study here the situation is exactly the same: the moments are 
uniquely defined because the contribution of the null functions to them always vanishes. Let us 
consider the measure given by Theorem 1; its moments are 
rt 2~ 2 _ l (llt~ 4~ ( it 2r~ 2 ( -1) ' /  (llt~ 4") 
a. - 2KoZ 6.o + ~ '~>~1  ~goo/ -¥ a ~ ~nO + K--"~-,~>~1 ~ ~kgooJ 
and the term proportional to a vanishes by (57). 
The simplest way to compute the o-,, defined by (30), is to use (49) as a generating function for 
them: 
dn2. /X~x.- tx z  2 (-1)" a.. n~>O 
Let us observe that no powers of x 2" can appear in the series because the left-hand side is invariant 
under the substitution x ~ ix. 
From this generating function we deduce 
O'o= ~ ~t=l .  
1~>0 
The moments of the transition probabilities Mo, M1, M2 (see Section 2) are also of interest. 
However only Mo is defined (it depends on the choice of the null functions included in the solution) 
and is given by (65) in the cases covered by Theorem 1. The higher moments are certainly not 
defined because already the contributions coming from the stationary distribution are divergent 
(see the remark after (37)). 
6.2. Ergodicity 
Rather unfortunately the necessary and sufficient condition for ergodicity given in [19] does not 
hold when the solution of the Kolmogorov equations i not unique as it is the case here. We must 
therefore resort to a direct analysis of the ~,,,.(t) given by (62) to get 
lim ~,,,,(t) = ~0 F,.(0) F,(0). 
t--' oo ~m 
This reduces, upon use of Fro(0) = z~,., to 
lim ~,,,,(t) = (1 + a) 
t-.  ~ 2 P"" 
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It follows that the honest process a = 1 is ergodic. However, for - 1 -%< a < 1 ergodicity is violated, 
maximally in the limiting case a = - 1 for which all the transition probabilities vanish at large 
times. 
One should not conclude, however, that only the honest solution is ergodic. If we start with the 
two-parameters solution of (46) 
film(O, O) = Hm(O, O) + aNF~ (0, O) + ba4NF1 (0, O) 
it is easy to check that it is ergodic for a = 1 and all admissible values of b while the honest solution 
corresponds uniquely to a = 1 and b = O. 
6.3. The null function involving 63 
As we already observed, using the null functions given by (55) and taking their derivatives of 
order 4n, we can obtain denumerably many different solutions of the Kolmogorov equations, 
indeed a large vector space of solutions. 
The peculiarity of the Hm obtained in that way is that they are expanded only on 6~. However, 
there are other null functions (see for instance (56)) which are expanded only on 63 and which 
cannot be excluded using parity arguments in the expansion of Hm(0, 0). 
Nevertheless, no null functions involving fi3 can be used to get solutions of the Kolmogorov 
equations, for the following reason. Let us suppose that Hm contains a term of the form 
Hm(t, 0) = 63(0x ~/4) e -'x 
(in general Hm will be a sum of such terms with different values of x, but this changes nothing in the 
argument). 
Coming back to G,,(t, w) gives therefore 
e_,x l  ~ 63(xl/aO(uw)) du G.,(t, W) 
Jo (uw)'/" - u) 
We can write the expansion 
63(x /'O(uw)) = E c.(uw) 
n~>0 
with suitable coefficients c.. 
Substituting this series into (67) gives 
Gm(t,w) =e- ix E c" w"+x/2 
n>~O 
(67) 
which is not analytic in a neighbourhood of w = 0 thus contradicting the definition (13). 
So we can infer that any null function involving 33 in its expansion has to be rejected in order to 
obtain solutions of the Kolmogorov equations. 
As a final comment we would like to emphasize that (even for polynomial transition rates) it 
seems unlikely that one can obtain closed forms for the spectrum and the orthogonality measure of 
the related KMG polynomials; therefore, the particular transition rates which lead to "simple" 
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results, as for instance Stieltjes quadratic process and the quartic one considered here, may play 
a prominent role in our understanding of birth and death processes. 
It may happen that already for the cubic and the quartic transition rates (or even better for 
transition rates of higher degrees) new "simple" processes will be discovered in the future. 
At any rate we hope to have convinced the reader that the PDE approach to orthogonal 
polynomial theory is a useful tool which allows one to handle some cases of polynomials with 
infinitely many orthogonality measures without having recourse to Nevanlinna theory of indeter- 
minate moment problems. 
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