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Abstract 
A method is presented to recover near optimal interpolation on finite element meshes based on information in the 
approximation error on an initial mesh. Only a certain class of admissable meshes with rectangular elements in the 
computational domains are allowed. The method attempts to reach the optimal mesh in one step from the initial mesh, 
and is based on the notion of meshsize function components or mesh density functions. Asymptotical results showing the 
optimality of the recovered meshes are given, and extensive computational verification of the method in the special case 
of Lagrange polynomial interpolation is provided. (~) 1998 Elsevier Science B.V. All rights resrved. 
AMS classification: 65N30 
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I. Introduction 
The goal for the article is to present a method for the construction of asymptotically optimal mesh 
subdivisions in a class of meshes with rectangular elements. The method is designed as a one shot 
method, attempting to give the final mesh in one step using information from only one coarse mesh. 
If a user given error tolerance is not met after one shot, the method iterates. It is required that the 
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two dimensional domains under consideration can be mapped smoothly to a number of unit squares 
[0, 1] 2. Also the approximation error e is assumed to satisfy an error equation of the form 
ilell q ,.~q/,fl+ 11_ ~q/, LT+l = v'l"l n: + , r : , , l , :  + h.o.t. (1.1) 
Here A is a rectangular element in the mapped domain with sidelengths hi and hz in the x and y 
directions respectively, h.o.t, denotes higher order terms in hi and h2, and t~l and tk2 are known but 
noncomputable functions depending on the approximated function, but not on the mesh. (In example 
cases where the approximated function is known, q~l and ~b2 are computable.) Finally q is a positive 
integer and 7 is a real number depending on the polynomial degree p and the norm [[. II. An optimal 
mesh is in this work defined as an admissable mesh with rectangular elements in the mapped omain 
and the fewest possible number of elements to allow the approximation error (given by (1.1)) over 
the whole mapped domain to be less than a given tolerance z. (An admissable mesh is a mesh that 
can be constructed with the chosen mesh generator). After presenting the method we investigate its 
performance using as approximating functions the bi-p degree polynomials (x iy where i , j  <~ p for 
some positive integer p) interpolating the approximated function in the Lagrange sense. (The cases 
p = 1 and p = 2 will be considered). 
In future work we will study the performance of the method for the finite element approximation 
of solutions to second order boundary value problems. We will present a smoothening of the method 
to avoid problems with locally poor performance of the underlying a posteriori error estimator. Also 
we will consider a correction to the method to increase performance non asymptotically and when 
singularities are present in the exact solution (in both cases all known error estimators perform 
poorly and we must deal with this fact). Further we will discretize the method to adapt it to the 
solution of parametrized boundary value problems by allowing easy storage of information about 
near optimal meshes. Finally we will device an extension of the method to the hp-finite element 
method. This work will be generalized also to triangular elements and eventually to higher space 
dimensions. 
There is a large amount of other research relating to the work presented here. A direct relation 
may be found in the following references: The meshsize function or mesh density approach was 
introduced by Babuska and Gui in [1] and developed into a functioning method for meshes with 
square elements by Hugger in [8-10].Hugger also extends the theoretical framework to rectangular 
elements with different polynomial degrees in the two main directions of the elements in [1 1]. The 
mesh density approach is a generalization of the well known idea of mesh grading in one space 
dimension (see, e.g., [5]). Rachowicz in [14] presents a mesh size approach similar to ours, but 
his method is strictly iterative and can not be used in a one step approach. From the general area 
of automatic mesh generation, Oden, Demkowicz, Strouboulis and their collaborators have done 
extensive work in the area, both for the h, p and hp-version of the finite element method. Some 
examples of their papers are [6, 7, 13]. Babu~ka and collaborators have worked extensively in 
various areas of general adaptivity. As examples, see [2-4]. Many other persons and groups have 
been and are working in the active field of mesh adaptation. Any attempt o list all of them would 
be incomplete. 
This article is structured as follows: In Section 2 we verify the error equation (1.1) for the cases 
considered in the computational part of the work. In Sections 3 and 4 we introduce the notions 
of asymptotically optimal meshsize function components and numbers of elements for description 
of near optimal meshes, and develop formulas for the computation of these. Then in Section 5 we 
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show how to construct the near optimal meshes from the meshsize function components and number 
of elements. In Section 6 we summarize and formalize the results obtained in Sections 3-5. In 
Section 7 we report the results of various computational investigations, testing the various results 
obtained, comparing to other known methods, and considering also the behavior in cases not covered 
by the theorems of this paper. Finally in Section 8 we conclude the paper. 
2. A local interpolation error equation 
In this section we validate the error equation (1.1) in the special case used in the computational 
part of the article. Then the approximating polynomial t7 is the Lagrange interpolating polynomial 
to the function u that is to be approximated. The approximation error is then e = u -  zT. We shall 
consider the error measured in various Sobolev-norms. Let therefore ~Wm'q(Q) denote the Sobolev 
space of m times (weakly) differentiable functions whose partial derivatives from zero'th up to mth 
order all have qth powers that are integrable over the domain f2. The most commonly encountered 
Sobolev spaces are probably the space of square integrable functions 5¢2(f2) - W'°'2(f2); the space of 
square integrable functions with square integrable gradients ovfl(f2) - ~/F1,2(f2); and the (essentially) 
bounded functions &°°~((2) _= ~/U°'°~(f2). Since LP °° is in some sense the limit of #-O,q for q going 
to 0% these spaces with high values of q can be used to model the behavior in ~.  The Sobolev 
spaces can be equipped with the following norms: 
I £ q I l/q t~ i+i v(x, y )  Ilvll~.,.~m = ~ ~ dxdy , i,j>~O \ i+j <~m (2.1) 
for any nonnegative integers m and positive integers q. 
In [12] Hugger studies the interpolation error over rectangles in general Sobolev norms and for 
both the Taylor and Lagrange interpolating polynomials. He considers interpolating polynomials of 
possibly different degree in the two main directions of the rectangle. In Rachowicz [14] comparable 
results are found for the special case considered in this article with identical polynomial degrees 
in both directions and for the Lagrange interpolating polynomial. Only the ~ l -norm is considered 
however. The following results are taken from [12]. 
For u sufficiently smooth (u E triP+l) the following error equation hold (with notation taken from 
Eq. (1.1)). 
C q : tAq/'7+1L II . , . , . . ,  n2 + q~°zhlh~z+l  h.o.t. (2.2) 
for (1 ~<m~<p+l ) ,o r (m=0,q=l )where  
7 = (P  + 1 - m)q, (2.3) 
and 
#P+tu y) 8P+~u y) 
c~,(x,y) = Cm,q,p O--~-~(x, , ~bz(x,y) = Cm,q,p ~- f -~(x ,  . (2.4) 
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For Taylor polynomial interpolation 
{ l }, 
C,,,q.p=XO [ (p+l -m)! ]q ( (p+l -m)q+l )  ' ~<~°~<1 (2.5) 
for (1 ~< m ~< p + 1 ), or (m = 0, q = 1 ), and x0 depends on the reference point in A for the Taylor 
interpolation (minimal in the center and maximal in the comers). For the Lagrange interpolant the 
following more complicated identity 
l (  | /q f0 1 (j~--m = 1)!  
In the ~q-case for q > 1 (including 
holds (still for (1 ~<m ~< p+ 1), or (m = 0,q= 1)): 
P k ) q 11/q 
1-I(s- -~ ds j (2.6) 
k=O 
/.. 
the important £p2-case), the error equation (1.1) does not hold 
since certain 'cross-terms' distort the picture. The following error equation holds instead: 
q : --1 "1--i q [[e[[w°.q(A) Z rhq/' ~ V+ /at`  ~)y+l = ~,j,,1 ,,2 + h.o.t., 
j=0 
where 
(2.7) 
7=(p+ 1)q, 
and 
Op+lu I~ Op+lu 
d~j(x,y) = Cj,o,q,p O--~-((x,Y) O-~(x ,Y )  , for j = 0,...,q. 
For Taylor polynomial interpolation (with j E {0,..., q}) 
(2.8) 
(2.9) 
q! } '  
Cj,o,q,p =1<0 (q _ j ) ! j [ [ (p+ 1)!]q[(p + 1) j+ 1][(p+ 1) (q - j )+  1] ' (2.10) 
while for the Lagrange interpolant the following more complicated identity holds (still with j E 
{0,...,q}): 
I 
q! 1 q 1 J 1 q-J I ~ 
CJ'°'q'P= (q - j ) , f l  ( (p+l ) , )  J0' k=0 f i  ( s -k )  ds . f  k=0 f i  ( s -k )  ds (2.11) 
1 
Note that in the square element case h~ = h2, Eqs. (2.2) and (2.7) are both of the same form as Eq. 
(1.1), each containing only one term. Note also that Eqs. (2.2) and (2.7) both cover the case m=0, 
q = 1 and that the formulas are identical in this case. In Tables 1-4 some values of {C,,,q,p} q and 
{Cj,o,q,p} q are listed for both Taylor and Lagrange polynomial interpolation. (The exact values have 
been computed with the symbolic manipulation progeram MAPLE.) 
While the interpolation error equations and the expressions for the constants involved (Eqs. (2.2)- 
(2.5) and (2.7)-(2.10)) are easy to derive for Taylor polynomial interpolation by simple Taylor 
expansion, the derivation is somewhat more technical for the Lagrange interpolation case. It is 
possible however under one assumption, in a simple way to recover the interpolation error equations 
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Table 1 
Examples of values of the constants (Cm,q,p/14,o} q for Taylor polynomial interpo- 
lation in the ~,  ~ = ~ri,2, and ~¢-1,4 norms 
Norm m q p=l  p=2 p=3 p=4 
.,~¢~ 0 1 1/6 1/24 1/120 1/720 
..ufl 1 2 1/3 1/20 1/252 1/5184 
'~F 1'4 1 4 1/5 1/144 1/16848 1/5640192 
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Table 2 
Examples of values of the constants {fro,el ,p} q for Lagrange polynomial interpo- 
lation in the .~ ,  o~t l = ~/C ~'2, and ~¢-1,4 norms 
Norm m q p = 1 p = 2 p = 3 p = 4 
L# ~ 0 1 1/12 1/192 49/174960 19/1474560 
JC l 1 2 1/12 1/720 5/489888 43/928972800 
,.#/-1~ 1 4 1/80 1/241920 89/272369889792 a 
a = 8999/853858288926720000. 
Table 3 
Examples of values of the constants {Cj,o,q,p/KO} q for Taylor polynomial inter- 
polation in the Sol and Sa2 norms 
Norm m q j p = 1 p = 2 p - -  3 p = 4 
,~1 0 1 O, 1 1/6 1/24 1/120 1/720 
.L# 2 0 2 0,2 1/20 1/252 1/5184 1/158400 
£#2 0 2 1 1/18 1/288 1/7200 1/259200 
Table 4 
Examples of values of the constants (Cj,o,q,p} q for Lagrange polynomial interpo- 
lation in the L# l and S a2 norms 
Norm m q j p=l  p=2 p=3 p=4 
L,0 0 1 0,1 1/12 1/192 49/174960 19/1474560 
Z#2 0 2 0,2 1/120 1/30240 1/9797760 1/4087480320 
Sa2 0 2 1 1/72 1/18432 1/9797760 1/3011533511 
for Lagrange interpolation directly; with constants and correct powers o f  hx and hy. The recovery is 
based solely on knowledge o f  the fact that the Lagrange interpolation error up to higher order terms 
depends only on the (p  + 1)st derivat ives o f  the interpolated function. The interpolation error may 
then be computed with full general i ty by  interpolating a function u in the form 
p+l 1 
u(x, y) : ~ k!(p + 1 - k)( dk(x -~)k (y  _ y)p+l -k ,  (2.12) 
k=0 
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where 
,~P+lu(;, 35) 
dk--  for k = O,. . . ,p + 1, (2.13) c~x, ~ yp+ l-k 
and (2,35) = (a + hl/2,b + h2/2) is the centroid of the rectangle A = [a,a + hl] x [b,b + h2]. Then zi, 
the Lagrange interpolating polynomial to u can be written in the form 
~(x,y)= y~u a+-h l ,b+ h2 Nijp(X,y) 
;,j=0 P 
"p+'  i 
=ZZk! (p+l_k ) idk  - hi -~)h2)  Nqp(X,y). (2.14) 
i,j=0 k=0 
Here 
P' (x --xk)(y -- Yl) (2.15) 
Nijp(X, y) = H (x i~ ' - -yT) '  
k,/=0 
where the product in the Cardinal function Nijp is over all k # i and l # j. The interpolation error 
can now be found directly from Eqs. (2.13) and (2.14) in any convenient norm. Introducing the 
extra restriction that dl . . . . .  dp = 0 for norms where this is acceptable (all Sobolev norms except 
for the £~°q-norms with q > 1) simplifies the computations further. 
As a simple example consider bi-linear interpolation p = 1 with the error measured in ~,~J-norm 
where the interpolation error becomes 
lie(x, y ) l l * ' (~ = Ilu(x, y)  - ~7(x, y) l l~,~) 
= ~ (do(x - 2) 2 + d2(y - 35) 2) 
,1( 0 + 
1 h i 
= 1 (aoh3hy + a2hxh!,] + h.o.t. (2.16) 
12 yff 
since (i/p - 1/2) 2 = 1/4 for i = 0, 1, and further y~4,j=0Nijll =_ 1. 
After validating the approximation error equation (1.1) for the interpolation cases used in this 
article, we turn to the problem of recovery of optimal meshes for these interpolations. To simplify 
notation we deal with the general error equation as formulated in Eq. (1.1). For particular norms 
and polynomial degrees the results of this section can be consulted for the proper values of the 
parameters. Dealing only with the asymptotical version of the error equation, we shall also recover 
only asymptotically optimal meshes. The recovery process is divided into three parts: (i) The recovery 
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of the structure of the meshes; (ii) The recovery of the size of the meshes; (iii) The recovery of 
the meshes themselves from the information in (i) and (ii). 
3. Recovering near-optimal meshsize functions for meshes with rectangular elements 
We now proceed to give the first step of the theory for the recovery of asymptotically optimal 
meshes. The structure of the meshes will be described by so-called meshsize functions (or meshsize 
function components). We consider a computational domain in ~2 that can be mapped to a number 
of unit squares [0, 1] 2 and for simplicity we consider meshes in just one unit square. The real meshes 
are then the mappings back to the computational domain of a number of such meshes. We consider 
meshes TN = {Aj}N=I over f2 = [0, 1] 2 with rectangular elements with the two main axes along the x 
and y coordinate axes, respectively (see Fig. 1 for notation and an example). Eq. (1.1) then takes 
the form 
Ilell , = d~qhT+ll- "hqh hr+i '4/1 i , j  rt2,j "+" "/'2 l , j  2,j + h.o.t, for j = 1,.. . ,N, (3.1) 
where it will be understood that the global error satisfies the following summation principle: 
N 
Ile[[ q = Ilellq. (3.2) 
j=l  
In the special case of all square elements (hl, j  = h2,j = hi) (3.1) simplifies to Ile[[ q, = 2~qh~ +2 + 
h.o.t, for j -- 1 . . . . .  N, where 2~b q = ~q 71- i~1 q. 
Consider now a sequence of meshes {TN}N~=I and let TN = {Aj}Y=l be a (fixed) generic mesh in 
the sequence corresponding to a fixed value of N. For this mesh we may regard the element sizes 
hi,j and hzj for j = 1,... ,N as the values of piecewise constant, nonnegative meshsize functions h, 
and h2. Clearly 
dxdy = ~ dxdy = 1. (3.3) 
J 
Now we relax the requirement of piecewise constant functions hi and h2, and define Meshsize 
function Components for a given mesh TN = {Aj}N=1 as any nonnegative, almost everywhere smooth 
functions hi and h2 satisfying (3.3) and 
f~-~ldxdy=h2,j and f~,~zdxdy=hl,j for j=  1 . . . . .  N. (3.4) 
Note that Eq. (3.4) implies that hi(x, y) equals hid up to higher order terms for any point (x, y) in 
Aj (and i = 1,2, j = 1,... ,N). The nonnegative, almost everywhere smooth function ~ = 1/Nhlh2 
satisfying fa ~dxdy = 1 is called a mesh density function. In the square element case we shall take 
h l -h2- -h  so that ~=l /Nh  2. 
We will use meshsize function components o describe meshes (or mesh sequences). Given two 
meshsize function components hi and h2 describing one or more mesh sequences, we can recreate 
those mesh sequences (or by fixing N also any of the meshes in the sequences) using (3.4). In 
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h~d 
Fig. 1. Mesh and element otation. 
h2j 
practice we shall allow approximations to (3.4) of the type 
1 f ldx  1 f ldx  k<~2,j ,hi dy~K and k<~l,j jh2 dy<~K (3.5) 
for j=  1 .... ,N, 
for some constants k and K with k ~< K. This allows the successful completion of the recovery 
process also for more restrictive mesh generators. 
We are interested in the recovery of meshsize function components for the asymptotically optimal 
mesh sequence {f'N}~=l where ~?N is the mesh of N rectangular elements with the smallest possible 
error approximation II~[[~ among all meshes with N rectangular elements. Here ~ is the asymptotically 
exact error obtained by neglecting higher order terms in the error equation (3.1). We isolate unique 
asymptotically optimal meshsize function components f~and h2 (and an asymptotically optimal 
mesh density ~) corresponding to this mesh sequence by using Eq. (3.3) together with equation 
(3.1) with hi replacing hij in Aj and neglecting the higher order terms. 
Introducing hi and h2 in (3.1) which is then summed over j = 1,...,N gives (adding a ~to e to 
signal the neglection of higher order terms) 
f~ q 7 I1 11  = + q~2h2) dxdy. (3.6) 
The equation for the square element case is [[ ll q = fa2ckqhrdxdy. To find /~1 and /~2 we must 
minimize WI II  while holding the number of elements N in the mesh fixed, i.e., 
L q Y Find/~l and/~2 minimizing (~bqh~ + ~b2h2) dx dy (3.7) 
over all nonnegative, almost everywhere smooth functions hi and hE 
satisfying f ~ l ,  dxdy = l, while holding 
A 
N fixed. 
Jo lvnln2 
In the square element case we instead minimize fa 2dpqh ~dx dy over all nonnegative, almost every- 
where smooth functions h satisfying f~ 1/Nh2dx dy = 1, while holding N fixed. 
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The minimization problem (3.7) is solved with the Lagrange multiplier technique as follows: The 
Lagrangian function L is defined by 
L(hl,h2,~.) £ q Y q 7 {£ 1 } = ~b2h2} dxdy 2 dy 1 (3.8) {~,h, + + N--Eg,< x - 
The variation of L with respect o h~ and he is 
6L(h,,he,2): £ Y { gpqh~-'ah, + dpqh~2-'ah2} dxdy 
~ £ {h~lh2,Shl + ~--~z6he}dxdy. (3.9) 
Setting ,~L to zero for arbitrary variations 6hl and 6h2 gives the optimality conditions 
rbq :~+l  ^ ,~ 
In1 he - - C, (3.10) 
7N 
~pq£ ~+1 /% 
2"1"2 -- -- C, (3.11) 
7N 
where we have introduced the global constant C. 
From Eq. (3.1); the equality of hi and hi, j in Aj up to higher order terms; and Eqs. (3.10) and 
(3.11 ) we get 
^ q __ ~q£y+l  .,, ,~q£ ;,~.+1 
I leL,  - ~1", h2 + ~2,, ,ne + h.o.t. 
=2C + h.o.t, for j = 1, . . . ,N (3.12) 
signifying that up to higher order terms the asymptotically optimal local error ]]~[la is independent 
of the element A i.e. is equidistributed. 
The value of C is easily recovered from the sidecondition fa(1/Nhlhz)dx y= 1 in (3.7): Multiply 
the two Eqs. (3.10) and (3.11) together, take the 1/(7+ 2)th power, isolate (1/NAtiVe) on one side, 
integrate over ~2, and set the result equal to one. This gives 
f . . . .  ( +2" \ (7+2)/2 C: (1JI2{,(/)I~)2)q/Y 'dxdy) . (3.13) 
With the constant recovered we can use the two equations in (3.10) and (3.11) to recover/~1 and 
/~e: Isolating first/~e in Eq. (3.10) and inserting in (3.11) to find/~1, and then doing the opposite to 
find/~2 gives 
I 
0 
- -  ( ( / )Tq(y+l )~ q)  = , (3 .14)  
\ / 
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I 
-- ~d  ((bql (/);q(7+l)) ;,2~2 :, , (3.15) 
where the new constant C is independent of the mesh and given by 
(£ ) = (q~l q~2)~ dxdy (3.16) 
In the square lement case we correspondingly get f~=(d/v'N)c/) -q/('+2) with C= (fa 4) 2q/(''+2) dx dy),/2. 
Note that the minimal value in (3.7) becomes 
2~ +2 
fa (~b{/~; +~b~/~'2) dxdy-  N-~ (3.17) 
For the square lement case we have fa 2d~qft' dx dy=2U+2/N ,/2still having C= (re 4 ~2q/('+2) dxdy)~/z. 
Note also that /~v~ and/~2v'~ are independent of the mesh. This means that the asymptotically 
optimal meshsize function components can be recorded for the whole mesh sequence by storing just 
these two functions. 
4. Recovering near optimal number of elements for rectangular element meshes 
In the previous ection we have seen that two mesh density components are sufficient o describe 
the asymptotically optimal mesh sequence. We now consider the question of the size (i.e. the number 
of elements) of the mesh. In practice we are interested in the case where the user requires a solution 
with an error bounded above by a tolerance z that may depend on the solution. Say the requirement 
is [[e[[a ~< z. Having found/~ and/~2 we can find the minimum number of elements N required in 
the asymptotically optimal mesh sequence for the resulting mesh to satisfy the error requirement, by 
solving the following minimization problem: 
Find N as the smallest integer N such that 
f~ ((/~q/~/1 + ~b2q]~;) dxdy ~<'rq" (4.1) 
For square elements we simply find the smallest integer N such that fa 2dt)qfZdx y <~ ,q. 
With the formula (3.17) the solution to this minimization problem is easily seen to be 
= | \~]  . (4.2) 
[<,+2 
For the square element case we get the same formula N-= 2C /r q but as always with 
= (f~ (~2q/(y+2) dx dy)1/2. 
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5. Mesh refinement algorithms 
The final point in the process of recovery of optimal meshes is the construction of the meshes 
from the information given by the asymptotically optimal meshsize function components and number 
of elements. For simplicity we will as previously consider only meshes of rectangular elements over 
a single square. As mentioned in connection to equation (3.5) we shall restrict he meshes to smaller 
classes of rectangular element meshes partially to get a simpler mesh refinement scheme and partially 
to get unique recovery of meshes from the meshsize function components. The mesh refinement 
algorithm closely resembles that for square elements described in [9]. The class of meshes allowed 
(the class of  admissable meshes) is defined as follows: 
• The square itself is an admissable mesh. 
• If T is an admissable mesh then T' obtained by dividing any element of T into 2 congruent 
rectangles is also admissable. 
• No other meshes are admissable. 
For the computational testing of the method we shall restrict the meshes further by adding the 
following item to the list above: 
• A given nodal point in a mesh is either a comer point or a center point of an edge of any element 
of the mesh, or it does not belong to the element at all. 
Such more restricted meshes are called one level admissable meshes, and clearly the notion gener- 
alizes easily to S level admissable meshes for any positive integer S. An example of a (three level) 
admissable mesh is shown in Fig. 2 below. For the following discussion it is an advantage to also 
fix a data structure for representation f admissable meshes. This is exemplified in Fig. 3. Any given 
element may be subdivided in three different ways, denoted x, y, and xy subdivision respectively. 
See Fig. 4 for explanation of the notation. 
Note the difference in data structure depending on how a certain subdivision is reached. 
For derefinement will be considered only sibling sets consisting of 2 or 4 elements making up the 
leaves of one particular branch of the tree that does not have subbranches. (A branch is a line in the 
tree data structure that has another line touching it and extending downwards in the tree. A leave in 
the tree is a line without other lines touching it and extending downward in the data structure. The 
branch corresponding to a leave is the line touching the leave and extending upwards in the tree 
data structure.) We will talk about sibling sets of type x, y, and xy as shown in Fig. 4(a). Note 
that combining all elements in any sibling set in an admissable mesh into one, results in another 
admissable mesh. For an example consider Fig. 2. Here elements 4 and 5 make a sibling set, whereas 
13 and 14 do not. 
In correspondence to equation (3.4) the mesh refinement will be directed by the following two 
functions: 
x~(A)--/~I(Y, P) h2 dxdy + h.o.t., (5.1) 
x2(A) --/~2(~, 33) h~ dxdy + h.o.t. (5.2) 
for any rectangle A of length hi in the x-direction and h2 in the y-direction, and asymptotically 
optimal meshsize function components /~l and /~2. (x, Y) could be any point in A, but will for the 
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24 
23 
22 
12 
15 14 
18 17 
4]~1 16 
13 
21 
11 20 
10 19 
6 78  
Fig. 2. A (three level) admissable mesh of rectangles, with an (arbitrary) numbering of the elements. 
xy 
xy y 
xy y 
1 2 3 4 7 8 10 19 11 20 23 24 
Fig. 3. A tree data structure for the admissable mesh in Fig. 2, with a corresponding numbering of the elements and a 
denotion x, y, and xy corresponding to derefinement in the x, y and both x and y directions. 
A Ai A2 
A 2 
A/ 
A4 A3 
or  
A/ A2 
A/ A2 Ai A2 A/ A2 A3 A4 
Fig. 4. (a) Possible subdivisions of an element and (b) resulting data structures. 
computations in this article be taken to be the center of A. Consider a sibling set of type xy.  Then 
note that 
xl(AI tO A2) = tCl(Al) + KI(A2) + h.o.t., 
K|(A3 tO A4) = Xl(A3) + KI(A4) + h.o.t., 
R72(A 1 L.J d 3 = K2(A1) + ~¢2(A3) + h.o.t., 
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K2(A2 1.3 d4) = K2(A2) -1- K2(A4) q- h.o.t., 
KI(AI I_J ZI 2 U A3 (3 A4) ---- (1/2) 
KI(A1 t2 A3) = (1/2) (KI(A1) + 
KI(A2 1.3 A4) = (1/2)(KI(A2) + 
K2(A1 
tcz(A~ 
K2(A3 
(3 A2 U A31.3 A4) z (1/2) 
1.3 A2) = (1/2)(K2(A1 ) + 
U A4) = (1/2)(K2(A3) + 
(tel(A1) q- KI(A2) + Kl(d3) -F KI(A4)) + h.o.t., 
KI(A3)) -t- h.o.t., 
KI(A4)) + h.o.t., 
(K2(A1) "+- K2(A2) + K2(A3) + K2(A4)) + h.o.t., 
x2(A2)) + h.o.t., 
xz(A4)) + h.o.t. 
(5.3) 
These relations will be used in the development of the heuristics for the mesh refinement process. 
The goal of the remeshing algorithm is to create an admissable mesh that comes as close as 
possible to obtain ~Cl(A)= x2(A)----- 1 for all elements A. Refining or derefining in the x direction 
(decreasing or increasing hi ) decreases or increases xl respectively without changing x2 up to higher 
order terms. Refining or derefining in the y direction (decreasing or increasing h2) similarly decreases 
or increases x2 respectively without changing x~ up to higher order terms. To develop the heuristics 
of the remeshing algorithm we shall neglect all higher order terms and consider the case of constant 
meshsize function components/~l and/~2 (corresponding to the asymptotical case for smooth meshsize 
function components without singularities). 
First consider the refinement step: An element A of size h~ × hE can be refined in the three ways 
shown in Fig. 4(a). If x~(A) > 1 we should decrease h~, but only when x~(A) > 2 do we need to 
halve hi. The corresponding observation holds for to2 and hz refinement. This leads to the following 
heuristics: 
• If tq(A) > fl then halve hi; 
• If ~c2(A) > fl then halve h2. 
Here 1 ~</3 ~< 2, and/3 = 1 corresponds to the sure over refinement case: Halve hi (h2) whenever it
is (even slightly) too large. Instead /3 = 2 corresponds to the sure under refinement case: Halve h~ 
(h2) only when it is more than the double of what it should be. 
Now consider the derefinement step which is the more complicated one: There are 3 cases corre- 
sponding to sibling sets of type x, y, and xy respectively. We shall use the notation of Fig. 4(a). For 
type x we should definitely combine A1 and A2 if KI(A10A2) < 1, while we should for sure not com- 
bine them if KI(A1) > 1 and xl(A2) > 1, which (for constant/~l) is equivalent to ~:I(AI)+KI(A2) > 2. 
The same discussion holds for type y sibling sets with ~cl replaced by x2 so that we end with the 
following heuristics (Note by (5.3) that xl(Al U A2)= K~(AI )+ xl(A2) for x type sibling sets and 
K2(A1 U A2) =-/¢2(A1 ) q- K2(A2) for y type sibling sets): 
• For sibling sets (A1,A2) of type x: 
If lq(A1)+ KI(A2)< ~ then double hi. 
• For sibling sets (AI,A2) of type y: 
If K2(A1)+ ~c2(A2)< ~then double h2 . 
Here 1 ~< ~ ~< 2, ~= 1 again corresponds to over refinement (derefine only when absolutely necessary), 
and 7 = 2 corresponds to under refinement (derefine whenever it might be acceptable to derefine). 
The type xy sibling sets are the most complicated to handle because of the many possibilities for 
derefinement. Let us first deal with case 1 where all four elements in the sibling set are combined 
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into one. Clearly if tci(A1 U A2 U A 3 I_J A4) < 1 for i = 1 and 2 then all four elements in the sibling set 
should be combined into one, and if t¢i(/ll), tci(A2), tci(A3), tci(d4) > 1 for i=  1 and 2 they should not. 
Using (5.3) and the independence of rci(Aj) on j for constant/~;, the first step of the derefinement 
heuristics is 
• For sibling sets (AI,A2,A3, A4) of type xy: 
If ~=l  x;(Aj) < 2~ for i = 1,2 then combine all four elements into one. 
As above here also 1 ~< ~ ~< 2. 
The idea is to derefine the most needy elements first, and continue derefining until more derefine- 
ment would lead to an inadmissable mesh. The derefinements are controlled by the four numbers 
KI(AI) + KI(A2), KI(A3) -~- KI(A4), 1£2(/11) -~- /£2(/13), and x2(A2) + K2(A4). Let x (1) be the largest 
ot these four numbers, x ~2) the number corresponding to the same index on x, x ~3) the largest of 
the remaining numbers, and x ~4) the last of the four numbers. We shall need only tc ~1) and x ~2) 
for the derefinement. If x ~) < ~ we combine the two elements involved. This always leads to an 
admissable mesh. If x ~) > ~ we stop. Otherwise we consider t¢ ~2). If also this is less than ~ we 
derefine again. Also this leads to an admissable mesh. If x ~l) pertains to x2 this allows case 2, 4, 
and 5 and if x ~1) pertains to Xl this allows case 3, 6, and 7. Any more derefinement would lead to 
an inadmissable mesh (or eventually to case 1 which has already been covered). This leads to the 
following heuristics: 
• For sibling sets (A1,A2,A3,A4) of type xy: 
Let x~l) and K ~z) be determined as above. 
Say x <1) = xi,(/1j, ) q- tci,(A/2) and ~2) = tci,(/1j3) -F tci,(Aj,) 
(where i~ E {1,2}, {j~,j2, j3, j4} = {1,2,3,4}). 
If ~:~) < ~ then 
Combine /1j, and A j, into one element. 
If x ~2) < ~ then combine A j3 and A j4 into one element. 
Again 1 ~< c~ ~< 2. 
This all combines into the following remeshing algorithm: 
The remeshing algorithm starts with an admissable mesh T, two meshsize function components /~1 
and /~2, a number of elements N that the algorithm should try to obtain, and two positive real 
numbers ~ and/~ both in the interval [l, 2]. First step is a possible derefinement: 
Loop over the following until no more derefinement may be achieved: 
For all sibling sets do the following: 
For sibling sets (A1,A2) of type x: 
If X l (At)+ Xl (A2)< 0~ then combine Al and A2 into one. 
For sibling sets (AI,A2) of type y: 
If tc2(At)+ K2(A2)< ~ then combine AI and A2 into one. 
For sibling sets (AI,A2,/13,/14) of type xy: 
If ~4= 1 Ki(Aj) < 2~ for i = 1,2 then combine AI, A2, /13, and/14 into one. 
Else 
Let K ~1) = max{~:l(Al ) + ~h(A2), Kl(/13) + tq(A4), 
K2(/11 ) -+- K2(/13), K2(A2) q- K2(/14)}. 
Say K ~1) = x;,(Aj,) + ~:;,(Aj2) 
where i, E {1,2}, and {j,, j2, j3, j4} = {1,2,3,4}. 
If ~)  < ~ then 
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Combine A j, and A j2 into one element. 
I f /~(2)  = /£i, (A j3 ) + xi, (A j4) < ~ then combine A j3 and A j4 into one element. 
Last step is a refinement. 
Loop over the following until no more refinement may be achieved: 
For all elements A of T: 
If KI(A) > /~ then subdivide in the x direction (halve hi). 
If/¢2(A) > fl then subdivide in the y direction (halve h2). 
Algorithm 1: Remeshing algorithm for meshes with rectangular elements. 
If only square elements are allowed, the remeshing is controlled by only one function K that with 
notation similar to Eqs. (5.1) and (5.2)  is given by 
h _ 1 ~ ~dxdy +h.o.t" (5.4) 
i(;, h 
It is attempted to obtain to(A)= 1 for all elements A in the mesh. Now only xy-type subdivision 
and derefinement is considered but otherwise algorithm 1 can be used unaltered. 
6. Theoretical performance for the method 
Using Algorithm 1 for mesh refinement and derefinement we obtain the following asymptotical 
results: 
Theorem 6.1. (Over and under refinement). Assume that the error equation (3.1) with the sum- 
mation principle (3.2) is satisfied. Let il and i2 be asymptotically optimal meshsize junction 
components as given by Eqs. (3.14) and !3.15). Assume that 11 and i2 have at most algebraic 
singularities and bounded erivatives. Let N be the minimal number of elements required to meet a 
certain error tolerance goal (see Eq. (4.2)). Let ~--1 / (N i l i2 )  be the corresponding asymptotically 
optimal mesh density function. 
Let also tq ( A)=hi ~hi (5, ~) and K2( A )=h2/i2(~', )3) (see Eqs. (5.1) and (5.2).), for any rectangular 
element A in an admissable mesh over the domain of definition of i~ and h2, with sidelengths hi
and h2 in the x and y directions respectively. Here (5, f~) is any point in A, and it is assumed that 
il and i 2 are continuous in A. 
Let finally ~, ~ C [1,2] be the mesh derefinement and refinement parameters used in A19orithm 
1, and let N be the number of elements in the mesh resulting from running Algorithm 1 with input 
as described above. 
Then the following relations hold. 
-fl ~< •I(A),tc2(A) ~</~ (as hi,h2 ~ 0), (6.1) 
2 
and 
B2 
--~ <<.N ~(x,y)dxdy<<.~ 2 (ash,,h2--~O), (6.2) 
1 
<<. N ~(x,y)dxdy <<. 4, (as h~,h2 ~ 0), (6.3) 
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1 N 4 
fl-5 <~ ~ <~ -~ (as hi, h2 ~ 0). (6.4) 
Similar results hold if only square elements A of size h × h are allowed in the mesh, resulting in 
only one asymptotically optimal meshsize function component f~, one x-function K(A)= h/fffS, ~), 
and an asymptotically optimal mesh density function ~ = 1/(N-/~2). The only change in the results 
is that inequality (6.1) is replaced by 
r- <~ K(A) <~ fl (as h ~ O). (6.5) 
2 
Proof of Theorem 6.1. By forming x~K2 (6.2) is easily found in the simple case with constant 
meshsize function components. For the general case the proofs and exact conditions under which 
the results hold are similar to those of the square element case proved in [9, 10]. We refer to these 
articles for details. [] 
Note that (6.1) corresponds to (3.5) with k =ill2 and K = ft. The following result about the global 
error holds: 
Theorem 6.2 (Global error). Assume all notation and assumptions of Theorem 6.1. Then the fol- 
lowing global error bounds hoM: 
(/~/2) ~- 1S q ~ Ilell q ~/3":. ,~q (as hi,h2 ~ 0). (6.6) 
Here z is the user provided tolerance appearing in the formula (4.2) for N. 
Proof of Theorem 6.2. The result of the theorem is easily obtained by using the inequalities (3.5) 
in Eq. (3.1) instead of Eq. (3.4) to get to Eq. (3.6) which is then transformed into two inequalities. 
As noted under Theorem 6.1 the inequalities (3.5) hold with k = fl/2 and K = fl when algorithm 1 
is being used for mesh refinement. Inserting the asymptotically optimal meshsize components and 
number of elements in this new inequality version of Eq. (3.6) gives imediately Eq. (6.6). (See Eqs. 
(3.17) and (4.2), and note the insignificance of the 'ceiling' operator as N --+ c~). [] 
A local (elemental) parallel to Theorem 6.2 shows that Algorithm 1 creates asymptotically ap- 
proximately equilibrated meshes from the asymptitically optimal meshsize function components. An 
Equilibrated Mesh has elements all with the same local error (lleHa is the same in all elements A 
of the mesh): 
Theorem 6.3. (Local error). Assume all notation and assumptions of Theorem 6.1. Then the fol- 
lowing local error bounds hoM: 
(fl/2) ~. 2C ~< Ilell q ~</~r-2C (as hi,h2 --+ 0), (6.7) 
where the value of the constant C is given in Eq. (3.13). 
Proof of Theorem 6.3. The result is easily obtained from a new inequality version of equation 
(3.12) obtained by using the inequalities (3.5) instead of Eq. (3.4) in Eq. (3.1). [] 
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7. Practical performance for the method 
The goals of the computational tests presented in this section are the following: 
• We want to confirm the results formulated in Section 6. 
• We want to study what happens non asymptotically when the results mentioned above do not 
hold. 
• We want to compare to other known methods for finding near optimal meshes. 
To meet these goals we study a series of examples of second order boundary value problems over 
two dimensional domains with known exact solutions. We investigate the Lagrange interpolation 
error measured in the oug I Sobolev norm, using various meshes. As meshsize function components 
we use/~l and/~2 from Eqs. (3.14) and (3.15) (or the corresponding/~ for the square element case) 
with q=2 and ~=2p (see Eq. (2.3)) because of the ~l -norm.  Also ~1 and q52 are given by Eq. (2.4) 
with m = 1 and q = 2. The constant C1,2,p for Lagrange interpolation is given by equation (2.6) and 
the square of the values for p = 1,2, 3, 4 are shown in Table 2. All together we have 
/~, ---- ~ cb~-(2P+l)~b2 (~b,~b2)~ -~ dxdy (7.1) 
1 ((~l¢;(2p+l))2p--~~+2p (~Dl(~2) "~i+l dxdy , (7.2) 
where ~bl and (~12 are given by 
Op+lu Op+lu 
= C1,2,p , = C l ,2 ,p   yp+l " (7.3) 
Note that q~l and ~/)2 are known functions since the exact solution u is known for the examples 
considered. Also N taken from Eq. (4.2) is 
2 /p (fa(dp,dp2)~-~cr dxdy) 
.g2/p 
(p+ 1 )/p" 
(7.4) 
For square elements the corresponding equations are 
/~ = __1__1 ~_~+, ~7~+, dxdy , (7.5) 
where ~b is given by 
2(~2 =C 2 ( Gqp+Iu 2 GqP+lu 2" ~ 
l'2'P~,lc~xp+' + O--f7~ ) (7.6) 
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and 
= 
.~2/p (7.7) 
For mesh refinement we use 
1. Uniform refinement with only square elements: A square is always split into 4 congruent squares. 
This method is used as a reference 'worst case.' 
2. Square (isotropic) one step refinement: This is the refinement method described by Hugger in 
[8], [9] and [10]. It corresponds to the method described in Section 5 with only square elements 
allowed, using only one meshsize function component/~ and one ~b-function as given by the Eqs. 
(7.5) and (7.7). This method is included to be able to investigate the advantage of directional 
refinement. 
3. Rectangular (anisotropic) one step refinement: This is the refinement method described in Sec- 
tion 5 that we want to investigate the behavior of. 
4. Square (isotropic) Feedback/Iterative/Equilibration/Treshold refinement: Refine a square element 
into 4 congruent squares when the error in the big element is more than 90% of the maximum 
of the elemental errors over all elements. This is the isotropic version of the classical iterative 
mesh optimization method aiming at obtaining an equilibrated mesh, and is included as a "best 
case" for isotropic refinement to compare with. (The disadvantage of the method is that it is very 
expensive/time consuming because of its iterative nature.) 
5. Rectangular (anisotropic) Feedback refinement: Refine a rectangular element into two congruent 
rectangles in the direction i (i = 1 or 2 where x ~ l and y ~ 2) when the ith error component 
in the big element is more than 90% of the maximum of the elemental error components over 
all elements and i = 1,2. Here the two error components are the two components in Eq. (3.1) 
/a.2t_2p+11_ /-/.27. 12p+l i.e. gcp~nl n2 and v~ln ln  2 . This is the anisotropic version of the classical iterative mesh 
optimization method aiming at obtaining an equilibrated mesh, and is included as a "best case" 
for anisotropic refinement to compare with. (The disadvantage of the method is that it is very 
expensive/time consuming because of its iterative nature.) 
In all cases we start the procedure with the coarsest possible mesh of squares over the given 
domain. Since we use the exact solution for the computations of the meshsize function components 
and number of elements in the one step methods, the initial mesh is irrelevant however. 
For each example we shall perform the same sequence of tests: 
First we show for reference four plots over the computational domain: The exact solution function 
u; the reciprocal of the square element asymptotically optimal meshsize function component (1//~); 
and the reciprocal of the rectangular element asymptotically optimal meshsize function components 
(1//~, and 1//~2). 
Secondly we show (again for reference) the final meshes of square and rectangular elements 
for polynomial degrees p = 1 and p = 2, obtained with the method proposed in [8-10], for the 
square element meshes, and in Section 5 of this article for the rectangular element meshes. Different 
tolerances have been been used for p = 1 and p = 2 to get reasonable meshes. 
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Thirdly we show a sequence of plots of computational results: 
We show a plot of the number of elements N obtained with Algorithm 1 in Section 5, divided 
by the number of elements wanted N. The abscissa is number of degrees of freedom. This plot is 
used to investigate the results of Theorem 6.1. Here equation (6.4) shows that N/N asymptotically 
should lie between 1 and 4 (since we use fl = 1 in Algorithm 1. 
We also show a plot of the global error divided by the tolerance achieved with the square 
(isotropic) and rectangular (anisotropic) one step refinement for polynomial degrees p = 1 and 
2. The abscissa is number of degrees of freedom. This plot is used to investigate the results of 
Theorem 6.2. Here Eq. (6.6) asserts that [[ell.,(a)/~ asymptotically ies between (1/2) p and 1, since 
? = 2p and fl = 1, where p is the polynomial degree used for the interpolation. 
Then we show a plot of the squareroot of the number of elements required x/~ times the ele- 
mental error Ilel[*,(~) divided by the tolerance "c achieved with the rectangular (anisotropic) one step 
refinement for polynomial degree p = 1. The abscissa is an arbitrary ordering of all elements in the 
mesh obtained using various global error tolerances z. This plot is used to investigate the results of 
Theorem 6.3. Here Eq. (6.7) shows that Ilell.,( >/2x/Yd asymptotically ies between (1/2) p+l and 1, 
since ~ = 2p and fl = 1, where p is the polynomial degree used for the interpolation. The constant 
C is given by Eq. (3.13), and using also Eqs. (3.16) and (4.2) we get 1/ (2C)= v/~/z .  
Finally we show two plots (for polynomial degrees p = 1 and 2) of the relative global error 
obtained with the various mesh refinement methods mentioned at the beginning of this section. The 
abscissa is number of degrees of freedom. These plots are used to compare our method to the other 
mesh refinement strategies. Here all orders of convergence are expected to be equal to p, the degree 
of the interpolating polynomials, or p/2. Also of interest is the 'coefficient' i.e. how low are the 
curves in the plot (lower = better). 
We shall consider four different computational examples: 
Example 1. The first example to be considered is posed over the unit square domain f2 = [0, l] 2 and 
has the exact solution 
u(x,y)  = (x + a) ~ sin(4xy), 
2 
a = 1, ~ = - .  (7.8) 
3 
u has no singularities in or close to the domain, but has a stronger variation in the y-direction than 
in the x-direction which should give some advantage to the rectangular refinement over the square. 
This example is a best case scenario where everything should go well. The plots with the results 
for this example are shown in Figs. 5-10. 
Example 2. The second example to be considered is again posed over the unit square domain 
f2 = [0, 1] 2 but has the exact solution 
u(x, y)  = (x + a) ~ sin(4xy), 
2 
a= 0.001, ~=- .  (7.9) 
3 
Here u has a line singularity close to the domain.This could possibly degrade the performance of the 
mesh refinement technique. The plots with the results for this example are shown in Figs. 11-16. 
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a: Solut ion u 
,.0 
1.0 1.0 
b: Square meshsize fct. 1/]~ 
.0 
1.0 
.0 
1.0 
c: First rectangfl lar meshsize 
funct ion 1~hi 
d: Second rectangular meshsize 
function 1/]~2 
Fig. 5. Plots for Example 1 of (a) Exact solution u, (b) reciprocal 1//~ of asymptotically optimal meshsize function 
component for the square element case, (c) reciprocal 1//~ of the first asymptotically optimal meshsize function component 
for the rectangular element case, and (d) reciprocal //~z of the second asymptotically optimal meshsize function component 
for the rectangular element case. 
Example 3. The third example to be considered is still posed over the unit square domain Q--[0, 1] 2 
but has the exact solution 
u(x, y) = [1 - cosh(x/s) + sinh(x/s) tanh(x/s) ] 
x [1 - cosh(y/s) + sinh(y/s)tanh(y/s)], s = x/0.005. (7.10) 
Here u has boundary layers along all edges, possibly degrading the performance of the mesh refine- 
ment technique. The plots with the results for this example are shown in Figs. 17-22. 
Example 4. The fourth example to be considered is posed over an L-shaped domain f2 = ([-1,0] x 
[-1, 1])U ([0, 112) and has the exact solution in polar coordinates (r,O) 
u(r, O) = r ~ sin(0/3), ~t = 1/3. (7.11 ) 
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a: Square elements, p = 1 b: Rectangular elements, p = 1 
c: Square elements, p = 2 d: Rectangular elements, p = 2 
Fig. 6. Plots for Example 1 of final meshes obtained with the one shot square (isotropic) and rectangular (anisotropic) 
method achieving a Lagrange interpolation error less than z: (a) Square elements, polynomial degree p = 1, tolerance 
r---0.05, (b) rectangular elements, polynomial degree p = 1, tolerance ~ = 0.05, (c) square elements, polynomial degree 
p = 2, tolerance z = 0.001, and (d) rectangular elements, polynomial degree p = 2, tolerance r = 0.001. 
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Fig. 7. Plot for Example 1 of the ratio of the number of elements N provided by Algorithm 1 to the number of elements 
wanted N (given as input to Algorithm 1 ). Both rectangular nd square element cases are plotted for Lagrange interpolation 
polynomial degrees p = 1 and 2 as a function of the number of degrees of freedom. 
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Fig. 8. Plot for Example 1 of the ratio of the global error measured in ~/fl-norm provided by the one-step meshsize 
method using Algorithm 1 to the user determined tolerance z. Both rectangular and square element cases are plotted for 
Lagrange interpolation polynomial degrees p = 1 and 2 as a function of the number of degrees of freedom. 
Here u has a point singularity in the concave comer  at the origin, possibly degrading the perfor- 
mance o f  the mesh refinement echnique. The plots with the results for this example are shown in 
Figs. 23-28.  
8. Conclusion 
In the fol lowing we will comment  on the results shown in the Figs. (5-28) .  The comments  will 
be grouped according to the results investigated instead o f  according to the examples considered. 
Results on Theorem 6.1. The results relating to Theorem 6.1 (in particular to Eq. (6.4))  are shown 
in the Figs. 7, 13, 19, and 25. They all confirm the results o f  the theorem that the number  o f  
I. Babugka et al./ Journal of Computational nd Applied Mathematics 90 (1998) 185-221 207 
4 
~3 & 
1 
m .o .  ° . .  
Elements inMesh with Arbitrary Ordering 
Fig. 9. Plot for Example 1 of the scaled local error measured in o~ ~-norm in each element of the final mesh of rectangular 
elements provided by the one-step meshsize method using Algorithm 1 and tolerance z = 0.005. The scaling consist in 
multiplying all local errors with the constant/VI/2/z where N is the wanted number of elements (input to Algorithm 1). 
Lagrange interpolation polynomial of degree p = 1 has been used. 
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Fig. 10. Plot for Example 1 showing the order of convergence of the global error measured in ~-norm for the five 
mesh refinement methods used in this article: (1) Uniform, (2) density, squares, (3) Density, rectangles, (4) Threshold, 
squares, and (5) Threshold, rectangles. For the numbering see the beginning of this section. The global error is scaled by 
dividing it by the ]t '~l-norm of the exact solution u, and Lagrange interpolation polynomial of degree p -- 1 is used in 
(a) while p = 2 is used in (b). 
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a: Solution u 
1.0 
1.0 
I 
1.0 
b: Square meshsize fct. i/h 
t.0 1.0 
1.0 1.0 
c: First rectang^ular meshsize 
function 1/hi  
d: Second rectangular  meshsize 
funct ion l /h2  
Fig. 11. Plots for Example 2 of (a) exact solution u, (b) reciprocal 1//~ of asymptotically optimal meshsize function 
component for the square element case, (c) reciprocal 1//~l of the first asymptotically optimal meshsize function component 
for the rectangular element case, (d) reciprocal 1//~ of the second asymptotically optimal meshsize function component 
for the rectangular element case. 
elements actually obtained with Algorithm 1 divided by the number of elements used as input to the 
algorithm (N/N) lies asymptotically between 1 and 4 as the element side lengths go to zero (which 
happens for all examples as the number of degrees of freedom goes to infinity). Where 1 ~< N/N <~ 4 
for all meshes recorded in the quadratic element case (down to around 100 elements), the situation 
is much worse in the rectangular element case. Here up to 7000 elements (for p = 1 in Example 3) 
are necessary before we enter the asymptotical range. The results for p = 2 are always better than 
for p = 1 in the sense that fewer elements are required before the asymptotical range is entered. 
Also for Example 2 where almost all elements are square 1 ~< N/N ~< 4 for all meshes considered. 
Clearly it is not sufficient hat the area of the elements are small to get N/1V in the asymptotical 
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Fig. 12. Plots for Example 2 of  final meshes obtained with the one shot square (isotropic) and rectangular (anisotropic) 
method achieving a Lagrange interpolation error less than T: (a) square elements, polynomial degree p = 1, tolerance 
r = 0.05, (b) rectangular elements, polynomial degree p = 1, tolerance z = 0.05, (e) square elements, polynomial degree 
p = 2, tolerance z = 0.01, and (d) rectangular elements, polynomial degree p = 2, tolerance z = 0.01. 
210 I. Babugka et al./Journal of Computational and Applied Mathematics 90(1998) 185-221 
40 
o= o 
~ 10 
Z 
4 
1 
10 
-" Ap = 1, squares 
V---V p = I, rectangles 
= -- p = 2, squares 
2 rectang les=,  
. . . .  - . , ,  : , ,  = , , ,  - . - .  - ,  
100 1000 10000 100000 
Number of Degrees of Freedom, Ardor 
Fig. 13. Plot for Example 2 of the ratio of the number of elements N provided by Algorithm 1 to the number of elements 
wanted ~" (given as input to Algorithm 1 ). Both rectangular nd square lement cases are plotted for Lagrange interpolation 
polynomials of degree p = 1 and 2 as a function of the number of degrees of freedom. 
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Fig. 14. Plot for Example 2 of the ratio of the global error measured in ,~¢fl-norm provided by the one step meshsize 
method using Algorithm 1 to the user determined tolerance z. Both rectangular nd square lement cases are plotted for 
Lagrange interpolation polynomials of degree p = 1 and 2 as a function of the number of degrees of freedom. 
interval. It is necessary that both sidelengths of  the elements are small. This means that in praxis the 
result 1 ~< N/N ~< 4 is if  not useless then at least it should be handled with caution when rectangular 
elements are being allowed in the computational meshes. This holds in particular when a major part 
of  the elements have high aspect ratios. When only square elements are being allowed the result 
may without hesitation be assumed also in non asymptotical situations. Note that in all cases N/N 
is larger than 1, and that it therefore may be advantageous especially when high aspect ratios of  the 
elements are expected or observed to try to increase the factor fl in Eq. (6.4) for Example 2, giving 
asymptotically 1/4 ~< N/N ~< 1. Then over refinement is not guaranteed, but in many situations N/N 
will be closer to the ideal ratio of  one. 
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Fig. 15. Plot for Example 2 of the scaled local error measured in 9¢f 1 -norm in each element of the final mesh of rectangular 
elements provided by the one-step meshsize method using Algorithm 1 and tolerance z = 0.01. The scaling consist in 
multiplying all local errors with the constant h~l/2/z where /V is the wanted number of elements (input to Algorithm 1). 
Lagrange interpolation polynomial of degree p = 1 has been used. 
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Fig. 16. Plot for Example 2 showing the order of convergence of the global error measured in 9f~-nonn for the five mesh 
refinement methods used in this article: (1) Uniform, (2) density, squares, (3) density, rectangles, (4) threshold, squares, 
and (5) threshold, rectangles. For the numbering see the beginning of this section. The global error is scaled by dividing 
it by the jgt_norm of the exact solution u, and Lagrange interpolation polynomial of degree p = 1 is used in (a) while 
p = 2 is used in (b). 
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a: Solut ion u 
1.0 
1.0 
1.0 
b: Square meshsize fct. 1/]~ 
.0 .0 
1.0 1.0 
c: First rectangular  meshsize 
f lmct ion 1~hi 
d: Second rectangular  meshsize 
funct ion i/h2 
Fig. 17. Plots for Example 3 of (a) Exact solution u, (b) reciprocal l//~ of asymptotically optimal meshsize function 
component for the square element case, (c) reciprocal 1//~, of the first asymptotically optimal meshsize function component 
for the rectangular element case, and (d) reciprocal 1//~2 of the second asymptotically optimal meshsize function component 
for the rectangular element case. 
Results on Theorem 6.2. The results relating to Theorem 6.2 (in particular to Eq. (6.6)) are shown 
in the Figs. 8, 14, 20, and 26. They all confirm the results of the theorem that the global error divided 
by the tolerance (1/2) p ~< [[ell~,(m/z ~< 1. Even though the theorem only holds asymptotically the 
result is verified for all examples and allmost all computational cases considered. In the few cases 
that fall outside the interval the variation is small except for the coarsest mesh (100 elements) with 
p = 1 in example 3 where the ratio is 0.38 and the theoretical lowest bound is 0.5. 
Results on Theorem 6.3. The results relating to Theorem 6.3 (in particular to equation (6.7)) are 
shown in the Figs. 9, 15, 21, and 27. The asymptotical result is 1/4 ~< Ile[I.~r,(j) ~< 1, and the upper 
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Fig. 18. Plots for Example 3 of  final meshes obtained with the one shot square (isotropic) and rectangular (anisotropic) 
method achieving a Lagrange interpolation error less than 3: (a) square elements, polynomial degree p = 1, tolerance 
z = 0.05, (b)  rectangular elements, polynomial degree p = 1, tolerance z = 0.05, (c) square elements, polynomial degree 
p = 2, tolerance z = 0.0025, (d) rectangular elements, polynomial degree p = 2, tolerance z = 0.0025. 
214 I. Babugka et at/Journal of Computational nd Applied Mathematics 90 (1998) 185-221 
40 
30 
°! 
20 
<'~ 10 
Z 
4 
1 
10 
A ,tp = 1, squares 
V---Vp = 1, rectangles 
= = p = 2, squares 
~ ~ m - - - - - ~  p = 2, rectangles 
100 1000 101300 100O00 
Number of Degrees of Freedom, Ndof 
Fig. 19. Plot for Example 3 of the ratio of the number of elements N provided by Algorithm 1 to the number of elements 
wanted N (given as input to Algorithm 1 ). Both rectangular nd square lement cases are plotted for Lagrange interpolation 
polynomial degrees p = 1 and 2 as function of the number of degrees of freedom. 
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Fig. 20. Plot for Example 3 of the ratio of the global error measured in ~¢f~-norm provided by the one step meshsize 
method using Algorithm 1 to the user determined tolerance T. Both rectangular nd square lement cases are plotted for 
Lagrange interpolation polynomials of degrees p = 1 and 2 as a function of the number of degrees of freedom. 
bound is verified for all examples and all elements except for a handful in Example 3. Also the 
lower bound is verified in most cases, even though there is a significant number of  elements with 
still lower ratios, especially in Example 3 and to a lesser extent in Example 2. The reason for this 
feature is the occurrence of  "green" elements that are refined simply to avoid violating the one level 
refinement rule (see the beginning of  Section 5). This gives elements with too small local errors, and 
could be avoided by allowing meshes of  any level. Apart from this note Theorem 6.3 is seen to be 
useful also in nonasymptotical cases. A general warning is in its place however: Local asymptotical 
results should be taken with a grain of  salt since in practice there will almost always be at least a 
few exceptional elements, either caused by malfunctioning error estimators or as here special cases 
in the mesh refinement algorithm. 
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Fig. 21. Plot for Example 3 of the scaled local error measured in ~,~l-norm in each element of the final mesh of rectangular 
elements provided by the one step meshsize method using Algorithm 1 and tolerance z = 0.05. The scaling consist in 
multiplying all local errors with the constant ~ll/2/T where N is the wanted number of elements (input to Algorithm 1). 
Lagrange interpolation polynomial degree p = 1 has been used. 
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Fig. 22. Plot for Example 3 showing the order of convergence of the global error measured in J~'~-norm for the five mesh 
refinement methods used in this article: (1) uniform, (2) density, squares, (3) density, rectangles, (4) threshold, squares, 
and (5) threshold, rectangles. For the numbering see the beginning of this section. The global error is scaled by dividing 
it by the Yt ~l-norm of the exact solution u, and Lagrange interpolation polynomial degree p- -  1 is used in (a) while p = 2 
is used in (b). 
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a: Solution u 
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Fig. 23. Plots for Example 4 of (a) exact solution u, (b) reciprocal 1//~ of asymptotically optimal meshsize function 
component for the square lement case, (c) reciprocal 1//~1 of the first asymptotically optimal meshsize function component 
for the rectangular element case, (d) reciprocal 1//~2 of the second asymptotically optimal meshsize function component 
for the rectangular element case. 
Results on comparison of mesh refinement methods. The results relating to the comparison of mesh 
refinement methods are shown in the Figs. 10, 16, 22, and 28. These plots show the relative error 
as function of the number of degrees of freedom. Asymptotically (until we run into rounding error 
problems) we see connections of the form 
iluH. ,(a) - -  CN  of (8 .1 )  
with various constants C and 0~. Generally the graphs can be divided into three groups with the worst 
mentioned first: (1) Uniform subdivision (square elements), (2) density and threshold methods with 
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Fig. 24. Plots for Example 4 of  final meshes obtained with the one shot square (isotropic) and rectangular (anisotropic) 
method achieving a Lagrange interpolation error less than z: (a) square elements, polynomial degree p = 1, tolerance 
= 0.01, (b)  rectangular elements, polynomial  degree p = 1, tolerance r = 0.01, (c) square elements, polynomial degree 
p = 2, tolerance z = 0.005, (d) rectangular elements, polynomial degree p = 2, tolerance z = 0.005. 
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Fig. 25. Plot for Example 4 of the ratio of the number of elements N provided by Algorithm 1 to the number of elements 
wanted N (given as input to algorithm 1 ). Both rectangular nd square element cases are plotted for Lagrange interpolation 
polynomial of degree p = 1 and 2 as a function of the number of degrees of freedom. 
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Fig. 26. Plot for Example 4 of the ratio of the global error measured in ~'l-norm provided by the one-step meshsize 
method using Algorithm 1 to the user determined tolerance z. Both rectangular nd square element cases are plotted for 
Lagrange interpolation polynomials of degree p = 1 and 2 as a function of the number of degrees of freedom. 
square elements, (3) density and treshold methods with rectangular elements. Within each group the 
graphs are always overlapping except for small variations. The as are shown in Table 5. We see 
the order of convergence p when rectangles are allowed, and p/2 when only squares are allowed 
in Example 1. In the other examples rectangles are less of an advantage over squares and we only 
get the order of convergence p/2 both for rectangles and for squares. In Examples 2 and 3 the 
constants are better giving less error when rectangles are allowed, while in Example 4 no advantage 
of rectangles are seen. The reason for this is clear from the meshes for Example 4 since only a 
very few rectangular elements are constructed. Clearly, the density method never performed worse 
than the uniform refinement method. As a matter of fact it always performed at least as well as 
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Fig. 27. Plot for Example 4 of the scaled local error measured in ~l_norm in each element of the final mesh of rectangular 
elements provided by the one-step meshsize method using Algorithm 1 and tolerance r = 0.01. The scaling consist in 
multiplying all local errors with the constant ~1/2/z where N is the wanted number of elements (input to Algorithm 1 ). 
Lagrange interpolation polynomial degree p = 1 has been used. 
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a: Order of convergence, p = 1 
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Fig. 28. Plot for Example 4 showing the order of convergence of the global error measured in ~X-norm for the five mesh 
refinement methods used in this article: (1) uniform, (2) density, squares, (3) density, rectangles, (4) threshold, squares, 
and (5) threshold, rectangles. For the numbering see the beginning of this section. The global error is scaled by dividing 
it by the ~,~l_norm of the exact solution u, and Lagrange interpolation polynomial of degree p = 1 is used in (a) while 
p = 2 is used in (b). 
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Table 5 
Orders of convergence ~,and coefficients C in Examples 1-4. Here for fixed polynomial 
degree p = i and example number j ,  CI j > C~ j > C~ j. 
ct Example 1 Example 2 Example 3 Example 4 
grp 1, p= 1 -1 /2  ~ -1/2  c -1 /2  e -1/3 
grp 2, p :  1 -1 /2  a -1 /2  c -1 /2  e -1 /2  g 
grp 3, p---- 1 -1  --1/2 c --1/2 e -1 /2  g 
grp 1, p=2 -1 b --1/2 --1 f -1/3 
grp 2, p=2 -1  b -1  d - -1 f --1 h 
grp 3, p----2 -2  --1 d --1 f - -1 h 
aOverlapping curves. 
bOverlapping curves. 
CThe first two groups are overlapping, the last has a smaller constant. 
dThe latter group has a smaller constant. 
eGroup 2 has a smaller constant than group 1 and group 3 has an even smaller 
constant. 
fGroup 2 has a smaller constant than group 1 and group 3 has an even smaller 
constant. 
gOverlapping curves. 
hOverlapping curves, except for the treshold rectangle, curve that has a larger 
constant than the rest. 
the threshold method, and being a one-step method it is much cheaper to use. This makes the mesh 
density method very recommendable. 
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