Abstruct-This paper addresses the issue of the existence of causal linear phase IIR digital filters. The conditions for their existence are derived, and a set of examples satisfying these conditions is given. Specifically, the sequences must be integer samples of a continuous-time function, band-limited to ( -n, n), which is symmetric and has zero crossings at the negative integers. Also, the point of symmetry can he neither an integer nor a half integer. A number of interesting properties of the related discrete-and continuous-time functions are developed.
I. INTRODUCTION NE of the highly desirable properties that finite im-0 pulse response (FIR) digital filters possess is that they can be made to have linear phase. The essence of this idea is that a filter of a certain desired magnitude characteristic can be designed which is causal and deviates from the desired phase characteristic by an amount which is linear with respect to frequency. Common examples include window filter designs with symmetric windows and ParksMcClellan filter designs. For an FIR filter, the linear phase component corresponds to a delay imposed on the ideal filter, and this delay is exactly the point of symmetry of the filter. For odd-length filters, the point of symmetry must be an integer, and for even-length filters the point of symmetry is a half integer.
Consider the case of continuous-time real filters which be symmetric around d ; i.e.,
L,(d + t ) = L,,(d -t ) .
( 3 ) From this result, it is clear that the following hold.
If a continuous-time linear phase filter is causal, it must be finite in duration, with the impulse response necessarily zero for t > 2d.
No one-sided, infinite impulse response (IIR), real linear phase filters exist in continuous time.
11. DISCRETE-TIME LINEAR PHASE FILTERS For the discrete-time case, we will define the filters of interest to be real with desired phases of 0 or 7r for all frequencies:
H ( e J u ) = Re [ H ( e'.)].
( 4 )
H ( e l u ) = H ( e J " ) e-'""
The linear phase filters have responses of the form where d is the delay. Since h ( n ) is real, H ( e J w ) is conjugate symmetric, and since H ( e'") is real, h ( n ) is even.
which must be symmetric around d:
are frequency selective with a phase of zero or a for all frequencies. In other words, the analog frequency response H, ( Q ) is of the form
H , ( Q ) = Re[H,(Q)].
( 1
We therefore see that in the discrete-time domain, if the delay is either an integer or a half integer, a symmetry must exist within the A statement can therefore be made which is analogous to that made for continuous The linear phase, or time-dela~ed, filter will have a frequency response e -jnd ( 2 ) time. All real, causal, linear phase, discrete-time filters
where d is the delay. Therefore, we will call Ha ( Q ) linear phase if it can be expressed as (1) and (2). Clearly, this definition does not include step changes in the phase other than by integer multiples of 7r. It is easy to show that if H, ( Q ) can be expressed as in (1) 
is symmetric about some point d. Proof:
where R ( Q ) is real. Since x ( n ) represents x , ( t ) sampled at its Nyquist rate of one sample per unit time,
Direct substitution gives which has linear phase. Necessity: For x ( n ) to have linear phase, it must be expressible as in (10). The sampling theorem ensures that (8) holds in the reverse direction. Therefore, (7) would follow from (9). Since only symmetric analog filters have linear phase, xu ( t ) must therefore be symmetric.
CAUSAL IIR LINEAR PHASE DISCRETE-TIME

FILTERS
For causal linear phase filters with integer or half integer delays, the responses must be FIR. It is also well known that no stable causal filter with poles in its z-transform can have linear phase (excepting, of course, poles at t = 0 or z = M ). One causal discrete-time signal which would appear to have linear phase is
in the limit as a + I where U ( n ) is the unit step function.
Here, X ( e l " ) = 1/( 1 + ae-J"), which as a -, 1 is equal
However, x ( n ) is neither square nor absolutely summable, and x, ( t ) , the continuous-time signal constructed, is neither absolutely nor square integrable. The absolute and square integrals of X ( e'") over (--a, a) also do not exist. In addition, x , ( t ) is unbounded, a fact which can be readily seen from
The sidelobes of the individual terms constructively interfere to cause x, ( t ) to be unbounded at least once per interval of length 1. Similar arguments can also be raised regarding other signals which have poles on the unit circle.
From the discussion in the preceding section, it is clear that if any continuous-time signal, band-limited to ( --a, -a) and symmetric about time d , is sampled with period 1, the resulting discrete-time signal will have linear phase. Imagine such a continuous-time signal which crosses through zero at times ( -1, -2, -3, . . . ) and ( 1 + r, 2 + r, * . ) where r is greater than -1. The point of symmetry would be r / 2 , giving a causal, discrete-time signal with phase of -wr/2. Naturally, the question arises as to whether or not such a signal exists, and if so, is it bounded, square integrable, and/or absolutely integrable? The first part of this question can be reduced to the following.
Does a continuous-time signal x,, ( t ) band-limited to ( -a, -a) exist subject to the constraints
where c is an arbitrary constant we will set to I f o r the remainder of our discussion? For x,( t ) to be symmetric and pass through 0 at the negative integers, the above constraints must hold. It may be possible that a nonsymmetric function will satisfy the constraints. If such a function were found, however, it would be a simple exercise 
These two formulas apply only if Re
In terms of the Fourier transforms,
In the present case, p = 1 and q = 1 + r . This last formula therefore applies if r > -1:
Although the above proof shows s, ( t ) to satisfy constraints (12)- (14) We can construct This is nothing more than which has zero crossings at t = -1 , -2, * * and at t = r , r + 1 , . . * and is one at t = 0. In other words, s, ( t ) has had its values of "r" reduced by 1 , placing a further constraint. Our earlier analysis, however, shows, for 0 < r < 1 , that L I stability of U , ( t ) will be lost, and for 0 < r < 1/2, the L2 stability of U , ( t ) will be lost. However, ignoring stability issues, is s, ( t ) the unique function band-limited to ( -a , a ) satisfying constraints (22) for -1 < r < O? We have been unable to prove the answer to this question, but strongly suspect the answer to be yes. If r is set to zero, the function s,. ( I ) becomes This is, of course, known to be the unique band-limited function satisfying the constraints. Even here, the function is not absolutely integrable. If r is made less than zero, even stronger constraints are placed on the function. If a function did exist satisfying the constraints, it would therefore probably be unique.
IV. PROPERTIES A N D SPECIAL CASES 1) It has already been observed that s o ( t ) = sin a t / a t .
2) If -1 < r < 0, (20) shows that S,. ( Q ) has a linear phase corresponding to an advance in time of -r/2. The maximum advance achievable with a bounded impulse re-sponse is 1 /2; for a finite energy response it is 1 /4. The same statements can be made regarding s, ( n ) . A causal filter allowing this behavior is interesting, especially since the filter is high-pass. The inverse fors, ( n ) can be gotten by noting that a change of sign of r in (20) 
gives S,' ( Q ) .
Therefore, the inverse for s, ( n ) , -1 < r < 0, is (28) r(l -r )
which is causal and L I and L2 stable. We find it interesting that a causal linear phase discrete-time filter can have a causal linear phase discrete-time inverse. A similar property was noted by Fettweis for maximally flat digital filters [6] .
3) For Y of the form 1 / q , with q a positive integer, or (30) 4) For Y of the form -1 / q , with q a positive integer,
This is an example, for -1/2 < r < 0, showing an L2 stable system, which when cascaded with itself is no longer L, stable.
) More generally, S,(eJ") S B ( e J w ) = S,+B(eJw)
( 3 3 ) $ ( e " ) = SvB(eJw) = s;'(e'")
and
where the region of convergence includes the unit circle for r > 0 and does not otherwise. We see that if z = e'", S, ( z ) reduces to S, ( e '") where
For r not an integer, ( 2 cos (w/2))' will be multivalued. However, since S(z) only has one branch cut, along the ray w = a, we can stay on the principal branch and hencc can choose a real positive value for ( 2 cos ( 0 / 2 ) ) ' . In contrast, however, consider a slightly different function: 
A first impression might convince one that h ( n ) is also linear phase. This is not necessarily true, however. Consider the case of r = 1/2. As w passes through ~/ 2 , a new branch of H ( z ) must be entered, and ( 2 cos U)'" cannot be real. Stated more generally, the function
with a region of convergence 1 z I > 1 a I where H, ( I) is always real and positive, it is possible to remain on one branch for [ R,( e'") ]'. However, the inverse transform corresponding to the stable filter is generally noncausal, and the causal inverse transform is generally unstable. 7) s , ( n ) with r = 1 /2 has the interesting property that s , ( n ) * s , ( n ) is zero everywhere except n = 0 and n = 1, despite s , ( n ) ' s infinite extent. Therefore, if s , ( n ) were truncated at N and convolved with itself, the result would be zero except at n = 0, n = 1, and n I N. In continuous time, s , ( r ) * s , ( t ) for r = 1 / 2 is oscillatory with zero crossings at t = -1, f 2 , f 3 , . . -and is one at t = 0 a n d t = 1.
8)
The signal s, ( t ) has a mainlobe width of 2 + r.
This, coupled with property 5 , shows s , ( t ) * s o ( r ) has a mainlobe width of v + 8 + 2 with zero crossings every one time unit.
9) The results shown can serve to give the evaluation of the below-listed definite integral, which we were unable to find in any table: 2 a ir -x (2 cos :)'e''' dQ
V. SUMMARY
In other words, we need only to show We have explored an interesting family of functions for which the sin rt/rr function is a special case. We have shown that the sampled versions of these signals are causal and linear phase and, under certain conditions, are bounded, square integrable, and absolutely integrable. We have not explored to any great extent the possible applications, although some immediately come to mind. Band-limited extrapolation is one possible application area. The main focus of this paper has been of a theoretical nature. Although the nonrationality of the systems described render them unrealizable, the theoretical tools developed are similar to those that use the sin m / a t function and could potentially be equally useful.
APPENDIX
It can be shown that For this to be true, the term must asymptotically decay at a rate no slower than and no faster than t P r -I it where E is an arbitrarily small positive value. Therefore, s, ( t ) and g, ( r ) are absolutely integrable for r > 0 and are not for r < 0. For r = 0, s,(r) = sin r t / n t , which we know is not absolutely integrable.
The sampled version of s, ( r ) , denoted s, ( n ), must be bounded, square summable, and absolutely summable, at least over the range of r for which s, ( t ) is bounded, square integrable, and absolutely integrable, respectively. Boundedness transferring from s, ( r ) to s, ( n ) is obvious.
The reverse need not be true, however, and we find, for r = -1, s, ( n ) is bounded. The bounds expressed for I s , ( t ) l must also apply to Is, ( n ) l , showing l s , ( n ) ( to be summable for r > 0 and nonsummable for r < 0. For r = 0, however, Is, ( n ) I becomes I sin m / r n I = S ( n ) , which is summable. Similarly, the same bounds show, for
