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Abstract: Simulation of quantum systems that provide intrinsically fault-tolerant quantum
computation is shown to preserve fault tolerance. Errors committed in the course of
simulation are eliminated by the natural error-correcting features of the systems simulated.
Two examples are explored, toric codes and non-abelian anyons. The latter is shown to
provide universal robust quantum computation via simulation.
Quantum computers are devices that process information in a way that preserves
quantum coherence [1-8]. Because of the ubiquity of decohering processes and the difficulty
of performing logic operations at the scale of atoms, photons, etc., quantum computations
are more sensitive to noise and errors than classical computations [5-10]. A method for
performing quantum computation is called fault-tolerant if it is intrinsically resistant to
noise and errors committed in the course of computation; such a method is termed robust
if it allows the accurate performance of arbitrarily long quantum computations in the
presence of a finite error rate [8-10]. Recently, two methods for performing robust quantum
computation have been proposed. The first relies on the theory of quantum error correction
codes, and uses quantum logic to correct both errors introduced by noise, and errors
introduced in the course of performing quantum logic itself [8-10]. The second method
proposes a class of physical systems whose dynamics are automatically fault tolerant: in
such systems, quantum information is stored on topological excitations that are immune
to local errors [11-15]. This paper proposes a third method for performing robust quantum
computation that is intermediate between these two methods: quantum logic is used to
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simulate a fault-tolerant physical system. As long as the errors committed by simulation
are local, they are rejected by the simulated system just as if they were errors introduced
by noise or decoherence.
We first define a notion of fault tolerance that applies not just to quantum comput-
ers but to quantum systems in general. Consider a set of variables {Xj(t)} for a closed
quantum system, initially in state ρ, whose dynamics are described by a Hamiltonian H:
Xj(0) → Xj(t) = eiHtXj(0)e−iHt. The expectation value of Xj at time t is given by
〈Xj(t)〉 = trρXj(t). Now subject the system to noise and errors. For simplicity of exposi-
tion we will assume a Markovian error model, in which the the environment that is inducing
the errors is memoryless (non-Markovian errors will be discussed below). The general dy-
namics of an open system interacting with a memoryless environment are described by a
master equation of the form
∂Xˇj/∂t = i[H, Xˇj] + γ
(
i[Hˇ, Xˇj] + (1/2)
∑
ℓ
(
L†ℓ[Xˇj, Lℓ] + [L
†
ℓ, Xˇj]Lℓ
))
, (1)
where Xˇj is the noisy-system version of Xj , Hˇ is a perturbation to the original Hamilto-
nian H and the Lℓ are Linblad operators that induce noise, dissipation and decoherence.
(refs.) We take Hˇ and Lℓ to be normalized so that |trρ
(
i[Hˇ, Xˇj] + (1/2)
∑
ℓ
(
L†ℓ[Xˇj, Lℓ] +
[L†ℓ, Xˇj]Lℓ
))
| ≤ 1, and include a parameter γ ≥ 0 to adjust the effective strength of the
environmental interaction. The algebra of operators generated by the Lℓ and by Hˇ is
called the ‘error algebra.’ A fault-tolerant time evolution that corrects for errors of the
form (1) will correct for other errors that fall within the error algebra, as well (refs.). The
time evolution of the variables {Xj} will be said to be fault-tolerant to accuracy δ at time
T with respect to the error dynamics of strength γ if |〈Xˇj(T )〉 − 〈Xj(T )〉| < δ.
Now consider quantum simulation. The technique of quantum simulation was intro-
duced by Feynman [1], and subsequently developed in detail by Lloyd et al. [4,16-19].
The idea is straightforward: the dynamics of the system to be simulated are mapped
onto the programmable dynamics of the quantum device that performs the simulation.
As long as the system’s dynamics are local, the simulated dynamics can be enacted to
an arbitrary degree of accuracy by the application of a finite number of quantum logic
operations to the variables of the simulator. More precisely, suppose that the system’s
Hamiltonian can be written in the form H =
∑
i∈N Hi, where N is a set of local neigh-
borhoods and Hi acts only on the variables in the i’th neighborhood. Now set up a
correspondence Xsj = MXjM
† between the variables Xj of the system and the vari-
ables Xsj of the simulator. Here M is a computable mapping from the system Hilbert
space into the simulator Hilbert space such that M †M = 1. By preparing the simu-
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lator in the state ρs = MρM † and applying quantum logic operations to the sets of
variables in the simulator that correspond to these neighborhoods, one can enact on the
simulator the dynamics Πie
−iHs
i
∆t = e−i
∑
i
Hs
i
∆t + O(∆t2Hs2), where Hsi = MHiM
†
are the simulated version of the local Hamiltonians Hi, H
s = MHM † is the overall
simulated Hamiltonian acting on the Hilbert space of the simulator. The simulation er-
ror corresponds to an operator O(∆t2Hs2). By making ∆t sufficiently small, and by
building up many small time steps, one can simulate the operation of H to any desired
degree of accuracy δ of order O(|〈T∆tHs2〉|) over time T = N∆t, in the sense that
|〈Xsj (T )〉− 〈Xj(T )〉| < δ. The simulation is typically stroboscopic in the sense that it cap-
tures the actual time evolution at a discrete set of points in time m∆t. Stroboscopically,
the simulated variables obey time-evolution equation isomorphic to that of the system
variables: ∆Xsj /∆t = i[H
s, Xsj ] +O(∆tH
s2).
Now suppose that we are simulating a fault-tolerant system. Typically, in addition to
the errors introduced in the stroboscopic evolution, this simulation will introduce errors
by imprecise application of quantum logic gates and by environmentally induced noise and
decoherence of variables within the simulating system. The simulation is now described
by a Markovian open-system time evolution of the same form as above:
∆Xˇsj
∆t
= i[Hs, Xˇj]+γ
s
(
i[Hˇs, Xˇj]+(1/2)
∑
ℓ
(
Lsℓ
†[Xˇj , L
s
ℓ]+[L
s
ℓ
†, Xˇj]L
s
ℓ
))
+O(∆tHs2), (2)
where Hˇs and Lsℓ are the error operators for the simulator and are normalized as above.
The central point of this paper is the following: If the errors induced by the simulator’s
environment are of the same form and strength as the errors tolerated by the original
system, then the simulation is also fault-tolerant. More precisely, the correspondence
between equation (1) and equation (2) implies that if the original system is fault tolerant
with respect to errors of strength γ over time T to accuracy δ, then as long as the error
algebra generated by the M †HˇsM , M †LsℓM is contained in the error algebra of the fault
tolerant system and γs ≤ γ, we have
|〈Xˇsj (T )〉 − 〈X
s
j (T )〉| < δ +O(T∆tH
s2). (3)
That is, because the original system dynamics are fault-tolerant, the perturbed simulation
tracks the unperturbed simulation to within the error allowed by the fault-tolerant char-
acter of the shared dynamics, plus an additional error due to the stroboscopic nature of
the simulation. So the perturbed simulation tracks the unperturbed simulation, which in
turn tracks the original system dynamics to an accuracy δ. Consequently,
|〈Xˇsj (T )〉 − 〈Xj(T )〉| < 2δ +O(T∆tH
s2). (4)
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That is to say, the simulation of a fault-tolerant system is itself fault tolerant. By making
∆t sufficiently small, the simulation can mimic the fault-tolerance of the original system’s
dynamics to arbitrary precision. (Although these results were derived in a Markovian
context they can clearly be generalized to non-Markovian errors: if the system tolerates
non-Markovian errors of a particular form, then by the same arguments given above the
simulation tolerates an isomorphic set of non-Markovian errors.)
Now consider the simulation of intrinsically fault-tolerant anyonic systems proposed
by Kitaev [11]. These systems are two-dimensional spin systems whose dynamics allows
quantum information to be stored in a topological form that is immune to local errors
up to orders in perturbation theory proportional to a characteristic length in the system.
Local errors that do occur are eventually flushed from the system by thermal relaxation.
A simple fault-tolerant system is the toric code given by a k×k toric lattice with spin
1/2 particles associated with each edge [11, 20]. Denote by σj a Pauli matrix acting on the
spin associated with edge j. For a given vertex s, let star(s) be the set of edges that have
s as an endpoint, and for a given face p, let bound(p) be the set of edges that border p. We
then can define the following operators: As =
∏
j∈star(s) σ
x
j , Bp =
∏
j∈bound(p) σ
z
j , and
impose a Hamiltonian H =
∑
s(1−As) +
∑
p(1−Bp). This Hamiltonian can be shown to
have four degenerate ground states, allowing two quantum bits to be stored in the ground
state manifold.
Look at the errors induced in this system by local interactions with some environment.
The algebra of local errors is generated by spin flips σxj and phase flips σ
z
j . Multiple spin
errors can be generated by products of these operators. An error creates two excitations
or ‘particles’ existing on faces (σx errors) or vertices (σz errors). In the absence of en-
vironmental interaction, an erroneous state is an eigenstate of the Hamiltonian and will
persist unchanged. However, the interaction with the environment that induced the errors
will also break this degeneracy and cause particles to tunnel from one face or vertex to
another. Two particles that move to the same face or vertex annihilate, giving up energy
to the environment.
Whether or not an uncorrectable error occurs (i.e., one ground state evolves to an-
other) depends on the path the particles take before annihilation. If the path connecting
the two particles forms a contractable loop on the torus, then the ground state to which
the system returns at annihilation is the same as that before the creation of the particles:
the natural dynamics of the system, together with its dissipative interaction with the en-
vironment, has corrected the error. If this path is noncontractable, i.e., passes completely
around torus, then the resulting ground state is different from the original. The tunneling
effectively induces particles to take random walks on the torus. Since a random walk in
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two dimensions visits its origin arbitrarily often, i.e., the probability that the walk wanders
away a distance R before returning goes to zero as R → ∞, by making the torus large,
one can suppress the probability of error to an exponential degree in the size k of the
lattice. That is, this physical implementation of the toric code is fault-tolerant, and can be
made robust by increasing the size of the torus. The dynamics of the system automatically
corrects local errors.
Now consider a simulation of the toric code. We must simulate both the Hamiltonian
and the interaction with the environment, since the interaction with the environment, in
addition to inducing errors, is also essential for correcting them. If we imagine the simu-
lation set up on a lattice of qubits isomorphic to the spins in the torus, then the quantum
logic operations used to perform the simulation are themselves local. In particular, if we
simulate the toric Hamiltonian H above by enacting each term 1−As, 1−Bp stroboscop-
ically, an error committed in simulating As will cause spin flips and phase errors on the
spins in star(s) while an error committed in simulating Bp will cause spin flips and phase
errors on the spins in bound(p). Accordingly, errors committed in the course of these local
operations are exactly the sort of errors that the physical implementation of the toric code
corrects. As such, they are corrected by the simulation as well.
The simulation induces additional errors due to its stroboscopic nature, but these can
be made small (indeed, stroboscopic errors that themselves belong to the error algebra will
also be corrected). There is a trade off between the error strength γs of the simulation and
the stroboscopic error. Assuming a fixed rate of error per logical operation, the error rate
per stroboscopic time step ∆t is constant. Decreasing ∆t leads to a lower stroboscopic
error 〈O(T∆tHs2〉 but a higher simulation error strength γs ∝ 1/∆t. The optimal error
rate is obtained by minimizing the combined errors in equation (2) with respect to ∆t.
Improved simulation techniques, for example simluating e−iH∆t to order ∆t2 or higher per
time step, may give smaller overall error rates.
The simulation can be made in some respects more efficient in correcting errors than
the dynamics of the original system. We are free to choose features of the simulated
environment to enhance the fault-tolerant nature of the dynamics. For example, we can
include a local attractive force between nearby particle-antiparticle pairs. Thus rather
than taking a random walk, the particles are encouraged to annihilate before wandering
too far. As a result, the size of the torus and hence the computational resources required
to attain a given degree of fault-tolerance can be made considerably smaller in principle.
Now consider a simulation of Kitaev’s model for fault-tolerant quantum computation
using anyons. Here, as in the toric code, quantum information is stored on topological
excitations of a lattice of spins. Spin states correspond to elements of a finite, non-abelian
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group G (in contrast to the abelian group Z2 of the toric code). As in the previous
case, local Hamiltonians are imposed on each face and vertex. Excitations on the lattice
correspond to anyons whose internal states are labelled by members of the same group.
Moving a particle-antiparticle pair of excitations entirely around and through another
pair causes the internal state of the former to be conjugated by the state of the latter
g1 → g
−1
2 g1g2. Kitaev and Preskill have shown that S3 is a group of sufficient complexity
for quantum computation. Here the spins on the lattice each have 6 states and can be
simulated by three qubits (or one qubit and one ‘qutrit’).
What is required to simulate the Kitaev model? In addition to enforcing the desired
dynamics (including interaction with an environment to allow for dissipation) we must
be able to create particles with desired internal states, move them around each other on
the lattice to perform quantum logic, and measure their states to obtain the results of
the computation. The important point to recognize with all these tasks is that they can
be accomplished by local transformations of the lattice of spins. The dynamics are local;
particle-antiparticle pairs of a given type can be created by unitary transformation of
spins within a local neighborhood; an excitation can be moved from one site to another by
transformation of a local neighborhood; the states of the excitations can be determined by
local measurements. Accordingly, all the operations in the Kitaev model can be simulated
by appropriate circuitry in a quantum computer. In addition, since gate errors in the
quantum computer correspond to local errors in the lattice, they are exactly the sort of
errors to which the Kitaev model is in fact fault tolerant. Accordingly, just as for the toric
code, a simulation of the Kitaev model is itself fault-tolerant. Whereas in the toric code
errors are suppressed to an order polynomial in the size k of the torus, in the Kitaev model
and in its simulation the errors are suppressed to an order polynomial in the separation
between particles [20].
In fact, the added flexibility allowed by quantum simulation allows the simulated
Kitaev model to perform robust quantum computation as well, i.e., its fault tolerance can
be extended to perform arbitrarily long quantum computations reliably even in the presence
of noise and errors. The primary source of error in the Kitaev model is the spontaneous
creation of a particle-antiparticle pair which subsequently become separated in the course
of the system’s time evolution. A computational error can then occur when an excitation
that carries a qubit moves around one of the members of the pair. We can equip the
simulation with additional machinery that locates nearby particle-antiparticle pairs and
forces them to annihilate. Such a mechanism could be provided either by adding a local
force that attracts particle-antiparticle pairs together, or by adding a more complicated
computational routine that explicitly inspects the lattice for the presence of such pairs
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and then annihilates them. Errors can still occur if the ‘wrong’ pairs are annihilated, but
the probability of such wrong annihilation can be suppressed by increasing the size of the
neighborhood in which the mechanism operates. Robust computation becomes possible
at some maximum threshold value for the error rate. This threshold value is currently
unknown, but Kitaev and Preskill estimate it to be of the same order as, and possibly
greater than the thresholds for robust quantum computation using concatenated codes. If
indeed the threshold value for the Kitaev model is greater than the the concatenated code
threshold, then simulation of the model may provide an effective route to robust quantum
computation.
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