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We present a fuzzy color histogram-based shot-boundary detection algorithm specialized for content-
based copy detection applications. The proposed method aims to detect both cuts and gradual transitions
(fade, dissolve) effectively in videos where heavy transformations (such as cam-cording, insertions of pat-
terns, strong re-encoding) occur. Along with the color histogram generated with the fuzzy linking method
on L*a*b* color space, the system extracts a mask for still regions and the window of picture-in-picture
transformation for each detected shot, which will be useful in a content-based copy detection system.
Experimental results show that our method effectively detects shot boundaries and reduces false alarms
as compared to the state-of-the-art shot-boundary detection algorithms.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Recent developments in multimedia technology with the signif-
icant growth of media resources introduced content-based copy
detection (CBCD) as a new research ﬁeld alternative to the water-
marking approach for identiﬁcation of video sequences. The detec-
tion of shots, as in many video indexing and retrieval applications,
is the ﬁrst step of video analysis. A shot is deﬁned as a series of re-
lated consecutive frames representing a continuous action in time
and space taken by a single camera [1].
A video is composed of several shots combined with abrupt or
gradual transitions. An abrupt transition, also known as hard-cut,
is the most common and easy to detect transition type. On the
other hand, gradual transitions (fades, dissolves and wipes) are
spread over a number of frames, thus they are harder to detect.
Various shot-boundary detection algorithms have been pro-
posed [1–6] and compared [7–10]; however, to the best of our
knowledge, no shot-boundary detection algorithm specialized for
CBCD is found in the literature. Our aim is to propose an automatic
shot-boundary detection algorithm for the videos on which various
transformations are applied. In contrast to most of the existing
methods, we utilize fuzzy logic approach for extracting color histo-
gram to detect shot boundaries. We evaluate the proposed method
in the query dataset prepared for CBCD task of TRECVID 2008, and
show the accuracy of the system.
The paper is organized as follows: Section 2 discusses related
work. Section 3 explains the video transformations used forll rights reserved.
ktunç), gudukbay@cs.bilkent.
lusoy).preparing a dataset for CBCD. Section 4 describes the proposed
shot-boundary detection algorithm, as well as the methods for
detecting frame-dropping and picture-in-picture transformations,
noise detection, and mask generation. We present experimental re-
sults and evaluate the performance of the proposed methods in
Section 5. Section 6 gives conclusions and future work.
2. Related work
Studies on shot-boundary detection are typically based on
extracting visual features (color, edge, motion, and interest points)
and comparing them among successive frames. Truong et al. [6]
propose techniques for cut, fade, and dissolve detections. An adap-
tive thresholding technique to detect peaks in the color histogram
difference curve is presented for detecting hard cuts. Locating
monochrome frames and considering luminance mean and vari-
ance are the steps for fade and dissolve detection. Danisman and
Alpkocak [11] apply a method based on color histogram differences
in RGB color space and thresholding for cut detection. They present
skip frame interval technique, which reduces the computation
time with a slight decrease in the precision. Dailianas et al. [9],
Boreczky and Rowe [10] compare early shot-boundary detection
algorithms. Lienhart [8] extends this comparison by taking newer
algorithms into account, and by measuring their ability to detect
the type and temporal extent of the transitions. Cotsaces et al.
[7] give an up-to-date review.
In recent years, researchers focus on detecting gradual transi-
tions effectively and avoiding the false alarms caused by ﬂashlight
and the motion of large objects in the scene, since the recognition
of hard-cuts is very reliable for most of the methods. Huang et al.
[2] propose an approach based on local keypoint matching of video
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same objects and scenes using contrast context histogram (CCH)
in two adjacent frames, the method decides that there is no shot
change. Grana et al. [3] propose a two-step iterative algorithm, un-
ique for both cuts and gradual transitions detection, in the pres-
ence of fast object motion and camera operations. Boccignone
et al. [1] use a consistency measure of the ﬁxation sequences gen-
erated by an ideal observer looking at the video for determining
shot changes. A scene-break detection approach based on linear
prediction model is proposed in [4]. Shot-boundaries are detected
using Bayesian cost functions, by comparing original frame with
the predicted frame, estimated using within video shot linear pre-
diction model (WLPM) and dissolve linear prediction model
(DLPM). Yuan et al. present a uniﬁed shot boundary detection sys-
tem based on graph partitioning model [5]. The representation of
the visual content, the construction of the continuity signal, and
the classiﬁcation of continuity values are handled in this work.
The evaluations show that the SVM-based active learning outper-
forms both thresholding and nonactive learning.
Fuzzy logic introduced by Zadeh [12] is being used in many
applications related to image processing. Konstantinidis et al.
[13] and Han and Ma [14] utilize fuzzy logic for creating color his-
tograms to be used in content-based image retrieval systems.
Chung and Fung [15] introduce fuzzy color quantization to color
histogram construction, and evaluate its performance in video
scene detection with a very limited video dataset. Fang et al. [16]
propose a fuzzy logic approach for temporal segmentation of vid-
eos, where color histogram intersection, motion compensation,
texture change and edge variances are integrated for cut detection.
In [17], histogram differences of consecutive frames are character-
ized as fuzzy terms, such as small, signiﬁcant and large, and fuzzy
rules for detecting abrupt and gradual transitions are formulated in
a fuzzy-logic-based framework for segmentation of video se-
quences. Das et al. [18] deﬁne a uniﬁed interval type-2 fuzzy rule
based model using fuzzy histogram and fuzzy co-occurrence ma-
trix to detect cuts and various types of gradual transitions.
In the ﬁeld of CBCD, representing video with a set of keyframes
(one or more representative frame for each shot) is a common ap-
proach. Some of the recent studies on CBCD task of TRECVID 2008
employ the following techniques. Llorenteet al. [19]use anapproach
based on color histogram and thresholding, extended by [20] for
detection of gradual transitions. Douze et al. prefer extracting 2.5
frames per second for query videos, and extracting only a few repre-
sentative keyframes for the dataset [21]. We also preferred extract-
ing a ﬁxed number of frames per time interval in our CBCD system
[22]. Studies in video copy detection domain, therefore, do not nec-
essarily use a shot-boundary detection method.
3. Video transformations
In order to develop a shot-boundary detection algorithm spe-
cialized for CBCD applications, we need to understand the effects
of transformations used for modifying videos. For the ﬁrst time
in 2008, TRECVID [23] evaluated CBCD systems. Each query video
is constructed by taking a segment from the test collection, trans-
forming and/or embedding into some other video segment, and ﬁ-
nally applying one or more transformations to the entire query
segment [24]. Since the query set prepared for CBCD task will be
used for evaluation purposes, we will focus on the transformations
in Table 1 [25]. These transformations cover most of the video
modiﬁcations in daily life (cf. Fig. 1). Although some transforma-
tions do not have an effect on shot-boundary detection process,
different strategies for different transformations should be applied
for an effective shot-boundary detection, and also for CBCD process
afterward. Here, we discuss the negative effects of video transfor-
mations, and possible corrective actions taken by our method:i Frame dropping: Dropped frames should be ignored or esti-
mated; otherwise the shot-boundary detection algorithm deci-
des each blank frame as a cut. Such frames have the mean of
intensity values near to zero.
ii Picture-in-picture: Regardless of which type is applied to the
video segment, detecting the window of picture-in-picture
transformation (boundaries of the inner video) is crucial for fea-
ture extraction step of the CBCD system [26]. With the extracted
window, foreground and background frames can be handled
separately.iii Insertion of patterns, caption: Although the insertion of a pattern
or text does not affect the shot-boundary detection process
strongly, a mask for still regions, which includes the inserted
pattern or text, will increase the effectiveness of a CBCD system.
Unmasked patterns and captions introduce new edges and
regions of interests, and cause changes on color information.iv Cam-cording, crop, shift: These transformations generally pro-
duce black framings on one or more sides of the video segment.
Since the framings are also still regions, we can ignore these
areas during the feature extraction.
v Strong re-encoding, blur, change of gamma, contrast, compression:
It is important to use a keypoint detector invariant to these
changes. These changes have nearly no effect on shot-boundary
detection because they are applied on the whole video with the
same parameter values.vi Noise: Since the detection of windows for picture-in-picture
transformation depends on edge detection, noisy shots should
be discovered and handled before further processing.4. Methods
We provide the details of our shot-boundary detection method
and other techniques that we use to identify the transformations
applied on a query video. The parameters of the system are given
in Table 2, and the overview of the proposed algorithm is presented
in Fig. 2.
4.1. Detection of frame-dropping transformation
Handling frame-dropping transformation is one of the key fea-
tures of a shot-boundary detection system specialized for CBCD
applications; since most of the proposed algorithms consider miss-
ing frames as hard-cuts. A dropped frame is either exactly or nearly
a blank frame, which has a small overall intensity (less than
thbf = 0.0039). We deﬁne a binary function fd for a given video
frame In as:fdðInÞ ¼
1
Ph
i¼1
Pw
j¼1
Gnði; jÞ < thbf
0 otherwise
8><
>: ð1Þ
where Gn is the grayscale intensity image of In, and (h,w) is the
dimension of the frame.
4.2. Noise detection
CBCD applications should handle query videos with heavy noise
transformations. For our algorithms to work properly, noisy
frames/shots should be identiﬁed before any further operation that
is based on edge detection or use standard deviation of pixel inten-
sity values.
In image processing, a nonlinear median ﬁlter is preferred over
a linear ﬁlter for cleaning salt and pepper and white noise. Based
on this fact, we calculate the average intensity change of an image
In after a median ﬁlter of size smf  smf is applied to the image. If the
Table 1
The list of transformations used in the CBCD task.
# Transformation details
T1 Cam-cording
T2 Picture-in-picture Type 1
T3 Insertion of patterns (15 different patterns)
T4 Strong re-encoding (change of resolution, bitrate)
T5 Change of gamma
T6 Combination of 3 transformations amongst: blur, gamma, frame dropping, contrast, compression, ratio, noise (A)
T7 Combination of 5 transformations amongst (A)
T8 Combination of 3 transformations amongst: crop, shift, contrast, caption, ﬂip, insertion of pattern, picture-in-picture Type 2 (original video is behind) (B)
T9 Combination of 5 transformations amongst (B)
T10 Combination of 5 transformations amongst all the transformations from 1 to 9
Fig. 1. Transformations: (a) original frame, (b) picture-in-picture Type 1, (c) insertion of pattern, (d) strong re-encoding, (e) change of gamma, (f) letterbox, (g) white noise,
(h) crop, (i) shift, (j) caption/text insertion, (k) ﬂip, and (l) picture-in-picture Type 2.
Table 2
The parameters of the algorithm.
Parameters Description
hc Threshold for cut detection
hg Threshold for gradual transition detection
s Timescale for central moving average ﬁlter
thbf Intensity threshold for blank frame detection
thn Average intensity-change threshold for noisy image
thsr Threshold for still regions
smf Size of median ﬁlter used in noise detection
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noise exists in the image. Otherwise, when the average intensity
change exceeds a threshold thn, it is regarded as noisy.
nf ðInÞ ¼
1 1hw
Ph
i¼1
Pw
j¼1
jGnði; jÞ Mnði; jÞj > thn
0 otherwise
8><
>: ð2ÞWe evaluate the noise detection method and the impact of the
parameters (the size of the median ﬁlter and the threshold value)
in Section 5.
4.3. Mask generation
When a video segment is transformed with various types of
transformations summarized in Table 1, it clearly changes the con-
tent of the frames regarding color, edge, and shape information. A
content-based copy detection system should cut out the artiﬁcially
inserted texts, patterns, logos, etc., if possible. Besides, it should
ignore the bordering black areas produced by shift, crop, and let-
terbox transformations. As a result, the probability of matching
with the original video segment is increased. We calculate the
standard deviation of each intensity value of the pixels within
the shot, assuming that pixel intensity varies from 0 to 1:
Mshotði; jÞ ¼
1 rshotði; jÞ > thsr
0 otherwise

ð3Þ
Input frames
Fuzzy Color Histogram based
Shot Boundary Detector
Features of the dropped frame is
estimated with linear regression
Apply Median filter if the frame
is noisy
Generate a mask for inserted
patterns, logos, text, etc.
Extract the boundaries of
picture−in−picture transformation
Frame−dropping
Detector
Noise Detector
Mask Generator
Window Extractor
No frame−dropping
No noise
Shot boundaries
background
foreground
Fig. 2. The overview of the proposed algorithm.
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threshold thsr = 0.01 for each shot representing still regions while
detecting shot boundaries. The mean and standard deviation of
the pixel intensity values within a video shot of N frames are given
by Eqs. (4) and (5), respectively:
lshotði; jÞ ¼
1
N
XN
k¼1
Gkði; jÞ ð4Þ
rshotði; jÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
k¼1ðGkði; jÞ  lshotði; jÞÞ
2
r
ð5Þ
The problem here is that today’s computers have a limitation
that can hold up to a number of frames together in memory. There-
fore, we employ the solution for incremental standard deviation
calculation discussed by Knuth [27], who cites Welford [28]:
lkði; jÞ ¼ lk1ði; jÞ þ
Gkði; jÞ  lk1ði; jÞ
k
ð6Þ
sk ¼ sk1 þ ðGk  lk1Þ  ðGk  lkÞ ð7Þ
rkði; jÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
skði; jÞ=ðk 1Þ
q
ð8Þ
where l1(i,j) = G1(i,j) and s1(i,j) = 0 initially. For a shot with n frames,
we save the mask Mshot =Mn and the standard deviation of the shot
rshot = rn for further use.
4.4. Detection of picture-in-picture transformation
In order to detect the window of picture-in-picture transforma-
tion, black framings on the sides of the video segment generated by
cam-cording, crop, or shift transformations should be extracted
ﬁrst. We mark each row and column starting from the beginning
and from the end as border rows if
1
w
Xw
c¼1
rshotði; cÞ < thsr ð9Þholds for that row. Similarly, blank columns from the beginning and
from the end are identiﬁed. If Eq. (9) returns false a row or column,
we stop marking borderlines for that edge. Fig. 3 shows an example
to border detection.
The next step is to detect the vertical lines. We crop out the bor-
ders fromMshot, and then ﬁnd the derivatives with a ﬁrst-order dif-
ference from both + and x-axis using the Prewitt edge detector:
Eshot ¼
1 0 1
1 0 1
1 0 1
2
64
3
75 Mshot ð10Þ
Strong vertical edges are extracted from Eshot using Hough lines
[29]. Only vertical lines are selected, and compared in order to
form a rectangular window. The candidate window(s) and the bor-
der information for each shot are stored. Fig. 4 displays examples
of frames whose borders and windows are successfully detected.4.5. Shot-boundary detection
We use a color histogram-based method generated with the
fuzzy linking method on L*a*b* color space. A brief discussion on
why L*a*b* color space is preferred, how the dimensions are subdi-
vided into regions, their ranges, and the results of an experiment
with popular colors, are provided in Appendix A.
Fuzziﬁcation of the inputs is achieved by using triangular mem-
bership functions for each component. L* is divided into 3 regions
(black, gray, white), a* is divided into 5 regions (green, greenish,
middle, reddish, red), and b* also is divided into 5 regions (blue,
bluish, middle, yellowish, yellow). Membership functions of the in-
puts and the output are shown in Fig. 5.
In conventional color histograms, each pixel belongs to only one
histogram bin, depending on whether the pixel is quantized into
the bin or not. The conditional probability Pi—j of the selected jth
pixel belonging to the ith color bin is deﬁned as a binary equation:
Fig. 3. The detection of borders: (a) ﬁrst frame of a query video shot on which both the picture-in-picture and crop transformations are applied, (b) the standard deviation of
the shot, and (c) the border shown in red. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 4. Detected borders and windows for query frames. The borders are shown in red and the window frames are shown as green rectangles. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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1 if the jth pixel is quantized into the ith histogram bin
0 otherwise

ð11Þ
If L*a*b* color space was partitioned into 3  5  5 (for L*, a*, and b*,
respectively) subspaces in a conventional manner, this deﬁnition
would lead to serious boundary issues and problems related to
the partition size. However, in the context of fuzzy color histogram,
the degree of association lij of jth pixel to ith bin is calculated
with fuzzy membership functions (see Fig. 5). L* component of a
pixel might have both a degree of gray and white together, for
instance. Therefore, the color of a pixel is better-represented in
fuzzy color histograms, even with a small number of membership
functions.
Three components are linked in a Mamdani-style fuzzy infer-
ence system, according to 26 fuzzy rules (see Appendix B). The ﬁnal
color histogram is constructed using 15 trapezoidal membership
functions for each bin of the output color histogram. Because some
colors (olive, purple, silver, lime, maroon) reside very close to the
others in 3-d L*a*b* space, we selected the remaining 15 colors
out of 20 (see Appendix A). Therefore, the ﬁnal fuzzy color histo-
gram contains 15 bins. The overview of the proposed fuzzy infer-
ence system is shown in Fig. 6.
The main advantage of the proposed fuzzy color histogram over
a conventional color histogram is its accuracy. Since the system is
more robust to illumination changes and quantization errors, it
performs better on shot boundary detection. Fig. 7 displays two
successive frames in a gradual transition with their fuzzy and
gray-scale histograms.For frame-dropping transformations, we estimate the missing
frames using linear regression. The fuzzy color histogram of a
dropped frame is predicted by averaging the features of the previ-
ous two frames:
Hn ¼
hn fdðInÞ ¼ 0
ðHn1 þ Hn2Þ=2 otherwise

ð12Þ
The essential idea of using color histogram for shot-boundary detec-
tion is that color contentdoesnot change rapidlywithina shot. There-
fore, shot changes are detected when fuzzy color histogram
difference exceedsa threshold. Thedissimilaritybetweencolorhisto-
grams of successive frames is calculated with Euclidean distance:
DðIn; ImÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXb
i¼1
ðHnðiÞ  HmðiÞÞ2
vuut ð13Þ
Although the difference between color histograms of successive
frames in a video is enough to detect hard-cuts, the detection of grad-
ual transitions (i.e., dissolve and fade) requires special treatment
since these transitions are less responsive. In our method, we extend
color histogram difference by the algorithm proposed in [20].
dsðtÞ ¼ 1s
Xs1
i¼0
Dðt þ i; t  sþ iÞ ð14Þ
ds detects the transitions of duration less than or equal to s. We
interpret peaks in d2 greater than hc = 0.15 as hard-cuts, and the
Input L*
luminance
[0, 100]
Input a*
greenness−redness
[−86.18, 98.23]
Rule 2
Rule 3
Rule 26
If (L is black) and (b is bluish) then
(fuzzyhist is blue)
If (L is grey) and (a is NOT green)
and (b is blue) then (fuzzyhist is blue)
If (L is white) and (a is green) and (b 
is bluish) then (fuzzyhist is cyan)
Output
Fuzzy Color Hist.
with 15 bins
fuzzification of the
input variables
evaluation of the rules
using fuzzy reasoning
results of the rules are
combined and defuzzified
output is a
non−fuzzy number
Rule 1 If (L is black) and (a is amiddle) and
(b is bmiddle) then (fuzzyhist is black)
Input b*
yellowness−blueness
[−107.86, 94.47]
Fig. 6. The structure of the fuzzy color histogram.
Fig. 5. Fuzzy membership functions for the inputs (L*, a*, b*) and output.
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transitions.5. Evaluations and discussion
Three main parts of the proposed system, noise detection, shot-
boundary detection, and window extraction of picture-in-picture
transformation, are evaluated. Our test dataset is composed of query
videos provided for TRECVID 2008 content-based copy detection
task. There are total of 2010 MPEG-1 videos, which is about 80 h of
video segments with various transformations applied (see Table 1).
The important events that occur in query videos are shown in Fig. 8.5.1. Evaluation of noise detection
We used the query video set of TRECVID 2008 CBCD task, and
extracted 1 frame per 2 s for each of 2010 videos. After decoding
the videos, 33,478 images are manually labeled as 1 or 0, indicating
that the frame is highly noisy or not.
Median ﬁlters of different sizes are evaluated and compared in
an ROC curve (see Fig. 9). It is shown through experiments that the
setting with smf = 3 and thn = 3.51 gives an accuracy of 90.9% with a
false alarm rate of 14.8%.
Most of the false alarms are caused by query videos that have
noise originally, but not as a transformation. It should be noted
1 2 3 4 5 6 7 8 9 10 11 12 13 14 150
0.05
0.1
0.15
0.2
0.25
1 2 3 4 5 6 7 8 9 10 11 12 13 14 150
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
1 2 3 4 5 6 7 8 9 10 11 12 13 14 150
0.05
0.1
0.15
0.2
0.25
1 2 3 4 5 6 7 8 9 10 11 12 13 14 150
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Fig. 7. Two successive frames in a gradual transition: (a) ith frame; (b) the gray-scale histogram of the ith frame; (c) the fuzzy color histogram of the ith frame; (d) (i + 1)th
frame; (e) the gray-scale histogram of the (i + 1)th frame; (f) the fuzzy color histogram of the (i + 1)th frame.
Fig. 8. The important events that occur in query videos: successive frames with frame-dropping transformation (ﬁrst row), cut and dissolve transitions (second row), fade-in
transition (third row), shot-boundaries for a picture-in-picture transformation-applied video, foreground changes at 1087, background at 1779 (fourth row), fast moving object
in the scene (last row). Shot-boundaries during cut/gradual transitions (rows 2–3), and for background and foreground videos (row 4) are detected, while dropped frames
(row 1) and fast object movements are ignored.
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Fig. 9. The ROC curve of the noise detection method with different median ﬁlter
settings.
Table 3
Experimental results of shot-boundary detection algorithms.
Method Recall Precision F1
RGB CH 0.6284 0.6862 0.6560
132 O. Küçüktunç et al. / Computer Vision and Image Understanding 114 (2010) 125–134that frames with sea, wavy water, or a textured background gener-
ally give high noise detection outputs.
5.2. Evaluation of picture-in-picture transformation detection
Out of 2010 query videos, 545 of them include picture-in-pic-
ture transformation. We obtained the scale and offset information
of all picture-in-picture transformations by processing the ground-
truth data used for generating query videos.
Our method has reached 86.79% of recall rate, where false alarm
rate is 16.93%. Missed picture-in-picture transformations are gen-
erally caused by complex transformations, i.e., (8)–(10) in Table 1.
5.3. Evaluation of shot-boundary detection algorithm
We selected a set of shot-boundary detection algorithms from
the literature for a comparative evaluation of our method. The
factors we considered for the selection of these algorithms are
the ease of their implementation and the presence of distinct
features to be used in comparison. The source codes for most
of these algorithms are not available. For the algorithms with
available source code, the frame-dropping transformation causes
many false alarms with default settings. Therefore, we decided
to create our own implementations in order have a consistent
and fair evaluation of the algorithms. Since many design details
are unspeciﬁed in the literature, we tried to ﬁnd the optimum
values for the parameters experimentally. The following algo-
rithms are selected for our test:
i Color histogram (CH): Short transitions and hard-cuts can be
detected by using simple color histogram-based methods. In
this method, RGB and L*a*b* color spaces are quantized into
27 equal subspaces. The histogram hn of image In is deﬁned as:
hnðb1  b2  b3Þ ¼ jfpjp 2 Inðr; cÞgjhw ð15Þ
where pr/b = b1,pg/b = b2,pb/b = b3 for RGB color space. If the his-
togram difference of two successive frames exceeds a threshold
value, a shot boundary is found. Details of such an algorithm are
provided in [7,8,11,9,10].L*a*b* CH 0.5939 0.6624 0.6263
PBI 0.3218 0.0225 0.0421
ECR 0.5862 0.3542 0.4416
KM 0.4789 0.4496 0.4638
Fuzzy CH 0.7165 0.8348 0.7711ii Probabilistic block intensity (PBI): Probabilistic block intensity is
a statistical method based on the mean and standard deviation
of the pixels in image regions. This technique is discussed in
[10], and implemented in [30]. Although its tolerance to noise
is a great advantage, this method tends to generate manyfalse alarms. In our experiments, each frame is divided into 16
blocks.iii Edge tracking (ECR): Edge change ratio based shot-boundary
detection methods are discussed in [8,10]. The ratio of the edges
that enter and exit between two successive frames are used to
determine shot boundaries. Edge-based methods are less sensi-
tive to illumination changes, and they give better results in
gradual transitions.iv Local keypoint matching (KM): Recognizing the objects and
scenes throughout the video is the basic idea of the keypoint
matching-based shot-boundary detection methods. The algo-
rithm proposed in [2] matches the objects between consecutive
frames, and determines if there is a shot boundary. We use scale
invariant feature transform [31] and a simple matching algo-
rithm for this purpose.
The algorithms selected for comparison cover most of the major
techniques listed in [8,10,7].
Our tests with 50 query videos, which represents each transfor-
mation type with at least 4 videos, showed that fuzzy color histo-
gram-based shot-boundary detection method can achieve higher
accuracy values, while reducing false alarms. Table 3 gives the re-
call and precision values for the compared algorithms. F1 scores
are also provided as a measure that considers both the precision
and the recall rates.
It should be noted that the methods selected for comparison
could perform much better for detecting shot-boundaries of videos
on which none of the transformations listed in Table 1 are applied.
Our test set consists of videos manipulated with these transforma-
tions. The challenge here is to detect all shots, including background
and foreground videos for picture-in-picture transformations, with-
out being affected by frame-dropping, noise, pattern insertion,
strong re-encoding, etc.
Methods have different accuracy values depending on the
transformation type. Fig. 10 shows the recall values of shot-bound-
ary detection methods for 10 types of transformations. For most of
the transformations, the proposed fuzzy color histogram-based
method performs better than other techniques.
Transformations of T2, T8, T9, and T10, which include picture-
in-picture transformation, are the most challenging ones. We in-
crease the overall recall rate in these transformations from
48.74% (best among others) to 62.18% (Fuzzy CH). Our method also
achieves a lower false alarm rate with a precision of 93.67%,
whereas the precision values of the other methods could only
reach up to 53.21%.
It would be expected that the proposed fuzzy color histogram-
based method may have some drawbacks when the processed vid-
eos/frames are in grayscale. In order to evaluate the performance of
the proposed method for this case, we converted the same 50
query videos into grayscale, and then run the SBD algorithm for
these videos.
Experiments with grayscale videos show that the recall (70.8%)
and the precision (75.8%) values were slightly affected by this
change. Although ourmethod is a color histogram-based technique,
grayscale pixels can be defuzziﬁed into the colors other than white/
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Fig. 10. Recall values of shot-boundary detection algorithms for different transformation types.
Table 4
The colors and their fuzzy correspondences.
Color L* a* b* Fuzzy L* Fuzzy a* Fuzzy b*
Black 0.00 0.00 0.00 black amiddle bmiddle
Blue 32.30 79.19 107.86 black + gray red blue
Brown 64.60 10.22 69.09 gray amiddle yellowish
Cyan 91.11 48.09 14.13 white greenish bmiddle
Magenta 60.32 98.24 60.83 gray red bluish
Lime 87.74 86.18 83.18 white green yellow
Gray 76.19 0.00 0.00 gray amiddle bmiddle
Maroon 39.03 63.65 53.41 gray reddish yellowish
Navy 22.38 62.93 85.72 black reddish blue + bluish
Green 66.44 68.49 66.10 gray green yellow + yellowish
Olive 73.92 17.13 75.08 gray + white greenish yellow
Orange 83.91 3.43 82.63 white amiddle yellow
Pink 92.07 11.20 1.05 white reddish bmiddle
Purple 44.66 78.07 48.34 gray red bluish
Red 53.24 80.09 67.20 gray red yellow + yellowish
Silver 89.53 0.00 0.00 white amiddle bmiddle
Teal 69.13 38.22 11.23 gray + white greenish bmiddle
Violet 50.46 89.85 77.24 gray green blue
White 100.00 0.00 0.00 white amiddle bmiddle
Yellow 97.14 21.55 94.48 white greenish yellow
Fig. 11. Fuzzy rules.
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providesenoughﬂexibility for themethod todetect shot-boundaries
ofgrayscalevideos.Wealsoobserved that the increase in false-alarm
ratewasmostlybecauseof the shot-boundaries detected close to the
beginning of gradual transitions. Nevertheless, the proposed meth-
od still outperforms other techniques.
6. Conclusions and future work
We propose a fuzzy color histogram-based shot-boundary
detection method for the videos where heavy transformations
(such as cam-cording, insertions of patterns, strong re-encoding)
occur. In addition to detecting shot-boundaries using fuzzy color
histogram, we extract a mask for still regions and the window of
picture-in-picture transformation. Experimental results show that
the proposed method effectively detects shot boundaries with a
small false alarm rate as compared to the state-of-the-art shot-
boundary detection algorithms.
As a future work we will use the detected shot boundaries,
masks of still regions, picture-in-picture window boundaries, and
the fuzzy color histogram method in our content-based copy
detection system.Appendix A. Experiments in L*a*b* color space
We have selected popular colors, and experimented with their
values in L*a*b* color space. L*a*b* is commonly preferred over
RGB or HSV color spaces, because it is one of the perceptually uni-
formcolor spaceswhich approximates theway that humanperceive
color. In L*a*b* color space, L* represents luminance, a* represents
greenness–redness, and b* represents blueness–yellowness.
a* and b* components have more weights than L* component.
Therefore the fuzzy linking method in [4] subdivides L* into 3
(dark, dim, and bright), a* into 5 (green, greenish, middle, reddish,
and red), and b* into 5 (blue, bluish, middle, yellow, and yellowish)
regions.
Range of L*a*b* color space is important for the fuzzy member-
ship functions. L* coordinate ranges from 0 to 100. The possible
range of a* and b* coordinates depends on the color space that
one is converting from. When converting from RGB, a* coordinate
range is [86.1813,98.2352], and b* coordinate range is
[107.8617,94.4758].
Wehave selected 20 colors fromList of Colors [32]. Table 4 shows
L*, a*, b* values, aswell as their fuzzy correspondences for each color.Appendix B. Fuzzy rules
Twenty-six fuzzy rules of the fuzzy inference system are listed
in Fig. 11. These rules are generated according to the fuzzy corre-
spondences of output colors in Table 4.
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