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The determination of defective lements in a population by a series of group tests has received 
considerable attention. In this paper, the following natural generalization to graphs is studied. 
Given a graph G with vertex-set V and edge-set E, and an unknown edge e*e E. In order to find 
e* ~e choose a sequence of test-sets A < V where after every test we are told whether e* has both 
end-vertices in A, one end-vertex, or lies outside. Find the minimum c(G) of tests required, c(G) 
is studied in detail for tile complete graphs K,, and the complete bipartite graphs Kin, n. Remarks 
are made on optimal graphs which achieve the information-theoretic lower bound and on a 
previously studied binary variant. 
Kevword.s. Search theory, group tests, complete graphs, conlplete bipartite graphs. 
I. Introduction 
The determination of  'defective' elements in a population by a series of group- 
tests has received considerable attention in recent years. The problem apparently 
goes back to questions arising in connection with medical examinations during the 
second worldwar; for some early papers see, e.g., Dorfman [5], Sterrett [13] or 
Sobel [12]. Katona [8] gives an excellent overview of the subject. When the number 
of  defective elements is greater than 2, then very little is known in general. Most 
previous results refer to the case of  2 defectives (the case of 1 defective being trivial). 
The following two search problems have received particular attention. 
Problem 1. Given a finite set S with ISI = n. We know that there are precisely two 
defective lements x*, y* e S. In order to find the defective lements we choose a se- 
quence of test-sets A c_ S. At the end of every test A we receive as answer how many 
defective lements A contains. Determine the minimum number of tests required to 
find x*, y*. 
Problem 2. Consider two disjoint sets S and Twith ISI =m and iT I =n .  It is known 
that either set contains precisely one defective element. We again perform a se- 
quence of tests A c S U T as just described. What is the minimum number of tests 
required in this situation? 
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These two problems are special cases of the following general search problem on 
graphs which is the topic of this paper. 
Main Problem. Given a finite simple graph G with vertex-set V and edge-set E, and 
an unknown edge e*eE .  In order to find e* we choose a sequence of test-sets A c_ V 
where after every test we are told whether e* has both end-vertices in A, one end- 
vertex, or none. Find the minimum number c(G) of tests required. 
Clearly, the two problems mentioned above correspond to G=K,, (complete 
graph) and G = K,,,,,, (complete bipartite graph), respectively. 
As is common in search theory one distinguishes between sequential and predeter- 
mined strategies (see e.g. Ahlswede-Wegener [1] or Katona [8]). The case of 
predetermined strategies has been thoroughly studied by many authors. In this con- 
nection, see the papers by Lindstr6m [9,10,11], Cantor-Mills [2], ErdOs-Renyi [6] 
and the bibliography in [11]. In this paper we concentrate solely on the sequential 
case. In Section 2 we study the complete bipartite graphs Kin. n and in Section 3 the 
complete graphs Kn, turning to general graphs in Section 4. 
A binary variant of our search problem is the following. Again we perform a se- 
quence of tests A c_ Von the given graph G(V, E) with unknown edge e*. After every 
test we now receive as answer whether e* has at least one end-vertex in A or none. 
Again we are asked to find the minimum number e(G) of tests required. Obviously, 
c(G)<e(G)  for any graph G. (1) 
Chang, Hwang and Lin have studied e for G = K,,,. ,, and G = K,, in [3, 4]. We make 
a few remarks of c versus ~ in Section 5 closing with an interesting conjecture on 
arbitrary bipartite graphs. 
For all graph terms not defined in the paper the reader is referred to Harary [7]. 
Whenever log n is written without specifying the base we mean the binary logarithm 
log2 n. 
2. Complete bipartite graphs 
Let us make a few general observations. Let the graph G(V, E) be given. Since 
we perform a sequence of ternary tests, we have the usual information-theoretic 
lower bound for c(G): 
c(G)>_[-log3qT, q: [E  I . (2) 
Another obvious fact is 
G c_ H = c(G) <_ c(H).  (3) 
Let now G=K,,,.~ be the complete bipartite graph on m and n vertices. We will 
always denote the first vertex-set by S and the second by T, thus IS[=m, IT] :n .  
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If G and H are any graphs on disjoint vertex-sets V(G) and V(H), then G + H is 
the graph with V(G+H)=V(G)UV(H)  and E(G+H)=E(G)UE(H) ,  i.e. there 
are no edges between G and H. The lower bound (2) reads for K,,,., 
C(Km. n) >-- I-log3 mn 7 . (4) 
To facilitate the proofs the following notation is used. Suppose we perform a test 
A on G=K,,,,,,. We say the test is of  type (i, j) if IAnSl=i, IAnTI=j. The 
graphs resulting from such a test are then 
Gj=Ki, j, G2=Ki, n-j+K,,, i.j, G3=K,,, i,n-j, (5) 
where K,, h is the empty graph if a = 0 or b = 0. We call G 2 the middle graph and 
01, G 3 the outer graphs. Since (5) is symmetric in Gi and G 3 we may assume (and 
will do so) that i>_m/2 always holds. Similarly, if we are given a sum 
K, ....... + ... + K,,,, ,,, with defining sets S~, T/,, h = 1 . . . . .  t, then a test A is said to be 
of  type ( ih j t )+. . .  +(i~,j~) if 
IANS/,[=ih, [AN~, j=jh  for h -1  . . . . .  t. 
Consider the graphs K],,,. As any test has only two outcomes we have 
c(Kl ,n)> [-logn 7. Since, on the other hand, we may perform the usual halving 
procedure we obtain 
c(Kl.,,) = I-log n 7 . (6) 
Consider now K,,,, ,, with m, n > 1. We first study upper bounds. After every test we 
must, in principle, study all three resulting graphs GI, G2, G3. In order to make the 
inductive proofs work it is desirable to concentrate on one of the graphs, 
presumably the middle graph G2. The following observation allows us to do this. 
If rn is even and we choose on K,,,,~ a test of type (m/2, j ) ,  then the resulting 
graphs are 
GI  - Km/2 , j ,  G2 = K,,,/2.,, j + K,,,..2, j, G3 = K,,,/2, ,, j. 
Since Gl C_ G 2 and G3 c_ G2 hold, we may by (3) disregard Gi, G3 in our further 
analysis. For odd m we must be a little more careful. We choose a test of  type 
(Fm/27, j )  with j<_n/2. The resulting graphs are 
Gl - K [m/2] , j ,  G2 = Kb,,/21. ,, j + KL,,,/2j,,i, G3 = K[_,,,/2J, n i" 
Since j<_n- j  we again have Gj c G2, G3_ G2 and may thus disregard the outer 
graphs in the following tests. We now apply analogous tests to each summand of 
G2 (depending on whether [-m/2~ or Lm/2J is odd we have to add the extra restric- 
tion), and so on. 
In general, we speak of a proper halving procedure if we perform a sequence of 
tests of  the kind just described, and we know from the remarks above that at every 
step we only have to consider the resulting middle graph. Clearly, after l-- I-log m~ 
tests in a proper halving procedure we arrive at a sum K].S, + KI,j: + . . .  + K I . j ,  with 
Z~ = 1 Jh = n. Our first task is thus to obtain good estimates for e(Z Kl,jz,). 
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Example 1. Consider K3, ]2. Our lower bound (4) yields c(K3,]z)>_rlog3367 =4 
whereas an upper bound is provided by c(K3, 12)<C(K3, 12) = [-1og367 =6 (as pro- 
ven in [3]). The following procedure in Fig. 1 shows that, in fact, c(K3.12)=4. For 
i il ease of  notation we write j for Ki, j and, in general, j~ + ..- +~', for the sum Ki,.], + 
• -. + K],.j,, and similarly (~) for the type (i, j ) .  The type of  test used is given to the 
right of  the figure. Since at every step the outer graphs are subgraphs of  the middle 
graph we may disregard them in the further analysis. 
3 
12 
2 
5 
1 
4 
1 
2 
Y 
1 
1 
2 1 1 
7+5 7 
1 1 
4- ÷ 
4 3 1 
1 1 1 
2+1 2 
1 1 
1 1 
1 1 
4" 
3 4 
1 
+1 
Fig. 1. 
Theorem 1. For k_> 1, let the graph G(k) be defined as G(k)= ~=1 Kl,,,,, where 
+,  . . . . .  +=(ok) 
Then c(G(k)) : k. 
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Proof. By an easy calculation one obtains ~7,:1 nh =3k, whence c(G(k))>_k. 
To prove c(G(k))<_k we use induction on k. For k= 1, G(1)=KI ,2+KI ,  l and thus 
c(G(1)) = 1 (see the previous example). Now suppose k> 1. We choose as first test 
on G(R) the following types: 
(1,2 k 1) onKj,,,,, 
(0,2 k - I - l )  on Kl, , , .  
In general, consider for j=2  .... , k -1  the group n2J ,+1,...,n2: with nh= 
(~)+" -+(k{ j ) .  Then the test shall be of type 
(1, (k ; l )  +.. .  + (k -  l~  \ k - j / /  on K~,,,/, (h=2 j 1+1 .. . . .  2 j 1+2J-2), 
(0 , (k - l )  (kk  11 ~)  0 +- . -+\  _ j _  /J on K¿,,,,, (h=2 j 1+222+1 ... . .  2J). 
Finally, on the subgraphs K~,z~ ,+l . . . . .  K1,2 ~ (which are all single edges) we use 
the types 
( l , l )  onKl, , , ,  (h=2" -1+1 .. . . .  2k-1+2 k 2), 
(0,0) on Kl,,h (h=2 ~ 1+2 ~- 2+1 . . . . .  2*). 
It is now easily checked that the resulting graphs G~, G2, G3 are all equal to 
G(k-  1), and the theorem follows by induction. 
For further reference we denote by N(k)=(n l ,  n 2 . . . . .  n2k ) the sequence of 
numbers used in Theorem 1. For example N(3) = (8, 7, 4, 4, 1, l, 1, 1). 
Let us apply Theorem 1 to K2,,,,. A proper halving procedure with / tests pro- 
duces a sum Kl.9, + . . .  +K I , j :  with t<_2 / and n = ~,= 1Jh. Since there are no restric- 
tions on the T-sets, we can clearly produce any partition jl +j2  + -." +J r  of n into at 
most 2 t parts. Consider k with l<_k. By choosing the 2/ largest numbers 
nj, n2 . . . . .  n 2, in N(k)  we deduce c(Ki .... +...  + K I .... i )<k  and hence c(Kz:.n)<-l+ k 
for n= ~h'=l rib. If l>k ,  then by choosing all numbers in N(k)  we arrive at 
c(Kl. ,, ' + ... + Kl. ,,2~) = k and thus 
2 ~ 
c(K2 , , )< l+k  for n= ~ nh=3 k. 
h- I  
Substituting (7) for the numbers n:, and rearranging terms we thus obtain the 
following result. 
Corollary 1. Let l>  1. Then 
c(K2,,n)<-l+ k 
fo rn<-2k+(2 ' - l ) [ (~)  
' 
+...  + + ~ (2 j -  l) . (8) 
j= l  
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In particular 
c(Kz~ 3a)<_l+k for all k<_l. 
Example 2. For /= 1, (8) says c(K2,,,)<k+ 1 for n_<2 k+l -  1. We will see in Cor- 
ollary 2 that this bound is actually sharp. Similarly, we obtain c(K4, n)<_k+2 for 
n_< 2 k+2-  2k -  3. This misses the correct number by 1 (Corollary 4). 
Now suppose rn=2Z-rn ' with 0<m'<2 / I is not a power of 2. Using a proper 
halving procedure of length 1-  1 we arrive at a sum 
K2, i,+...+K2, i+Kl,j~+...+Ki,j, with s=2/ - l -m ', t=rn'. 
In our next test we split the K2, ih' s as usual and partition the Kl, i , 's evenly bet- 
ween the two outer graphs and the middle graph. The following example should 
make this clear, where we use the notation of Fig. 1. 
Example 3. c(K5,43)~<6 by the following procedure (see Fig. 2). 
In the third test the 28 single edges ofKj ,  I2+KI, iJ +KI,5 are split in such a way 
that the three resulting raphs can be settled in at most 3 further tests by Theorem 1. 
5 
43 
3 3 2 2 
16 27+16 27 
2 1 2 1 1 1 1 1 
12+5 15+12+11 +5 15+11 
1 1 1 1 1 1 1 1 1 1 
a. + + + + 
7+8+4 8 7 4 4 1 8 7 
Fig. 2. 
In general, after the /-th test the middle graph is a sum of m subgraphs Kl,p, '
whereas the outer graphs are sums of ~m/27 and Lm/zJ such graphs, respectively. 
By choosing the largest numbers of the sequence N(k) in all the three resulting 
graphs we arrive at the following result. 
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Theorem 2. Let m =2/ -2S- r ,  O<_s<l -  1, 0___r<2 '~. Then c(Km, n)<- l+k whenever 
n_<2k+l+2~ (2J-- 1) + 
j=  I j=s+ 1 
(;) +2 Z (2 / 1 1) . 
j=! 
(2 J+2~+r-2) (k )  
(9) 
Example 4. For m=3,  we obtain c(K3,,,)<_k+2 whenever n_2a+2- (k+2) .  We 
will see in Corol lary 3 that this bound is actually sharp. For k_<s inequality (9) 
reduces to n_<2.3 ~whence c(K 2, 2~2.3~)_<l+k for k_<l -2 .  In particular, 
c(K2' '+2' 2,2.3' : ) _<2 l -2  for l_>2. 
If n is large compared to m the proper halving procedures as outlined in Theorems 
1 and 2 are probably quite good. For n -  m small, one can do considerably better 
using the following Fibonacci strategy. 
Theorem 3. Let fo =fl = 1, f2 = 2, f3 = 3 ....  be the sequence o f  Fibonacci numbers. 
Then fo r  n -> 2 
c(Ky,, ,,y,,)---n- l, (10) 
c(Kf .... f, , + Kj;, 2,L,) -< n - 1. (1 1) 
Proof. For n = 2 the assertions are c(Kl, z) -< 1, c(K L 1+ Kl, 2)--< 1. The following two 
figures (see Fig. 3) now yield both results by induction where again we use the shor- 
thand notation of  Fig. 1. ~5 
fn- I  
fn 
fn-2 
fn-1 
fn-2 ~ fn-3 fn-3 
fn-2 fn-1 fn-2 
fn-1 + fn-2 
fn-1 fn 
f n-2 f n-3 + In_2 f n-2 
fn-1 fn-1 fn-2 fn-1 
Fig. 3. 
(~ n-2~ + 
n- l )  
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Example 5. For rn = 8, Corollary 1 yields c(Ks, ~)_< 5 for n_< 9 whereas we see from 
(10) that in fact c(Ks, ~)< 5 for n _< 13. By closer inspection one can slightly improve 
(10) to  
c(Kl, .... t;,+l)_<n-1 for n_>5. 
Let us turn to lower bounds. We again use the sequence N(k) from (7). It is conve- 
nient to make N(k) into an infinite sequence by adding O's at the end, thus 
N(k)=(nl(k),n2(k),n3(k ) .... ) with ni(k)=O for i>2  k. N(k) is optimal in 
the following sense. Choose any positive number t. We know that c(K~.~,(a.)+ 
KLn,(k)+ . . .  +Kj,n, ik))<_k. On the other hand, we are now going to show that for 
any t numbers Pl,P2 ..... p, with ~l:_ jp i>_~i_ ln i (k)+l  we always have 
c(K I ,p ,  + " .  + Kl.p~)Z~ k + 1. 
Theorem 4. Let t 6 N. Then c(Kl,p, + . . .  + K i ,p , )~k  + I for any sequence pj .. . . .  Pl 
with 
t 1 
F~ p~ ~ ni(k)+ 1. 
i= l  i I 
I f  2/<t_<2 / +l, then substituting the values (7) for  n i(k) we have 
c(KI ,  Pl + "'" + KI, p~ ) ~ k + I whenever  
~1pi~2X+ ~ 2 j + . . .+  
"= j =0  
(12) 
+ ( t -  2')l ( ;  ) + "" + ( k _k 
where we use the convention (~) +... + (~) = 0 ,[or u < O. 
Proof. We use induction on k. For k= 1 we have N(1)=(2, 1, 0, 0 .... ). If l= 1, then 
p l>3 and we know c(Ki ,3)=2 from (6). For t>2 we have ~ l - lP i  >4 and thus 
c(Kj,p +. . .+K j ,p , )>2 by (2). Suppose then k>l  and let (after a possible 
renumbering of the components) the first test be of type 
(1, q l )+(1,  q2)+"" +(1, q,)+(O, r~+i)+""  +(0, r,) 
with P i -  qi + ri for all i and some s, O_<s_< t. The resulting graphs after this test are 
G1 =Kl,q~ + "- +Kl,q,,  
G2=KI,,. ,+"'+KI,r,+KI,, .  ,+ ' "+K l , , , ,  
G3=KI ,q ,~+" '+KI ,q .  
Suppose that c(Gi)<-k- 1 for i= 1,2,3. We derive a contradiction by showing that 
tinder this assumption El j pi stays below the right-hand side of (12). By induction 
we have 
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• qi<<_ ~ n i (k -1 ) ,  
i= l  i :1  
t I 
ri<_ ~ h i (k -1) ,  
i 1 i 1 
qi < - F~ n i (k -1 ) .  
i s l - I  i=1 
From the monotonicity of  the sequence N(k-  1) it is obvious that ~ i=1 n i (k -  l )+ 
F~i= ~ n i (k -1 )  will be maximal for s=t -s  or s=t -s -1  depending on whether t 
is even or odd. Hence we may assume 2 ~ ~_<s___2 t and obtain by substituting the 
values (7) for n , (k -1 )  
ri < n i (k_ l ) :2  k i+ ~ 2 ) k 1 +. . .+  
i :1  i=1 j :0  ~' 
qi<~ ~ n, (k - l )+  ~ n, (k - l ) = 2(2 x 1+ E 2) 
i=1 i= 1 i : l  j :0  
Jt] 
k- I  't+ l ) 
By grouping the binomial coefficients properly together the sum of the two right- 
hand sides is easily seen to be 
~ k 
which is precisely one less than the bound in (12). LT] 
As Corollaries we can give the complete results for m = 2,3, and 4. 
Corollary 2. c(K2, n ) :  rlog(n + 1)], n_> 1. 
Proof.  The assertion is equivalent to c(K2., ,)_k ~n_<2 k -  1. Since c(K2, n) < _
c(K~ ,, ~1) by (3) it suffices to prove for all k>_l: 
c(K2.2, j)_<k, (13) 
c(K2, z~)~k + 1. (14) 
We have already seen (13) in Example 2. To prove (14) we use induction on k. (14) 
is obviously true for k :  1. Let k> 1. By symmetry we have two cases: 
Case (a). The first test is of type (2, j )  
Case (b). The first test is of  type (1, j) .  
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In case (a) the resulting graphs are  GI=K2, j and G2=K2,2~ j. Since 
max( j ,  2k - j ) _>2 k- I  we deduce max(c(Gj ), c(Gz))>_k by induction. 
Consider case (b). I f  j=0  or j=2  k, then G3=KI ,2 ~ or GI=KI,2, and thus 
max(c(G 1 ), c(G3))>__k. Assume finally, 0<j<2 k, then by applying Theorem 4 with 
t=2,  /=1 and k -1  we deduce c(Gz)=c(K],j+KI,2~ j)>_k, and thus the 
result. [] 
Corol lary 3. c(K3, n) <- k ¢~ n < 2 k - k for k >>_ 2. 
Proof .  As in the previous result we have to verify for k>_2: 
c(K3, u_k)<~k, 
c(K3,2, k+l)>_k+l. 
(15) 
(16) 
(15) was established in Example 4. To prove (16) we use induction on k. For k=2 
it is easily seen that c(K3,3)=3. Now let k>2.  By symmetry we have to distinguish 
two cases: 
Case (a). The first test is of  type (3, j )  
Case (b). The first test is of  type (2, j ) .  
In case (a) the resulting graphs are GI =K3,j, G2=K3,2 * k+] j. Since 
max(j, 2k k+l_ j )>2k_  l k -1  2k_ I - - - >  -k+2 for k>3,  
2 
we deduce max(c(Gl),C(G2))>k and thus c(K3,2, k+j)>- -k+l  by induction. In 
case (b) the types (2, j )  with j = 0 or j = 2 k - k + 1 are easily disposed of, so let us 
assume 0<j< 2 a -  k+ 1. The resulting graphs are then 
GI=K2,j, G2=K2,2k-k+I-j+KI,j, G3=KI ,u  k+l j. 
The result will now follow from the following assertion: 
c(K2, i+Kl,j)>_k for i+j>-2k-k+ l. (17) 
To prove (17) we again use induction on k. For k= 1 we have i+j>_2 and the asser- 
tion is trivial. For k=2,  the condition says i+j>_3 whence K2, i+K~,j either has at 
least 4 edges or is K~, 3- Let k>2 and assume on the contrary c(K2, i+ Kl,j)<-k-1 
for some pair (i,j) with i+j>_2X-k+ 1. We have two cases. 
Case (i). The first test is of  type (2, p) + (0, r) or (2, p) + (1, r). 
Case (ii). The first test is of  type (1, p) + (1, r) (or (1, p) + (0, r) by symmetry).  
Consider case (i) with type (2, p )+ (0, r). The resulting graphs are then 
G] =K2, p, G2=K2, i_p+KI, r, G3=KI, j ~. 
By induction and Corol lary 2 we conclude 
p<2 k 2 1, 
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(i-p)+r<--2 k - l -k+ 1, 
j_r<__2 k 2 
and hence i+j<_2k-k,  contradiction. Case (i) with type (2, p )+(1 ,  r) is even 
easier. Consider, finally, case (ii). The resulting graphs are 
Gl=Kl,p+KI,r, G2=KI, i -p+KI, I ,+KI, j - , ,  G3=KI, i p. 
By Theorem 4 with t= 3, l= 1 and k -2  applied to G2 we deduce 
( i -p )+p+( j - r )<_3 .  2k- Z-R, 
r<_2 x 2 
and thus again i+j<_2k-k,  contradiction. [J 
By a very similar argument one may also derive the precise result for m = 4. 
Corollary 4. c(K4, n ) -< k ¢* n _< 2 k - 2k + 2 Jor k >_ 3. 
The following table (see Fig. 4) gives the values of  c(K,,,n) for small m, n. 
Let us briefly consider the asymptotic growth of  c(Kn, ,). Denote by g(k) the cor- 
responding threshold function, i.e. c(K,,,,)<_kc*n<_g(k). From Fig. 4 we see 
g(2) = 2, g(3) = 4, g(4) = 6. If we write the information-theoretic lower bound (4) and 
the upper bound (10) in terms of g(k) we obtain the following result by noting the 
well-known inequality fk > O k- 1 for the Fibonacci numbers. 
Corollary 5. We have 
Cak-l<_g(k)<_x/3k (k~oo) (18) 
where Ca is the golden section, i.e. the positive root of  the equation x 2 -x -  1 = O. 
2 
3 
4 
5 
6 
7 
8 
9 
2 3 4 5 6 7 8 9 10  11 12 13  
3 3 3 3 4 4 4 4 4 4 
3 3 4 4 4 4 4 4 4 5 
3 4 4 4 4 4 4 5 5 5 
4 4 4 4 4 5 5 5 5 
4 4 5 5 5 5 5 5 
5 5 5 5 5 5 5 
5 5 5 5 5 5 
5 5 5 5 5 
Fig. 4. 
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Notice that the left-hand bound in (18) is better than the bound (20°g6)/4) ~
(k-~oo) derived by Lindstr6m in [11]. 
3. Complete graphs 
Since the first test in a complete graph K,, corresponds to a partition of  K,, into 
two complete subgraphs K i and K,, i and a complete bipartite graph Ki, n--i we will 
have to find a suitable i for such a splitting in order to apply a recursive procedure. 
Again c(Kn) is best expressed in terms of the threshold function h(k), i.e., 
c(Kn)<k ~, n< h(k). 
Theorem 5. We have 
h(k)>_f~.+ j (k> 1) 
where fk is the k-th Fibonacci number. 
(19) 
Proof.  The assertion is obvious for k = 1. Now we use induction on k. We have to 
prove c(KA+,)<_k. As first test we choose i=f~. j, hence Kt;~, is split into Kji ,, Kj; 
and K A ,,A" By induction and Theorem 3 all three graphs can be dealt with using 
at most k -  1 tests and this is what we wanted to show. [] 
The following table (see Fig. 5) gives the smallest values of  h(k). Note that (19) 
is exact for k_<5. For k=6 the correct value is h (6)=22 due to the fact that 
c(K9, 13)=5. One can also show c(K15.22) =6 yielding h(7)_> 37 which is, in fact, the 
correct value. 
k 
h(k) 
2 3 4 5 6 7 
3 5 8 13 22 37 
Fig. 5. 
Again there is no general lower bound known which is better than the 
information-theoretic bound. Hence for the growth of  h(k) we obtain the following 
result. 
Corollary 6. We have 
cpk <h(k)<_x[3 ~ (k --* oo), (20) 
where (b is the golden section. 
Search problems on graphs 227 
4. Optimal graphs 
Let us now return to arbitrary graphs G = G(V, E). A test A c_ V corresponds to 
a partition of G into two induced subgraphs GA, Gv-A on A and V-A ,  respec- 
tively, and its linking subgraph Gn, v A with all edges between A and V-A  which 
is a bipartite graph. A good strategy for G will therefore require a suitable recursive 
partitioning into 3 such subgraphs. The following concept is thus a natural criterion 
of when a graph optimally decomposes into its constituents. 
Definition. A graph G(V, E) with at least two edges is called optimal if c(G) 
achieves the information-theoretic lower bound, i.e. c(G)--Vlog3q7 with q = ]E I. 
Example 6. We see from Fig. 5 that the complete graphs K 5 and K 8 are optimal and 
it seems a reasonable conjecture that these are the only optimal complete graphs. 
For complete bipartite graphs the available data seem to suggest hat 
c(K,,,,)>_k+l whenever an>2.3  k l, 
i.e. K,,,,, is not optimal in the range 2.3 ~ l<mn<_3~. 
On the positive side we have the following result. 
Proposition 1. (i) Any forest with maximum degree <_ 2 is" optimal. 
(ii) A cycle C, (n >_ 3) is optimal iff n is not a power of 3. 
Proof. We first prove the following Lemma: 
Let G be a path of length n with vertex-set V= {0, 1, 2 ... . .  n}. Then there are 
subsets B, B '< V with 0¢B,  0~B'  such that the induced subgraphs GB and GB 
have Ln/2J and Vn/27 edges, respectively, and Gv B, Gv R' contain no edges at 
all. 
To see this, choose C= { j : j~0  (mod 4)}. Gc has n/2 edges if n is even, Ln/2J 
edges for n~ 1 (rood 4) and Fn/27 edges for n=3 (mod 4). If n is even, we set 
B=B'=C.  Forn=- I  (mod4) wesetB=CandB'=CU{n-1}  and fo rn=3(mod 
4) we set B=C-{n} and B '= C. 
(i) is now easily proved. Suppose G has the non-trivial components G l .... , Gm 
which by assumption are all paths of, say, lengths 11 .. . . .  / m. By (3) we may assume 
~'i"=l i =3k. We number the edges consecutively 1, 2 . . . . .  3 A running through all 
Gi's. We now choose our first test-set A c Vas follows: First we put into A all ver- 
tices Ao incident with the first 3 ~- i edges. After removing these edges we are left 
with a subgraph G'  with vertex-set V' containing 2 • 3 ~- 1 edges. Applying the Lem- 
ma to all components of G '  we find a vertex-set B c_ V' such that G8 = G~ contains 
3 a- I  edges and G v,_8=G~:, 13 contains no edges. HenceA=AoU(V ' -B  ) isare-  
quired test-set. 
(ii) Suppose the cycle C has length n with 3k - I<n<3 k, with the vertices 
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numbered 0, 1 ..... n -1 .  We set A0= {0, 1 ..... 3 x i}. After eliminating the edges 
of GA~ ' we are left with a path G'  of length m=n-3k- J _<2.3k -~- I  whose 
vertex-set V' can now be decomposed into B (not containing the first and last vertex 
of V') and V ' -B  such that G~ has [m/27 edges and Gv, e has no edges at all. 
A = A0 U (V ' -B )  is thus a required test-set. Suppose n = 3 k. Since C is a cycle, no 
matter how we choose A c_ V the linking subgraph between A and V-  A will have 
an even number of edges and thus 3 k- ~ cannot be achieved. [] 
If one allows vertices of degree _>3 in a forest G, then G need not be optimal any 
more. K~. 3 is the smallest example of a non-optimal tree. By (2) and (6) is clear that 
a tree T on q edges cannot be optimal if T contains a vertex u with 
deg(v)>2 [~°g~q] as in K1,3. That this condition is not sufficient for optimality is 
seen by the two trees in Fig. 6 where max deg(v)_<4=2 ]7°g~q7 . 
Problem. Characterize all optimal trees or, in general, all optimal forests. 
5. A binary search variant 
Recall the binary variant of our search problem on a graph G( V, E) described in 
Section 1. After every test A _c V we receive as answer whether the unknown edge 
has at least one end-vertex in A or none. If we denote by e(G) the corresponding 
worst-case cost then, as noted in Section 1 
e(G)>_c(G) (21) 
and further 
C'(G)> [-logqT, q=lE] .  (22) 
For complete bipartite graphs Chang and Hwang have proved in [3] the remarkable 
result that these graphs always achieve the information-theoretic lower bound, i.e. 
e(Km, ) = flog toni for all m, n_> 1. (23) 
Using (23) Chang, Hwang and Lin have furthermore derived in [4] good lower and 
upper bounds for the cost ,~(K,,) of the complete graphs. 
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The most interesting open questions in connection with this search variant con- 
cern optimal graphs. Let us call a graph G(V, E) with at least two edges 2-optimal if 
e(G) = Vlog q] ,  q = IE/. 
(23) then says that all complete bipartite graphs K,,,, ,, are 2-optimal. For the graphs 
K, the picture is not complete yet. The first non-optimal complete graph is K 6 
which, in fact, is the smallest graph which is not 2-optimal. Furthermore, it is easily 
proved that O(K2,)=2I for 1>__3. Since K 2, has less than 2 2/ • edges all graphs K 2, 
are non-optimal for />_3. 
Let us finally look at arbitrary graphs G( V, E). A test A c_ V corresponds now to 
a splitting of G into an induced subgraph G V A and the remainder GA U GA, v A. 
We consider two classes of graphs which are closed under this partition operation: 
forests and bipartite graphs. 
Proposition 2. Any forest is 2-optimal. 
Proof. By considering each component i suffices to prove the following statement: 
Let G be a tree on q edges. If q is even, then there exists an induced subgraph GA 
with q/2 edges. If q is odd, then there exist induced subgraphs GA, GA' with 
(q -  1)/2 and (q+ 1)/2 edges, respectively. 
For q = 2 and 3 this is obviously true. We proceed by induction. 
(a) q even. Let u be an end-vertex. The tree G - t) contains by induction an induc- 
ed subgraph (G-O)A on q/2 edges whence we may take G A = (G-  V)A. 
(b) q odd. We remove all end-vertices from G. If the resulting tree G '  is trivial, 
then G = KI, q and the assertion is obviously true. Otherwise, there exists a vertex 
v' e G'  of degree 1 which is, say, adjacent o w' c G' .  Suppose v' has i>_ 1 neighbors 
B which are end-vertices in G (see Fig. 7). 
W t 
• ,p 
i 
B 
Fig. 7. 
Suppose i is odd. In G-  B there exists an induced subgraph (G-  B)A, containing 
(q- i )~2 edges. If w'cA ' ,  then GA with A=A'U{v '}L JC ,  Cc_B, ]C]=(i++_l)/2 
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contains (q - i ) /2+( i+_ l ) /2=(q+_l ) /2  edges in G. If w', v 'eA ' ,  then the same 
argument applies. If, finally, w 'eA ' ,  yeA '  and i___3, then Glt with 
A =A'U  v 'UC,  Co_B, ]C I =( i -  1)/2 or ( i -  3)/2 contains (q - i )~2+ 1 +( i -  1)/2= 
(q+ 1)/2 or (q -  1)/2 edges, whereas in case i= 1 the sets A' and A 'U  v' will do. A 
similar argument applies to the case when i is even, and the proof is complete. 
As for bipartite graphs, we have already remarked that all complete bipartite 
graphs are 2-optimal. We close with the corresponding conjecture for all bipartite 
graphs (mentioned in [3]) which is probably the most interesting open question in 
this field. By adding end-edges if q is not a power of 2 we may phrase this in the 
following form. 
Conjecture. Every bipartite graph on 2 l edges contains an induced subgraph with 
2 t I edges. 
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