A nonlinear partial differential equation containing the famous Camassa-Holm and DegasperisProcesi equations as special cases is investigated. The Kato theorem for abstract differential equations is applied to establish the local well-posedness of solutions for the equation in the Sobolev space H s R with s > 3/2. Although the H 1 -norm of the solutions to the nonlinear model does not remain constant, the existence of its weak solutions in the lower-order Sobolev space H s with 1 ≤ s ≤ 3/2 is proved under the assumptions u 0 ∈ H s and u 0x L ∞ < ∞.
Introduction
where the constants α, β, γ, δ, ρ, and μ satisfy certain conditions. Under several restrictions on the coefficients of model 1.1 , the large time well-posedness was established on a time scale O |ρ| −1 provided that the initial value u 0 belongs to H s R with s > 5/2, and the wave-breaking phenomena were also discussed in 1 . As stated in 1 , using suitable mathematical transformations, one can turn 1.1 into the form where b > 0, a, k, m, and β are arbitrary constants, and n is a positive integer.
The aim of this paper is to investigate 1.5 . Since a, b, m, and β are arbitrary constants, we do not have the result that the H 1 norm of the solution of 1.5 remains constant. We will apply the Kato theorem 23 to prove the existence and uniqueness of local solutions for 1.5 in the space C 0, T , H s R C 1 0, T , H s−1 R s > 3/2 provided that the initial value u 0 x belongs to H s R s > 3/2 . Moreover, it is shown that there exists a weak solution of 1.5 in lower-order Sobolev space H s R with 1 ≤ s ≤ 3/2. The structure of this paper is as follows. The main results are given in Section 2. The existence and uniqueness of the local strong solution for the Cauchy problem 1.5 are proved in Section 3. The existence of weak solutions is established in Section 4.
Main Results
Firstly, we give some notations.
The space of all infinitely differentiable functions φ t, x with compact support in 0, ∞ × R is denoted by C For T > 0 and nonnegative number s, let C 0, T ; H s R denote the space of functions u : 0, T × R → R with the properties that u t, · ∈ H s R for each t ∈ 0, T , and the mapping u : 0, T → H s R is continuous and bounded. For simplicity, throughout this paper, we let c denote any positive constant which is independent of parameter ε and set
In order to study the existence of solutions for 1.5 , we consider its Cauchy problem in the form
where b > 0, a, k, m, β, and n are arbitrary constants. Now, we give the theorem to describe the local well-posedness of solutions for problem 2.2 .
For a real number s with s > 0, suppose that the function u 0 x is in H s R , and let u ε0 be the convolution u ε0 φ ε u 0 of the function φ ε x ε −1/4 φ ε −1/4 x and u 0 such that the Fourier transform φ of φ satisfies φ ∈ C ∞ 0 , φ ξ ≥ 0, and φ ξ 1 for any ξ ∈ −1, 1 . Thus one has u ε0 x ∈ C ∞ . It follows from Theorem 2.1 that for each ε satisfying 0 < ε < 1/4, the Cauchy problem
has a unique solution u ε t, x ∈ C ∞ 0, T ε ; H ∞ , in which T ε may depend on ε. However, one will show that under certain assumptions, there exist two constants c and T > 0, both independent of ε, such that the solution of problem 2.3 satisfies u εx L ∞ ≤ c for any t ∈ 0, T , and there exists a weak solution u t, x ∈ L 2 0, T , H s for problem 2.2 . These results are summarized in the following two theorems. 
Proof of Theorem 2.1
Consider the abstract quasilinear evolution equation 
and A y ∈ G X, 1, β i.e., A y is quasi-m-accretive , uniformly on bounded sets in Y .
A y B y , where B y ∈ L X is bounded, uniformly on bounded sets in Y . Moreover,
III f : Y → Y extends to a map from X into X, is bounded on bounded sets in Y , and satisfies
3.4
Kato Theorem (see [23] )
Assume that I , II , and III hold. If v 0 ∈ Y , there is a maximal T > 0 depending only on v 0 Y and a unique solution v to problem 3.1 such that
Moreover, the map v 0 → v ·, v 0 is a continuous map from Y to the space
In fact, problem 2.2 can be written as
3.7
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3.8
We set A u bu∂ x with constant
, and Q Λ s . We know that Q is an isomorphism of H s onto H s−1 . In order to prove Theorem 2.1, we only need to check that A u and f u satisfy assumptions I -III .
Proofs of the above Lemmas 3.1-3.3 can be found in 24 or 25 .
Lemma 3.4 see 23 .
Let r and q be real numbers such that −r < q ≤ r, then
3.11
3.12
Proof. Using the algebra property of the space H s 0 with s 0 > 1/2 and s − 1 > 1/2, we have
from which we obtain 3.12 . Applying Lemma 3.4, uu x 1/2 u 2 x , s > 3/2, we get
3.14 which completes the proof of 3.12 .
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where c 0 1/2 max |a − 2b|, |β| . For q ∈ 0, s − 1 , there is a constant c depending only on q such that
If q ∈ 0, s − 1 , there is a constant c depending only on q such that 
For q ∈ 0, s − 1 , applying Λ q u Λ q on both sides of 4.8 , noting the above equality, and integrating the new equation with respect to x by parts, we obtain the equation
4.10
We will estimate each of the terms on the right-hand side of 4.10 . For the first and the fourth terms, using integration by parts, the Cauchy-Schwartz inequality, and Lemmas 4.1-4.2, we have
4.11
where c only depends on q. Using the above estimate to the second term yields
4.12
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For the third term, using Lemma 4.1 gives rise to
4.13
For the last term, using Lemma 4.1 repeatedly, we get
It follows from 4.10 -4.14 that
which results in 4.6 . Applying the operator 1 − ∂ 2 x −1 on both sides of 4.8 yields the equa-
Multiplying both sides of 4.16 by Λ q u t Λ q for q ∈ 0, s − 1 and integrating the resultant equation by parts give rise to
4.17
On the right-hand side of 4.17 , we have
in which we have used Lemma 4.1. As
4.20
Using the Cauchy-Schwartz inequality and Lemma 4.1 yields
Applying 4.18 -4.23 to 4.17 yields the inequality
for a constant c > 0. 
4.25
where c is a constant independent of ε.
The proof of this lemma can be found in 21 . Applying Lemmas 4.3 and 4.4, we can now state the following lemma, which plays an important role in proving existence of weak solutions. 
where c 0 1/2 max |a − 2b|, |β| .
Proof. The proof can be directly obtained from Lemma 4.4 and inequality 4.5 .
Proof of Theorem 2.2.
Using notation u u ε and differentiating 4.16 with respect to x give rise to 
4.30
Applying the Hölder's inequality, we get
where
, integrating 4.32 with respect to t and taking the limit as p → ∞ result in the estimate 
4.35
where c is independent of ε, c 0 1/2 max |a − 2b|, |β| and H 1/2 means that there exists a sufficiently small δ > 0 such that
Applying 4.25 , 4.34 , 4.35 , and 4.37 and writing out the subscript ε of u, we obtain
4.38
It follows from the contraction mapping principle that there is a T > 0 such that the equation
has a unique solution W ∈ C 0, T . From 4.39 , we know that the variable T only depends on c and u 0x L ∞ . Using the theorem presented on page 51 in 16 or Theorem 2 in Section 1.1 in 27 derives that there are constants T > 0 and c > 0 independent of ε such that u εx L ∞ ≤ W t for arbitrary t ∈ 0, T , which leads to the conclusion of Theorem 2. where q ∈ 0, s , r ∈ 0, s − 1 , and t ∈ 0, T . It follows from Aubin's compactness theo-rem that there is a subsequence of {u ε }, denoted by {u ε n 1 }, such that {u ε n 1 } and their temporal derivatives {u ε n 1 t } are weakly convergent to a function u t, x and its derivative u t in L 2 0, T , H s and L 2 0, T , H s−1 , respectively. Moreover, for any real number R 1 > 0, {u ε n 1 } is convergent to the function u strongly in the space L 2 0, T , H q −R 1 , R 1 for q ∈ 0, s , and {u ε n 1 t } converges to u t strongly in the space L 2 0, T , H r −R 1 , R 1 for r ∈ 0, s − 1 .
Proof of Theorem 2.3. From Theorem 2.2, we know that {u ε n 1 x } ε n 1 → 0 is bounded in the space L ∞ . Thus, the sequences{u ε n 1 }, {u ε n 1 x }, {u 0 . Since X L 1 0, T × R is a separable Banach space and {u ε n 1 x } is a bounded sequence in the dual space X * L ∞ 0, T × R of X, there exists a subsequence of {u ε n 1 x }, still denoted by {u ε n 1 x }, weakly star convergent to a function v in L ∞ 0, T × R . As {u ε n 1 x } weakly converges to u x in L 2 0, T × R , it results that u x v almost everywhere. Thus, we obtain u x ∈ L ∞ 0, T × R .
