Abstract. We introduce a tree-based method to find short Double-Base chains. As compared to the classical greedy approach, this new method is not only simpler to implement and faster, experimentally it also returns shorter chains on average. The complexity analysis shows that the average length of a chain returned by this tree-based approach is log 2 n 4.6419 · This tends to suggest that the average length of DB-chains generated by the greedy approach is not O(log n/ log log n). We also discuss generalizations of this method, namely to compute Step Multi-Base Representation chains involving more than 2 bases and extended DB-chains having nontrivial coefficients.
Introduction
In the context of public-key cryptography, elliptic curves have attracted more and more attention since their introduction about twenty years ago by Miller and Koblitz [19, 21] . The main reason is that the only known algorithms to solve the discrete logarithm problem on a well-chosen elliptic curve all have an exponential-time complexity. This is in contrast with the existence of subexponential time algorithms to factor integers or to solve discrete logarithm problems in finite fields.
For a general presentation of elliptic curves, we recommend [22] . We refer to the following books [1, 7, 8, 18] for a discussion of elliptic curves in the context of cryptography.
Given a point P on a curve E and a integer n, the operation to compute the point [n]P is called a scalar multiplication. It is the most time-consuming operation in many curve-based cryptographic protocols. Not surprisingly, this operation has been the subject of intense research, as indicated by the abundant This work was partially supported by ARC Discovery grant DP0881473.
literature on this particular topic. The standard method to efficiently compute such a scalar multiplication is the double and add, also known as the left-toright since it scans the bits of n from the left to the right and performs a doubling for each bit, followed by an addition in case the current bit of n is 1. The number of doublings is therefore equal to log 2 n whereas the number of additions depends on the density of the binary representation of n, which is equal to 1 2 log 2 n, on average. Scalar multiplications being similar to exponentiations, all the techniques used to speed up the computation of x n can be used to obtain [n]P . See [17] for an exhaustive presentation of exponentiation techniques. For instance, we can consider windowing methods, which rely on the representation of the scalar in a larger basis. The expansion is then shorter and it includes nontrivial coefficients. As a result, less additions are necessary to compute [n]P but precomputations must be used to take advantage of this approach.
Also, since computing the negative of a point P can be done virtually at no cost, a further gain can be obtained by considering signed digit representations of the scalar n, involving negative coefficients and giving a smaller density. This is the principle of the NAF whose density is 1 3 · Using signed coefficients greater than one leads to window NAF methods having an even smaller density.
Another possibility to accelerate the computation of [n]P is to make use of special endomorphisms. An endomorphism of E is a rational map which sends the point at infinity onto itself. Examples of such endomorphisms include [k], the multiplication by k map, for any integer k. We have seen that the double and add method relies on doublings and additions to compute [n]P . Other endomorphisms, potentially faster than doublings, could be used to compute scalar multiplications more efficiently. For instance, on Koblitz curves, cf. [16] , the Frobenius endomorphism φ defined by φ(x, y) = (x 2 , y 2 ) is trivial to compute and for any integer n, the map [n] can always be expressed as i d i φ i , for some d i 's in {−1, 0, 1}. From this observation, it is possible to devise a very efficient Frobenius and add scalar multiplication algorithm which does not require any doubling.
Tripling that sends P on [3]P , is also a very natural endomorphism to consider. Using triplings to compute scalar multiplications can be traced back to 2003, cf. [9] . For elliptic curves defined over a finite field of large characteristic, Ciet et al., managed to eliminate an inversion to obtain a tripling in affine coordinates with 1 field inversion, 7 multiplications, and 4 squarings, which we abbreviate by 1I + 7M + 4S. Note that the naïve computation of [3]P as [2]P + P requires 2I + 4M + 3S. Later Dimitrov et al. [14] , showed how to compute [3] P with 10M + 6S. Then Doche et al. considered a special family of curves for which a tripling can be obtained with as little as 6M + 6S, cf. [5, 13] . Recently, Bernstein et al. [6] described a tripling on well chosen Edwards curves that needs only 9M + 4S.
New representations are needed to fully take advantage of these efficient tripling maps.
Double-Base Number System
In [9] , Ciet et al. propose a binary/ternary method to perform a scalar multiplication by means of doublings, triplings, and additions. Let v p (m) denotes the p-adic valuation of the integer m, then the principle of this method is as follows. Starting from some integer n and a point P , divide n by 2 v2(n) and perform v 2 (n) doublings, then divide the result by 3 v3(n) and perform v 3 (n) triplings. At this point, we have some integer m that is coprime to 6. This implies that m mod 6 must be equal to 1 or 5. Setting m = m − 1 or m = m + 1 allows to repeat the process at the cost of a subtraction or an addition.
In fact, the binary/ternary method computes an expansion that is a particular case of a more general type of representation, called the Double-Base Number System, DBNS for short. It was initially introduced by Dimitrov and Cooklev [11] and later used in the context of elliptic curve cryptography [14] . With this system, an integer n is represented as
It is not hard to see that there is no unique DBNS representation of n. In fact, this system is highly redundant and among all the possibilities, it seems always possible to find an expansion involving very few terms. Let us be more precise. A greedy approach is used to find such an expansion. Its principle is to find at each step the best approximation of a certain integer (n initially) in terms of a {2, 3}-integer, i.e. an integer of the form 2 a 3 b . Then compute the difference and reapply the process. In [15] , Dimitrov et al. showed that for any integer n, this greedy approach returns a DBNS expansion of n involving at most O log n log log n signed {2, 3}-integers.
Even if this class of DBNS is very sparse, it is in general not suitable to compute scalar multiplications. Indeed, we need at least max a i doublings and max b i triplings to compute [n]P using (1). It is easy to perform only max a i doublings or max b i triplings. For that simply order the terms with respect to the powers of 2 or to the powers of 3. However, the challenge with this type of DBNS is to attain these two lower bounds simultaneously. Now, if by chance the sequences of exponents are simultaneously decreasing, i.e. This remark leads to the concept of Double-Base chain, DB-chain for short, introduced in [14] , where we explicitly look for expansions having this property. In fact, the binary/ternary method discussed in [9] implicitly produces a DBchain. Another way to obtain a DB-chain is to modify the greedy algorithm. At each step, simply restrain the search of the best exponents
Example 2. A DB-chain for n can be derived from the following sequence of equalities
As a consequence, 841232 = 2
and [841232]P can be obtained by the following Horner-like computation
We can see that this DB-chain is strictly longer than the DBNS expansion given in Example 1. Experiments show that this is true in general as well but it is not known whether the bound O log n log log n on the number of terms is still valid for DB-chains. Another concern for DB-chains, which also affects DBNS expansions, is the time required to actually find such an expansion. In particular, the search of the closest approximation of an integer in terms of a {2, 3}-integer can be relatively long. See [4, 12] for a review of different methods to find such an approximation.
Remark 3. The DBNS has still some merit in cryptography, for instance on supersingular curves defined over F 3 . In this case, a tripling is virtually free, so that [n]P can be computed with max a i doublings, O log n log log n additions, and the necessary number of triplings [10] . The same holds for a generalization of the DBNS in the context of Koblitz curves [2] .
Recent developments regarding DB-chains include the use of new endomorphisms, such as optimized quintupling [20] . This leads to a new type of representation, called
Step Multi-Base Representation, SMBR for short, where an integer n is represented as
and the exponents (a i ), (b i ), (c i ) form three separate monotonic decreasing sequences. Again, a variant of the greedy algorithm is used to derive such an expansion. However, finding the best approximation of an integer in terms of a {2, 3, 5}-integer is not easy and thus finding a short SMBR of an integer on the fly can be a problem, at least for certain devices. Also, the concept of extended DBNS has been proposed in [12] . The idea is to introduce nontrivial coefficients in DBNS expansions, namely represent an integer by
where S is a set of predefined coefficients. The computation of [n]P then relies on the set of precomputed values
A New Approach
The proposed method to compute DB-chains can be seen as a generalization of the binary/ternary approach. First, let us assume that n is coprime to 6. We can start building a tree by considering two leaves corresponding to n − 1 and n + 1. After removing the powers of 2 and 3 from n − 1 and n + 1, we can reapply the process and for each node, add and subtract 1. Repeating this will create a binary tree. Eventually, one of its branch will reach 1 leading to a DB-chain expansion. Obviously, this approach is too costly for integers in the cryptographic range, say those of length 160 bits and above. However, we can eliminate certain branches and hope that the overall length of the DB-chain will not be affected too much. Fixing a bound B at the beginning, we can keep only the B smallest nodes before creating the next level of the tree. Note that it is very important that the nodes that are kept are all different. The algorithm is as follows.
Algorithm 1. Tree-based DB-chain search
Input: An integer n and a bound B. Output: A binary tree containing a DB-chain computing n.
1.
Initialize a binary tree T with root node t for each leaf node m in T insert 2 children
Right child ← f (m + 1)
7.
Discard any redundant leaf node 8.
Discard all but the B smallest leaf nodes 9.
until a leaf node is equal to 1 
Complexity Analysis
First, let us analyze the binary/ternary method. We show that the average length of the DB-chain of an integer n returned by the binary/ternary method has the upper bound log 2 n 4.3774 · For that, we investigate the average number of bits gained at each step. Take an integer m > 1 coprime to 6. Setting m = m−1 or m = m+1 so that 6 is a divisor of m , it is not hard to see that the probability for α 1 to be v 2 (m ) and for β 1 to be v 3 (m ) is
The corresponding gain in that case is α + β log 2 3. So, the average number of bits gained is
Since each step is independent of the other ones, we deduce that the average number of iterations, and therefore the average length of the DB-chain returned by the binary/ternary method, is bounded above by
. Also, the average values for α and β at each step are respectively 2 and , which implies that on average a 1 = log 2 n 1 + Proof. Let us fix B = 1. This means that of the two leaf nodes created at each step, only the smallest is kept before reapplying the process. Now imagine that m > 1 is an integer coprime to 6. Let α 1 = v 2 (m − 1) and β 1 = v 3 (m − 1). Similarly, let α 2 = v 2 (m+1) and β 2 = v 3 (m+1). Set α = α 1 +α 2 and β = β 1 +β 2 . Then it is easy to show that α 3 and β 1. Furthermore, we can show that there are four possibilities for (α 1 , β 1 ) and (α 2 , β 2 ), namely
Considering residues modulo 2 α+1 3 β+1 , we see that all the cases occur with the same probability 1 2 α−1 3 β · The maximal gain for the first two cases is α − 1 + β log 2 3, whereas it is max(α − 1, 1 + β log 2 3), for the last two. It follows that on average, the gain at each step is
Computing only the first few terms in this sum, we find that the gain is equal to 4.6419 . . . This shows that Algorithm 1 performs better than the binary/ternary approach whose average gain is 4.3774 . . . When B > 1, we cannot precisely compute the average gain at each step for we do not know which branch will be selected in the end to compute a DB-chain for n. However, it is clear that on average the gain at each step will be larger than or equal to the gain when B = 1. In fact, tests show that even for very small B > 1, Algorithm 1 finds strictly shorter chains than when B = 1. For instance, the average gain at each step when B = 4 is close to 4.90, cf. Section 6, especially Table 1. Note that for very particular integers, a larger B can increase the length of the chain. The smallest example of this unexpected phenomenon is 31363, for which Algorithm 1 returns a DB-chain of length 5 when B = 1 and of length 6 when B = 2.
Concerning the average value of a 1 and b 1 , a similar computation to (4) shows that we divide on average by 2 2.5851 and 3 1.2976 at each step. Multiplying by the average length of the chain, we deduce the quantities claimed in Theorem 1.
To close this section, let us investigate the worst case for Algorithm 1 when B = 1. It corresponds to a minimal gain at each step. Based on the proof of Theorem 1, we see that this occurs when (α 1 , β 1 ) = (2, 0) and (α 2 , β 2 ) = (1, 1) or the converse. Given an integer , let us consider the DB-chain of length 
Generalizations
We can generalize the tree-based search in order to obtain other kinds of DBchains. The first variant is to produce extended DB-chains, i.e. including nontrivial coefficients as in (3). This approach has been successfully exploited in [12] to compute very short DB-chains and to perform scalar multiplications using precomputations. In our case, given a set of coefficients S, it is enough to slightly modify Algorithm 1, namely Lines 4, 5, and 6, to return extended DBchains. Given a leave node in the tree, the only change is to insert 2|S| children instead of just 2. More precisely, for each integer d ∈ S, create 2 leave nodes corresponding to f (m − d) and f (m + d). The rest of the algorithm remains unchanged. Another DB-chain variant is the SMBR. Again a simple change in Algorithm 1 allows to easily find short SMBRs. For instance, to find expansions as in (2), set the function
The number of nodes created at each step is the same as for regular DB-chains so that the computation of SMBRs is very fast. Note that it is also possible to mix the two ideas, i.e. return a SMBR with coefficients. For the bases 2, 3, and 5, the set of coefficients S = {1, 7, 11, 13} is a particularly effective choice. Indeed, after applying f to a certain node, we obtain an integer congruent to ±1, ±7, ±11, or ±13 modulo 30. This implies that one of the eight children created for this node is divisible by 30. So, the gain at each step is larger than log 2 30, giving rise to a very short chain.
Experiments
In this part, we analyze results of computations performed on random integers of various sizes. The first observation is that even when B = 1, the length of the DB-chain returned by Algorithm 1 is in general less than what is obtained from the greedy approach. The impact of B on the average length of the chains has also been particularly tested. For each size, we ran Algorithm 1 on a thousand random integers with different choices of B, namely B = 1, 2, 4, 8, 16, 32, 64, and 128. As expected, the length of the DB-chains tends to decrease when we increase B. However, experiments show that this decrease is quite slow, cf. Figure 1 . As a result, there is little benefit in choosing a large B, especially since the time complexity to compute a chain linearly depends on B. That is why for subsequent DB-chain computations, B was set to 4, as it is a good compromise between the length of the chain and the time necessary to find it. Expansion length Next, we compare the lengths of DB-chains obtained with various methods: binary/ternary, more importantly the greedy algorithm, and our new tree-based approach. We include the NAF for the record. In each case, ten thousand integers were tested. The average length of tree-based DB-chains is approximately 10% shorter than the length of chains returned by the greedy method, cf. Table 1 . Note also that Algorithm 1 is somewhat easier to implement and faster in practice than the greedy approach.
Finally, we investigate the cost of a scalar multiplication on an elliptic curve in Edwards form
using inverted Edwards coordinates [6] . Furthermore, we assume that multiplications by d can be neglected, so that the complexities of addition, doubling, and tripling are respectively 9M + S, 3M + 4S, and 9M + 4S, cf. [5] . To simplify comparisons between the different methods used to produce DB-chains, we make the usual assumption S = 0.8M. We these settings, N M is the number of field multiplications necessary to compute [n]P with each method, cf. Table 2 . Note that the speed-up is expressed with respect to the NAF representation. In case the device performing the computations allows some precomputations, it is possible to build DB-chains having nontrivial coefficients, cf. Section 5. In this case as well, tests show that the tree-based approach returns chains 10% shorter than the greedy algorithm. However, in this situation it is probably best to express the scalar multiple in some window-NAF representation and to take advantage of the very fast doublings provided by inverted Edwards coordinates, as pointed out in [3] .
Conclusion
In this work, we describe a new method to find short DB-chains. So far DBchains have been exclusively obtained with a greedy approach, relying on the search of the closest {2, 3}-integer to a given number. However to accommodate the main proprerty of DB-chains, that is simultaneously decreasing sequences of exponents, this search is done under constraints that tends to increase the length of the chain. Our new method, called tree-based search, only produces DB-chains. Given a parameter B, it consists in building a binary tree and eliminating all but the smallest B nodes at each step. Quite surprisingly, even for very small B, the algorithm performs extremely well. In fact, the tree-based approach outclasses the greedy algorithm for every choice of B we tested. As a side effect of its simplicity, this method is very easy to implement, cf. Algorithm 1. It is also straightforward to analyze. As shown in Section 4, the average length of a DBchain returned by the tree-based method is approximately equal to log 2 n 4.6419 when B = 1. This is interesting because the complexity of the greedy algorithm is not well understood, when it comes to compute DB-chains. For instance, it is an open question to decide if the average length of DB-chains returned the greedy approach is O log n log log n or not. This work suggests that it is not the case. Note however that for scalar multiples n routinely used in elliptic curve cryptography, typically in the range 192 to 320 bits, log log n is between 4.8910 and 5.4018, so not too far away from 4.6419. Regarding scalar multiplications, our method suits devices where the use of precomputations is limited, if not impossible. In this situation, the tree-based approach induces an overall speed-up close to 7% over the NAF that is still widely used in practice.
Appendix: Detailed Examples
Let us build a binary tree and find a DB-chain for n = 841232. First, set B = 2. Some extra information has been added to the tree returned by Algorithm 1 in order to facilitate the computation of the DB-chain. The branch that is actually used to compute the DB-chain appears in dashed line. 
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If we execute the algorithm again with B = 4, we obtain the following tree 
