Abstract
I. INTRODUCTION
A mathematical model is a description of a system using mathematical concepts and language. The process of developing a mathematical model is termed mathematical modelling. Mathematical models are used not only in the natural sciences (such as physics, biology, earth science, meteorology) and engineering disciplines (e.g. computer science, artificial intelligence), but also in the social sciences (such as economics, psychology, sociology and political science), physicists, engineers, statisticians, operations research analysts and economists use mathematical models most extensively.
Mathematical models can take many forms, including but not limited to dynamical systems, statistical models, differential equations, or game theoretic models. These and other types of models can overlap, with a given model involving a variety of abstract structures. In general, mathematical models may include logical models, as far as logic is taken as a part of mathematics. In many cases, the quality of a scientific field depends on how well the mathematical models developed on the theoretical side agree with results of repeatable experiments. Lack of agreement between theoretical mathematical models and experimental measurements often leads to important advances as better theories are developed.
In this paper we developed numerical methods for addressing unsteady one-dimensional heat-flow problem by an application of the Leapfrog method which was studied by Sekar and team of his researchers [1] [2] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , which involve two phases. In phase-I, the spatial dependency of the heat flow equation is eliminated by applying the Rayleigh-Ritz method and to determine the suitable initial conditions, the Galerkin Technique is utilized. In phase II, the resulting system of equations is being solved by applying the methods STWS [3] and Leapfrog method to determine the discrete solutions of the unsteady one-dimensional heat-flow problem. Further, to analyse the efficiency of the above-mentioned methods, the discrete solutions obtained are compared with the exact solutions and with the obtained discrete solutions by the methods of Laplace Transform and Leapfrog method. Recently, Sekar et al. [5] discussed the unsteady one-dimensional heat-flow problem using STWS. In this paper, the same unsteady onedimensional heat-flow problem was considered (discussed by Sekar et al. [5] ) but present a different approach using the Leapfrog Method with more accuracy for unsteady one-dimensional heat-flow problem.
II. UNSTEADY ONE-DIMENSIONAL HEAT FLOW

PROBLEM
Let us consider an unsteady one-dimensional heat flow problem (it may be referred as a flow of electricity in cables -the telegraph problem). The governing equation of the flow is given by
where T denotes the temperature, t denotes the time,  2 denotes the thermal diffusivity and x denotes the space coordinate.
The initial and boundary conditions are
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III. PHASE I 3.1 RAYLEIGH -RITZ METHOD
This method is used for the elimination of spatial dependency in eq. (1) . Assuming that T * is the weighting function of T, which satisfies the initial and boundary conditions given by eqs. (2) and (3), the following weighted residual equation can be obtained as (Schechter [4] )
After integrating and introducing the boundary conditions (3) we obtain
Assuming the same function has been applied for T and T * , then we define 
where
Evaluating the indicated integration, we get 
GALERKIN METHOD
To solve the system, we need some initial conditions for C 1 and C 2 , since in the present approximation, the initial condition T(X, 0) = 1 cannot be satisfied. We then represent the residual of the approximation with the initial condition as (Schechter [4] )
Now, employing the Galerkin method, we get
Solving eqs. (12) and (13), we obtain C 1 (0) = 4, C 2 (0) = -10/3 (14) Hence, for the problem (1), the spatial dependency of the heat flow has been eliminated by applying the Rayleigh-Ritz method thereby reducing the problem to a system of linear first order differential equations (10) whose initial conditions are given in (14) .
IV. PHASE II
Here, numerical methods namely STWS and Leapfrog method, have been introduced to calculate C 1 (t) and C 2 (t) for the system (10).
SINGLE TERM WALSH SERIES (STWS)
Consider the system of linear differential equations
where K and A are n x n matrices, B is an n x r matrix, x(t) is an n-state vector, and u(t) is an r-input vector. In this technique, the given function is expanded as a single -term Walsh series in the normalized interval τ [0.1), which corresponds to t  [0.1/m) by defining t = τ/m, m being any integer. The following are the recursive relations, in STWS method, to determine the discrete solution for the system (15). Hence, the inverse of the matrix can be computed.
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The state -space equation (10) is (17) becomes
Applying the STWS approach, the following recursive relationship is obtained. To obtain the discrete solutions, via extended RK methods, we write the system of eqs. (10) explicitly as :
LEAPFROG METHOD
In mathematics Leapfrog integration is a simple method for numerically integrating differential equations of the form
, or equivalently of the form
, particularly in the case of a dynamical system of classical mechanics. Such problems often take the form
, where V is the potential energy of the system. The method is known by different names in different disciplines. In particular, it is similar to the Velocity Verlet method, which is a variant of Verlet integration. Leapfrog integration is equivalent to updating positions   t x and
at interleaved time points, staggered in such a way that they 'Leapfrog' over each other. For example, the position is updated at integer time steps and the velocity is updated at integer-plusa-half time steps.
Leapfrog integration is a second order method, in contrast to Euler integration, which is only first order, yet requires the same number of function evaluations per step. Unlike Euler integration, it is stable for oscillatory motion, as long as the time-step t  is constant, and w t 2   . In Leapfrog integration, the equations for updating position and velocity are   , , ,
where i
x is position at step
, is the velocity, or first derivative of x, at step
is the acceleration, or second derivative of x, at step i and t  is the size of each time step. These equations can be expressed in a form which gives velocity at integer steps as well. However, even in this synchronized form, the time-step t  must be constant to maintain stability.
One use of this equation is in gravity simulations, since in that case the acceleration depends only on the positions of the gravitating masses, although higher order integrators (such as Runge-Kutta methods) are more frequently used. There are two primary strengths to Leapfrog integration when applied to mechanics problems. The first is the time-reversibility of the Leapfrog method. One can integrate forward n steps, and then reverse the direction of integration and integrate backwards n steps to arrive at the same starting position. The second strength of Leapfrog integration is its symplectic nature, which implies that it conserves the (slightly modified) energy of dynamical systems. This is especially useful when computing orbital dynamics, as other integration schemes, such as the Runge-Kutta method, do not conserve energy and allow the system to drift substantially over time. The obtained absolute error using the methods of Ritz-Laplace Transform, Ritz-STWS and RitzLeapfrog are given in Tables 5 -12 . For a sample, an error graph for x = 1 at time t = 1.4 is shown in Figure  1 . Table 1 It is observed that Ritz-Laplace Transform, Ritz-STWS and Ritz-Leapfrog yield similar results. Reviewing these methods, applied for the unsteady one-dimensional heat-flow problem, it is clearly noticeable that Ritz-STWS, Ritz-Leapfrog methods involve less number of computations and the complexity of these methods are very simple.
V. DISCUSSION
It is also to be noted that from Figure 1 
