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In this paper we study the relation between the conventional Fermion-Chern-Simons (FCS) theory
of the half-filled Landau level (ν = 1/2), and alternate descriptions that are based on the notion of
neutral quasi-particles that carry electric dipole moments. We have previously argued that these two
approaches are equivalent, and that e.g., the finite compressibility obtained in the FCS approach is
also obtained from the alternate approach, provided that one properly takes into account a peculiar
symmetry of the dipolar quasiparticles — the invariance of their energy to a shift of their center of
mass momentum. Here, we demonstrate the equivalence of these two approaches in detail. We first
study a model where the charge and flux of each fermion is smeared over a radius Q−1 where results
can be calculated to leading order in the small parameter Q/kF. We study two dipolar-quasiparticle
descriptions of the ν = 1/2 state in the small-Q model and confirm that they yield the same density
response function as in the FCS approach. We also study the single-particle Green’s function and
the effective mass, for one form of dipolar quasiparticles, and find the effective mass to be infra-red
divergent, exactly as in the FCS approach. Finally, we propose a form for a Fermi-liquid theory for
the dipolar quasiparticles, which should be valid in the physical case where Q is infinite.
I. INTRODUCTION
A. Overview
Many aspects of the behavior of an interacting two-
dimensional electron system in the lowest Landau level
have been understood using the “composite fermion”
picture1,2. This description, in practice, includes a num-
ber of related concepts and computational methods. The
term “composite fermion” was first introduced by Jain3
in connection with the trial wave functions that he used
to describe electronic ground states at the most promi-
nent quantized Hall plateaus, where the filling fractions
are of the form ν = p/(2p + 1), with p an integer. A
“Fermion-Chern-Simons” (FCS) approach was employed
by Lopez and Fradkin4, and others5 as an alternate way
of understanding the composite fermion ground states
and as a method for understanding the spectrum of col-
lective excitations in the quantized Hall states. The
FCS approach was also used by Halperin, Lee and Read6
(HLR) and by Kalmeyer and Zhang7 to describe phe-
nomena at, or near, even-denominator filling fractions,
such as ν = 1/2, where quantized Hall plateaus are not
observed. The HLR analysis predicted that the ground
state at these filling fractions should be compressible8,
and that its properties could be understood by a pertur-
bative analysis, starting from a ground state which is a
filled Fermi sea of appropriately defined fermions.
The FCS approach begins with a unitary transforma-
tion, in which the electron system is converted to a sys-
tem of fermions that interact with each other via a fic-
titious gauge field aCS of the Chern-Simons type, as well
as via the usual electromagnetic Coulomb repulsion. The
Hamiltonian of the fermions is given below in Eq. (1).
A key prediction of the FCS theory is that the quasi-
particles at a filling fraction such as ν = 1/2 can travel in
straight lines over large distances, oblivious to the effects
of the strong applied magnetic field. Within the FCS for-
mulation used by HLR6, this is most naturally explained
by saying that the quasiparticles feel an effective mag-
netic field ∆B, which is the the difference of the applied
magnetic field and the mean value of a fictitious Chern-
Simons magnetic field, and these two contributions can-
cel each other precisely at ν = 1/2. At filling fractions
slightly away from ν = 1/2, the cancellation is not per-
fect, so ∆B 6= 0. As a result, the quasiparticles should
move in a circle, with a radius given by the “effective
cyclotron radius” R∗c = kF/|∆B|, a prediction which has
been confirmed by several experiments9. (Here kF is the
Fermi-momentum, related to the electron density n0 by
kF = (4πn0)
1/2. We use units where h¯ = 1, the speed of
light is 1, and the electron charge is -1.)
An alternate view of the HLR predictions, which was
emphasized by Read10, is to say that the actual low-
energy quasiparticles, obtained from the bare fermions
of the HLR theory after “screening” by relaxation of the
high-frequency magnetoplasma modes (or Kohn modes)
which occur at the bare cyclotron frequency of the elec-
tron system, are actually electrically neutral at ν = 1/2.
At nearby filling fractions, the low energy quasiparticles
have charge e∗ = (2ν−1), which coincides with the quasi-
particle charge −1/(2p + 1) expected for the fractional
quantized Hall states at filling fractions ν = p/(2p+1).11
A quasiparticle with charge e∗ which sees the full mag-
netic field B will have the same effective cyclotron radius
R∗c as a fermion of charge -1 that sees the effective field
∆B. Another important point which was also noted by
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Read, is that the low energy quasiparticles at ν = 1/2,
though they are overall neutral, carry an electric dipole
moment which is proportional to, and perpendicular to,
the canonical momentum of the quasiparticle10,12.
Although the FCS theory has had many successes, and
has several advantages over other formulations, it also has
several disadvantages. First, the coupling to the Chern-
Simons field, which is one of the parameters of the per-
turbation expansion, is not small in any case of physical
interest. Second, the FCS analysis does not directly re-
veal a key feature of the system of electrons in the low-
est Landau level: namely that all the intra-Landau-level
excitation-energies must vanish in the limit where the
Coulomb repulsion is taken to zero. (An equivalent state-
ment is that the effective masses and excitation energies
remain finite if the band mass tends to zero while the
strength of the electron-electron repulsion is held fixed.)
Another disadvantage of the FCS approach is that it em-
ploys a perturbation theory where the fundamental en-
tities are bare fermions with charge -1, which are quite
far from the actual low-energy quasiparticles. (The true
charge of the quasi-particles is revealed only after their
interaction with the gauge field is taken into account, as
described above.)
Various alternate formulations of the composite
fermion picture, which attempt to overcome the
disadvantages explained above, have been recently
proposed13–16. Several authors have proposed formula-
tions of composite-fermion theory which, by construc-
tion, lie entirely within the subspace of the lowest Landau
level14–16. These formulations automatically incorporate
the feature that the energy scale and effective mass are
set by the electron-electron interaction. (A recent for-
mulation by D-H Lee16 also incorporates the feature of
exact particle-hole symmetry at ν = 1/2 for electrons
restricted to the lowest Landau level).
In the present paper, however, we shall be more in-
terested in an approach proposed recently by Murthy
and Shankar13 (MS). MS begin with the exact Hamil-
tonian of the FCS approach, given by Eq. (1) below, and
make a unitary transformation in which the field opera-
tors for the fermions and the Chern-Simons vector poten-
tial in the FCS theory, ψ†CS, ψCS, aCS, are transformed to
a new set of operators ψ†, ψ , a, which have several desir-
able features. First, in the transformed Hamiltonian the
fermionic operators ψ†, ψ are approximately decoupled
from the gauge field a. Second, the transformed fermions
do indeed carry electric dipoles at ν = 1/2. And third, by
treating the transformed Hamiltonian in an appropriate
approximation, Murthy and Shankar obtain results for
the effective mass which are tied to the strength of the
electron-electron repulsion and independent of the bare
mass.
If the low energy quasiparticles are decoupled from the
high-energy magnetoplasma modes at long wavelengths,
it should be possible to describe the low-frequency re-
sponse of the electron system at ν = 1/2 directly in
terms of these quasiparticles. However, an attempt to
do this leads to a paradox, first noted by Shankar and
Murthy13: if the dipolar fermions are assumed to behave
like a conventional Fermi liquid of neutral particles which
carry only an electric dipole moment, then one finds that
it is costly, in terms of kinetic energy, to produce a fluc-
tuation in the charge density at long wavelengths, and
one finds that the electron system is incompressible, i.e.,
that the zero-frequency electron density response func-
tion at ν = 1/2 vanishes ∝ q2 in the limit q → 0, which
would be contrary to the predictions of HLR. The possi-
bility of incompressibility at ν = 1/2 was also suggested
in preprints by several other authors14,16.
The resolution of this paradox was outlined in a
Comment17 by two of the present authors (HS). As had
been noted earlier by Haldane18 for the case of composite
fermions restricted to the lowest Landau level, the system
of dipolar fermions has the special property that the total
energy is unchanged if a constant K is added to the mo-
mentum of every particle. (This property, which we call
“total-momentum invariance”, or K-invariance, does not
hold, of course, for free fermions). Consequently, as noted
by HS, it costs very little energy to produce a long wave-
length fluctuation in the transverse momentum density
of the dipolar particles. Since the relation between the
quasiparticle dipole moment and its momentum implies
that the electron charge density is proportional to the
gradient of the transverse momentum density, HS argued
that the K–invariance implies the finite compressibility
of the electron system. The possibility of such a resolu-
tion of the paradox was mentioned in the original pub-
lication of Shankar and Murthy13, who speculated that
the “drifting Fermi sea” peculiar to this system might
lead to a finite compressibility. The conclusion of finite
compressibility was also reached more recently by Read15
and by D-H Lee (in a revised version of Ref. 16), inde-
pendently of HS.
It must be noted that the electronic density–density
linear response function is a measurable quantity, which
should determine the outcome of experiments measur-
ing surface acoustic wave propagation, compressibil-
ity, magneto-capacitance, Coulomb drag, and optical
response9. Results of all of these experiments have been
interpreted in terms of the predictions of the conventional
FCS theory, and would seem to support the prediction
of finite compressibility9. Nevertheless, it is difficult to
interpret them as definitively ruling out the possibility of
incompressibility at ν = 1/2, and MS have argued that
some of the results can be fit quite well using a response
function which has the feature of incompressibility. The
experimental situation is complicated further by the pres-
ence of impurities, which might give rise to a finite com-
pressibility even if the pure system were incompressible.
Thus it is comforting that the issue can be resolved on
theoretical grounds, and that one finds the pure system
to be compressible within all the current approaches.
The purpose of the present paper is to explore in
greater detail the resolution of the compressibility para-
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dox. We wish to see not only how the dipolar gas leads to
a finite compressibility, but to examine more closely the
relation between the FCS approach and several possible
formulations in terms of dipolar fermions. We begin by
studying a modification of the model where it is possible
to calculate the static compressibility and the dynamic
response functions exactly, to lowest order in a small pa-
rameter, using either the FCS approach or an approach
based on dipolar quasiparticles. We verify that in that
calculation, one obtains exactly the same density-density
response functions using the different approaches.
B. The Fermion-Chern-Simons Approach
The unitary transformation, which transforms the elec-
tron system to a composite fermion description in the
FCS approach, was originally employed by Leinaas and
Myrheim19 in the 1977 paper which introduced the con-
cept of fractional statistics for two-dimensional systems.
We shall follow common usage, however, and refer to
the transformation as a “Chern-Simons transformation,”
and we shall refer to the resulting transformed fermions
as “(bare) Chern-Simons fermions”, or “CS fermions.”
For ν = 1/2, in the temporal (Weyl) gauge for the
Chern-Simons gauge field (a0 = 0), the Hamiltonian
takes the form
HCS =
∫
dr
1
2m
∣∣(−i∇− aCS)ψCS(r)∣∣2 (1)
+12
∫
drdr′
(
|ψ
CS
(r)|2 − n0
)
v(r− r′)
(
|ψ
CS
(r′)|2 − n0
)
Here the two components of the Chern–Simons vec-
tor potential aCS are canonically conjugate, satisfying
[ax(r), ay(r
′)] = i2πφ˜δ(r− r′), n0 is the average electron
density, v(r) is the electron-electron interaction, and the
even integer φ˜ is the number of flux quanta attached to
each electron by the Chern–Simons transformation. (For
ν = 1/2, we choose φ˜ = 2.) The vector potential due to
the applied magnetic field has been absorbed by shifting
the Chern-Simons field aCS. Hence, in the Weyl gauge,
the Chern-Simons field is dynamic and we have enlarged
the Hilbert space compared to the Coulomb gauge used
in HLR. The physical states of the theory are those which
satisfy the Chern-Simons constraint,
∇× aCS = 2πφ˜(ψ
†
CS
ψ
CS
− n0). (2)
The density operator for the bare CS fermions, ψ†CSψCS,
is the same in the Weyl and Coulomb gauges, and is
identical to the density operator for the electrons.
In the FCS approach the ground state of the Hamilto-
nian (1) and the energies of low-lying excited states are
first obtained in the Hartree approximation; then one
calculates response functions and corrections to the exci-
tation energies using the random phase approximation4,6
(RPA) or more sophisticated approximations based on a
Feynman-diagram analysis of the perturbations arising
from the Chern-Simons and Coulomb interactions20–23.
In particular, these calculations conclude that the ν =
1/2 state is “compressible”; i.e., the zero frequency
density-density response function of the electrons is found
to be finite in the limit of small wavevector q if the in-
teraction between the electrons is of short range, and
to equal qǫ2πe2 if the electrons interact via an unscreened
Coulomb interaction (here ǫ is the dielectric constant).
Furthermore, it is concluded that the relaxation of charge
fluctuations follows a dispersion law of ω ∝ iq3 for
short range electron-electron interaction (and ω ∝ iq2
for unscreened Coulomb interaction). In addition, it has
been argued that the effective mass of the quasi-particles
should diverge close to the Fermi surface (logarithmically
in the case of Coulomb interactions), and that this diver-
gence should be manifest in the behavior of the energy
gaps of the quantized Hall states close to ν = 1/2.
The modified model used for our calculations employs
a momentum cutoff Q ≪ kF for the Chern-Simons in-
teraction. A similar cutoff was used previously by one
of the authors24 in the context of anyon models of high-
temperature superconductivity. More recently, such a
cutoff was employed within the context of the quan-
tum Hall effects by Raghav Chari et al.25, who termed
the approach “fat flux quanta”. The modified model,
which is defined more precisely below (see Eq. 30), may
be thought of as a system of composite fermions whose
charge and flux tubes are spread over a finite radius, of
order Q−1. Barring singular phase transitions, the use
of a small value of Q should make the RPA exact, to
lowest order in Q, and it enables us to carry out explic-
itly the Murthy-Shankar unitary transformation from CS
fermions to dipole fermions. The Hamiltonian we obtain
for the dipole fermions is not that of free dipolar particles,
but rather a more complicated one, given by Eq. (46) be-
low. The Hamiltonian contains several terms which are
additional to the ones considered explicitly by MS.
C. Alternative Definitions of the Quasiparticles
An important point, which will be discussed further
below, is that in intermediate stages, various definitions
of the low energy dipolar quasiparticles are possible,
which are not identical in the long wavelength limit,
even though they all lead to the same density-density
response function for the electrons. In all of the descrip-
tions we consider here, for an infinitesimal fluctuation
about ν = 1/2, the electron density ρe is given by the
relation
ρe =
∇× g
2πφ˜n0
(3)
where g is the momentum density of the quasiparticles.
Eq. (3) relates the momentum density to the charge den-
sity. Nevertheless, one has freedom in the precise defini-
tion of the position of a quasiparticle, and hence in the
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relation between the electron density and the density of
quasiparticles at non-zero wavevector q.
In particular, in Section II below we shall derive a
description of the half-filled Landau level that employs
dipolar quasiparticles which obey a constraint
ρ(q) =
iq× g
2πφ˜n0
(4)
and whose density is related to the electron density by
ρ(q) = ρe(q) (5)
One sees that in the long-wavelength limit the positions
of the quasiparticles employed in Section II must co-
incide, on average, with the positions of the electrons
in the system. We shall describe such quasiparticles as
“electron-centered” quasiparticles.
In section III below we discuss the quasiparticles used
by MS, which obey a constraint
ρ(q) =
i
2
q× g
2πφ˜n0
(6)
while the relation between ρe and the quasiparticle den-
sity ρ, for q 6= 0, is ρ(q) = (1/2)ρe(q). The positions
of these quasiparticles are shifted, on average, relative to
the electron positions, by an amount zˆ× < g(r) > /(4πφ˜)
where < g(r) > is the momentum density averaged over
a volume of radius Q−1 about the position of the quasi-
particle. The relations (3) and (6) would be satisfied by a
collection of dipolar quasi-particles when the dipole mo-
ment of a quasi-particle of momentum k is − zˆ×k
2πφ˜n0
and
the position of the quasi-particle is defined to be half-way
between the negative and positive charges of the electric
dipole. We describe quasiparticles of this type as “shifted
quasiparticles”.
Although the explicit calculation we carry out is to low-
est order in Q, we believe that it sheds light also on the
physical case, in which no upper cut-off to Q is present.
In particular, it leads us to show that while the den-
sity response of a “conventional” Fermi liquid of dipoles
to a scalar potential would be weak, leading to an in-
compressibility of the liquid, this is not true once the
fermions satisfy K-invariance and their dipole moment
is proportional and perpendicular to their momentum.
Under these conditions, the fermions density-density re-
sponse function has the q, ω dependence one obtains from
the FCS approach (for small q and ω) independent of
whether Q/kF is small or large.
D. Outline
The outline of the paper is as follows. In the next sec-
tion, we show how one can derive a description in terms
of electron-centered dipolar quasiparticles, in a simple
fashion, from the fermion Chern-Simons Hamiltonian (1).
This is done most naturally by using a Lagrangian for-
malism, and eliminating the high energy modes, as well
as the Chern-Simons vector potential, in an RPA-like ap-
proximation to the Lagrangian. In Section III, we obtain
shifted quasiparticles, from the same starting Hamilto-
nian (1), using a Hamiltonian formalism and the uni-
tary transformation employed by MS, for the model with
small momentum-cutoff Q. In both cases, we calculate
the electron density response function, and obtain the
same results as originally obtained by HLR. In Section
IV, we make some additional comments on the physi-
cal significance of the small-Q model and the validity of
the RPA in that model. In Section V, we discuss the
effective mass and the one-fermion Green’s function for
the shifted quasiparticles employed in Section III, in the
small-Q model, and compare them to results of the con-
ventional FCS approach. The Fermi-liquid description
which we believe to be valid in the actual ν = 1/2 system,
where there is no small cutoff Q, is discussed in Section
VI, for the case of electron-centered quasiparticles. Our
conclusions are then summarized in Section VII. Some
details of the response matrix used in the calculations of
Section III are presented in an Appendix.
II. ELECTRON-CENTERED QUASIPARTICLES:
A LAGRANGIAN APPROACH
In this section, we begin with a Lagrangian formula-
tion equivalent to the Hamiltonian (1) of the FCS theory
in the temporal gauge, and integrate out the variables
associated with the Chern-Simons field. Using the Ran-
dom Phase Approximation, we obtain the same density
response function as was obtained by HLR, using the
Coulomb gauge for the Chern-Simons field. We show,
however, that the low energy part of the fermionic the-
ory has a natural interpretation in terms of dipolar quasi-
particles whose density coincides with the density of the
electrons, at long wavelengths (i.e., they are “electron-
centered” quasiparticles.) We also find an explicit form
for the effective Lagrangian of the quasiparticles at low
energies, using approximations that, along with the RPA,
are valid in the limit where there is a wavevector cutoff
Q which is small compared to kF.
The zero temperature action corresponding to the
Hamiltonian (1) is
S =
∫
dt dr
{
1
2
1
2πφ˜
(ax∂0ay − ay∂0ax) + ψ¯ i∂0ψ
−
1
2m
ψ¯ (−i∇+A− a)2ψ
}
+ SCoul. (7)
We drop the subscript CS in this section, because we will
not consider here a canonical transformation of the fields.
Using the constraint (2) inherent in the CS formulation
for ν = 1/2, the Coulomb interaction can be written in
terms of the CS field as
4
SCoul= −
1
2
1
(2πφ˜)2
×
∫
dt drdr′[∇× a(r)]v(r − r′)[∇′ × a(r′)]. (8)
We included in the action an external vector potential
A as a source field for generating the electronic current
response function Keαβ(q, ω). For the purposes of this
section, it will be useful to consider Keαβ as a 2 × 2 ma-
trix, where α, β can take on the values l and t, for the
longitudinal and transverse directions with respect to q.
The density-density response function Keρρ is related to
Keαβ by current conservation and gauge invariance, so
that Keρρ(q, ω) = (q
2/ω2)Kell(q, ω).
We simplify the action by the approximation ψ¯ ψ →
n0 in the diamagnetic terms with n0 the average electron
density. This simplification is implicit in the random-
phase approximation used by HLR and was also used by
MS. It becomes exact in the limit where the momentum
cutoff Q, discussed in the Introduction and in Sec. IV
below, is taken to be very small.
As a first step towards an effective theory of the low-
energy quasiparticles, we integrate out the CS field a,
which describes the magnetoplasma modes, and obtain
S = ψ¯ i∂0ψ −
1
2m
|∇ψ |2 −
1
2m2
g
U
1− n0U/m
g
−
1
m
A
1
1− n0U/m
g−
n0
2m
A
1
1− n0U/m
A. (9)
Here, space and time integrals are left implicit, g de-
notes the canonical momentum density of the fermions,
g = −(i/2)(ψ¯ ∇ψ − (∇ψ¯ )ψ ), and the operator U , in
frequency and momentum representation, is
U(q, ω) =
(
(q2/ω2)v(q) 2πφ˜/iω
−2πφ˜/iω 0
)
.
(10)
Differentiating the effective action (9) with respect to
the source field A, we obtain for the electronic current
response function a matrix Ke, which we write in the
form Ke = Kmp +Kd with
Kmp(q, ω) = −
n0
m
[
1−
n0
m
U
]−1
(11)
and
Kdαβ(q, ω) = (12)〈[
−1/m
1− n0U/m
g(q, ω)
]
α
[
−1/m
1− n0U/m
g(−q,−ω)
]
β
〉
.
Since we are interested in response functions, here and
below expressions like 〈Aq,ωB−q,−ω〉 are to be under-
stood as the Fourier transform of the retarded correlator
iθ(t)〈[A(x, t), B(0, 0)]〉. In this section, angular brackets
denote an expectation value in the ground state of the
action (9) with A = 0. The superscripts mp and d an-
ticipate the fact that the two contributions to Ke will
be identified with the magnetoplasma oscillators and the
dipolar quasiparticles, respectively.
We first consider Kmp in more detail. One readily es-
tablishes that the corresponding contribution to the elec-
tronic density-density correlator is
Keρρ(q, ω) =
n0
m
q2
ω2c − ω
2 + n0m q
2v(q)
. (13)
Hence, this contribution to Ke reproduces Kohn’s mode.
The corresponding result for the conductivity tensor for
small q and ω reproduces the correct Hall conductivity,
σmp(q, ω) =
1
2πφ˜
(
iω/ωc 1
−1 iω/ωc
)
.
(14)
These results reflect the facts that there is no contribu-
tion to the Hall conductivity from Kd at ν = 1/2 in a
system without impurities, and that the contribution of
the quasiparticles to the electromagnetic response is neg-
ligible compared to that of the Kohn mode, for any finite
frequency, in the limit q → 0.
Nevertheless, the fermions are responsible for interest-
ing low-energy physics. Before deriving an effective low-
energy action, it is useful to collect the conditions which
such an approximation would need to satisfy:
A. The first condition (condition A) arises because, due
to gauge invariance, we can compute the fermionic contri-
bution to the density-density correlatorKeρρ in two differ-
ent ways. We can either use directly that ρe = ρ = ψ¯ ψ ,
or compute Kell from Eq. (12) and then use its relation
to Keρρ. We will see below that assuring that both ap-
proaches yield the same result is closely related to a con-
sistent treatment of the constraint in the Hamiltonian
approach.
B. The second condition (condition B) is a consequence
of the fact that even once the Weyl gauge a0 = 0 is speci-
fied, we can still make the limited gauge transformations
al(q, ω = 0)→ al(q, ω = 0) + f(q)
at(q = 0, ω = 0)→ at(q = 0, ω = 0) + const. (15)
These transformations must leave the action and the
physical current unchanged provided that we simulta-
neously change the canonical momentum density of the
fermions by
gl(q, ω = 0)→ gl(q, ω = 0)− n0f(q)
gt(q = 0, ω = 0)→ gt(q = 0, ω = 0)− n0 const. (16)
Here, we made the replacement ψ¯ ψ → n0 as in the
diamagnetic term of the action. For q = 0 the transfor-
mation (16) shifts the momentum of each fermion by a
constant. We shall shortly employ an effective low-energy
action where the the field a no longer appears (See Eq.
(17) below which results from Eq. (9)). In this case, the
transformation (16) by itself, without (15), must leave
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the action and the physical currents unchanged. This is
what we have called K-invariance. As a consequence of
this invariance, the zero frequency correlator of the mo-
mentum density must diverge as q → 0, being the inverse
of the energy cost associated with a uniform momentum
shift.
We now consider the action (9), for A = 0, in the limit
of small frequency and wavevector. In this limit, we can
expand in powers of mU−1/n0 whose matrix elements
are proportional to either q or ω. This gives the effective
low-energy action
S = ψ¯ i∂0ψ −
1
2m
|∇ψ |2 +
1
2n0m
gg +
1
2n20
gU−1 g.
(17)
Applying the same expansion to Kd, one obtains
Kdαβ(q, ω) ≃
〈[
1
n0
U−1 g
]
α
[
1
n0
U−1 g
]
β
〉
.
(18)
This implies that a fermionic momentum density g is as-
sociated with a charge current
je =
1
n0
U−1g =
[
− iω
2πφ˜n0
gt
iω
2πφ˜n0
gl −
v(q)q2
(2πφ˜)2n0
gt
]
.
(19)
The (electronic) continuity equation yields for the charge
density
ρe(q, ω) =
iq
2πφ˜n0
gt(q, ω). (20)
These equations are naturally interpreted if one identifies
the fermions as dipoles with dipole moment perpendicu-
lar to their canonical momentum. This is illustrated in
Fig. 1. We see that the time (space) derivative of a trans-
verse momentum density is associated with a longitudinal
charge current (charge density). Similarly, one convinces
oneself that the time derivative of a longitudinal quasi-
particle momentum corresponds to a transverse charge
current. The additional contribution to the transverse
charge current associated with the Coulomb interaction
can be understood as follows. According to Eq. (20), a
transverse fermion momentum-density is associated with
a charge density, which in turn produces an electric field.
Due to the finite Hall conductivity, this longitudinal elec-
tric field induces a transverse Hall current.
The above discussion, which was restricted to the con-
tributions of fluctuations at long wavelengths, should be
directly applicable to the model where there is a wavevec-
tor cutoff Q which is taken to zero, a model in which the
RPA is presumably exact (see Sec.IV). However, there
is another way of looking at the expansion leading to
the low-energy action (17), which suggests that it should
have wider applicability. As was discussed in the intro-
duction, we expect that in the limit where the band mass
m→ 0, so that the cyclotron frequency is infinite, there
remains a finite energy scale for intra-Landau-level ex-
citations, and there should be a finite contribution to
the response functions from these excitations. If one ex-
pands the effective action (9) in powers of m, keeping
only terms which do not vanish in the limit of m → 0,
one readily recovers from (9) the low-energy action (17).
While neither of these expansions is truly satisfactory, it
is encouraging that both lead to the same result.
T/2= pi/ω
Fig. 1: Schematic drawing of a transverse quasiparticle momen-
tum density gt = g0cos(qy − ωt) at two times separated by half a
period. Full (empty) circles indicate positive (negative) charges and ar-
rows the direction of the quasiparticle momentum. In agreement with
Eqs. (19,20), the gradient of a transverse momentum density is associ-
ated with a charge density and its time derivative implies a longitudinal
charge current.
An important feature of the quasiparticle action (17)
is that it contains a coupling between longitudinal and
transverse momentum densities due to the off-diagonal
terms in gU−1g. This additional term is crucial in or-
der for the action Eq. (17) to satisfy condition A. To see
this, one can derive the analog of the continuity equa-
tion for the dipole action (17). The continuity equation
is modified in the present case because the interactions
involve the momentum currents g. Within the saddle-
point approximation, we can proceed either by directly
applying the Euler–Lagrange equations of motion or by
deriving the Noether current associated with the invari-
ance of the action under a global phase change of ψ. One
thus obtains
iω
{
ρ(q, ω)−
iq
2πφ˜n0
gt(q, ω)
}
= 0. (21)
In deriving this equation, we have again made the re-
placement ψ¯ψ → n0. Hence, we observe that for non-zero
frequency and at the RPA level, this modified continu-
ity equation guarantees that condition A is satisfied. By
contrast, if one neglects the coupling of longitudinal and
transverse momentum densities, one finds iωρ(q, ω) = 0,
in violation of condition A. Indeed, we will see below that
this coupling is crucial for precisely reproducing the RPA
results of HLR from the present approach.
We now turn to obtaining the dipole contribution
to the electronic density-density correlator by using
Eq. (18). To this end, we compute the quasiparti-
cle momentum-density correlation function Ddαβ(q, ω) =
〈gα(q, ω)gβ(−q,−ω)〉 in the random-phase approxima-
tion. One finds
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[(Dd)−1]αβ = [(D
0)−1]αβ −
1
n0m
δαβ −
1
n20
[U−1]αβ , (22)
where D0 denotes the correlator of free fermions. In the
limit ω ≪ vF q, we have
1
m2
D0ll(q, ω) =
n0
m
+
ω2
q2
[
m
2π
+
m
2π
iω
vF q
]
1
m2
D0tt(q, ω) =
n0
m
−
q2
24πm
+
i2n0ω
kFq
. (23)
To bring out the unusual properties of the dipoles, we
first focus on the limit of zero frequency. In this limit,
D0ll(q, ω = 0) = n0m and D
0
tt(q, ω = 0) = n0m −
mq2
24π .
The result for D0ll(q, ω = 0) follows directly from gauge
invariance, specifically the fact that a time-independent
longitudinal vector potential can have no physical effect,
and the usual expression for the physical current opera-
tor.
Using Eqs. (22,23), one finds for ω = 0 that Dd of the
dipoles is diagonal with
[(Dd)−1(q, ω = 0)]ll = 0
[(Dd)−1(q, ω = 0)]tt =
q2
24πmn20
+
q2v(q)
(2πφ˜)2n2
. (24)
Hence, the longitudinal correlator of the dipoles diverges
for all q once ω = 0, while the transverse correlator di-
verges for q → 0 like 1/q for Coulomb interaction and
like 1/q2 for a short-range interaction, in stark contrast
to the free-fermion results quoted above. These results
are a consequence of condition B. We conclude that the
dipole action (17) satisfies condition B at least at RPA
level.
How do the dipoles evade the usual theorem that the
zero-frequency correlator Dll(q, ω = 0) be n0m? To
make the dipole action (17) gauge invariant, we would
need to replace the canonical momenta in the interaction
terms by minimally coupled kinetic momenta. This in-
troduces the vector potential into the interaction terms.
Computing the gauge-invariant current operator by tak-
ing the derivative of this Hamiltonian with respect to
the vector potential, we see that it takes a form different
from the usual one. It is for this reason that the standard
argument for D0ll(q, ω = 0) does not apply to the dipoles.
Using Eq. (20) and the RPA Eqs. (22 ,23), one finds
for the electronic density-density correlator in the limit
ω ≪ vF q
Keρρ(q, ω) =
1
v(q) + 2πm +
(2πφ˜)2
24πm − i(2πφ˜)
2 2n0ω
kFq3
. (25)
This coincides exactly with the corresponding expression
obtained by HLR.6 One easily checks that the second
term in the denominator is due to the coupling between
longitudinal and transverse momentum density in the
above dipole action.
It is instructive to compare these calculations to those
in the Coulomb gauge ∇ · a = 0 used by HLR. In that
gauge, the action is
S =
∫
dt dr
{
ψ¯ i∂0ψ + a0
(
−
∇× a
2πφ˜
+ ψ¯ ψ − n0
)
−
1
2m
ψ¯ (−i∇+A+ a)2ψ
}
+ SCoul. (26)
While the CS field a has only a transverse component, we
keep both longitudinal and transverse component for the
source field A. Integrating out the CS field, one obtains
the effective fermionic action
S = ψ¯ ∂0ψ −
1
2m
|∇ψ |2 −
1
m
Ag−
n0
2m
A2
−
1
2
(ψ¯ ψ − n0)
(
v(q) +
(2πφ˜)2n0
mq2
)
(ψ¯ ψ − n0)
−(ψ¯ ψ − n0)
2πφ˜
iq
(
1
m
gt +
n0
m
At
)
(27)
This effective action does not suggest a simple low-energy
expansion analogous to the one found above for the Weyl
gauge. Differentiating S with respect to the source field
A, we obtain for charge density and current
ρe = ψ¯ ψ
jel = −
1
m
gl
jet = −
1
m
gt −
n0
m
at (28)
where at = (2πφ˜/iq)(ψ¯ ψ − n0). These expressions are
appropriate for composite fermions which carry charge e
and which are subject to an effective magnetic field as-
sociated with deviations in density from half filling. The
vector potential at appears explicitly in the formula for
the electron current, and there is no manifest separation
between the high energy and low energy physics at this
stage.
To summarize, by analyzing the low energy response of
the Chern-Simons Lagrangian in the Weyl gauge within
the RPA we identified quasiparticles of a dipolar nature,
whose position coincides with that of the electrons. In
the next section we carry out an analysis of the Chern-
Simons Hamiltonian that leads us to describe the same
low energy dynamics in terms of quasiparticles whose po-
sition is shifted with respect to that of the electrons.
III. SHIFTED QUASI-PARTICLES: A
HAMILTONIAN APPROACH
The Hamiltonian (1) represents the problem in terms
of two coupled sets of degrees of freedom, ψCS and aCS.
The dipolar field-theoretic approach to this Hamiltonian,
initiated by Murthy and Shankar13, is motivated by the
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hope that if transformed properly, the gauge field de-
grees of freedom should be decoupled from the fermionic
degrees of freedom at the long wavelength limit. The for-
mer would then describe a set of harmonic oscillators rep-
resenting the inter Landau level magneto plasmons, while
the latter would describe intra Landau level physics. An
insight into this long wavelength decoupling, as well as
into the K–invariance, is gained when the Hamiltonian
(1) is written as
HCS =
∫
dr
[
1
2m
|∇ψ
CS
|2 − gCS
(
1
2mnCS
)
gCS
+
(
aCS − gCS
1
nCS
)nCS
2m
(
aCS −
1
nCS
gCS
)]
+
1
2
∫
dr
∫
dr′(nCS(r) − n0)v(r− r
′)(nCS(r
′)− n0) (29)
In Eq. (29), the momentum density of the fermions is
gCS(r) ≡ −(i/2)[ψ
†
CS∇ψCS − (∇ψ
†
CS)ψCS], their density is
nCS(r) ≡ ψ
†
CS(r)ψCS(r), the r dependence of ψ ,g and n
is suppressed for clarity.
Given the form of the Hamiltonian, one is led to ap-
proximate nCS ≈ n0 inside the square brackets of (29),
and to write the Hamiltonian in momentum space as
(note that the area of the system is taken to be 1)
HCS≈
∑
k
k2
2m
ψ
CS
(k)ψ
CS
(−k)
−
1
2mn0
∑
q
gCS(q)gCS(−q) +
∑
q 6=0
nCS(q)v(q)nCS(−q)
+
∑
q
n0
2m
∣∣∣aCS(q)− 1
n0
gCS(q)
∣∣∣2 (30)
Our small Q model is the Hamiltonian (30) with all the
sums over q ranging between 0 < q < Q, and Q treated
as a small parameter. Physically, this model amounts
to considering the charge and the flux tubes of the com-
posite fermions as smeared over distance ∼ Q−1. Our
analysis below focuses on the kinetic part of the Hamil-
tonian. Thus, at this stage we omit the electron-electron
interaction part (v(q)). Its inclusion in the analysis below
is straightforward.
Within the small Q model, we employ the unitary
transformation suggested by Murthy and Shankar13,
U = exp i
1
2πφ˜n0
Q∑
q
gq × a−q (31)
in order to redefine the gauge field coordinates to be
aCS −
1
n0
gCS, and make the coupling between the rede-
fined gauge field and fermion coordinates vanish in the
long wavelength limit. Note that in Eq. (31), as in (30),
the sum over q is limited to 0 ≤ q < Q. In our notation
the operators before the transformation have a subscript
CS, while this subscript is missing from their transformed
counterparts. For example, the transformed Hamiltonian
H is defined by HCS = U
†HU .
Let us first consider the case Q = 0 in which the sums
in Eqs. (30) and (31) are limited to the q = 0 term. The
fermions and the oscillators are exactly decoupled by the
transformation, and the transformed Hamiltonian can be
written as,
HQ=0 =
1
2m
∣∣(−i∇− gq=0)ψ ∣∣2 + n0
2m
aq=0
2. (32)
The Hamiltonian (32) is manifestly K–invariant. The
source of that invariance is the invariance of the untrans-
formed Hamiltonian (29) to the gauge transformation
aCS(r)→ aCS(r) +K
ψ
CS
(r)→ eiK·rψ
CS
(r). (33)
This gauge transformation, which is analogous to Eqs.
(15) and (16), leaves the redefined gauge field coordinate
a = aCS −
1
n0
gCS unchanged. Thus it leaves unchanged
the energy stored in magnetoplasmons. Therefore, for the
total energy to be gauge invariant the energy stored in the
transformed fermionic degrees of freedom should be also
invariant under the gauge transformation, which shifts
the momentum of each fermion by K. As we see below,
for non zero Q the unitary transformation that redefines
aCS redefines the fermions and introduces a coupling be-
tween the transformed fermions and gauge fields. How-
ever, it is still true that in the smallQ limit the invariance
of the pre-transformed Hamiltonian HCS to the transfor-
mation (33) implies the K-invariance of the transformed
fermions.
A Hamiltonian similar to the first term in (32), with
the bare mass replaced by a renormalized one, was sug-
gested by Haldane as an effective Hamiltonian for low
energy excitations of the ν = 1/2 state18.
For a small but non-zero Q the momentum current
gq does not commute with other fermionic operators ap-
pearing in the Hamiltonian. Consequently we are un-
able to calculate the transformed Hamiltonian exactly,
but use the following small Q approximation: we neglect
all terms in the transformed Hamiltonian that involve
more than one integral over q, and calculate all response
functions by neglecting all diagrams that contain interac-
tion lines in which the momentum exchange is integrated.
These diagrams are neglected since the integration over
the momentum exchange is of the form
∫ Q
dq and yields
terms of higher order in Q. Their neglect constitutes the
random phase approximation (RPA).
As is well known, the RPA can be defined either by
a diagrammatic classification, as given above, or, equiv-
alently, by approximating commutation relations. The
operators whose commutation relation are relevant for
applying the unitary transformation at hand are the den-
sity ρq, the Cartesian components of the momentum den-
sity gα,q and the Cartesian components of the vector Cq,
which is defined by
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Cq ≡ i[HK ,gq] = i
∑
k
q · k
m
kψ†
k+ q
2
ψ
k−q
2
(34)
with HK ≡
∑
k
k2
2mψ
†
kψk.
The approximate commutation relations between these
operators are:
[ρq,gq′ ] = qρq+q′ ≈ qn0δq,−q′ (35)
[gα,q, gβ,q′ ] = q
′
αgβ,q+q′ − qβgα,q+q′ ≈ 0 (36)
[gl,q, Cl,q′ ] ≡ [qˆ · gq, qˆ
′ ·Cq′ ] ≈ i
3πn20q
2
m
δq,−q′ (37)
[gt,q, Ct,q′ ] ≡ [qˆ × gq, qˆ
′ ×Cq′ ] ≈ i
πn20q
2
m
δq,−q′ (38)
[gl,q, Ct,q′ ] = [gt,q, Cl,q′ ] = [Cα,q, Cβ,q′ ] = 0 (39)
Within this approximation scheme, the following sim-
ple relations hold between the pre- and post- transforma-
tion operators:
aCS(q) = aq +
1
n0
gq
ρCS(q) = ρq + i
q× aq
2πφ˜
+
i
2
q× gq
2πφ˜n0
gCS(q) = gq (40)
The transformation of [HK ]CS is more complicated. Car-
rying out the transformation to lowest order in Q requires
an expansion of the exponent (31) to fourth order. The
resulting transformation is the following, with each line
giving the contribution of one order in the expansion,
[HK ]CS = HK (41)
+
1
(2πφ˜)n0
Q∑
q
Cq × a−q (42)
−
1
2(2πφ˜)n20
Q∑
q
Cq × g−q +
π
2(2πφ˜)2m
Q∑
q
[3|q× aq|
2 + |q · aq|
2] (43)
−
π
2(2πφ˜)2n0m
Q∑
q
[3(q× aq) · (q× g−q) + (q · aq)(q · g−q)] (44)
+
π
8(2πφ˜)2n20m
Q∑
q
[3|q× gq|
2 + |q · gq|
2] (45)
We now use Eqs. (40) – (45) to calculate the transformed form of the Hamiltonian and the constraint. The Hamiltonian
is,
H(small Q) ≈
∑
k
k2
2m
ψ†kψk −
1
2mn0
Q∑
q
gqg−q +
π
8(2πφ˜)2n20m
Q∑
q
[3|q× gq|
2 + |q · gq|
2]
−
1
2(2πφ˜)n20
Q∑
q
Cq × g−q
+
1
(2πφ˜)n0
Q∑
q
Cq × a−q −
π
2(2πφ˜)2n0m
[3(q× aq) · (q× g−q) + (q · aq)(q · g−q)]
+
Q∑
q
n0
2m
∣∣∣(aq −Aq)∣∣∣2 + π
2(2πφ˜)2m
Q∑
q
[3|q× aq|
2 + |q · aq|
2]
+
Q∑
q
[
ρ(q) +
iq× a(q)
2πφ˜
+
i
2
q× g
2πφ˜n0
]
V−q (46)
This Hamiltonian is composed of several terms. Purely
fermionic terms include a kinetic energy, a current-
current interaction energy and an interaction term of
the form C × g. The current-current interaction has
two terms, the second and third in (46). The latter is
small, by a factor of q2/n, compared to the former. Pure
gauge field terms include the self energy of the magneto-
plasmons, which, too, has an additional term of order
q2. There are two types of fermion-gauge field coupling
terms, one coupling C to a, and one, of order q2, cou-
pling g to a. Finally, we have incorporated in this ex-
pression also a probing potential (Vq,Aq) (which may
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also be time dependent) for the future use of calculating
response functions.
The Chern-Simons constraint is transformed to the
constraint (6):
ρ(q) =
i
2
q× gq
2πφ˜n0
(47)
The transformed constraint commutes with the trans-
formed Hamiltonian. This observation reflects the
consistency of our approximation scheme, since the
pre-transformed constraint commutes with the pre-
transformed Hamiltonian.
Eq. (6) together with Eq. (40) leads to the identifica-
tion of the electronic density as,
ρCS(q) = i
q× gq
2πφ˜n0
+ i
q× aq
2πφ˜
(48)
The first term indicates that zˆ × g/(2πφ˜n0) is a dipolar
field. Thus, a transformed fermion carrying a momentum
k carries an electronic dipole moment ezˆ×k/(2πφ˜n0), as
one expects from a dipole in a magnetic field26. Since
the spectrum of the oscillators is gapped, with the low-
est frequency being the electronic cyclotron frequency,
their response to a driving force of low frequency ω is
small by a factor ω/ωc, compared to that of the dipoles.
Thus, the contribution of the oscillators to the electronic
charge density (48) is negligible, and we may approxi-
mate ρCS(q) ≈ 2ρ(q) = iq× g/(2πφ˜n0). As explained in
the introduction, the factor of 2 between the electronic
density ρCS and the quasi-particle density ρ indicates the
shifting of the quasi-particle position from the electronic
one.
The electronic physical current je may be identified by
taking the derivative of the Hamiltonian (46) with re-
spect to A. To leading order in Q, it is,
je =
n0
m
(a−A) (49)
It is expressed in terms of the oscillators alone, and has
a prefactor n0/m. An oscillators’ response of order ω/ωc
results, then, in an electronic current that is independent
of the mass.
We now turn to calculate response functions of the
ν = 1/2 state using the decoupled Hamiltonian (46), the
Chern–Simons constraint (6) and the expression (48) for
the electronic density. Most particularly, we are inter-
ested in the density response ρ(q, ω) to a scalar poten-
tial V (q, ω), so we may set A = 0. Furthermore, we
are interested in the limit of low frequency ω ≪ ωc and
long wavelength q ≪ kF, in which the fermions’ response
is much stronger than the oscillators’. Thus, we may
set the magnetoplasmons frozen in their ground states
and replace a in the Hamiltonian (46) by its expectation
value, zero. We are then left with the dipoles, whose den-
sity response to V we calculate within RPA. Generally,
within RPA one first calculates the response functions of
free fermions, denoted by Π, and then approximates the
response function of the interacting fermions, K, by,
K−1 = Π−1 + V (50)
where V is the fermion-fermion interaction.
In the present case Π,V ,K are all 5 × 5 matrices. To
understand that unusual dimension, we note that the in-
teraction terms in the Hamiltonian (46) couple g and
C, and we are interested in the density response. Thus,
Π,V and K must have ρ, Cl, gl, Ct, gt entries, which we
label by indices i, j running from 0 to 4.. The matrix Π
is the response matrix of free fermions, namely fermions
subject to the Hamiltonian HK . This generates a simple
relation between terms involving g and C in Π. The cal-
culation of the matrix elements of Π is straightforward,
and is given in the Appendix. It results in,
Π =


Π00 iqn0 + i
mω2
q Π00
mω
q Π00 0 0
−iqn0 − i
mω2
q Π00
3π(qn0)
2
m +mn0ω
2 −iω(mn0 +
(mω)2
q2 Π00) 0 0
mω
q Π00 iω(mn0 +
(mω)2
q2 Π00) mn0 +
(mω)2
q2 Π00 0 0
0 0 0 π(qn0)
2
m + ω
2Πtt −iωΠtt
0 0 0 iωΠtt Πtt


(51)
In (51) we used the notation Π00 for the density-density response functions of free fermions and Πtt for the transverse
current-current response functions of free fermions. In the limit of small q, ω, with ω/q → 0,
Π00 =
m
2π (1 +
iω
vF q
)
Πtt = n0m−
q2m
24π +
i2n0ωm
2
kFq
.
(52)
as one sees in (23).
The interaction matrix V is read off from the Hamiltonian (Eq. 46):
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V =


0 0 0 0 0
0 0 0 0 1
4πφ˜n2
0
0 0 − 1mn0 +
q2π
4m(2πφ˜n0)2
− 1
4πφ˜n2
0
0
0 0 − 1
4πφ˜n2
0
0 0
0 1
4πφ˜n2
0
0 0 − 1mn0 +
3q2π
4m(2πφ˜n0)2


(53)
Combining Eqs. (50), (52), (51) and (53) to calculate
the matrix K, we find that as long as ω 6= 0 the matrix
elements of K satisfy the constraint (6). Since the shifted
quasi-particle density is just half of the electronic density,
the electronic density-density response function is four
times that of the shifted quasi-particles, i.e., it is 4K00.
Calculating that element, we find it to equal Eq. (25)
with v(q) turned to zero. Including the electron-electron
interaction in the matrix V reproduces exactly Eq. (25),
which is the electronic density-density response func-
tion calculated either by using electron centered quasi-
particles or by using the FCS approach. Thus our Hamil-
tonian approach, which describes quasi-particles that are
shifted away from the electrons, yields the same response
functions as our Lagrangian approach, which described
electron centered quasi-particles.
The calculation outlined in the previous paragraph is
carried out for a non-zero ω, and its ω → 0 limit yields
the FCS result for the static limit. The ω = 0 case can be
directly calculated from Eqs. (50), (52), (51) and (53),
but some care is necessary, as there are two subtle points.
First, at ω = 0, for all q, the matrix K−1 has a zero eigen-
value. This eigenvalue corresponds to a fluctuation in gl,
coupled to the Ct. Thus, when inverting the matrix, one
must work in the subspace orthogonal to this eigenmode,
which is the 3× 3 subspace spanned by ρ, gt, Cl. The in-
finite susceptibility corresponding to the zero eigenvalue
is not a problem, because there is no physical observable
or force field which couples to the mode. The mode can
be understood as a remnant of the gauge invariance of
the original problem, where an arbitrary longitudinal mo-
mentum density could be added and compensated by a
change in the longitudinal aCS, with no change in energy
or any other physical property. A similar zero mode was
found in Section II, in the simpler case of a 2×2 matrix.
The second subtle point is that the commutativity of
the constraint (6) with the Hamiltonian (46) causes the
constraint to be satisfied automatically only for ω 6= 0.
Exactly at ω = 0, the constraint needs to be imposed
explicitly, as by adding a term to the energy which be-
comes very large if the constraint is violated. Specifi-
cally, we add to the matrix V , defined in (53), a matrix
V ′ij = λU
∗
i Uj , with
Uj = δj0 − iqδj4/(4πφ˜n0) (54)
and λ→∞.
The agreement we find between the density-density re-
sponse functions calculated using the dipolar quasiparti-
cle approach and the FCS approach also extends to other
physical quantities, such as the quasiparticle effective
mass, as will be discussed in Section V below. First, how-
ever, we shall discuss further the physical meaning and
some mathematical consequences of the small Q model,
in Section IV.
Before concluding this section, we note that unlike the
Q = 0 Hamiltonian, the Hamiltonian (46) is not exactly
K-invariant. A boost of the fermions’ momentum by K
does affect their energy, but this effect is of high order
in Q. To find out what that order is, we note that shift-
ing the momentum of each particle by K amounts to the
shift g(q)→ g(q)+Kρ(q). With this shift, we find that
the Hamiltonian (46) acquires some new components, of
which the most important one is,
−
Q∑
q 6=0
[
K · gqρ−q
mn0
+
K2ρqρ−q
2mn0
]
(55)
Due to isotropy, the expectation value of the first term
must vanish if the unshifted state is centered around zero
momentum. As for the second term, its expectation value
is
δE(K) = −
Q∑
q 6=0
K2
2m
〈ρqρ−q〉 = −
Q∑
q 6=0
K2
2mn0
S(q) (56)
For a Fermi liquid of particles interacting via short-
range interaction in two dimension, S(q) ∼ q so that
δE(K) ∼ Q3. In the presence of interactions of longer
range, the power of Q gets even larger. The current–
current interaction between the fermions at hand makes
this power larger as well. Thus, the Hamiltonian (46)
satisfies the K-invariance, at least to order Q2, for small
Q; but it does not do so at high orders in Q, and there-
fore violatesK-invariance seriously for large values of the
cutoff Q.
IV. COMMENTS ON THE SMALL Q LIMIT
In this section we make several comments regarding the
small Q model we use. First, it is instructive to identify
the electronic problem whose composite fermion formu-
lation is our small Q model. In the small Q composite
fermion problem each fermion carries two flux quanta
anti-parallel to the external magnetic field, as well as a
charge −1, both smeared over a distance Q−1. To trans-
form back from composite fermions to electrons we undo
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the Chern–Simons transformation by attaching two un-
smeared flux quanta to each composite fermion, parallel
to the external field direction. The electronic problem we
get is that of electrons at filling factor ν = 1/2 that carry
a charge smeared over a distance Q−1, and a total of zero
magnetic flux. This total flux, however, is made of two
smeared flux quanta anti-parallel to the external field and
two δ-function flux quanta parallel to the field. Due to
the smeared flux, a moving electron exerts a transverse
electric field on all electrons within a distance Q−1. This
electric field is proportional to the velocity of the elec-
tron, which is of order 1/m. Thus, the ground state of
electrons experiencing this kind of interaction is not made
solely of states from the lowest Landau level, and the ef-
fective mass of these electrons should not be expected to
renormalize to a scale determined by Coulomb electron-
electron interaction. This observation explains why the
bare mass does appear in the RPA response functions
such as Eq. (25).
As we mentioned in previous sections, barring phase
transitions, we expect that, in the small Q limit, the ran-
dom phase approximation becomes exact for response
functions. We now elaborate on that point. The RPA
amounts to calculating the response functions for a par-
ticular wavevector and frequency q, ω by summing all di-
agrams in which all the interaction lines are constrained
to carry the momentum q and energy ω. In other words,
the RPA neglects all the diagrams that contain interac-
tion lines in which the momentum exchange is summed
over. Examples of both types of diagrams are shown in
Fig. 2.
q,ωq,ωq, ωq,ω
ωq, q’,ω’
Fig. 2 : a. (top) A diagram included in the RPA for the density-
density response functions. The momentum flowing in the interaction
line is restricted to be the external momentum q. b (bottom). A
diagram neglected by RPA. The momentum in the interaction line is
summed over.
Consider now one of the diagrams that are neglected
by RPA. The sum over momentum exchange by the in-
teraction is limited to 0 < q ≤ Q, and in the limit of a
large system, this sum may be replaced by an integral
over 0 < q < Q. If this integral is dominated by its
upper cut-off then for small Q, the contribution of the
diagram is at least of order Q2. To lowest order in Q,
it may therefore be neglected. (Note that this does not
constitute a neglect of the interaction altogether. Inter-
action lines appear in the RPA diagrams, in which their
momentum is not summed over).
Unfortunately, the smallness of Q does not always
make the contribution of a diagram negligible, even if the
momentum exchange is summed over. Exceptions are di-
agrams in which the integrand diverges sufficiently fast
at small wave vectors that the integration over momen-
tum exchange is dominated by an infra-red cut-off. In
these cases the result may be independent of (or weakly
dependent on) Q. An example of this is found in the
computation of the composite fermion effective mass.
It is well known that, using the FCS approach, one
finds a divergence in the quasiparticle effective mass at
the Fermi energy6,20, which has a logarithmic form in the
case of Coulomb interactions between electrons. This di-
vergence also occurs if an upper momentum cutoff Q is
incorporated into the FCS calculation. Moreover, the co-
efficient of the logarithm is independent of the value of
Q. However, the logarithmic contribution only occurs
for quasiparticles whose distance from the Fermi surface
is smaller than order Q2, which is a very small region
of phase space when Q is small. (For the case of short
range interactions, the divergence in the effective mass
is found to be stronger than in the Coulomb case, but
it only occurs for quasiparticles whose wavevectors are
closer to the Fermi surface than a distance of order Q3.)
We shall see in the next Section that similar singularities
are found in the dipolar approach as well.
If the singularity in the quasiparticle effective mass
were to carry over to the density-density response func-
tion, we would expect that the RPA results would become
invalid at very small wavevectors, say for q ≪ O(Q2), in
the Coulomb case. The RPA would still be valid, and
non-trivial, in the range O(Q2) < q < O(Q), so that
the agreement between the FCS and dipolar approaches
found in the previous section would at least be meaning-
ful in that range. However, all existing analyses of these
singularities at ν = 1/2, by perturbative methods, renor-
malization group, 1/N expansion and bosonization find
the self energy singularities to cancel out from response
functions, and the response functions to be regular at
small q20–22. Thus, the identification of the small Q limit
with RPA, for response functions, appears to be correct
for arbitrarily small wavevector q.
V. FERMION GREEN’S FUNCTION AND THE
EFFECTIVE MASS
In this section, we discuss the one-fermion Green’s
function, and the effective mass which may be derived
from it, comparing results from the FCS and dipolar-
quasiparticle approaches. (Here, we restrict ourselves to
the case of shifted quasiparticles, as derived in Section
III using the Hamiltonian approach.)
The imaginary part of the one-fermion Green’s func-
tion G(k, ω) describes the spectral resolution of the state
where a composite fermion of momentum k is instan-
taneously added to or removed from the ground state.
Naturally, the Green’s function depends on the precise
definition of the injected particle, and will clearly depend
on the gauge that is used, if there are any vector poten-
tials coupling to the fermion. However, if the Green’s
function contains a sharp pole which can be identified as
arising from a low-energy quasiparticle excitation, then
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the behavior of the quasiparticle energy ǫk near the Fermi
surface should be well defined and should be independent
of the precise definition of the bare injected quasiparticle,
as long as there is a reasonable degree of overlap between
the bare particle and the low-energy excitation.
A. Effective mass
The effective mass m∗ is defined by
kF/m
∗ ≡ dǫk/dk (57)
in the limit k → kF. At least in the case of Coulomb
interactions, it is expected that the decay rate of a quasi-
particle should be small compared to the real part of the
energy, near the Fermi surface, so that the m∗ is well
defined in this limit.
Although the effective mass does not appear directly
in the density-density correlation function at long wave-
lengths and low frequencies, it is nevertheless measur-
able, in principle. For example, in a system precisely at
ν = 1/2, with no impurity scattering, the specific heat
at low temperatures can be related to m∗. Similarly,
the behavior of m∗ near the Fermi surface at ν = 1/2
determines the asymptotic form of the energy gaps in
the principal quantized Hall states, ν = p/(2p + 1), for
p→∞6,20.
As was mentioned previously, in the FCS approach a
perturbative calculation of the composite fermion self en-
ergy leads to the discovery that the composite fermion
effective mass depends on energy, and diverges as the
energy of the composite fermion gets close to the Fermi
energy. This divergence is of the infra-red type, resulting
from the interaction of the fermion with low-energy trans-
verse fluctuations in the Chern-Simons gauge field, which
result, in turn, from long wavelength low- frequency fluc-
tuations in the fermion density, due to the constraint
∇ × aCS ∝ ρ
e (Eq. 2). The divergence is found already
at the RPA level, as a result of the contribution to the
self-energy from the diagram shown in Fig (4.a), but it
has been argued to be valid exactly, at least in the case of
Coulomb interactions20,23. A detailed discussion of the
effective-mass divergence in the FCS approach is given in
Ref. 20.
In the Murthy-Shankar calculation, by contrast, the
composite fermion mass was found to be renormalized
from its bare value to a constant m∗, independent of the
momentum and energy of the fermion. The value of m∗
was determined by the strength of the electron-electron
interaction and was independent of the bare mass. How-
ever, this result depended crucially on several aspects of
the approximation used by MS, including particularly the
fact that the ultraviolet cutoff in their theory was cho-
sen to be precisely equal to kF. There were no infrared
divergences in their approximation.
Motivated by these findings, we now study the effec-
tive mass within our small Q model, using the formalism
of Section III. With respect to the infra-red divergence,
we may envision several possible scenarios: the effective
mass divergence may be discovered as resulting from the
Hamiltonian (46); it may result from terms which are
of higher order in Q, and are therefore absent from the
Hamiltonian (46); or it may be absent here altogether, a
result which would raise questions about the results ob-
tained from the FCS approach. We find the first scenario
to happen. With respect to the ultra-violet renormaliza-
tion, we may expect to find a smaller renormalization
than the one found by MS, since we take Q to be small.
We indeed find this to be the case, and clarify the differ-
ent regimes at which each of the two calculations domi-
nate.
We first note that a Hartree-Fock treatment of the
Hamiltonian (46) leads, in the small Q limit, to a small
renormalization of the bare mass, of order Q. To leading
order in Q the Hartree-Fock contribution to the self en-
ergy, ΣHF is dominated by the second term in (46). It is
described by the diagram in Fig. (3), and is given by
ΣHF (k, E) = −
1
mn
∑
0<|q|<Q
(1 − nF (k+ q)) (58)
where nF is the Fermi occupation number. Since ΣHF
depends on wavevector only, it leads to a mass renormal-
ization according to,
1
m∗
−
1
m
=
1
kF
∂ΣHF
∂k
= −
2Q
mπkF
(59)
This renormalization has a similar source as the one
found by MS.
Fig. 3: The Hartree-Fock diagrams. The zig-zag interaction line
in these diagrams represent bare g · g interaction (cf. Eq. (46). The
fermionic lines represent bare Green functions. As usual, the Hartree
diagram (left) does not make a contribution. The Fock diagram (right)
leads to Eq. (58).
Going beyond the Hartree-Fock approximation, we re-
place the bare g ·g interaction by the dressed one, which
means that we must include in the self-energy the di-
agram shown in Fig (4.b), as well as the Hartree-Fock
term of Fig. (3). The contribution of Fig (4.b) leads to
the same infra-red singularities as in the FCS approach,
including the same divergence of the effective mass. The
role played in the FCS approach by the interaction with
transverse gauge field fluctuations is now played by the
transverse part of the second term in Eq. (46), namely
the transverse part of the fermion current-current inter-
action. The transverse fermion 〈gg〉 propagator is related
to the electronic density response function (25), at low
frequencies, by the constraint ∇× g ∝ ρe (Eq. 3), which
makes its q, ω dependence exactly identical to that of the
transverse gauge field propagator in the FCS approach,
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and leads to the same infra-red singularities in perturba-
tive calculations. (We have already seen that the electron
density-density propagator is the same, at the RPA level,
in both approaches.)
The divergence ofm∗ as a function of the energy E is a
consequence of the strong dependence of the self-energy
on E. This dependence results from virtual processes of
energy transfers ∼ E and momentum transfer of order
q0 ∼ E
1/3 for short range interaction and q0 ∼ E
1/2
for 1/r Coulomb interactions. If E is larger than or-
der Q3 (or Q2 in the Coulomb case), the dependence of
the self energy on E weakens and the mass renormaliza-
tion from Fig (4.b) becomes small. In that regime, the
biggest contribution to the mass renormalization comes
from the Hartree-Fock term previously discussed, which
gives an effective mass which is independent of the en-
ergy or wavevector of the quasiparticle, provided that the
quasiparticle energy ǫk is still small compared to Q/vF.
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Fig 4 : (a). The fermion self energy in the FCS approach. Here, a
wiggly line is a Chern–Simons interaction, and the elliptic full bubble
represent the electronic density-density correlation function. The two
wiggly lines combined with the full bubble form the transverse gauge
field propagator 〈atat〉 due to the Chern–Simons constraint, (2). (b).
The fermion self energy in the shifted quasiparticle picture is the sum
of this diagram and the Fock diagram in Fig. 3. A zig-zag line is a
bare transverse momentum interaction, while the full diamond shaped
bubble is the 〈gtgt〉 correlation function. At low frequencies, this corre-
lation function is related to electronic density-density response function
(the elliptic bubble of (a)) by the relation (48). At high frequencies the
gtgt interaction is dominated by the bare term in Fig. 3, as explained
in the text.
In the FCS approach, one can obtain a contribution
to the effective mass identical to that of the Hartree-
Fock diagram in the present approach by including in
the self-energy of Fig (4.a) the contribution to the trans-
verse gauge fluctuations arising from the high-frequency
Kohn mode. Since this contribution does not lead to any
singularity at low energies, it has generally been ignored
in the FCS literature.
We believe that the general state of affairs, which we
find to hold for small Q, holds also for the physical case
where no upper cut-off Q exists. For low enough energies,
the effective mass is determined by singular infra-red con-
tributions, and diverges close to the Fermi surface. The
leading singularity in the effective mass is independent
of Q, at least in the case of Coulomb interactions. This
is another manifestation of the statement made in Ref.
( 20): the leading singularity in m∗ is captured exactly
by the perturbative calculation. For high enough ener-
gies, on the other hand, the effective mass is determined
by the short distance behavior of the interaction. In the
physical case, unlike the small Q limit, the high energy
effective mass is renormalized from the bare mass scale
to a scale determined by electron-electron interaction.
The fact that the low-energy divergence of the effec-
tive mass depends on the range of electron-electron in-
teraction leads us to express a word of caution regarding
numerical calculations of the effective mass. The singu-
lar q, ω dependence of Eq. (25), in all its derivations,
is obtained by summing infinitely many terms (the RPA
geometric series), where the n’th term represents the am-
plitude for excitation of n particle-hole pairs. Numerical
calculations based on trial wavefunctions often calculate
the effective mass by comparing the energy of a ground
state with the energy of an excited state with one excited
particle hole-pair. Although Jain type trial wave func-
tions used in these calculations are not the wave func-
tions that emerge from our analysis, they are not unre-
lated (see the discussion by MS13). Moreover, the trial
wave functions used in numerical calculations are con-
structed in a way which is independent of the range of
electron-electron interaction. Thus, we believe that cal-
culations done using these wavefunctions are very use-
ful in understanding the behavior of the effective mass
at high energies, but are not able to discover the infra-
red divergence at low energies, which depends strongly
on the range of electron-electron interaction and results
from many particle-hole pairs being excited.
B. Quasiparticle-weight in the fermion Green’s
function.
As has been noted in the literature, the amplitude z of
the single-quasiparticle contribution to the Green’s func-
tion for the bare composite fermion of the FCS approach
actually vanishes in the thermodynamic limit and at low
energies. In fact there are two separate reasons for this.
The first point, noted by HLR6, is that, in the Coulomb
gauge, the operator which inserts a bare composite
fermion at some instant of time will excite a number nm
of long-wavelength magnetoplasma modes, whose mean
value diverges logarithmically with the size of the sys-
tem. This means that the probability of winding up in
the ground state of the magnetoplasma modes falls off
as a power of the area of the system, and the quasiparti-
cle amplitude z must fall off accordingly. Although this
effect is an infrared divergence in the sense that it de-
pends on the size of the system, it is not sensitive to
the wavevector or energy of the quasiparticle, since the
responsible fluctuations are at very high energy. In fact,
the problem occurs equally well for a fractional quantized
Hall state, with an energy gap, as it does for ν = 1/2.
Within the HLR formalism, this diverging contribution
arises from interactions of the bare composite fermion
with fluctuations in the Chern-Simons scalar potential
associated with the magnetoplasmon modes.
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The diverging renormalization of z due to magneto-
plasmon modes does not occur for the dipolar fermions
we consider here, because the fermions are decoupled
from the oscillators at long wavelengths. This makes
sense, because the fermion Green’s function here de-
scribes the propagation of an added composite fermion
after all states with non-zero oscillator occupation have
been eliminated.
The second type of divergent renormalization of the
quasiparticle weight z, encountered in the FCS approach,
is an infrared divergence, resulting from interactions with
fluctuations in the transverse Chern-Simons field due to
the low-frequency density mode. This renormalization
of z arises from the same frequency-dependent contribu-
tion to the self-energy as is responsible for the infra-red
singularity in the effective mass. This renormalization is
present equally well for the dipolar fermions considered
in the present section. The quasiparticle weight is thus
predicted to vanish as a power of the quasiparticle energy
E, in the case of short-range interactions, and to vanish
as 1/ logE in the case of Coulomb interactions.
The fact that the quasiparticle weight in the one-
fermion Green’s function vanishes at low energies does
not lead to any major effects in the density-density re-
sponse, as has been previously noted, because all the di-
verging contributions are cancelled in this case21. The
diverging contribution of the long-wavelength magneto-
plasmons which led to a vanishing of the quasiparticle
weight in the one-fermion Green’s function of the FCS
theory is absent in the density response function because
of the opposite signs of the interaction for the particle
and the hole. (This has been discussed explicitly in Ref.
27)
Finally, we must note that in calculating the one-
fermion Green’s function for our dipolar quasiparticles,
we have implicitly assumed that the initial state has zero
total momentum, as well as vanishing amplitude for all
the unphysical modes of the longitudinal momentum den-
sity, which occur at zero-frequency and non-zero q. (This
is similar to fixing the gauge when calculating the Green’s
function for a charged particle.) Clearly, if we considered
the physically equivalent state obtained by adding a con-
stant momentum K to every fermion, we would find a
Green’s function where the Fermi surface was itself dis-
placed by the constant momentum. If one averaged the
Green’s function over a set of physically equivalent initial
states with different values of K one would lose all useful
information, as would also happen if one averaged over
initial states with non-zero amplitudes in unphysical zero
frequency and non-zero q modes.
VI. LARGE Q: FERMI LIQUID PICTURE
A. General conjectures
In the previous sections we discussed in detail a model
in which the random phase approximation is exact. In
this section, we conjecture the form of a Fermi liquid the-
ory for the dipolar quasiparticles which describes the elec-
tronic response functions for the physical case, in which
there is no momentum cut-off Q, and discuss what fea-
tures of the RPA are expected to remain valid in the
physical case.
As we saw in previous sections, there are various dif-
ferent formulations of the small Q limit, such as the
electron-centered and shifted quasiparticles. Naturally,
this ambiguity carries over to the physical case. Below,
we first enumerate four assumptions which we believe to
be common to all Fermi-liquid descriptions of the ν = 1/2
state in terms of dipolar quasiparticles. We then consider
the static limit and show that these assumptions are al-
ready sufficient to establish that the electronic system is
compressible. In a second step, we specify to electron-
centered quasiparticles and discuss the dynamic density-
density response function.
We conjecture that any Fermi-liquid theory of the
ν = 1/2 state in terms of dipolar quasiparticles will sat-
isfy the following four assumptions:
1. The electronic density is to be described in terms
of low-energy quasi-particles and high-energy mag-
netoplasmons. The low energy quasi-particles are
neutral, and carry an electric dipole moment pro-
portional and perpendicular to their momentum.
Thus, in the limit of small q and ω, the electronic
density ρe and the quasi-particle momentum den-
sity g are related by
ρe =
iq× g
2πφ˜n
. (60)
This relation was found to hold in the RPA ap-
proach for both electron-centered and shifted quasi-
particles.
The relation (60) is valid precisely at ν = 1/2. If an
infinitesimal driving force is applied to the system
by means of a vector potential Aq,ω then Eq. (60)
has to be modified to,
ρe =
iq× g
2πφ˜n
+
iq×A
2πφ˜
. (61)
This means that if the electron-density ρe tracks
the magnetic field, so that the system is everywhere
locally at ν = 1/2, we still have q× g = 0.
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2. The low energy quasi-particles form a Fermi liquid
characterized by response functions that are regu-
lar in the small q, ω limit. Moreover, we assume
that this liquid is compressible.
3. The Fermi liquid theory satisfies K-invariance, i.e.,
the quasi-particles’ energy is invariant to a shift
of the Fermi surface by a constant K. Moreover,
the invariance holds even for a position dependent
boost such as K = K0 cos(q · r), with K0||q. Put
in different words, this Fermi liquid possesses zero-
energy excitation modes at small non-zero values of
q, associated with static longitudinal fluctuations in
the momentum density g. This assumption carries
over from the RPA results. The zero-energy modes
do not appear in any physical observables.
4. The quasi-particle density ρ is related to the elec-
tronic density ρe (or, alternatively, to the quasi-
particle momentum density g due to Eq. (60)) in a
non-singular manner in the limit q → 0. For small
Q, we found ρ(q) ∝ ρe(q) with the proportional-
ity constant varying between different descriptions.
We assume that the proportionality relation con-
tinues to hold for large Q, though the constant of
proportionality may be modified in some of the de-
scriptions.
In our discussions we ignore the possibility of infrared
divergences in the quasiparticle effective massm∗, and we
implicitly assume that the decay rate of a quasiparticle is
small compared to its energy. These assumptions should
be literally correct if the electron-electron interaction is
longer range than 1/r. The arguments go through with
relatively minor modifications in the case of Coulomb in-
teractions, where there is a weak logarithmic divergence
of the effective mass, and the quasiparticle decay rate is
asymptotically small compared to the energy20. It is not
clear how much of the Fermi-liquid description can be re-
tained for short-ranged interactions, however, where the
quasiparticle decay rate is predicted to be proportional
to the energy, as one approaches the Fermi surface.
B. Static response
Making the assumptions above, we now show that the
ν = 1/2 state is compressible. An electronic system is
compressible if the energy cost involved in producing a
(static) modulation δρe(q) of the electronic density is fi-
nite for q → 0. (Here, we exclude the direct Coulomb en-
ergy of the density fluctuation, which, of course, diverges
for q → 0.) In the present case, due to assumptions (1)
and (4), a modulation δρe in the charge density is associ-
ated with both a quasiparticle momentum density δg (of
order q−1) and a quasiparticle density modulation δρ (of
order q0). The energy cost associated with a small δρe
can then be written as,
δE(δρe) =
1
2
A(δg)2 + Bδgδρ+
1
2
C(δρ)2 (62)
In this expression, A should vanish at least as fast as q2
for small q, as a consequence of K invariance and the as-
sumption (2). The energy cost associated with the first
term of (62) is then finite. In the second term, B must
be at least of order q as a consequence of assumption
(2), and thus the energy cost associated with this term
is finite. Finally, the assumption of a compressible quasi-
particle Fermi liquid requires C to be a constant in the
limit q → 0. Combining all terms in (62) we find δE(δρe)
to be finite.
C. Dynamical response
Generally, dynamical response in Fermi liquid theory
is analyzed by means of a Boltzmann equation, which
describes the non-equilibrium state of the liquid in terms
of the function δn(k, r, t), the deviation of the quasipar-
ticle distribution function from the equilibrium Fermi-
Dirac function. At zero temperature one may write
δn(k, r, t) = (2π/m∗)δ(ǫk − µ)ν(θ, r, t) (where θ is the
angle of the vector k with the x-axis), and expand
ν(θ, r, t) =
∑
l νl exp(ilθ). The quasi-particle density is
then ρ(r, t) = ν0(r, t), while the two components of the
kinetic momentum density are
gx(r, t) + n0Ax(r, t) ≡
∑
k
kx δn(k, r, t)
=
1
2
kF(ν1(r, t) + ν−1(r, t))
gy(r, t) + n0Ay(r, t) ≡
∑
k
ky δn(k, r, t)
=
i
2
kF(ν1(r, t) − ν−1(r, t)) (63)
where A(r, t) is an infinitesimal externally applied driv-
ing vector potential. Note that in the presence of A(r, t)
the vector k is the kinetic momentum, k = p+A, rather
than the canonical momentum p. The energy ǫk is thus
unaffected by the vector potential and the equilibrium
Fermi sphere remains centered at k = 0.
The kinetic momentum density is distinguished in
Fermi liquid theory from the quasi-particle current,
which is expressed in terms of ν±1 and the (dimension-
less) Landau parameters F±1 as,
jx =
1
2v
∗
F
((1 + F1)ν1 + (1 + F−1)ν−1)
jy =
i
2v
∗
F
((1 + F1)ν1 − (1 + F−1)ν−1)
(64)
It is convenient to work in momentum-frequency rep-
resentation, so from now on, ν(θ) and νl will be implicitly
assumed to depend on q and ω. The Boltzmann equation
for ν(θ) in the presence of an electric field E ∝ eiq·r−iωt
is,
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− iων(θ) + iv∗F q cos θ[ν(θ) + δν(θ)] = −
kF
2π
E · nˆ(θ) (65)
with nˆ(θ) = (cos θ, sin θ) and δν(θ) =
∫
(dθ′/2π)F (θ −
θ′)ν(θ′). The angular Fourier components of the quasi-
particle interaction function F (θ−θ′) are the Landau pa-
rameters. The field E is the self-consistent electric field,
including both the external probing field and the field
produced by the long-range Coulomb potential arising
from the induced inhomogeneities in the electron density.
Eq. (65) easily yields a continuity equation ωρ = q · j.
In our case, however, the quasi-particle density ρ and
current j may be related to the electronic density ρe
and current je in a non-trivial way. In fact, this rela-
tion depends on the particular description we choose, and
varies between Section (II) and Section (III). To be spe-
cific, we now assume that we may construct a Fermi liq-
uid description in which the quasi-particles are electron-
centered, as in Section (II), i.e.,
ρe(q) = ρ(q). (66)
By the continuity equation, Eq. (66) fixes the longitu-
dinal component of the electronic current to be the pro-
jection of Eq. (64) onto the direction of q. Furthermore,
Eq. (61), when combined with Eqs. (64) and (66), allows
us to identify,
F±1 = −1±
m∗
n0
ω
2πφ˜
. (67)
This expression for F±1 is reminiscent of the results of
Section (II). In the static limit ω = 0 we have F±1 = −1.
Generally, the cost in the total energy (E − µN) associ-
ated with a spatially slowly varying infinitesimal static
deformation ν(θ) of the Fermi sea is proportional to∑
l(1+Fl)|νl|
2. A small uniform boost of the Fermi sea by
momentum K is described by ν±1 ∼
1
2 (Kx± iKy). Thus,
F±1 = −1 eliminates any energy cost associated with this
uniform boost of the Fermi sea in the zero-frequency limit.
This is precisely the statement of K invariance. Note
that in this description K-invariance is not an indepen-
dent assumption but rather results from Eqs. (60) and
(66). At non-zero ω Eq. (67) has the unusual feature of
being dependent on the frequency. While the frequency
dependence of F1 is hard to interpret in the context of
an energy functional, it can be quite naturally included
in a Boltzmann equation.
We now turn to use the Boltzmann equation for study-
ing the current j induced, in linear response, by an elec-
tric field E. Before doing so, we make three comments
of caution. First, we note that the considerations above,
which identified jel with jl, do not identify j
e
t with jt.
In fact, such an identification does not hold even in the
small Q limit (cf. Eq. 19). Consequently, we are able
to draw conclusions only with regard to the longitudinal
electronic current response. Second, we note that since
we are not able to calculate the Landau parameters Fl for
l 6= ±1, the information we may obtain from the Boltz-
mann equation is limited. And third, as usual, the semi-
classical Boltzmann equation does not properly account
for the quasi-particle Landau diamagnetism, which, as
we saw in Secs. (II) and (III), affects the electrons’ com-
pressibility. Its effect has to be included in the equation
by hand.
As explained in detail in Refs. 12 and 28, generally the
effect of F±1 on response functions can be understood by
the following procedure: we write the Boltzmann equa-
tion as
− iων(θ) + iv∗F q cos θ[ν(θ) +
∫
(dθ′/2π)F˜ (θ − θ′)ν(θ′)]
= −
kF
2π
(E+Eeff) · nˆ(θ). (68)
where
Eeff = −
2πiω
k2
F
[(F1 + F−1)g+ i(F1 − F−1)zˆ× g] , (69)
and F˜ (θ) = F (θ)−F1e
iθ−F−1e
−iθ. (The Landau param-
eters F˜l corresponding to F˜ (θ) are those corresponding
to F (θ), except for the case l = ±1, in which F˜±1 = 0).
For our particular values of F±1 (Eq. (67)) and given
Eqs. (63) and (64), we get
Eeff = −2πφ˜zˆ× j−
iω
n0/m∗
j. (70)
The second term in (70) is O(ω) smaller than the first,
and can therefore be neglected.
If we define a conductivity tensor σ(q, ω) by j = σE,
and a “quasiparticle conductivity tensor” σ∗(q, ω) by
j = σ∗(E + Eeff), then the two quantities are related
by
σ−1 = (σ∗)−1 + 2πφ˜
(
0
1
−1
0
)
. (71)
The quantity σ∗(q, ω), in turn, is the linear response
function which gives the relation between induced cur-
rent and the electric field for a conventional Fermi liquid,
with effective mass m∗ and Landau parameters F˜l.
Eq. (71) also clarifies the relation between the Fermi
liquid picture we develop here from the dipolar approach
and the Fermi liquid picture developed in the FCS ap-
proach. In the latter one gets Eq. (71) with one more
term on the right hand side, given by iωn0 (m
∗ −m). This
term does not affect the response at low frequency, but
is essential for getting the correct electronic response at
ω ≈ ωc, particularly Kohn’s mode. Thus, our dipolar
picture, which we confined to low frequency, coincides
with the FCS approach in that limit12,28.
As we emphasized before, only one component of
σ(q, ω), namely σll(q, ω), can be ascribed a physical
meaning. The electronic density-density response func-
tion is related to that term by
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Keρρ(q, ω) =
1
v(q) − iω/q2σll
. (72)
In the limit ω, q → 0 and ωq → 0, this takes the form,
Keρρ(q, ω) =
1
v(q) + C˜ − i(2πφ˜)2 2n0ωkFq3
. (73)
where C˜ is the inverse compressibility of the Fermi liquid,
C˜ = 2π(1 + F0)/m
∗. (74)
The functional dependence of (73) on q, ω is the same
as that of the small Q result, Eq. (25). The constant
C˜, however, is modified. We are not able to calculate
the value of C˜ in terms of the original parameters of
the electronic problem. Moreover, it is not clear to us
whether there is a unique way of relating C˜, which is
an electronic property, to Fermi liquid properties of the
quasi–particles. Due to the constraint (61), for a longitu-
dinal A a quasi-particle density excitation must involve
an excitation of a transverse g. In the absence of the
constraint, the dynamics of a density excitation involves
F0 and is independent of the diamagnetic susceptibility
χ, while the dynamics of a gt excitation involves χ and is
independent of F0. Thus, F0 and χ are two independent
quantities. Here, with the two excitations correlated, it
is not clear whether F0 and χ are uniquely and indepen-
dently defined.
A further complication arises because the singular na-
ture of the dipolar system, where 1+F±1 = 0, means that
corrections to the usual Fermi liquid theory can change
the value of C˜, even within a calculation based on the
Boltzmann equation. In particular, at low frequencies,
in the long wavelength limit, it may not be not sufficient
to use a Landau interaction function F (θ − θ′) appro-
priate to q = 0; we find that corrections to F that are
proportional to q can affect the value of C˜ in the limit
q → 0.
It should be noted that the value of C˜ does not af-
fect the leading behavior of the density response func-
tion at long wavelengths, for any frequency, in the case
of Coulomb interactions, because the constant C˜ is small
compared to the interaction term v(q). Even in the case
of short-range interactions, the value of C˜ is unimportant
for the response function as long as ω ≫ vFq
3/k2
F
.
The Fermi liquid picture we obtain shares some simi-
larities with the Fermi liquid obtained recently by Read
(Ref. 15) for bosons at ν = 1 constrained to the lowest
Landau level. In particular, the identification of F1 = −1
(K–invariance) and the linear response function (73) are
obtained also in Read’s approach. This similarity indi-
cates that some of the features obtained in a calculation
constrained to the lowest Landau level are, in fact, un-
changed when this constraint is removed. In particular,
our study concludes that for Coulomb interactions the
long wavelength limit of (73) (where 1v(q) ≫ C˜) is valid
independent of whether the electrons are confined to the
lowest Landau level. Moreover, the diverging effective
mass and the energy gaps at filling factors p/(2p + 1)
with p→∞ are fully determined by the long wavelength
limit of (73), and are found to depend only on the scale of
electron–electron interaction6,20. Consequently, we con-
clude that, in the case of Coulomb interaction, for any
ratio of the interaction energy to the cyclotron energy at
which electrons form fractional quantized Hall states at
ν = p/(2p + 1) the energy gaps correponding to these
states are solely determined by the interaction energy
in the limit p → ∞. In practice, since this statement
results from the weak, logarithmic, divergence of the ef-
fective mass, the limit p → ∞ may be realized only for
extremely large values of p.
VII. CONCLUSIONS
When analyzing the role of electron-electron interac-
tion in the physics of electrons in zero magnetic field,
the common strategy treats the interaction as a pertur-
bation. The interaction may then be handled by means
of a Hartree-Fock approximation, an RPA, or a Fermi
liquid approach. These schemes attempt to find (ap-
proximately) what are the low energy excitations (quasi-
particles and quasi-holes) of the problem, and using these
excitations, what is the electronic response of the system
to driving forces.
This strategy cannot be directly applied to the case
of a half filled Landau level, since in the absence of the
interaction the ground state is vastly degenerate. The
Leinaas-Myrheim-Chern-Simons transformation, which
attaches φ˜ = 2 flux quanta to each electron, opens
the way to a perturbative calculation in which the un-
perturbed ground state is non-degenerate. However,
this transformation, which transforms electrons into CS
fermions, generates a new interaction, the Chern-Simons
interaction, whose coupling constant, φ˜, is not small.
An important feature of the transformed problem is
that the singular nature of the interaction for q → 0
leads to a strong coupling between the CS fermions and
the high-energy collective modes (the magnetoplasmons)
at long wave lengths. Due to this strong interaction, the
low energy excitations of the transformed problem, the
dressed composite fermions or quasi-particles, are very
different from the bare Chern-Simons fermions.
There are some strong similarities between the
fermion-Chern-Simons system and the ordinary three-
dimensional electron system, where the Coulomb interac-
tion gives rise to plasma modes whose frequency remains
finite at q = 0, and where coupling to the plasma modes
gives rise to complete screening of the charge of the quasi-
particle excitations at low energies. As in the case of the
3D electron system, there are several ways of approach-
ing the FCS system. The conventional FCS approach
treats the CS interaction and the Coulomb interactions
as though they were weak perturbations, taking care of
18
the most singular aspects of the CS interaction by using
(at least) the RPA to calculate the long-wavelength den-
sity and current response functions of the electron sys-
tem. An important result is the density–density response
function in the limit of small q, ω, ωq . This function has
a unique q, ω dependence, which is calculated explicitly
for small φ˜ (giving Eq. (25)) and is argued to be correct
for the physical value of φ˜. In particular it predicts the
ν = 1/2 state to be compressible.
The conventional FCS approach can also be used to ex-
tract properties of the low-energy quasiparticles from the
Green’s function of the bare CS fermion. Although the
overlap with the propagator for the low-energy quasipar-
ticles is vanishingly small in the limit of an infinite sys-
tem, one nevertheless gains insight into the quasiparticle
effective mass m∗ from the structure of the CS fermion
self-energy, learning for example that there is a logarith-
mic infrared divergence in case of Coulombic electron-
electron interactions.6,20–23
The conventional FCS approach is analogous to the
perturbative approach most commonly employed in the
study of three-dimensional electron systems. An alter-
nate approach, suggested by MS13 and motivated by an
earlier work of Read10, is analogous to the Bohm-Pines30
treatment of the 3D electron system. MS fix φ˜ at its phys-
ical value, and apply a unitary transformation in order to
produce low energy quasi-particles which are decoupled,
at long wavelengths, from the high-energy magnetoplas-
mon modes. This approach may seem intuitively more
appealing than the conventional FCS approach, since it
directly brings to light the dipolar nature of the quasi-
particles, and thus naturally explains why they move in
straight lines in a strong magnetic field. Beyond offer-
ing a different intuition, however, the MS approach sug-
gested also the possibility that the density-density re-
sponse function calculated by the FCS approach might
be incorrect. Particularly, it suggested the possibility
that the ν = 1/2 state is incompressible, as a result of
the weak coupling of dipolar particles to electromagnetic
fields.
Our original goal in the present work was to settle the
seeming contradiction between the two approaches, and
to show that Eq. (25) is indeed the correct density–
density response function for electrons at ν = 1/2. Our
starting point was the Hamiltonian (1). We followed MS
in using the temporal (Weyl) gauge, in which the Hamil-
tonian contains two sets of dynamical degrees of free-
dom, the CS fermions and the CS gauge field. Our first
step was to formulate a simplified model which can be
analyzed systematically by means of an expansion in a
small parameter, and apply both approaches to study
that model. In this model, which we termed the small Q
model, the charge and flux quanta carried by the Chern–
Simons fermion are smeared over an area ∼ Q−2 around
the fermion, and Q is the small parameter. For the FCS
perturbative analysis, a small Q limit is equivalent to a
small φ˜ limit, and can be treated by the RPA. Having
observed that, we carried out two different analyses of
the small–Qmodel in terms of dipolar quasi-particles, at-
tempting to understand how, despite their weak coupling
to electromagnetic fields, the dipolar quasi–particles form
a compressible state.
In the first analysis, described in Sec. (II), we used a
Lagrangian formulation, and integrated out the high en-
ergy magneto-plasmon modes, obtaining an effective low
energy action (17) for the Chern-Simons fermions. This
approach, while close to the FCS calculation, brought to
light the dipolar nature of the CS fermions in the tem-
poral gauge, as was seen by the relation (19) between
the quasi-particle momentum and the electronic current.
Moreover, the action (17) also revealed the important dif-
ference between a gas of free fermions carrying a dipole
moment and the dipoles we have at hand. This difference
is the K–invariance of the present problem, the invari-
ance of the energy of the fermionic system to a shift of the
Fermi sphere in momentum space. In the language of Sec.
(II), K–invariance is guaranteed by the current–current
interaction in (17), which compensates the kinetic energy
cost involved in a momentum space displacement of the
quasi-particle’s Fermi sphere and makes the associated
total energy cost vanish. As we saw first in Sec. (II), it is
the combination of K–invariance and the way the dipole
moment is related to the quasi-particle’s momentum that
makes the ν = 1/2 state compressible, and leads to the
density-density response function (25), which is precisely
the one obtained in the FCS approach.
In the second analysis of the small–Q limit, carried
out in section (III), we performed the unitary trans-
formation suggested by MS to decouple the low energy
quasi-particles (the fermions) from the high energy mag-
netoplasmons (the gauge field), working systematically
to lowest order in Q. We found the transformed Hamil-
tonian (46), in which the two degrees of freedom decouple
in the long wavelength limit. We then identified the way
the electronic density is expressed in terms of the trans-
formed variables, and calculated the electronic density–
density response function, obtaining again Eq. (25). Al-
though the low-energy quasiparticles do not interact with
the transformed Chern-Simons gauge field at long wave-
lengths, they do retain strong momentum-dependent in-
teractions which must be properly taken into account in
order to preserve the K-invariance and to recover the
correct response functions.
In both the Hamiltonian and Lagrangian descriptions,
K–invariance leads to the existence of zero energy exci-
tation modes for the longitudinal momentum density at
finite wavevectors. However, these modes do not couple
to any physical observables.
We have also investigated the single fermion Green’s
function and the fermion effective mass, in the context
of our Hamiltonian dipolar formulation, in the small–Q
limit, finding results identical to those of the conventional
FCS calculation for the infra-red singularities of the effec-
tive mass and the single particle Green’s function. These
issues were discussed in Secs. (IV) and (VA), where we
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also discussed the difference between the small Q model
and the physical model with regard to the ultra-violet
renormalization of the effective mass. In this discussion
we argued that present numerical calculations based on
trial wave functions are well suited to study the ultra-
violet renormalization but are inadequate for revealing
the infra-red one. We also showed that the dipolar ap-
proach is free from the inconvenient feature of the con-
ventional FCS approach that the overlap between the
Green’s function for the bare CS fermion and the low-
energy quasiparticle sector vanishes in the limit of an
infinite system due to coupling to the high-energy mag-
netoplasmons.
The action (17) and the Hamiltonian (46) predict the
same electronic response, despite their very different ap-
pearances. As we saw in Secs. (II) and (III), these dif-
ferences originate from a different identification of the
position of the quasi–particle. In Sec. (II) the position
of quasi–particles is (after averaging over a scale ∼ Q−2)
identical to the position of the electrons, while in Sec.
(III) the quasi–particles are shifted halfway from the elec-
trons towards the correlation holes. This assignment of
a position to a quasi-particle is arbitrary, particularly
since the quasi–particles are dipolar, and different assign-
ments should not lead to different predictions regarding
the physical electronic response. The two assignments
we used may be argued to be the two natural ones, but
are obviously not the only possible ones.
An additional difference between the two dipolar de-
scriptions employed in Secs. (II) and (III) arises due
the time derivative in the last term of the effective low-
energy action Eq. (17). When the fields ψ†, ψ entering
the low-energy action of Eq. (17) are transformed into
quantum mechanical operators, their commutation rela-
tions are not canonical. Consequently, the quasi-particle
density operators at different points (or different wave
vectors) do not commute. Preliminary study of these
commutation relations indicate that in the limit of small
wavevectors, the commutation relations between the den-
sity operators at different wave vectors is the commuta-
tion relation characterizing the electronic density opera-
tor after projection to the lowest Landau level29,13.
Our attempt to proceed from the small Q model to the
physical model of unlimited Q is based on the conjecture
that K invariance is not a property only of the small
Q model, but rather a consequence of gauge invariance,
which should hold also in the physical case. This belief
is strongly supported by the analyses of Haldane18, who
worked with trial wavefunctions confined to the lowest
Landau level. However, the approximate unitary trans-
formations (31) suggested by MS and used in our Sec.
(III) do not preserve K–invariance when Q is taken to
be large, even if the driving force wave vector q remains
very small. Consequently, we cannot use this transforma-
tion for studying the physical case. Rather, we showed,
by constructing a Fermi liquid theory, that even with-
out a small Q cut-off, the combination of K–invariance
and the dipolar relation (60), together with conventional
Fermi liquid assumptions, is bound to lead to an elec-
tronic density–density response function of the form (73),
which is identical in q, ω dependence to the small Q re-
sult, Eq. (25). In particular, the static limit of this
response function predicts the ν = 1/2 state to be com-
pressible.
We remark that in the case of the three-dimensional
electron gas, the low energy quasiparticles in the Bohm-
Pines formulation30 form a more-or-less normal fermi liq-
uid, with nothing similar to the K-invariance and the
vanishing of 1 + F1 which we find in the CS system.
In the three-dimensional electron system, the fact that
the low-energy quasiparticles are neutral thus leads to
incompressibility, in the sense that the electron density-
response function, reducible with respect to the Coulomb
interaction, vanishes ∝ q2.
To conclude, we believe that the dipolar approach to
the ν = 1/2 problem leads to a better understanding of
the low energy excitations of the ν = 1/2 state, and pre-
dicts the same electronic density response as the FCS ap-
proach. Whether the dipolar approach can be used to im-
prove our understanding of topics that were not discussed
here, such as the electronic tunneling density of states,
filling factors away from ν = 1/2 and the effect of disor-
der, is an open question under extensive study16,13,29.
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APPENDIX: THE 5 × 5 RESPONSE MATRIX Π
In this appendix we outline the calculation of the re-
sponse matrix Πµν for free fermions in zero magnetic
field (See Eq. 51). Here Πµν(q, ω) is the 5 by 5 ma-
trix defined as the Fourier transform of the retarded cor-
relator iθ(t)〈[Oˆµ(t, r), Oˆν (0, r
′)]〉 where the operator Oˆµ
takes the values ρ, Cl, gl, Ct, gt respectively for the five
different values of the indices µ and ν. For example,
Πρ,Cl is the Fourier transform of the retarded correlator
iθ(t)〈[ρ(t, r), Cl(0, r
′)]〉. Note also that in Eqs. 51 and
53, the rows µ of the response matrix are arranged in the
order ρ, Cl, gl, Ct, gt. We can then write the elements of
this correlation function in terms of the matrix elements
of time independent (Schroedinger representation) oper-
ators as
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Πµν(ω,q) =
∫
dk
(2π)2
[f(ωk+q)− f(ωk)] (A1)
×
〈k+ q|Oˆµ(q)|k〉 〈k|Oˆ
∗
ν (q)|k + q〉
ω − ωk+q + ωk + i0+
where f is the Fermi function and ωk = k
2/(2m). The
matrix elements can be calculated directly to give
〈k +
q
2
|ρ(q)|k −
q
2
〉 = 1 (A2)
〈k+
q
2
|g(q)|k −
q
2
〉 = k (A3)
〈k +
q
2
|C(q)|k −
q
2
〉 = i(ωk+q
2
− ωk−q
2
)
×〈k+
q
2
|g(q)|k −
q
2
〉 (A4)
≈
iq · k
m
k (A5)
With some difficulty we can now perform the integrals
in Eq. A1 to obtain all of the elements of the matrix
Π. However, one can save a great deal of effort by relat-
ing some of these elements to response functions that are
well known in the literature, by noting certain relations
between the different elements of the matrix Π, and by
noting that some elements are zero by symmetry.
We begin by examining the symmetry of Eq. A1. In
particular, we examine the θ dependence of the integrand
where θ is the angle that k makes with the xˆ axis. We
note that the integrand can be written as matrix ele-
ments times some rational function of cos θ only (not a
function of sin θ). The matrix elements of ρ, gl and Cl
are also analytic functions of cos θ whereas the the ma-
trix elements of gy and Cy can be written as sin θ times
an analytic function of cos θ. The integral over θ in Eq.
A1 is nonzero only if there are an even number of powers
of sin θ. Thus, we have Πν,µ = Πµ,ν = 0 for ν = gl, ρ,
or Cl and µ = gt or Ct which gives the 12 zero matrix
elements shown in Eq. 51. We note that these are zero
by time reversal symmetry for a system in zero magnetic
field, just as the Hall coefficient is zero.
We now focus on elements of the response matrix Πµν
where neither µ nor ν is either Cl or Ct. These elements
of Π (a 3 by 3 submatrix) are very closely related to
the electromagnetic response of a free 2DEG to a exter-
nal perturbing (scalar or vector) potential. The response
matrix K free is defined as jµ = K
free
µν A
ext
ν where µ here
takes the values 0, l and t (j0 is the density and A0 is the
scalar potential, jl and jt are the respective components
of the charge current, and Al and At are the components
of the vector potential). The response matrix K free has
been calculated many times before (See for example, Ref.
6. Note that in this reference K freett is referred to as K
0
11).
Using Kubo formula, or simple linear response, the ma-
trix K free can be related to the retarded correlation func-
tion of paramagnetic currents plus a diamagnetic term.
These correlation functions are precisely the correlation
functions we need for calculation of the 3 by 3 submatrix
of Π. Also noting that the definition of g differs from
the definition of the physical paramagnetic current by a
factor of m (the charge current is j = (g − eρA)/m), we
then can obtain the relation
Πµν = m
α(µ)+α(ν)K freeµν +mn0α(µ)δµν (A6)
where α(µ) = 0 for µ = ρ and α(µ) = 1 for µ = gl and
for µ = gt. Here, the addition of mn0 is the contribution
of the diamagnetic term.
Current conservation and gauge invariance restrict the
elements of the response matrix to have the symmetry
K freeµl = (ω/q)K
free
µ0 and similarly K
free
lµ = (ω/q)K
free
0µ ,
such that there are only 3 independent elements of the
3 by 3 matrix K free, of which one is zero by time rever-
sal symmetry. Thus, we are left with two independent
nonzero elements of K free which are K free00 = Πρρ and
K freett = Πgtgt/(m
2) − n0/m (Note in Eqs. 52 we refer
to Πρρ and Πgtgt as Π00 and Πtt respectively).
To calculate the remaining elements of Π, we first fo-
cus on zero frequency. Assuming q is small, we can re-
place the difference of Fermi functions in Eq. A1 by
(ωk+q − ωk)df/dω which then leads to the simplification
Πµν(ω = 0,q) =
∫
dk
(2π)2
〈k+ q|Oˆµ(q)|k〉
× 〈k|Oˆ∗ν(q)|k + q〉δ(ωk − Ef ) (A7)
with Ef the Fermi energy. Plugging in the above ma-
trix elements and performing this simple integration then
yields the zero frequency results
Πρ,Cl(ω = 0,q) = Π
∗
Cl,ρ(ω = 0,q) = iqn0 + . . . (A8)
ΠCl,Cl(ω = 0,q) = 3π(qn0)
2/m+ . . . (A9)
ΠCt,Ct(ω = 0,q) = π(qn0)
2/m+ . . . (A10)
where the . . . indicates higher orders in q. Note that all
other nonzero elements of the matrix Πµ,ν which have
either µ or ν equal to Cl or Ct are higher order in q at
zero frequency.
Finally, we need to find the nonzero frequency results
for all matrix elements Πµν with either µ or ν equal to
Cl or Ct. To do this, we note that we can use Eq. A4 to
relate the C matrix elements to g matrix elements and
insert these into Eq. A1 such that we have, for example,
ΠCj,ν(ω,q) =
∫
dk
(2π)2
[f(ωk+q)− f(ωk)] (A11)
×
i(ωk+q − ωk)〈k + q|gj(q)|k〉 〈k|Oˆ
∗
ν (q)|k + q〉
ω − ωk+q + ωk + i0+
where j takes the value l or t. We then rewrite the fre-
quency factors as
ωk+q − ωk
ω − ωk+q + ωk + i0+
= −1 +
ω
ω − ωk+q + ωk + i0+
(A12)
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at which point we see that we have a frequency inde-
pendent piece (from the “1”) and a frequency dependent
piece which is precisely iω times Πgj ,ν . Thus we have
ΠCj ,ν(ω,q) = ΠCj,ν(ω = 0,q) + iωΠgj ,ν(ω,q) (A13)
and we can similarly derive
Πν,Cj (ω,q) = Πν,Cj − iωΠν,gj (ω,q) (A14)
with j = l, t. Using these laws we can then completely
calculate the rest of the matrix Π with a minimum of
effort.
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