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一种基于请求大小的固态盘 I/O调度算法 
吴素贞 a，陈晓兰 a，毛  波 b 
(厦门大学 a. 信息科学与技术学院计算机科学系；b. 软件工程系，福建 厦门 361005) 
摘  要：对于同类型的 I/O 请求，基于闪存固态盘的请求响应时间与请求大小基本呈线性比例关系，并且固态盘的读写性能具有
非对称性。针对该特性，提出一种基于请求大小的固态盘 I/O调度(SIOS)算法，从 I/O请求平均响应时间的角度提高固态盘设备的
I/O性能。根据读写性能的非对称性，对读写请求进行分组并且优先处理读请求。在此基础上首先处理等待队列中的小请求，从而
减少队列中请求的平均等待时间。采用 SLC和MLC 2种类型的固态盘进行实验，在 5种测试负载的驱动下与 Linux系统中的 3种
调度算法进行比较，对于 SLC固态盘，SIOS平均响应时间分别减少 18.4%、25.8%、14.9%、14.5%和 13.1%，而对于 MLC固态
盘，平均响应时间分别减少 16.9%、24.4%、13.1%、13.0%和 13.7%，结果表明，SIOS 能有效减少 I/O 请求的平均响应时间，提
高固态盘存储系统的 I/O性能。 
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An I/O Scheduling Algorithm for Solid State Disk          
Based on Request Size 
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【Abstract】The response times are linear with the request sizes for flash-based Solid State Disk(SSD) with the same request type. 
Moreover, the read performance and write performance of flash-based SSD are asymmetric. Based on these characteristics, this paper 
proposes a Size-based I/O Scheduler(SIOS) for flash-based SSD to improve the I/O performance of SSD-based storage systems from the 
viewpoint of average response time. SIOS utilizes the asymmetric read and write performance characteristics of flash-based SSD and gives 
higher priority to the read requests. Moreover, by first processing the small requests in the I/O waiting queue, the average waiting times of 
the requests are reduced significantly. It implements SIOS in the Linux kernel and evaluates it with two kinds of SSD devices(SLC and 
MLC)driven by the five traces. Compared with the existing Linux disk I/O schedulers, evaluation results show that SIOS reduces average 
response times by 18.4%, 25.8%, 14.9%, 14.5% and 13.1% for SLC-based flash SSD, and reduces average response times by 16.9%, 
24.4%, 13.1%, 13.0% and 13.7% for MLC-based flash SSD. Results show that compared with the state-of-the-arts, SIOS reduces the 
average response times significantly. Consequently, the I/O performance of the SSD-based storage systems is improved. 
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1  概述 



























法。现有的固态盘 I/O调度算法主要分为 2类：第 1类算法
主要为了权衡固态盘的 I/O 效率与服务的公平性，比如 
















2  背景介绍 
















2.2  响应时间与请求大小的关系 
为了验证磁盘和固态盘下请求的响应时间与请求大小
之间的关系，本文采用 IOmeter测试工具测试不同请求大小
下磁盘(WDC WD1600AAJS)和固态盘(Intel X25-E 64 GB)
的平均响应时间，图 1 为标准化响应时间的比较。实验结
果表明，对于磁盘而言，请求的响应时间与请求大小关系









应时间，其中，磁盘在 1 KB和 128 KB的响应时间分别是 
13.3 ms和 14.7 ms，固态盘在 1 KB和 128 KB的响应时间
分别是 0.05 ms和 0.54 ms。 
 
(a)1 KB~32 KB请求的性能比较 
 
(b)64 KB~1 MB请求的性能比较 
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从而减少固态盘的平均响应时间。如图 3所示，有 1个16 KB
请求 R1(完成每个请求所需时间为 200 µs)和 3个 4 Byte请
求 R2、R3和 R4(完成每个请求所需时间为 50 µs)几乎同时
到达(R1 请求先到达)，按照先来先服务的策略优先服务大
请求，则处理 4个请求的时间为 1 100 µs，存储系统的平均
响应时间为 275 µs，如图 3(a)所示。如优先处理小请求，则
所需时间为 750 µs，平均响应时间为 150 µs，相比之下存
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图 4  SIOS调度算法的流程 
4  实验结果与分析 
本文在 Linux 2.6.38内核上进行测试，采用 Intel Core 
3.00 GHz的处理器和 4 GB内存，固态盘采用 Intel® X25-E 
Extreme SATA Solid-State Drive 64 GB(以下称为 Intel X25-E
固态盘)和 Intel® Solid-State Drive 320 Series 300 GB(以下




都被增强到 3 000左右。实验中将 SIOS调度算法与 Linux
系统中的 Noop、Deadline和 CFQ调度算法进行比较，比较
的指标是请求的平均响应时间。 
表 1  负载属性 
负载 请求大小/Byte 读比例/(%) IOPS 
Fin1 512~17 116 160 21.6 111 
Fin2 512~262 656 82.4 108 
Web1 512~1 137 664 99.9 335 
Web2 8 192~32 768 99.9 331 
Web3 512~23 674 880 99.9 218 
在上述 5种负载驱动下，图 5(a)为 Intel X25-E固态盘
的测试结果，平均响应时间分别减少了 18.4%、25.8%、
14.9%、14.5%和 13.1%；图 5(b)为 Intel 320固态盘的测试
结果，平均响应时间分别减少了 16.9%、24.4%、13.1%、
13.0%和 13.7%。在不同负载中，读写请求所占的比例不同，








图 5  各种调度算法性能测试结果比较 
从图 5 还可以发现，负载 Web1、Web2 和 Web3 为读
请求密集型负载，基本上不会发生读被写阻塞的情况，同
时这些请求大小基本上集中在 8 KB到 32 KB之间并且往往
相邻的几个请求大小是相同的，通过基于请求大小的排序，











固态盘，在设置超时时间戳为 20 ms 时系统的响应时间是
最小的，如图 6(a)所示。而对于 Intel 320 固态盘而言，设
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置超时时间戳为 30 ms 时系统的响应时间是最小的，如   
图 6(b)所示。测试结果说明对于性能较好的固态盘应该设
置比较小的超时时间戳。 




超时时间戳为 20 ms 时只有很少数的请求发生超时；超时
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