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PRÓLOGO 
Las empresas en la actualidad requieren de sistemas definidos para eJ 
cumplimiento de sus objetivos en cuanto a Seguridad, Calidad, Entrega, Costo y 
Clima Laboral, además de su compromiso con el desarrollo Tecnológico. 
Estos sistemas deben ser ejecutados en forma conjunta por todo el 
personal para alcanzar excelentes resultados. 
Su éxito está basado en la estandarización y el respeto a los elementos 
utilizados en cada parte de la operación. De aquí la importancia de el desarrollo 
de sistemas de trabajo para cada área específica dentro de los sistemas 
productivos. 
Diversas teorías acerca de la Calidad se tiene disponibles, ya sea en 
texto o seminarios. Para este Sistema de Control Integral de Procesos se 
utilizan conceptos del Dr. W. Edwards Deming con su ciclo de Mejora: Planear, 
Hacer, Verificar, Actuar. Se considera ésta una valiosa herramienta para toda 
actividad a realizar, ya sea profesional o personal. 
Un concepto importante que pasa en forma desapercibida es el juzgar en 
base a apreciación o paradigmas. Esta metodología promueve las decisiones 
solo en base a resultados cuantitativos o cualitativos, ya que es la forma en que 
se evalúa en forma objetiva cualquier juicio que se realice. 
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CAPITULO 1 
SÍNTESIS 
La tesis presentada es la propuesta de un método para verificar el 
comportamiento de las características especiales de un Producto - Proceso. 
Esta metodología puede ser aplicada en el desarrollo de nuevos procesos o 
adecuar por el uso de técnicas estadísticas procesos establecidos, pero que no 
cuentan con adecuadas herramientas para su monitoreo. 
La base de esta investigación es el planteamiento del problema, uso de 
teorías y modelos estadísticos, formulación de hipótesis, propuesta de método, 
recopilación y análisis de datos, interpretación de información en base a datos y 
conclusión. 
Como marco teórico se presenta información de el Análisis del Sistema 
de Medición, sus concepto, así como la interpretación de sus resultados, Amplia 
sección de conceptos y métodos estadísticos paramétricos y no paramétricos, 
conceptos de gráficos de control, adicional a esto se incluye una metodología 
para análisis y solución de problemas. 
En anteriores trabajos realizados, no se encuentra el análisis, ni 
investigación como el que presenta esta tesis, por lo que se consideró 
necesario incluir el extenso marco teórico presentado; incluyendo figuras, 
cuadros de referencia, etc. 
En la sección de apéndices se encontrarán diversos formatos utilizados 
en este método, así como tablas de referencia para ser utilizadas en el análisis 
de datos. 
Se incluye la implementación del método en un área piloto con su 
desglose de actividades paso a paso, resultados y conclusiones. Presentando 
así un panorama completo del alcance que puede tener este método. 
CAPITULO 2 
INTRODUCCIÓN 
2.1. Planteamiento del problema: 
En la actualidad la industria automotriz tiene objetivos muy estrictos en 
cuanto a control de procesos, exige un riguroso control sobre cada 
característica especial en los componente de un vehículo, y requiere de 
cambios rápidos en especificaciones de producto-proceso cuando lo necesite. 
Aunado a esto solicita planes de reducción de costos, que sólo se puede llegar 
a cumplir con una alta efectividad en los procesos de producción. 
La indefinición de cómo controlar las características especiales en cada 
producto, de una empresa de la industria automotriz dedicada a la fabricación 
de componentes de aluminio , resulta en problemas en la interpretación de los 
resultados obtenidos, dificultando la verificación de su comportamiento. 
Como consecuencia de esta indefinición, la falta de control sobre las 
características especiales del producto es un impedimento para lograr cumplir 
con las expectativas de la industria. 
2.2. Objetivo de la tesis: 
Desarrollar una metodología clara y especifica para monitorear mediante 
técnicas estadísticas, las características especiales en un proceso - producto y 
poder contar con el sistema de medición adecuado para garantizar la 
confiabilidad en la medición de la variable, de una manera simple, a fin de 
utilizarla como guía en el desarrollo de procesos. 
2.3. Definición de la hipótesis: 
La falta de control de las características especiales (en sus respectivos 
procesos) está altamente relacionado a una inadecuada selección de las 
técnicas estadísticas a utilizar, además de el sistema de medición. 
2.4. Limitaciones del estudio: 
Los resultados obtenidos con el Sistema de Control Integral de Procesos 
estarán basados solamente para el marco teórico de la distribución Normal, 
cualquier otra, estará fuera de su alcance. Esta metodología propuesta de 
selección de técnicas estadísticas para control de características especiales 
está basada en la problemática en una empresa de la industria automotriz 
dedicada a la fabricación de componentes de aluminio y será aplicada solo en 
la misma. Por razones de confidencialidad no se mencionan nombres de 
procesos, cotas, productos, etc. Sólo se muestra en forma ilustrativa el método. 
2.5. Justificación del trabajo: 
La industria automotriz requiere de un adecuado control sobre las 
características especiales de calidad en sus productos para asegurar la 
conformidad del producto terminado. 
Además busca la mejora continua en los índices de capacidad de 
proceso, teniendo como objetivo alcanzar la variación total de sus productos / 
componentes en niveles de Clase Mundial. 
2.6. Metodología a emplear: 
Planteamiento del problema. 
Uso de teorías y modelos estadísticos. 
Formular Hipótesis. 
Metodología "Sistema de Control Integral de Procesos". 
Recopilar y analizar datos. 
Extraer e interpretar información en base a datos. 
Conclusión. 
2.7. Revisión Bibliográfica: 
« 
Los libros Análisis Estadístico y Probabilidad y Estadística para 
Ingenieros, se tomaron como base para el tratamiento y distribuciones de datos, 
así mismo fundamentos de pruebas de hipótesis y estadística paramétrica y no 
paramétrica, dase de la metodología propuesta. 
Ei libro Control Estadístico de Calidad, se usa como guía para el análisis 
e interpretación de gráficas de control. 
Se utilizaron apuntes de cursos tomados: Seis Sigma y Metodología de 
los Sistemas suaves, como complemento para la metodología propuesta en el 
aspecto de análisis del Sistema de Medición y Análisis y Solución de 
Problemas. 
Tesis elaboradas anteriormente: Implantación de Sistema de Calidad 
para Manufactura y Aseguramiento de la Calidad a través del Control 
Estadístico del Proceso, son básicamente referencias bibliográficas de otras 
propuestas. La tesis Desarrollo de un Sistema de Control Integral de Procesos, 
propone un método para el correcto uso y funcionamiento de los gráficos de 
control en la industria. 
Para el glosario de términos se usó en Diccionario General de la Lengua 
Española como referencia. 
CAPÍTULO 3 
ANÁLISIS DEL SISTEMA DE 
MEDICIÓN 
3.1. Definiciones 
Exactitud- ¿El promedio de las mediciones muestra una desviación 
respecto del valor verdadero? 
• El valor verdadero: 
- Valor correcto teórico / estándares. 
• Sesgo 
- Distancia entre el valor promedio de todas las mediciones y el 
valor verdadero. 
- La cantidad, herramienta que está consistentemente fuera del 
objetivo. 
- Error sistemático o desviación. 
• Estabilidad 
• La variación total en las mediciones obtenidas durante un período 
de tiempo prolongado. 
• Linealidad 
- Diferencia en los valores de la tendencia, a través del rango de 
operación esperado, del calibrador. 
Precisión: 
• Variación total en el sistema de medición. 
• Medida de variación natural en mediciones repetidas. 
• Términos: Error al azar, difusión, error en la prueba y en la repetición 
de la prueba. 
• Repetibilidad y reproducibilidad. (R&R del calibrador). 
Posibles fuentes de la variación del proceso (Figura 1): 
Variación del 
proceso 
observado 
Figura 1. Fuentes de variación del proceso 
Definición de la repetibilidad: 
Es la variación de las mediciones obtenidas con un instrumento de 
medición, cuando es utilizado varias veces por un operador, al mismo tiempo 
que mide las características idénticas en una misma parte. (Figura 2) 
« » I 
Figura 2 Repetibilidad 
Definición de reproducibilidad: 
Es la variación, en el promedio, de las mediciones hechas por diferentes 
operadores que utilizan un mismo instrumento de medición cuando miden 
características idénticas en una misma parte. (Figura 3) 
Operador -B 
Operador -C 
< 
Reoroducibílidad 
Figura 3 Reproducibilidad 
Definición de Sesgo: 
Es la diferencia entre el promedio observado de las mediciones y el valor 
verdadero. (Figura 4) 
Figura 4 Sesgo 
Definición de la estabilidad (o desviación): 
Es la variación total de las mediciones obtenidas con un sistema de 
medición, hechas sobre el mismo patrón o sobre las mismas partes, cuando se 
mide una sola de sus características, durante un período de tiempo prolongado. 
(Figura 5) 
Valor 
rerdaderp 
Tiempo 2 
Tiempo 1 
Figura 5 Estabilidad 
Definición de Lineaiidad: 
Es la diferencia en los valores del sesgo, a través del rango de operación 
esperado del calibrador. (Figura 6) 
Estabilidad del calibrador 
Cómo calcularla: 
• Para calibradores que normalmente se utilizan sin ajuste, durante 
períodos-de tiempo relativamente largos. 
- Realizar un segundo estudio R & R del calibrador justo antes de 
que venza el tiempo de calibración. 
- La estabilidad del calibrador es la diferencia entre los promedios 
sobresalientes de las mediciones resultantes de los dos estudios 
Posibles causas de poca estabilidad: 
• El calibrador no se ajusta tan frecuentemente como se requiere. 
• Si es un calibrador de aire, puede necesitar un filtro o un regulador. 
• Si es un calibrador electrónico, puede necesitar calentamiento previo. 
Calibración R & R = RPT2 +REPR2 (1) 
• Precisión en relación a la variación total 
%R & R = R & R *100 (2) 
Var.Total 
• Señala qué porcentaje de la variación total debe absorberse como 
error de medición. 
< 1 0 % Aceptable. 
10 - 30% Puede ser aceptable, dependiendo qué tan 
crítico es el grado de la medición y del número 
de las distintas categorías. 
> 30% Inaceptable. 
El valor del R & R es un porcentaje de la variación total del proceso 
(Figura 7): 
La dimensión / 
verdadera de / 
las partes se / 
encuentra en / 
algún lugar de / K Lo que fu 
/ medido 
\ Variación de 
\ parte a parte 
e \ | 
LSL Objetivo USL 
Figura 7 Valor de R & R 
Mientras mayor sea el % del R & R, mayor será el área de incertidumbre 
para conocer la dimensión verdadera de las partes. 
Error # 1.- Puede estar aceptando partes que están fuera de 
especificación. 
Error # 2.- Puede estar rechazando partes que están dentro de 
especificación. 
3.2. Llevando a cabo el estudio R & R 
Generalmente intervienen de dos a tres operadores. 
Generalmente son 10 unidades 
Cada unidad es medida por cada operador, 2 ó 3 veces. 
Las partes deben seleccionarse al azar, a través del rango total del 
proceso. Es importante que dichas partes sean representativas del proceso total 
(80 % de variación). 
10 partes no son un tamaño de muestra significativo para una opinión 
sólida sobre el gage salvo que se cumpla el procedimiento sugerido a 
continuación. 
Procedimiento para realizar un gage R & R 
1. Ajustar el calibrador, ó asegurarse de que éste haya sido calibrado. 
2. Marcar cada pieza con un número de identificación que no pueda ver la 
persona que realiza la medición. 
3. Hacer que el primer operador mida todas las muestras una sola vez, 
siguiendo un orden al azar. 
4. Hacer que el segundo operador mida todas las muestras una sola vez, 
siguiendo un orden al azar. 
5. Continuar hasta que todos los operadores hayan medido las muestras una 
sola vez. 
6. Repetir los pasos 3 - 4 hasta completar el número requerido de ensayos. 
7. Utilizar el formato anexo para determinar las estadísticas del estudio R & R 
- Repetibilidad. 
• Reproducibilidad. 
- % R & R 
- Desviaciones estándar de cada uno de los conceptos 
mencionados. 
- Análisis del % de tolerancia. 
8. Analizar los resultados y determinar los pasos a seguir, si los hay. 
Encontrar: 
Ancho de tolerancia X-bar máxima 
Numero de ensayos (m) X-bar mínima 
Numero de partes (N) Diferencia X-bar 
Número de operadores 
Alfa a=> Para 2 ensayos = 4.56 Beta p =>Para 2 operadores =3.65 
Para 3 ensayos = 3.05 Para 3 operadores=2.7 
K3= 1.62 
Repetibilidad: La variación del dispositivo de medición (VD) se calcula 
sobre cada grupo de mediciones tomadas por un operador, en una sola parte. 
DV = R * alpha (3) 
Reproducibilidad: La variación en el promedio de las mediciones (AV) se 
calcula sobre el rango de los promedios de todas las mediciones, para cada 
operador, menos el error del calibrador. 
AV = (Xdif *Beta) - (DV7(m*n ) ) ( 4 ) 
El componente de varianza para repetibilidad y reproducibilidad (R&R) se 
calcula combinando la varianza de cada componente. 
R& R = D V 2 + A V 2 ( 5 ) 
El componente de varianza para las partes (PV), se calcula sobre el 
rango de los promedios de todas las mediciones, para cada parte 
PV = R part * K3 (6) 
La variación total (TV) se calcula combinando la varianza de repetibilidad 
y reproducibilidad y la variación de la parte. 
TV = R&R 2 +PV2 
Basado en la tolerancia: 
% DV = 100 * DV / Ancho de tolerancia (8) 
% AV„= 100 * AV / Ancho de tolerancia (9) 
% R & R = 100* R & R /Ancho de tolerancia (10) 
Basado en la variación Total: 
% DV = 100 * DV / Variación total (11) 
% AV = 100 * AV / Variación total (12) 
% R & R = 100 * R & R / Variación total (13) 
% PV = 100 * PV / Variación total (14) 
Problemas potenciales de los sistemas de medición: 
• Los operadores utilizan diferente metodología para medir las partes. 
• Las partes tienen una variación significativa en su interior. 
• Resolución insuficiente del calibrador para medir las partes. 
• Instrumental inadecuado para medir las partes en forma consistente. 
• Problema de calibrador original: el calibrador no es capaz de medir 
las partes en forma precisa. 
Trabajo alrededor del error del gage: 
Si se quiere disminuir los errores de el calibrador, tomar ventaja de la raíz 
cuadrada del error estándar de la muestra: 
Básicamente se trata de una técnica de promedio 
Muestra: 1/Vñ n= tamaño de la muestra (15) 
Este método se utiliza como una aproximación a corto plazo, para llevar a cabo 
un estudio , pero se debe ajustar el gage. 
Utilizar formato proporcionado en el apéndice 1 (Formato para estudio R&R). 
CAPÍTULO 4 
MEDIDAS DESCRIPTIVAS PARA 
DATOS UNIVARIABLES 
4.1. Introducción 
A menudo, se necesitan medidas descriptivas en forma de números que 
pueden concentrar mejor la atención en varías propiedades de un conjunto de 
datos que se investiga. 
En general, en el contexto del muestreo, cualquiera función g(xi,x2 xn) 
de n observaciones de una muestra se llama una estadística. Funciones 
paralelas para datos de población se llaman parámetros. Estadísticas y 
parámetros correspondientes son calculados de datos de muestra y población, 
respectivamente, con las mismas ecuaciones; por tanto, se toman las siguientes 
convenciones: 
1. Los tamaños de población y muestra se representan por N y n, 
respectivamente. 
2. Los parámetros se representan por letras griegas o mayúsculas, 
tales como n y X5 para media y mediana de población, 
respectivamente; las estadísticas se representan por letras 
minúsculas, tales como x y x.s para media y mediana de muestra, 
respectivamente. 
3. Las variables que corresponden a una población o a una muestra se 
representan por mayúsculas, tales como X, Y, Z; los valores de las 
variables, por las letras minúsculas correspondientes, tales como x¡, y¡ 
yzi-
En realidad, raras veces se observan o miden poblaciones enteras, y así, 
en este punto se definirán todas las medidas sumarias de datos univariables en 
términos de muestras. 
De la definición anterior de una estadística, hay muchas funciones de 
una muestra que se desea tener. Sin embargo, en términos de análisis 
estadístico y de aplicación, solo se debe interesar por las cuatro propiedades 
básicas siguientes que para fines prácticos que a menudo son suficientes para 
caracterizar las distribuciones de frecuencias de datos univariables: 
1. La localización del centro de la distribución, o la medida de tendencia 
central. 
2. El grado de variación de valores individuales alrededor del punto 
central, o la tendencia de valores individuales a desviarse de la 
medida de tendencia central. 
3. El grado de asimetría: es decir, la falta de simetría de ambos lados 
del pico (el punto con la mas alta densidad de frecuencias) de una 
distribución. 
4. El grado de variación, o la velocidad con que sube y baja la 
distribución de izquierda a derecha. 
Estas propiedades son significativas especialmente para distribuciones 
unimodales, pero también se aplican a otros tipos de distribuciones. Para 
facilitar la interpretación, se relacionará el estudio principalmente con 
distribuciones unimodales. 
4.2. Medidas de tendencia central 
Las medidas de tendencia central se llaman promedios. Un promedio es 
un valor "típico" en el sentido de que se emplea a veces para representar todos 
los valores individuales de una serie o de una variable. 
Hay muchos tipos de promedios, cada uno de los cuales posee 
propiedades particulares y cada uno es típico en alguna forma única. Los más 
frecuentemente encontrados son la mediana, la moda, y la media aritmética. 
Otros dos promedios, las medias geométrica y armónica, son útiles en algunas 
situaciones especiales. Sin embargo, se concentrará este estudio en las tres 
primeras medidas. Iniciando con estas medidas para datos no aplicados. 
4.2.1. La mediana 
La mediana, representada por X5 es, como lo indica su nombre, el valor 
medio de una serie cuando los valores se disponen según su magnitud. Para la 
serie $2, $4, $5, $7 y $8, la mediana es el tercer valor, $5. Si hay seis valores 
en una serie, por ejemplo 3, 4, 6, 7, 8 y 10 libras, cualquier valor entre 6 y 7 
libras dividiría la serie en dos partes iguales; por tanto, cualquiera de tales 
valores podría ser la mediana. En la práctica, para un número par de datos, 
generalmente suponemos que la mediana se encontrará entre los dos valores 
centrales. Por tanto, en el ejemplo, la mediana sería 6.5 libras. La mediana 
puede que tenga valores idénticos, con el suyo a ambos lados de él. Por 
ejemplo, en la serie 1, 2, 3, 4, 5, 5, 5, 6, 7, 8, 9, la mediana es 5. 
Debido a estas características, puede definirse ahora formalmente la 
mediana como aquel valor que divide una serie de tal forma que por lo menos 
50 por 100 de los valores son iguales a él o menores que él, y por lo menos 50 
por 100 de ios valores son iguales o mayores que él. Sin duda, se requiere un 
conjunto ordenado para localizar el valor de la mediana partiendo de datos no 
agrupados. Por desgracia, la construcción de un conjunto es a menudo tediosa 
y lenta. 
Como se definió, la mediana no es influida por valores de las colas de 
una distribución. Por ejemplo, si los datos de muestra 1, 2, 3, 4, 5, cambian por 
-100, -10, 3, 15, 150, la mediana permanecería en 3. Asi, es una medida muy 
conveniente de localización central para distribuciones asimétricas, tales como 
al distribución del ingreso, con tal de que no nos importe si la familia más rica, 
por ejemplo, gana $500 000 o $1 000 000 al año. 
La mediana también tiene la interesante propiedad de que la suma de las 
desviaciones absolutas de las observaciones con relación a la mediana es 
menor que al suma de las desviaciones absolutas con relación a cualquier otro 
punto de la distribución. En símbolos: 
2 i= I x¡ - x.s I = u n mínimo 
y similarmente para datos de población. La mediana es escogida a menudo 
como una medida de tendencia central debido a esta propiedad. 
4.2.2. La moda 
La moda, designada por Xm, es aquel valor de una serie que aparece más 
frecuentemente que cualquier otro. Este valor puede ser descubierto 
inmediatamente cuando se ordenan los datos. Por ejemplo, en la serie, 1, 2, 3, 
4, 4, 5, 6, y 7, la moda es 4. Por consiguiente, se considera la moda como típica 
en el sentido de que es el valor más "probable" de una serie. La moda para una 
distribución unimodal (para datos no agrupados) siempre coincide con un valor 
real de la serie. 
Aunque la moda es un concepto sencillo y útil, su aplicación presenta 
muchos aspectos problemáticos. Primero, una distribución puede revelar que 
dos o más valores se repiten un número igual de veces, y en tal situación no 
hay forma lógica de determinar qué valor debe ser escogido como la moda. 
Hablando en sentido riguroso, cualquier valor se llama una moda si aparece 
más a menudo que cualquiera de los valores adyacentes. Sin embargo, 
mientras las frecuencias de los valores modales no sean iguales, se decide 
escoger el valor con frecuencia más alta como la moda para la serie. 
Segundo, puede que no se encuentre ningún valor que aparezca más de 
una vez. 
Tercero, la moda es un valor muy inestable. Puede cambiar radicalmente 
con el método de redondeo de los datos. 
La moda podría ser un valor extremo, como en le caso de una 
distribución triangular (una distribución en la que la densidad de frecuencias 
disminuye, o aumenta, continuamente y a un ritmo constante de izquierda a 
derecha), y entonces difícilmente podría ser considerada como una medida de 
tendencia central. 
Las tres primeras dificultades pueden ser superadas totalmente o en 
parte cuando los datos se disponen en una distribución por frecuencias. En tal 
forma, cualquier tendencia de los datos a agruparse alrededor de cierto valor 
tiende a ser mostrada más claramente, y el problema creado por la primera 
situación puede ser resuelto. Además, la naturaleza errática de la moda 
obtenida de un conjunto debido a diferentes métodos de redondeo puede ser 
estabilizada en gran parte determinando la moda por la distribución por 
frecuencias de los mismos datos. Cuando son agrupados en clases, aquellos 
valores que difieren solo a la derecha de los puntos decimales aún pueden 
corresponder a la misma clase, cualquiera que sea el método de redondeo 
empleado. Finalmente, puede aparecer un valor modal en datos agrupados, 
aunque no haya repetición de ningún valor del conjunto. 
4.2.3. La media aritmética 
Por su facilidad de cálculo, largo uso y propiedades matemáticas 
convenientes, es el promedio mejor conocido y de uso más común. A veces, se 
conoce sencillamente como "la media" o "el promedio", pero deben usarse, 
siempre adjetivos apropiados cuando el contexto incluye varios tipos de medias. 
La media aritmética, representada por ~x, es la suma de los valores 
individuales de una suma de una muestra dividido por el número de 
observaciones de la muestra: 
La media tiene algunas interesantes propiedades matemáticas. Primero, 
es un valor típico porque es el centro de gravedad un punto de equilibrio. 
También es típica porque su valor puede substituir al valor de cada dato de la 
serie sin cambiar el total. Esta propiedad puede verse fácilmente por la fórmula 
para la media. Puesto que x = £ x (/n , se puede derivar, multiplicando ambos 
miembros de la ecuación por n, el resultado rix = . 
X, +x2 +... + X 
n (16) 
Otra propiedad de la media es que la suma algebraica de las 
desviaciones con relación a la media (es decir, tomando debida cuenta de los 
signos algebraicos) es cero. Simbólicamente X " = 0 . Esta propiedad se 
i 
relaciona estrechamente con la anterior, como puede demostrarse: 
( X r l O + ( X 2 - X ) + - + ( X n - X ) = X i + X 2 + . . . + X n - X - X - . . . - X 
Y 
n veces 
i i i 
La tercera propiedad matemática de la media es que la suma de las 
desviaciones elevada al cuadrado de los datos de la media es menor que la 
suma de las desviaciones elevada ai cuadrado de cualquier otro punto. 
Simbólicamente, 
£ ( x , -x)2 = Mínimo 
Para concluir el estudio de los promedios, se observa que se verifican las 
siguientes relaciones entre la media, la mediana y la moda: 
1. Para una distribución simétrica y unimodal, 
~X = X 5 = Xm 
2. Para una distribución unimodal positivamente asimétrica, una distribución 
con una larga cola a la izquierda 
" x< x 5 < Xm 
3. Para una distribución unimodal positivamente asimétrica, una distribución 
con una larga cola a la derecha, 
" * > X 5 > Xm 
4. Para una distribución unimodal y moderadamente asimétrica, 
t x - x m ) = 3(5r -x 5 ) 
Estas propiedades es ilustran en la figura 8 
Figura 8 Polígonos de frecuencias hipotéticas que muestran la posición teórica 
de la moda, la mediana y la media: (a) distribución simétrica, (b) distribución 
asimétrica a la izquierda, (c) distribución asimétrica a la derecha. 
4.3. Medidas de dispersión 
La importancia de los promedios a menudo se exagera, un "promedio" 
sin salvedades puede carecer virtualmente de significado. Un factor que 
aumenta la confusión es que con algunas distribuciones todos los promedios 
importantes están .estrechamente reunidos, mientras que con otras están muy 
separados. 
4.3.1. La amplitud 
La medida más sencilla de dispersión es la amplitud - la diferencia entre 
los valores máximo y mínimo de la muestra -. El sentido común usa "amplitud-
como el máximo y el mínimo de la muestra. El uso estadístico requiere la 
diferencia. Para una distribución de frecuencias, la amplitud puede considerarse 
como la diferencia entre los límites máximo y mínimo de clase, o como la 
diferencia entre la última y la primera calificaciones de la clase en una tabla de 
frecuencias. 
Juzgando por el método de obtener la amplitud, se observa que no solo 
es la medida más simple, sino también la más bruta de dispersión. Por 
consiguiente, la amplitud tiene ciertos defectos. Mas importante, puede ser 
indebidamente influida por un valor no usual de la muestra. Igualmente, la 
amplitud no es en modo alguno una medida de dispersión de los datos 
intermedios con relación al valor típico. 
La figura 9 ilustra esto. Finalmente, la amplitud es muy sensible al 
tamaño de la muestra, la amplitud tiende a cambiar, aunque no 
proporcionalmente, en la misma dirección en que varía el tamaño de la muestra. 
Cuando aumenta el número, es posible que algún dato pueda tener mayor valor 
que el máximo y algún otro dato un valor menor que los valores mínimos de la 
muestra anterior. Por esta razón, no se puede interpretar la amplitud 
apropiadamente de la muestra anterior. Por esta razón, se puede interpretar la 
amplitud apropiadamente sin conocer el número de observaciones. 
Figura 9 Ilustración de dos distribuciones con la misma amplitud, pero diferente 
variabilidad 
4.3.2. Desviación Media 
La búsqueda de una medida de variabilidad que tome en cuenta todos 
los valores observados y que caracterizaría la dispersión de los valores 
individuales partiendo de su tendencia central conduce naturalmente a la idea 
de calcular una medida tal como 
i 
n 
pero esta medida sería siempre igual a cero, porque 
l(x¡-x) = 0 
i 
y por tanto, difícilmente puede ser considerada como una medida de algo. 
Una forma obvia de superar la dificultad es hallar una medida de las 
desviaciones ignorando la dirección y el signo algebraico correspondiente. Al 
hacerlo así, obtendríamos lo que se llama la desviación absoluta media, o 
simplemente la desviación media, de la muestra. Se designará esta medida por 
dm; tenemos 
dm J ^ k - x l (17) 
El valor de la desviación media se calcula a veces por la mediana, pero 
se usará la media. Para una distribución aproximadamente normal,~x ± dm es la 
amplitud que incluirá aproximadamente 58 por 100 de los valores de una 
distribución. Así, si la desviación media tiene un valor relativamente pequeño, 
se espera que la distribución sea compacta, porque entonces más de la mitad 
de los valores de la variable están concentrados dentro de un pequeño espacio 
alrededor de la media. 
La desviación media es útil para tratar situaciones en las que no se 
requiere un análisis minucioso. Se ha introducido aquí como el escalón lógico 
para un tratamiento de la variancia, una medida superior de dispersión. 
4.3.3. Variancia y desviación estándar 
Para superar la propiedad = 0 , se puede usar cuadrados de 
i 
las desviaciones a partir de la media, en vez de tomar sus valores absolutos. 
Las desviaciones al cuadrado no solo previenen obtener cero en la suma; 
también son mucho más adaptables al análisis matemático que los valores 
absolutos. 
El promedio de las desviaciones ai cuadrado de la media se llama 
variancia de muestra, designada por s2. Simbólicamente, 
s 2 = 1 ¿ ( X , - X ) 2 < 1 8 ) 
n , i 
La variancia de muestra se define a veces también como 
S2 = n - 1 <19> 
donde n - 1 se llama "n - 1 grados de libertad" (Ver CAPÍTULO 6). 
La variancia, desde un punto de vista práctico, es un valor muy 
problemático, porque las unidades asignadas a ella son cuadrados, tales como 
2 2 
dólares , libras , etc. Para convertir esta medida de variabilidad en unidades 
originales, se puede tomar la raíz cuadrada de s2 ó s2, obteniendo s ó s - la 
desviación estándar de la muestra. 
También ha de hacerse constar que (18) y (19) son ecuaciones de 
O A O 
definición de s y s ' Para facilitar los cálculos se ampliara la suma de 
desviaciones al cuadrado como sigue: 
i i 
= 5 > ? - k 2 > , + 
• i 
rix2 
n 
Substituyendo este resultado en (18) se obtiene: 
s' = 1 £ ( x , - x ) ! 
n , 
1 
n I * ? -
 1 < !* . ) ' 
n 
n 
/ V \ 2 
n V. J 
y substituyéndolo en (19) da 
Ai 1 
S " = 
n - 1 n i 
(20) 
(21) 
n ( n - l ) 
Con estas dos últimas ecuaciones se puede calcular la variancia de la 
muestra simplemente acumulando la suma de los cuadrados de los valores 
originales y la suma de los valores mismos. Ya no se necesita calcular la media, 
tomar las desviaciones de la media y elevar al cuadrado dichas desviaciones. 
4.3.4. Coeficiente de variación 
A menudo, hay interés por comparar las variabilidades entre dos o más 
conjuntos de datos. Puede hacerse esto fácilmente con sus respectivas 
variancias o desviaciones estándares cuando las variables se dan en las 
mismas unidades y cuando sus medias son aproximadamente iguales. Cuando 
faltan estas condiciones, puede que se desee usar alguna medida relativa de 
dispersión. Una medida relativa de variabilidad frecuentemente usada se llama 
coeficiente de variación, designado cv, que es simplemente la razón de la 
desviación estándar a la media: 
C y j ( 2 2 ) 
X 
4.3.5. Medidas de asimetría 
Dos distribuciones también pueden diferir entre sí en asimetría o 
agudeza. Las medidas de asimetría y agudeza ganan importancia porque las 
consideraciones teóricas sobre diferencia estadística y toma de decisiones se 
basan a menudo en el supuesto de poblaciones normalmente distribuidas. Por 
tanto, las medidas de asimetría y agudeza son útiles para evitar que, por error, 
se haga este supuesto. 
Existen varías medidas de asimetría, pero solo se mostrará una, que 
ofrece sencillez dé concepto y de cálculo. Esta medida, la mediana pearsoniana 
de asimetría, se basa en las relaciones entre la media, la mediana y la moda. 
Como se mencionó, para una distribución unimodal simétrica, estas tres 
medidas de asimetría son de idéntico de valor, pero para una distribución 
asimétrica la media se aleja de la moda hacia la asimetría con la mediana entre 
ellas. (Ver figura 8). En consecuencia, la distancia entre la media y la moda 
podría usarse para medir la asimetría. Precisamente, 
Asimetría = Media - Moda 
Cuanto mayor es esta distancia, negativo o positiva, tanto más asimétrica es la 
distribución. 
Pero tal medida tiene dos efectos en su aplicación. Primero, puesto que 
es una medida absoluta, el resultado se expresa en unidades originales de la 
distribución, y así cambia al cambiar la unidad de medición. Segundo, la misma 
cantidad absoluta de asimetría tiene un diferente significado para distintas 
series con distintos grados de variabilidad. Para eliminar ambos defectos, se 
mostrará una medida relativa de asimetría. Esto se logra por el coeficiente 
pearsoniano de asimetría, designado por skp, y expresado simbólicamente 
como 
sk 
SKp " (23) 
Pero la aplicación de (23) supone otra dificultad, que surge porque el 
valor modal de muchas distribuciones solo es una aproximación, pero el lugar 
de la mediana se encuentra más satisfactoriamente. Como se observó en la 
sección de medidas de tendencia central, en las distribuciones moderadamente 
asimétricas, se verifica la relación 
xm = x-3(x-x.5) 
De esto se nota que 
"x - xm = x - [x - 3 (X- X5)] = 3 0T-X5) 
Con este resultado, la ecuación (23) puede escribirse ahora 
s k 3 ( X - X 5 ) ( 2 4 ) 
p s 
Por esta medida, skp sería cero para una distribución simétrica; negativa 
para una distribución asimétrica a la izquierda; positiva para una distribución 
asimétrica a la derecha. Más precisamente, esta medida varía dentro de los 
limites de + 3; sin embargo en realidad, solo en raras ocasiones el valor de skp 
supera los limites de + 1. 
En conclusión, pueden mencionarse algunos puntos interesantes sobre 
la asimetría. Las curvas en forma de J y J invertida son ejemplos de asimetría 
extrema a la izquierda y a la derecha, respectivamente. Es muy común 
encontrar distribuciones asimétricas positivas en datos de economía y 
comercio, particularmente en seríes de producción y precios, que solo pueden 
ser cero, pero pueden ser infinitamente grandes. Se cree que la asimetría 
positiva es producida por fuerzas multiplicadoras. Las distribuciones asimétricas 
negativas son muy raras, y a menudo es difícil ofrecer una explicación racional 
de su existencia. 
4.3.6. Curtosis: una medida de agudeza 
En esta sección se presenta una medida de agudeza, el coeficiente de 
curtosis, representado por k. Esta medida es algebraicamente tratable y 
geométricamente interpretable. Se define como la amplitud semiintercuartil y la 
amplitud 90 - 1 0 porcentil: 
k =
 1 2 ( x ^ " x 2 5 ) ( 2 5 ) 
* 90 — * 10 
Por medio del coeficiente de curtosis, se pueden clasificar diferentes 
grados de agudeza en las tres categorías de leptocúrtica, platicúrtica y 
mesocúrtica (ver figura 10). Una distribución leptocúrtica (curva a) tiene 
concentradas la mayoría de sus mediciones en el centro. Por ello, la diferencia 
entre las dos distancias (X75 - #25) y (x 90 - *io) tiende a ser muy pequeña. 
Precisamente, dado un grado específico de dispersión, cuanto más agudo es el 
pico tanto menor es la diferencia entre estas dos distancias. Puesto que 1/2 (x 75 
- X25) < (x 90 - X10) se verifica siempre, para una curva muy aguda, k se 
aproxima a 0.5 como límite cuando X75 - x25 = X90 - Xio- En contraste, cuanto 
más platicútrica es la distribución (curva b), tanto más la amplitud 9 0 - 1 0 
porcentil tiende a superar la amplitud intercuartil. Así cuando al amplitud de una 
variable se aproxima al infinito y para una curva completamente plana, k se 
aproxima a cero. En vista de estas consideraciones, parece razonable tomar 
valores cercanos a ambos lados de 0.25 para representar mesocurtosis (curva 
c). La elección es reforzada por el hecho de que para cualquier "variable 
normalmente distribuida", k = 0.2630. 
Figura 10. Los tres tipos de murtosis: a)leptocúrtica, b)platicúrtica, 
c) mesocúrtica 
CAPITULO 5 
MODELOS DE PROBABILIDADES 
5.1. Modelo normal general 
El modelo de probabilidad más frecuentemente usado en el análisis 
económico y comercial es la distribución normal, que puede expresarse en las 
formas general y estandarizada. Se dice que una variable aleatoria X tiene una 
distribución normal general si es continua, si existen las constantes |i,-co < m< » 
y <7, g > 0, y si la función densidad es dada por la siguiente expresión: 
n(x; n, a) = n(n,a) = 1 e " í*^2 '2« < x co (26) 
donde \i y cr son,-respectivamente, la media y la desviación estándar de la 
variable normal (los dos parámetros de la distribución normal), e = 2.718 y n = 
3.142. Para comprender esto analizar la figura 11. (las relaciones numéricas 
mostradas en el gráfico aquí han sido redondeadas, no son exactas. Si se 
desea mayor precisión, ver apéndice 2 [Valores de la función distribución 
normal estándar]). 
"(i». o> 
Figura 11. Gráfico de la función general de densidad normal 
Primero, una distribución normal tiene como parámetro n y a en el 
sentido de que el área bajo la curva de densidad (probabilidad normal) es 
definida completamente por los valores de ^ y a . Como tal, la parte práctica de 
la densidad normal es el exponente -(x - ji)2 / 2o2, porque contiene un valor 
particular de la variable normal, X, y los parámetros n y a de la distribución. 
Cuanto mayor es la desviación de un valor particular de X con relación a n, 
tanto menor (es decir, más negativo) es el numerador de este exponente. La 
desviación es elevada al cuadrado; por tanto, dos valores diferentes de X que 
muestran la misma desviación absoluta de n tienen la misma densidad de 
probabilidad. Esto "refleja el hecho de que una distribución normal es simétrica 
alrededor de \x : n y. - x; n; a = n (jx + x ; jí, <y). Por ejemplo, 
P ( ¡ i - 0.67a < X < n ) = P ( ^ i < X < n + 0.67o ) 
= 0.25 
y 
P(fi-CT<X<|i) = P ( | i < X < | I + CT) 
=0.34 
y 
P ( n - a < X < n + a ) = 0.68 
P(h-1.96ct<X<h) = P(}o.<X<fi + 1.96a) 
= 0.475 
P (n - 1 .96a < X < \x +1.96a ) = 0.95 
Y así sucesivamente. 
Segundo, el hecho de que el exponente -( x - JI )2 / 2o2 es negativo indica 
que cuanto mayor es la desviación de X con relación a n, tanto menor es la 
densidad de probabilidad de X. Es decir, ambas colas de distribución normal 
experimentan densidad decreciente, porque cuanto más se aleja X de |¿, tanto 
menor es la altura de la curva de función densidad. A este respecto se observa 
que, cuando el valor de X es idéntico a JI, el exponente es cero, y así la 
densidad es 1 /cnít, el valor más grande de la densidad normal. Así, la 
distribución normal es unimodal, con el valor modal en X = ¡i. 
Tercero, la distribución normal tiene una amplitud infinita, por lo que su 
curva de densidad nunca toca el eje X. Como consecuencia, cualquier intervalo 
de números tendrá una probabilidad positiva. Sin embargo, la probabilidad de 
un intervalo muy alejado de [i es despreciablemente pequeña, como se puede 
observar, el hecho de que la curva de densidad se aleja rápidamente, siendo 
encerrada más de 99 por 100 de su área por JI + 3a. Esta propiedad nos 
permite usar la distribución normal para aproximar otras distribuciones para las 
cuales la verdadera amplitud es infinita. 
Cuarto, un cambio en el valor de desplaza toda distribución normal a la 
derecha o a la izquierda, mientras que un cambio en el valor de a altera su 
forma sin moverla a la derecha o al a izquierda. Estos hechos indican que la 
distribución normal es realmente una familia de distribuciones. (Ver figura 12). 
Por supuesto, es cierto para muchas otras distribuciones. 
Figura 12 Distribuciones normales: a) con la misma desviación estándar y con 
diferentes medias; b) con la misma media y con diferentes desviaciones 
estándar 
Quinto, una transformación lineal de una variable normal resulta en una 
nueva variable normal. Es decir, si X es una variable normal, entonces 
Y = a + bX es también una variable normal. 
Finalmente, si Xi, X2 Xn son variables normales independientes, su 
suma, S, es también una variable normal. Además debido a la independencia, 
la propiedad de aditividad se verifica para la expectativa y la variancia en este 
caso. Es decir, la-expectativa de S es la suma de las expectativas de las n 
variables normales. Igualmente, la variancia de S es la suma de las variancias 
de las n variables normales. 
La distribución normal fue descubierta por De Moivre como la forma 
limitante del modelo binomial, en 1733. También fue conocida por Laplace no 
mucho después de 1774, pero por un error histórico ha sido acreditada a 
Gauss, quién primero hizo referencia a ella en 1809. Durante los siglos XVIII y 
XIX se hicieron vanos esfuerzos para establecer el modelo normal como la ley 
básica que rige todas las variables aleatorias continuas: de ahí el nombre 
"normal". Estos esfuerzos fracasaron. Pero el modelo normal se ha convertido 
en el más importante modelo de probabilidad en análisis estadístico, por varias 
razones. 
Primero, muchas variables aleatorias continuas, tales como estaturas de 
varones adultos, inteligencia de niños de edad escolar, diámetros de 
neumáticos de automóvil de cierta marca, resistencias a la tracción de alambres 
de acero producidos por cierto proceso, etc. son distribuidas en forma 
aproximadamente normal debido a lo que se conoce, o que se presume es 
cierto, de las mediciones mismas. A este respecto, es particularmente 
interesante observar que "errores" de mediciones repetidas de una dimensión 
dada se supone por hipótesis que siguen la ley de probabilidades normal. 
Cualquier medición u observación se supone que representa una magnitud 
verdadera más un error. Cada error tiene una magnitud propia, resultante de un 
vasto conjunto de factores que operan en este momento. Cada factor solo 
ejerce un pequeñísimo efecto en el tamaño y la dirección del error; además, los 
errores de medición actúan independientemente con igual fuerza para empujar 
la medición observada hacia arriba o abajo, y, por consiguiente, se anulan a 
largo plazo. Así, se consideran los errores de medición como reflejos de 
variaciones casuales que son normalmente distribuidas con expectativa cero. 
Estas se conocen a menudo como "errores al azar" en laboratorios, a diferencia 
de "errores sistemáticos", que son muy diferentes. 
Segundo, la distribución normal sirve como una buena aproximación para 
muchas distribuciones discretas. 
Tercero, en estadística teórica, muchos problemas pueden ser resueltos 
fácilmente en el supuesto de una población normal. En trabajo aplicado, se 
encuentra a menudo que métodos elaborados según la ley de probabilidades 
normal dan resultados satisfactorios, aunque no se cumple totalmente el 
supuesto de una población normal. 
Finalmente, las distribuciones de muchas estadísticas de muestra 
calculadas partiendo de grandes muestras se aproximan a la distribución 
normal como un límite. 
5.2. El modelo normal estándar 
A menudo es más fácil trabajar con distribuciones de probabilidades 
estandarizadas. Esto es especialmente cierto cuando se tiene una función 
densidad, tal como la de la variable normal, que comprende "integrales" que no 
pueden ser reducidas a funciones elementales. Para rapidez y eficiencia en el 
trabajo práctico, el concepto de distribución normal estándar es realmente 
indispensable. 
Se dice que una distribución acumulativa es de la forma estándar si 
media es cero, y su variancia, y por consiguiente, la desviación estándar, es la 
unidad. De la función densidad de la distribución normal general, se puede 
observar que la densidad de probabilidades de la variable normal estándar, Z, 
debe ser: 
n(z;0,1) = n(0,1) = ^ e ( 2 7 ) 
La función de distribución acumulativa (FDA) correspondiente a la 
densidad estándar, n(0,1), como lo hace cualquier otra FDA, da la probabilidad 
de que la variable normal estándar asuma un valor igual o menor que z, o es 
simplemente F(z) = P ( Z < z ). Los gráficos de la Función Densidad de 
Distribución y la FDA de la distribución normal estándar se representa en la 
figura 13. 
Figura 13 Densidad Normal estándar y funciones de distribución acumulativa 
Ahora que si X es n(n,c), entonces Z = (X - n)/a es n(0,1). Como se 
mencionó, esta transformación de X en Z produce el efecto de reducir X a 
unidades en términos de desviaciones estándares alejadas de la media. En 
otras palabras, dado un valor de X, el correspondiente valor de Z nos dice cuán 
alejada está X de su media jx, y en qué dirección, en términos de su desviación 
estándar, a. Por ejemplo, Z = 1.5 significa que el valor particular de X está 
1.5 a arriba (a la derecha) de Analógicamente, Z = 2 significa que el valor 
particular de X está 2a debajo (a la izquierda) de \i. Esta propiedad de la 
variable normal estándar nos permite evaluar probabilidades normales para 
cualquier n(^,a) de una sola tabla de probabilidades para n(0,1). Precisamente, 
cualquier normal general FDA, designada por N(n,a), puede ser convertida en 
una normal estándar FDA, designada por N(0,1), por la transformación Z como 
sigue: 
N (x; 1x, ct) = P ( X < X ) 
= P [ ( H + O Z ) < X ] 
Así, dados N (¿ i , a )y dos números reales cualesquiera a y b, con a < b, 
tendríamos 
P ( a < X < b ) = N ( b ) - N ( a ) 
= N Í b _ t I \ ° O J (29) 
Se observa que el primer miembro (29) puede tener cualquiera de varías 
formas exactamente iguales: 
Estas igualdades se verifican porque X tiene una función continua de 
densidad de probabilidad. Por esta razón, la probabilidad de que X = una 
constante es cero, aunque puede que la densidad de probabilidad no sea cero. 
Por consiguiente, P ( X = a ) = 0 y P ( X = b ) = 0, por lo que la probabilidad de 
que X se encuentre en el intervalo de a y b es igual, tanto si a es incluida como 
si es excluida, y si b es incluida o excluida. Por supuesto, esta situación es muy 
diferente de aquella en la que una variable aleatoria es discreta. 
Un cuadro de N (0,1) se da como el apéndice 2. 
P ( a < X < b ) = P ( a < X < b ) 
= P ( a < X < b ) 
= P ( a < X < b ) 
CAPITULO 6 
DISTRIBUCIONES CHI CUADRADO, 
F Y t DE STUDENT 
6.1. Teoría del muestreo exacto 
Hasta ahora se ha tratado de hacer inferencias de muestras grandes. El 
concepto "muestra grande" es relativo. Se relaciona con la distribución por 
muestreo de la estadística que se considera. En general, la teoría del muestreo 
grande se refiere a una clase de situaciones en las que la distribución por 
probabilidades de una estadística de muestra es normal o aproximadamente 
normal, porque la población que se investiga es normal o porque el tamaño de 
la muestra es suficientemente grande para que el teorema de límite central sea 
operativo. 
Pero, a veces, puede que se tenga que hacer inferencias cuando los 
supuestos subyacentes de la teoría del muestreo grande no pueden cumplirse. 
Pueden surgir situaciones en las que la desviación estándar de la población es 
desconocida porque se tiene un nuevo problema o a una teoría, o el tamaño de 
la muestra es pequeño debido a limitaciones físicas como las relacionadas con 
la investigación médica o a limitaciones prácticas como los altos costos de las 
observaciones de muestra. 
Aunque con muestras pequeñas no se tiene tanta información como se 
desea, no se carece completamente de recursos. El curso apropiado es extraer 
conclusiones o tomar decisiones de la muestra tomando en cuenta la naturaleza 
escasa de las pruebas. El estudio de inferencias estadísticas con muestras 
pequeñas se llama teoría de muestreo pequeño, o teoría del muestreo exacto. 
Como se mencionó, la principal diferencia entre teoría del muestreo grande y 
pequeño es entre distribuciones por muestreo: para muestras grandes, las 
distribuciones por muestreo son normales; para muestras pequeñas, la 
distribución por muestreo difiere de un caso a otro. Hay tres distribuciones de 
probabilidades que a menudo son asumidas por una estadística con n pequeña: 
las distribuciones chi cuadrado, F y t de Student. Los tres modelos se 
relacionan con el modelo de probabilidad normal y se definen por el "numero de 
grados de libertad". 
6.2. Grados de libertad 
La noción de "grados de libertad" se mencionó primero en relación con la 
definición de s2 en el punto 4.3.2. hasta ahora no se ha explicado el significado 
de este concepto. 
El concepto de grados de libertad es un concepto matemático. Es el 
nombre dado al número de observaciones linealmente independientes que 
ocurren en una suma de cuadrados. Una rigurosa discusión de esta definición 
usa ideas moderadamente avanzadas de álgebra lineal. 
En vez de dedicar espacio a estos temas, simplemente se abordará la 
definición heurísticamente. 
Se trata de estimar una medida de población por una muestra de tamaño 
1. El valor de la muestra constituiría la estimación, y cualquier inferencia 
extraída debe basarse necesariamente es este único valor. Ahora, si se trata de 
calcular la variancia de la muestra con la misma muestra, no se puede hacer. 
Esto equivale a decir que una observación no proporciona información acerca 
de la variancia. Para conocer algo sobre la variancia, se necesitan por lo menos 
una muestra con n > 2. Ahora, si n = 2, uno u otro de los dos valores no dice 
nada acerca de la variancia: solo un segundo valor proporciona alguna 
información. Así la variancia se basa en solo un dato de los dos datos de la 
muestra. En este caso, solo hay 2 - 1 = 1 grados de libertad. Aquí, en el cálculo 
de la variancia, el primer valor no proporciona información, y por tanto, se 
pierde un grado de libertad. Un grado de libertad es perdido de una muestra de 
tamaño n, por lo que el número de grados de libertad es n - 1 . 
Alternativamente, se observa que cuando se calcula la variancia de la 
muestra en términos de desviaciones medidas partiendo de la media de la 
muestra, x, se obtiene una suma de n desviaciones al cuadrado ~ . 
que debe obedecer la relación secundaria o restricción = íéf . Esto implica 
que, si tenemos la base x y cualesquiera desviaciones n - 1 de ella, la 
desviación n-ésima es determinada automáticamente. Es línealmente 
dependiente de otras y, por tanto, no es "libre" para variar. Sí las desviaciones 
hubieran tomado una n conocida, la n-ésima desviación seguirá siendo 
linealmente independiente de las otras n - 1 observaciones. En consecuencia, 
una muestra de n desviaciones al cuadrado tomada alrededor de x proporciona 
menos información útil que el mismo número de desviaciones medida a partir 
de [i. 
Cuando se dispone de dos o más variancias de muestra calculadas de 
muestras al azar independientes (tomadas de la misma población), a menudo 
se desea utilizar toda la información para estimar la variancia de la población 
calculando una variancia ponderada, o fusionada. Considerando, por ejemplo, 
el caso de dos muestras independientes. Un estimador insesgado de la 
variancia de la población puede obtenerse como 
a2 ^ ( n , - 1 ) s ? +(n2-1)s® 
w _ n, +n2 - 2 
Para el cuál el número de grados de libertad es ni + n2 - 2 . esto se debe a que 
sf tiene ni comparaciones lineales, pero una medida dada, y por tanto, ni - 1 
comparaciones linealmente independientes; análogamente para . Por 
consiguiente, el número de comparaciones lineales independientes paras* 
definida antes es ( ni - 1 ) + ( n2 - 1 ). 
Para generalizar: el número de grados de libertad representado por 5, 
puede considerarse como el número de elementos que pueden escogerse 
libremente, o como el número de variables que pueden variar libremente; ó 
como el número de variables independientes. Aquí, la independencia es 
funcional, no estadística. Dado el tamaño de la muestra, el número de grados 
de libertad es 5 = n - k, dónde k es el número de restricciones para los cálculos 
A 
de una estadística 9 que abarca sumas de cuadrados, y las restricciones 
pueden ser, por ejemplo, el número de estimadores requeridos para calcular la 
A 
0 en cuestión. 
6.3. Distribuciones Chi cuadrado 
Si Xi, X2 X¿ son variables normales estándares independientes, la 
suma de los cuadrados de estas variables se dice que es una variable chi 
cuadrado , X2 , con 5 grados de libertad. Es decir, 
X ¿ = X ? + X ' + . . . . + Xf (3°) 
Hay un numero infinito de distribuciones chi cuadrado, una 
correspondiente a cada entero positivo 5. Una distribución chi cuadrado 
correspondiente al número 6 se designará por X.2 y se define por la siguiente 
densidad: 
f(X2) = 
[(X2)<8/2-1)e (X'O) 
(2 
0 < X2 < « (31) 
En esta expresión, la cantidad , que se lee "función gamma de 
5/2" se aplica a un valor que es independiente de S y es [(5/2 -1)!]. Esta función 
densidad hace que la variable normal parezca simple. Por fortuna, solo se 
requiere una comprensión completa de ella en la estadística teórica. 
Ahora se enunciarán las propiedades más importantes de las 
distribuciones chi cuadrado para su uso posterior. Algunas de estas 
propiedades pueden ser deducidas de un detenido estudio de la figura 14, que 
da las curvas de densidad de distribuciones chi cuadrado para unos pocos 
valores escogidos de 5. 
1.- Si X tiene una distribución normal estándar, X2 tiene una distribución 
X2 con 8 = 1gl - es decir, X,2 . 
2.- Si Xt es Xg2 y X2 es x¿. y si X1 y X2 son independientes, entonces X1 
+ X2 es X?, . A esto se le llama comúnmente propiedad aditiva de las <51 +32 
distribuciones chi cuadrado. 
3.- Si X es una variable normal estándar y X¡, i=1,2,...,n, son n 
observaciones que constituyen una muestra al azar, siendo cada Xi 
un valor de X, entonces se distribuye como X2 . 
4.- Si X es una variable normal y si x, son n observaciones que 
constituyen una muestra al azar, siendo cada Xi, un valor de X, 
entonces £ [ x i - n ) / ( J ] 2 se distribuye como X2. 
Se observa que las propiedades 3 y 4 son expresiones equivalentes. En 
la propiedad 3 una muestra al azar es escogida de n (0 , 1); en la propiedad 4 
se toma una muestra al azar de n (n , c), y la operación de (x, - n) / a 
transforma la propiedad 4 en la propiedad 3. 
5.- Una variable chi cuadrado varía en valor de 0 a infinito, porque es la 
suma de cuadrados valuados. 
6.- Una distribución chi cuadrado se define completamente por el número 
de grados de libertad. Si X es X¿2 , su media y su varíancia, 
respectivamente, son 
7.- Las distribuciones chi cuadrado son positivamente asimétricas. Sin 
embargo, cuando aumenta 5, se aproxima a la distribución normal 
n(5, V 25 ). En la práctica, las probabilidades chi cuadrado, cuando 
d > 30, pueden calcularse empleando aproximadamente normales en 
la forma usual. 
En el apéndice 3 se muestran algunos puntos fractiles escogidos para 
distribuciones chi cuadrado para 1 £ 5 < 100. Se observa que esta tabla está en 
forma acumulativa y da probabilidades de cola superior para distribuciones chi 
cuadrado. 
E(Xfi2) = ^ = ñ 
V(Xfi2) = a2 = 28 
(32) 
(33) 
P (X > 7.26) = P (7.26 < X,5< oo) = 0.95 
P (X> 5.23) = P (5.23 < X,2S < oo) = 0.99 
P (X> 25.00) = P (25.00 < X,5 < oo) = 0.05 
Y así sucesivamente. 
Figura 14 Curvas de distribución Chi cuadrado para grados de libertad 
escogidos 
6.4. Distribuciones F 
Si Xi, X2,...,Xsi y Yi, Y2 Y52 son variables normales estándares 
independientes, la estadística 
F _ (X? + x* + . . . . +X* y s , 
(Y,2 + Y | + — + Y¿ )/6 2 
(34) 
se dice que tiene una distribución F con (81, 62) grados de libertad. El 
numerador y el denominador de (34) son independientes. Resulta que una 
variable F es una razón de dos variables chi cuadrado con 5i como el número 
de gl (grados de libertad) para el numerador y con 82 como el numero de gl para 
el denominador. Así, una distribución F puede designarse como Fsi.» y se 
define por densidad 
f ( F H 
r f
5 i 
r«i fx \ 
v 2 , 
X 62 J 
(5, 2 V2 
0 < F < eo (35) 
La única cosa importante que se debe advertir acerca de esta formidable 
expresión es que una distribución F tiene dos parámetros, 81 y 62. Curvas de 
densidad para unas pocas distribuciones F escogidas aparecen en la figura 15. 
Algunas propiedades importantes de las distribuciones F son las 
siguientes: 
1. Siendo una razón de dos cantidades al cuadrado, una variable F varía de 
valor de 0 a 
2. Hay una distribución F por cada par de enteros positivos 61 y 62. 
Figura 15. Curvas de distribución F 
3. La media y la variancia de F5i y 82, respectivamente son 
E(F) = 6 2 Para 62 > 2 ; (36) 
5 2 - 2 
_ 2 5 ; ( 5 l + 5 a - 2 ) 
K ' 5, (5 2 - 2 f (6 2 - 4) Para ^ > 4 ; (37) 
Estas ecuaciones implican que una variable F no tiene media cuando 62 < 2 y 
que no tiene variancia cuando 62 < 4. 
4. Como la distribución chi cuadrado, una distribución F es positivamente 
asimétrica; pero su asimetría se reduce con los aumentos de 61 y 62. 
5. Si X es F61 y 62, entonces Y = 1/X es básicamente F52 , 61. Esta es la 
propiedad recíproca de F distribuciones, y puede expresarse también 
exactamente como 
F MHW, p (38) 
donde a y 1 - a designan puntos porcentuales de cola inferior de una 
distribución F, análogos a Za o z a p a r a distribución norma!. 
Puntos porcentuales para la cola derecha de varias distribuciones F en niveles 
porcentuales 10, 5 y 1 se dan en el apéndice 3. Cuando X es, por ejemplo, F107, 
entonces 
P(X>3.64) = P (FIO,7 > 3.64) = 0.05 
Decir que P (Fio,7 > 3.64) =0.05 equivale a decir que 
P (0 5 X < 3.64) = P (0 < F10,7 < 3.64) 
= 1-0.05 =0.095, 
y F0 .95;10,7 = 3 . 6 4 . 
En la figura 16 se ilustra esta relación. 
Figura 16. Probabilidad de cola superior de f10/7 
Análogamente, 
P(F10,7> 6.62) = 0.01 
P ( 0 < F-IO.7 5 6 . 6 2 ) = 0 . 9 9 
Se puede usar también el apéndice 4 para hallar los puntos porcentuales de 
cola izquierda de distribuciones F siguiendo la propiedad recíproca definida por 
(38). Por ejemplo, X es Fis,io; se puede hacer que Y sea Fio.is. De el apéndice 4 
se tiene que 
P ( Y ) > 2.54 ) = P (FIO.I5> 2.54) = 0.05 
Entonces, por la propiedad recíproca, 
v 
1 1 > 
Y ~ 2.54 
= 0.05 
Como 1/Y tiene la misma distribución que X, se tiene entonces: 
P 
l 2.54; 
=0.05 
' x < 2 1 5 4 ] = P(F l 5 l0 <0.394) 
Se puede obtiene el mismo resultado usando (38). 
0 0 5 15.10 
1 
* 0 95.10 15 
1 
2.54 
= 0.394 
Que dice que P(Fis,io < 0.394 ) = 0.05. Ver figura 17. 
Figura 17. Relación recíproca entre Fis.io y Fio,15 
6.5. Distribuciones t Student 
Si Xo, Xi, X2 Xa son 6 + 1 variables normales estándares 
independientes, la estadística 
se dice que tiene una distribución t de Student, o simplemente t, con 5 grados 
de libertad. La variable t es una razón de la variable normal estándar a la raíz 
cuadrada de una variable chi cuadrado dividido por su número de grados de 
libertad. Es decir (39) es equivalente a ts = Vz / X2/5 . Nuevamente, el 
numerador y el denominador de (39) son independientes. 
Hay una distribución t correspondiente a cada entero positivo. La función 
densidad para t$ se da como 
5 (39) 
147447 
f(t) = 
1 
5n 
5 + 1 
2 
'5 
,2 
/ 2 ^-í8*1)/2 
-oo < t < co (40) 
Dos curvas de densidad de densidad para distribuciones t, una con 6 = 2 y otra 
con 8 = 20, son representadas gráficamente contra la distribución normal 
estándar en la figura 18 . 
Propiedades importantes de las distribuciones t. 
1. Como una variable normal, una variable t varia de valor de - » a oo. 
2. Una distribución t es simétrica con 
E (t) = O, paras > 1 (41) 
Y 
V (t) = 5 para 5 > 2 (42) 
5 - 2 
Así una distribución t no posee media cuando 5 = 1 y no posee variancia 
cuando 5 < 2. 
3. Una distribución t es similar a la distribución normal estándar porque ambas 
varían en valor de - oo a <*>, ambas son simétricas y ambas tienen media cero; 
sin embargo, una distribución t tiene una mayor dispersión que la distribución 
normal estándar. Esta propiedad puede verse fácilmente de la desviación 
estándar de U. que es V 5 / (5-2). Esta cantidad es siempre mayor que 1, pero 
se acerca cada vez más a 1 a medida que aumenta 5. En la práctica, se 
puede tratar como n (0,1) cuando d > 30. 
El apéndice 5, da valores críticos en los extremos de ambas colas de 
distribuciones t para algunos puntos porcentuales escogidos. Por ejemplo, si X 
es t2, entonces 
P (-4.303 < X < 4.303) = P (-4.303 < t2 5 4.303) 
=0.95 
De esto se tiene que 
P( t2<-4.303) = 0.025 
Y 
P ( t 2 > 4.303) = 0.025 
Ver figura 18 para 5 = 2 
Análogamente, si X es t2o se tiene 
P (-2.845 < t2o < 2.845) = 0.99, 
P (ta, < -2.845) = 0.005, 
P (tzo > 2.845) = 0.005, 
P(t2o >2.528) = 0.01, 
P ( t 2 o <-1.725) = 0.05, 
Y así sucesivamente. En realidad, los encabezados coiumnares de el apéndice 
5 son niveles de significación para pruebas bilaterales. Las anotaciones en el 
cuerpo son los valores críticos de tg para tales pruebas. Si se desea tener una 
prueba de una sola cola con, por ejemplo, a = 0.05, el valor crítico se halla en la 
columna con 2a = 0.10 para el número apropiado de gl. Por ejemplo, para 
P (t2o < - 1.725) = 0.05, el numero -1.725 se halla en la columna encabezada 
por 0.10 correspondiente a 5 = 20. 
Figura 18 Comparación de distribuciones t como la distribución normal estándar 
para d=2 y d=20 
CAPÍTULO 7 
TEORÍA CLÁSICA DE LA PRUEBA 
7.1. Hipótesis estadísticas 
Una hipótesis estadística, en términos formales, es un supuesto acerca 
de la distribución de una variable aleatoria. Se puede especificar una hipótesis 
dando el tipo de distribución y el valor o los valores del parámetro o los 
parámetros que la definen. Ejemplos de este tipo de hipótesis serían: 
1. X está normalmente distribuida con n = 100 y CT = 10. 
2. Y es una variable binomial con ti = 0.25. 
Pero en la práctica, la distribución de la población es a menudo implícitamente 
supuesta, especificándose una hipótesis con el valor o los valores del 
parámetro. Ejemplos de este tipo de hipótesis son 
3. La tasa salarial media de los obreros de la industria del automóvil es $185 
por semana; es decir, p. = $185 por semana. 
4. La fracción de unidades defectuosas de producción por cierto proceso es 
igual o menor de 5 por 100; es decir, n < 0.05. 
Una hipótesis estadística puede considerarse como un conjunto de hipótesis 
"elementales". A este respecto, una hipótesis estadística puede ser simple o 
compuesta. Una hipótesis simple es una especificación completa de una 
distribución de probabilidades. La hipótesis (1) anterior es tal hipótesis, porque 
con la información que contiene se puede escribir la función de densidad 
específica de X. Una hipótesis compuesta es cualquier hipótesis estadística que 
no es una hipótesis simple. La hipótesis (2) anterior es una ilustración de esto, 
porqué la distribución de Y no es completamente definida sin la especificación 
de n. 
Puede definirse también una hipótesis simple como aquella que solo 
contiene un estado, o elemento, del conjunto de parámetros. En contraste, una 
hipótesis compuesta es aquella que contiene dos o más estados, o elementos, 
del conjunto de parámetros. Así, la hipótesis (3) es simple, mientras que la 
hipótesis (4) es compuesta. 
En general, se considera que una hipótesis compuesta está constituida por 
el conjunto de todas las hipótesis simples compatibles con ella. Por tanto, la 
hipótesis n < 0.05, por ejemplo, ha de ser interpretada como "compuesta" de 
todas las hipótesis simples de la forma ti = no, donde no es cualquier número de 
0 a 0.05. Cuando se dice que una hipótesis compuesta es verdadera se quiere 
decir que alguna de las hipótesis simples que la constituyen es verdadera. 
Una forma cómoda de especificar lo que se requiere de un procedimiento 
de prueba es concentrar la atención en dos conjuntos posibles de valores del 
parámetro, o dos hipótesis estadísticas, a tal par de conjuntos se le llama, 
respectivamente, hipótesis nula, designada por Ho, e hipótesis alternativa, 
designada por Hi. Aquí Ho es el conjunto de hipótesis simples que, si cualquiera 
de ellas es cierta, haría ao (aceptando Ho y actuando de acuerdo con ello) un 
acto mejor, H, es el conjunto de hipótesis simples que, si cualquiera de ellas es 
cierta, haría ai (rechazando Ho o aceptando Hi y actuando de acuerdo con ello) 
un acto mejor. Así, la elección entre ao y ai se asocia con la aceptación o 
rechazo de Ho. 
Las designaciones entre las hipótesis nula y alternativa son arbitrarias. 
Pero, típicamente, la hipótesis nula es especificada en una forma exacta, tal 
como "no hay diferencia en ingreso medio entre médicos y profesores", "el 
proceso de producción está bajo control" o " no ha habido aumento real del 
ingreso per capita en la India desde que llegó a la independencia". En otras 
palabras, una hipótesis nula "nulifica" el efecto de un "tratamiento" y 
corresponde a la ausencia de efectos de la variable que se investiga. La 
hipótesis alternativa generalmente es formulada con menos precisión: a 
menudo se especifica como una variación de valores que prevalecería si la 
variable que se estudia ejerció algún efecto. Así, la hipótesis nula se especifica 
con frecuencia en una forma opuesta a la que se supone cierta, y la alternativa 
es expresada como la opuesta a la hipótesis nula. 
En la terminología de prueba, hablamos de probar la hipótesis nula 
contra una alternativa en el supuesto tentativo de que la hipótesis nula es cierta. 
Pero se debe comprender que realmente se está tomando una decisión entre 
dos acciones, o entre Ho y Hi. Hay tres tipos principales de pruebas, cada uno 
de los cuales es identificado por la forma en que se formulan Ho y Hi. Primero, 
hay una prueba de doble cola dos lados, para la cual las hipótesis son de la 
siguiente forma: 
H0: 0 = 90; Hi: 9 * 0O 
Este tipo de prueba es apropiado si se tiene presente que el valor de un 
parámetro puede ser demasiado pequeño o demasiado grande para algún fin 
específico. Se tiene, por ejemplo, que es producida una pieza de máquina y que 
ha de ser acoplada a otras piezas para montar una máquina completa. Una de 
las dimensiones críticas, por ejemplo la longitud, de esta pieza es especificada 
como de una medida de 2.5 pulgadas. S¡ la pieza es demasiado corta o 
demasiado larga (de acuerdo con límites de tolerancia especificados), puede 
que no encaje y sea inútil. Así el productor debe probar el siguiente par de 
hipótesis de cuando en cuando con datos de muestra para ver si el proceso de 
fabricación está bajo control o no: 
Ho: n = 2.5, ao: el proceso está bajo control; 
Hi: (i * 2.5, a^ el proceso está fuera de control 
y debe emprenderse una acción 
correctiva. 
Segundo, hay la prueba de cola inféríor, o cola izquierda, para la cual 
pueden formularse hipótesis en una de las dos formas: 
1. Ho: 0 > 6p, H i :0<Op 
2. H o :0 = 0$, Hi: 0 = - a , para a > 0. 
Este tipo de prueba se emplea cuando el valor de un parámetro no es 
bastante pequeño para algún objeto específico. Se tiene, por ejemplo, que ha 
quedado bien establecido por los científicos médicos que si el contenido medio 
de nicotina de los cigarrillos es de 25 miligramos o más, es probable que el 
fumador contraiga cáncer. Pero si el contenido de nicotina medio es menor de 
25 miligramos, el usuario se encuentra relativamente seguro. Se supone que se 
tiene un fumador habitual y está dispuesto a arriesgar su vida; ciertamente, 
debe tratar de encontrar una marca de cigarrillos cuyo contenido medio de 
nicotina sea menor de 25 miligramos. En este caso, debe formular sus hipótesis 
como sigue: 
H0: ^ > 25, ao: no compre la marca; 
Hi: n < 25, ai: compre la marca. 
El tercer tipo de prueba se llama prueba de cola superior, o cola derecha. 
Aquí, las hipótesis suelen expresarse en dos formas generales como sigue: 
1. H0: B< 9o. H i : e > 0 o 
2. H0: 0 = 0o, Hi: 0 = 9o + a , para a > 0. 
Se usa este tipo de pruebas cuando se tiene duda de que el valor de un 
parámetro sea bastante grande para algunas metas predeterminadas. Para 
construir un puente, por ejemplo, una firma de construcción necesita cables de 
acero que tengan una resistencia media a la rotura de más de 10 000 libras. 
Para decidir si debe adquirirse una marca determinada de cables de acero, 
serían apropiadas las siguientes hipótesis: 
Deben observarse varías precauciones acerca de las designaciones de 
Hoy Hi. Primero, las pruebas del tipo segundo y tercero, por razones obvias, se 
llaman pruebas de una sola cola o de un lado. Segundo, aunque Ho y Hi son 
siempre mutuamente exclusivas, no es necesario que aparezcan 
colectivamente exhaustivas. Es decir, {6 € Ho} y {0 € Hi} son conjuntos 
desunidos, pero {0 € Ho} U {0 € Hi} no agotan necesariamente todos los valores 
posibles del estado (o parámetro). (Aunque puede suponerse que Hoy Hi son 
en realidad colectivamente exhaustivos aun si no lo parecen.) Tercero, la 
práctica clásica de formular hipótesis estadísticas simples, tal como j i = 50 o 
rc = 0.25, etc. Para variables aleatorias continuas puede ser de dudosa 
corrección. 
Ho: \ i< 10,000, 
Hi: n > 10,000, 
ao: no compre la marca; 
ai: compre la marca. 
7.2. Errores y riesgos de la prueba 
La práctica de probar la hipótesis nula contra una alternativa sobre la 
base de información obtenida de muestra conducirá a dos tipos posibles de 
errores, debido a fluctuaciones al azar en el muestreo. Por una parte, la 
hipótesis nula es en realidad cierta, pero como los datos de la muestra son 
incompatibles con ella, es rechazada. El error de rechazar una H0 cierta se 
conoce como error de la primera clase, o error de tipo I. Evidentemente, cuando 
cometemos uno u otro tipo de errores somos inducidos a escoger el acto 
inapropiado. (Ver cuadro 2). 
Las probabilidades de cometer errores del tipo I y del tipo II pueden 
considerarse como los riesgos de decisiones incorrectas. Precisamente, la 
probabilidad máxima de cometer un error del tipo I se llama nivel de 
significación y se representa por a. Y 
a = máx P (I) = máx P (ai I H0) = máx P (Ht I H0). 
La probabilidad máxima de cometer un error del tipo II no tiene nombre 
especial, pero se designa umversalmente por p. Y 
P = máx P (II) = máx P (ai I Hi) = máx P (H0 I Hi). 
Muchas veces, a y p no indican probabilidades máximas, sino meras 
probabilidades. El contexto indicará qué significado pretende darse a a y p. 
Se observa que los riesgos a y p son probabilidades condicionales y que 
están estrechamente relacionados. En particular, cuando el tamaño de la 
Acción emprendida sobre 
la base de las datos de la 
muestra 
6 € H0 
Estado de naturaleza 
0 € Hi 
Ao: acepte HO 
Ai: rechace HO 
Acto correcto 
Error de tipo I 
Error de tipo II 
Acto correcto 
Tabla 1 Errores y decisiones de tipo I y tipo II 
muestra es fijo, a y p varían inversamente al variar el "valor crítico"; cuando se 
aleja de un peligro, aumenta el otro peligro. Debido a esta relación, un 
estadístico clásico a menudo puede dirigir una prueba especificando a sola sin 
la evaluación explícita de p. Pero, idealmente, deben especificarse los riesgos 
de cometer ambos tipos de errores que se desea asumir en una situación dada 
de prueba. Se hace esto permitiendo variar el tamaño de la muestra y 
escogiendo el tamaño de la muestra que puede satisfacer ambas 
especificaciones. A continuación, se introducirá primero el procedimiento de 
prueba de especificar a sola en el supuesto de un tamaño de muestra fijo, luego 
la evaluación explícita de p, finalmente la determinación de un tamaño de 
muestra dados valores específicos de a y p. 
Cuando solo ha de especificarse riesgo a, generalmente se fija en cierto 
valor convencional tal como 0.05 ó 0.01. Estos dos números son usados tan 
frecuentemente que cuando H0 es rechazada en a=0.05, se puede decir que el 
resultado es "significativo", y cuando Ho es rechazada en a=0.01, y que el 
resultado es "altamente significativo". Estas dos descripciones son usadas sin 
definiciones explícitas, pero el término "significativo" tiene un significado preciso 
al emplearlo aquí. La noción de "nivel de significación" indica meramente que 
una prueba estadística evalúa el "significado" del resultado de la muestra 
comparado con el supuesto contenido en la hipótesis nula. Además, cuando 
una hipótesis nula es rechazada en, por ejemplo a = 0.05, significa que podría 
esperarse que los resultados de la muestra causaran rechazo de las verdaderas 
hipótesis nulas 5 por 100 de las veces a largo plazo. Similares interpretaciones 
pueden darse a otros valores de a. 
En cuanto a si el riesgo a debe ser 0.05 ó 0.01, o algún otro valor, los 
estadísticos clásicos no dan respuestas definitivas porque sostienen que esto 
es principalmente una decisión de la gerencia y no la prerrogativa del 
estadístico. Sin embargo, cuando se le pide consejo a un estadístico, se han 
seguido dos reglas aproximadas. 
1. Si se tiene un alto grado de creencia en la corrección de Ho, debe 
asignarse una pequeña probabilidad de rechazaría cuando es 
realmente cierta; es decir, debe fijara en 0.01 o un valor más 
pequeño. Si se cree muy firmemente que Ho es cierta, debe ser 
aceptada, a menos que haya fuerte evidencia de lo contrario. Por 
supuesto, esto indica que si se tiene un alto grado de creencia en la 
corrección de Hi, debe fijarse a en 0.05 o aún en valores mucho más 
altos. Pero este procedimiento está sujeto a severa crítica por los 
partidarios de la teoría clásica de probabilidades u objetivistas. 
Afirman que el investigador puede cargar la interpretación de los 
resultados de su muestra de tal forma que una hipótesis nula 
virtualmente nunca puede ser rechazada, cualquiera que sea la 
evidencia de la muestra, simplemente fijando a bastante cerca de 
cero, cuándo el investigador desee aceptar su hipótesis nula. Y, sin 
duda, el investigador puede hacerse exactamente eso. Los 
objetivistas dicen con gran vigor que la prueba de la muestra debe 
hablar por si misma y no debe ser sometida a ser enterada o 
desplazada por conceptos preconcebidos sobre la población de la 
que fue extraída la muestra. Se considera que hay mérito en esta 
posición y, en lo sucesivo, solo se usará el procedimiento mencionado 
a continuación. 
2. Cuando un rechazo erróneo de Ho sería costoso o grave, el riesgo a 
debe ser pequeño; cuando una aceptación errónea de Ho sería 
costosa o grave, el riesgo p debe ser pequeño (o debe fijarse a en un 
nivel alto tal como 0.25 y aún 0.75). 
Por desgracia los criterios expuestos arriba son muy elusivos en el 
sentido de que, dentro del contexto de decisión clásico, no se ha establecido 
ninguna norma objetiva para medir las consecuencias de decisiones erróneas. 
7.3. Estadísticas de prueba y reglas sobre decisiones 
Puesto que la elección entre Ho y Hi de hacerse basándose en pruebas 
de muestra, es necesario escoger una función de las n observaciones de 
muestra como estadística de prueba. En general, la estadística de prueba debe 
ser una cuya distribución por muestreo sea conocida en el supuesto de que la 
hipótesis nula es cierta. La estadística de prueba generalmente resulta el 
estimador convencional del parámetro previsto en Ho. Por ejemplo, dado que Ho 
es de la forma, por ejemplo n = 100, y que la desviación estándar de la 
población es, por ejemplo 10, la media de la muestra debe ser escogida como 
la estadística de prueba. Esta elección es apropiada porque si n = 100 es cierta, 
la distribución de x será normal (porque la población es normal o porque el * 
teorema de límite central es operativo), con E (x) = j i = 100 y o5r= 10 / Vñ. 
El hecho de que la distribución por muestreo de la estadística de prueba 
es definida completamente en el supuesto de que Ho es verdadera proporciona 
un criterio para evaluar la validez de Ho dado el resultado de una muestra 
particular. Por ejemplo, si la media de la muestra difiere en una cantidad grande 
de la media de la población especificada en Ho, y si Ho todavía es considerada 
como cierta, se deduce que la media de la muestra debe ser uno de los valores 
extremos de la distribución por muestreo cuya expectativa es no- Pero una 
diferencia tan grande no puede explicarse razonablemente por variaciones 
casuales en el muestreo al azar solamente; es muy probable que la muestra fue 
extraída de una población diferente. La evidencia de la muestra permite dudar 
mucho de la corrección de Ho y, por consiguiente, rechazarla. Pero si la media 
de la muestra difiere de ^o en una cantidad bastante pequeña, se dice que la 
diferencia puede ser fácilmente el resultado de variaciones casuales, la media 
de la muestra no es incompatible con Ho, y Ho no puede ser rechazada con tal 
evidencia de la muestra. 
Para generalizar: Una estadística de prueba 6 es una variable aleatoria 
cuya distribución es conocida, en el supuesto (tentativo) de que la hipótesis nula 
6 = 9o es cierta. Reglas de decisión sobre la aceptación o rechazo de Ho pueden 
ser establecidas entonces respecto a la amplitud de 9 y un resultado particular 
de la muestra. Se hace esto clasificando la amplitud de 9 en dos subconjuntos 
desunidos, R, la región de rechazo, o la región crítica, que contiene los 
resultados menos favorables a Ho, y A, la región de aceptación, que contiene 
los resultados más favorables a H0, tales que si 9 € R, rechazamos H0, y si 0 € 
A, aceptamos Ho. El valor de 9 que separa R de A se llama valor crítico de la 
estadística de prueba, representado por 9C. (A veces, hay más de un valor 
A 
crítico.). El valor de 6 c en cualquier prueba con tamaño fijo muestra y riesgo a 
depende de la forma de la hipótesis alternativa, del tamaño del riesgo a o del 
nivel de significación, y de la distribución de la estadística de prueba. En toda 
esta parte se supondrá que la distribución de 9 es normal y que 9 es insesgada. 
Ahora se demostrará cómo ha de ser hallado el valor crítico de la estadística de 
prueba para cada uno de los tres tipos de pruebas mencionadas anteriormente. 
Primero, se considera la prueba de la cola superior. En este caso, se 
probará Ho: 9 < 9o contra Hi: 9 > 9o. Naturalmente, la validez de Ho ha de ser 
A 
apoyada por pequeños valores de 9 solamente; es decir, la región de rechazo 
se encuentra en la cola derecha de la distribución de 6, como se ilustra por la 
figura 19. Así, dado el nivel de significación, se determina el valor de 9C de 
A A 
modo que P (9 > 0 c I 0 o) = ce. Esta condición es satisfecha con 
0c = 00 + z^ctS (43) 
donde z es una variable normal estándar y zi.a es el valor de la variable normal 
estándar que separa R (región de rechazo) de A (región de aceptación). Por 
ejemplo, si a = 0.05, entonces Zi.a =1.65; si a = 0.01, entonces Zi.a =2.33. El 
término Zi-a es el valor de Zo en la ecuación P (Z < Zo ) =1 - a. Así, cuando se 
ocupa de una prueba de cola derecha, la regla de decisión es: rechazar H0 si, y 
solo sí 0C = 6C ; en otro caso, aceptar Ho. Puesto que, en (43), z es una variable 
normal estándar, est regla de decisión también puede enunciarse en una forma 
más conveniente "estandarizando" la estadística de la prueba, rechace Ho si, y 
solo si, 
e - 0 o > z 1 . a (44) 
oe 
-í ^ 
Figura 19 Regiones de rechazo para probar 0< 0o contra 0> 0o en cc=0.05, 0.01 
Luego , en el caso de una prueba de cola izquierda, se probará Ho: 0 > 6o 
contra Hi: 6 < 80. Ahora solo valores grandes de 9 apoyarían la validez de HO, y 
la región de rechazo se encontraría en la cola izquierda de la distribución de 9a, 
como se representa el la figura 20. Por tanto, el valor crítico debe ser escogido 
de modo que P (9A< 6A C I 9o) = ct. Esto queda satisfecho si 
9 a c = Bo+ZaO^ (45) 
donde z« es el valor crítico -el valor que separa R de A. Nuevamente, si a = 
0.05, entonces Za = -1.65; si a = 0.01, entonces z« = -2.33. Por tanto, para una 
prueba de cola izquierda la regla de decisión es: rechace Ho si, y solo si, 9 < 9C; 
en otro caso, acepte H0. Alternativamente , este criterio puede enunciarse en 
términos de la variable normal estándar sola como: rechace Ho si, y solo si, 
0 a - QQ > Z « (46) 
(Je* 
Figura 20 Regiones de rechazo para probar 9> 9o contra 9 < 9o en a=K).05, 0.01 
Finalmente, para una prueba de dos lados, la evaluación será entre 
Ho: 0 = 0 o y Hi: 0 * 0 o- En este caso, valores grandes y pequeños de la 
estadística de prueba tienden a apoyar la validez de Hi. La convención es 
dividir la región critica en dos partes iguales que son las dos colas de la función 
densidad de Ó representada en la figura 21. Ahora dos valores críticos, 9c i y 
Sc2, en vez de uno solo, por determinar. Es fácil ver de la exposición anterior 
que, dado un riesgo a, 
5 d = eo + z ^ a S (47) 
y 
0 c 2 = O o + Z r c ^ o S ( 4 8 ) 
para estas expresiones, si a = 0.05 = za /2= - 1.96 y z r an = +1.96; si a = 0.01, 
z0/2= -2.58 y Zi-q/2 = +2.58. con estas consideraciones, se formula la tercera 
regla de decisión como; rechace H0 si, y solo si, 0 < 9c i o 9 > 9c2; en otro caso, 
aceptar H0. Equivalentemente, se puede afirmar: rechazar H0 si, y solo si, 
6 - 0 o > z a Q (49) 
A 
oe 
o 
9-QQ >Z\-aJ7 (50) 
Para recapitular lo anterior, puede indicarse que el procedimiento de 
prueba clásico, para tamaño fijo de muestra, implica los siguientes pasos: 
1. Formular hipótesis de acuerdo con el problema que se tiene ante sí. 
2. Escoger un nivel de significación, o riesgo a, con referencia al juicio propio 
sobre los "costos" relativos de las consecuencias de cometer los errores de 
tipo I y tipo II. 
Figura 21 Regiones de rechazo para probar 9 = 9o contra 9 * 9o en a=0.05, 0.01 
Se puede observar que solo se han dado valores de z para los diversos tipos de 
pruebas con a = 0.05, 0.01. los valores de z con otros niveles de significación 
pueden hallarse fácilmente en el apéndicel. 
3. Escoger la estadística de prueba cuya distribución por muestreo es conocida 
en el supuesto de que Ho sea cierta; es decir, la estadística de prueba tiene 
A 
la función de probabilidad condicional de la forma f( 9 I 9C). 
4. Establecer la regla de decisión que depende de la forma de la hipótesis 
alternativa y el nivel de significación. Esto supone la determinación del valor o 
los valores críticos de z. 
5. Calcular los valores de la estadística de prueba y el error estándar de la 
estadística de prueba partiendo de una muestra al azar, de modo que la 
estadística de prueba estandarizada pueda ser comparada con el valor o los 
valores críticos de z. 
6. Decidir rechazar H0 (o tomar ai) si 8 o z es un miembro de R, o aceptar Ho 
A 
(o tomar ao) si 9 o z es un miembro de A. 
En relación con la conclusión o decisión inferencial final, debe tenerse 
presente que las pruebas estadísticas están sujetas a errores y, por 
consiguiente, no pueden probar nada acerca de poblaciones. Si la regla que 
define la prueba dirige a rechazar Ho, en un caso dado, no significa 
necesariamente que Ho sea falsa. 
Ni tampoco ha de creerse que Ho sea falsa. 
Es requerido a actuar como si fuera falsa, asumiendo con ello el riesgo 
de una decisión errónea. 
CAPITULO 8 
ESTADÍSTICA NO PARAMÉTRICA 
8.1. Pruebas de aleatoriedad 
Dos preguntas frecuentemente encontradas en aplicaciones estadísticas 
son: 
1) ¿Es la muestra una muestra al azar?, 
2) 2) ¿Es este proceso un proceso al azar?. 
La primera pregunta puede ser contestada solamente examinando el 
método de elección - no los resultados de la muestra mismos Si se asignan 
números de serie a miembros del conjunto y se usan dígitos al azar para 
números de serie escogidos, la muestra es una muestra al azar, con tal, por 
supuesto, de que no se cometan errores durante este procedimiento. La 
segunda pregunta surge cuando se desea conocer si una muestra que §e sabe 
no fue escogida al azar puede ser tratada como si fuera una muestra al azar. 
Un ejemplo de tales datos sería el número de piezas defectuosas producidas 
cada día por una máquina recién instalada. Suponiendo que el número total de 
piezas producidas cada día es una constante, podemos trabajar entonces con 
el número de piezas defectuosas o la proporción de piezas defectuosas, para 
control de calidad. Hipotéticamente, a juicio del capataz y de los ingenieros 
supervisores, la máquina ha sido apropiadamente instalada y ajustada, y debe 
producir en la forma que ha de producir el resto de su vida útil. Se puede 
entonces reunir datos de unas pocas semanas sobre el número de piezas 
defectuosas y ver si estos datos se comportan como una serie al azar. La 
pregunta es si este proceso es al azar. No se puede esperar contestar 
plenamente esta pregunta, porque no hay límite a los aspectos de aleatoriedad 
que deben ser probados antes de que los datos hayan sido "completamente" 
probados en cuanto a aleatoriedad. Pero se pueden probar algunos aspectos 
de la aleatoriedad. La hipótesis nula es que los datos son extracciones 
independientes al azar de una población estable. 
Este capítulo muestra dos pruebas no paramétrícas sencillas de 
aleatoriedad basadas en el concepto de "seríes": 
1) Seríes por encima y por debajo de la mediana, y 
2) Seríes arriba y abajo. 
8.1.1. Series por encima y por debajo de la mediana. 
Se tiene una muestra de, por ejemplo 26 observaciones reunidas en el 
siguiente orden: 
97,89,25,81,11,83,16,96,44,32,98,19,68, 
r 33,25,54,74,82,17,49,33,22,62,20,92,80 
La mediana es (54+49)/20 = 51.5. Se busca ahora si cada observación 
está arriba o abajo del valor de esta mediana. Si está arriba de la mediana, ae 
marca como a, y si está debajo de la mediana se marca como b. Para la 
muestra anterior, tenemos la siguiente sucesión de a y b: 
aa-b-a-b-a-b-a-bb-a-b-a-bb-aaa-bbbb-a*b-aa 
Cada sucesión de a ó b, no interrumpida por la otra letra, es una serie, y 
tenemos entonces 17 seríes para nuestros datos. 
Ahora, el número de seríes arriba y debajo de la mediana es una variable 
aleatoria. Por la hipótesis nula, R es distribuida aproximada y normalmente 
para n>25 con: 
E(R)=n+2 (51) 
2 
y 
V(R)= n í o ^ l (52) 
4(n-1) 
La hipótesis alternativa es a menudo de la variedad de cola izquierda. 
Esto es especialmente apropiado si se considera agrupación de observaciones 
semejantes, es decir, demasiado pocas series, porque tal situación con 
frecuencia indica un cambio de la media de la población. Ocasionalmente 
puede que se desee efectuar una prueba de cola derecha para buscar 
oscilaciones sistemáticas arriba y debajo de la mediana de una observación o 
otra. Cuando no tenemos ideas específicas, excepto que Hi debe ser lo 
opuesto de Ho, podemos proceder entonces a hacer una prueba de dos lados. 
En todo caso, la estadística de prueba es: 
(53) 
Se tiene una prueba de dos lados para nuestros datos ilustrativos en 
a=0.01; se tiene: 
E(R)=26+2_= 14; 
2 
V(R)=26(26-2) = 6.24; 
4(26-1) 
Puesto que el valor observado de z se encuentra entre -2.58 y + 2.58, Ho 
no puede ser rechazada en el nivel de significación de 1 por 100. La máquina 
está produciendo piezas defectuosas al azar, independientemente, y a un ritmo 
estable, por la información que podemos obtener de esta prueba. 
Cuando hay valores de muestra ligados al valor de la mediana (iguales a 
ella) pueden ser despreciados, de modo que el número de seríes y el tamaño 
de la muestra se reduzcan, o puede asignárseles a ó b por un proceso al azar 
tal como el lanzamiento de una moneda. Nada se dijo acerca de la forma de la 
distribución de la población. 
8.1.2. Series arriba y abajo 
Una prueba para seríes arriba y abajo es similar a la prueba anterior. 
Dada una muestra de n observaciones registradas en el orden obtenido, 
colocando un signo (+) o un signo (-) entre cada par de observaciones 
sucesivas, según si la última observación es mayor o menor que la observación 
anterior. Ahora, cada serie de + o -, no interrumpida por el otro signo, se cuenta 
como una serie. Por ejemplo, usando los mismos datos que la muestra 
tenemos: 
un total de 19 series. Estos signos son determinados entre dos observaciones 
sucesivas, y hay (n-1) de tales signos para una muestra de tamaño n. 
Nuevamente pueden ser rotos por un proceso aleatorio. 
Por la hipótesis nula, R es distribuida aproximada y normalmente para 
n > 20 con 
E(R) = (1/3)(2n-1) (54) 
y 
V(R) = (1/90)(16n-29) (55) 
La estadística de prueba es 
(56) 
Suponiendo que se va a probar contra una alternativa de cola izquierda, con los 
datos ilustrativos, en a=0.01, entonces 
R = 19 
E(R) = 1/3 [2(26)-1] =17 
V(R) = 1/90 [16(26)-29] =4.3 
Se tiene que 0.96 > -2.33, y la aleatoriedad es aceptada en a=0.01 
8.2. La razón Von Neumann: Una prueba de independencia 
Las pruebas de independencia son iguales que las pruebas de 
aleatoriedad. El procedimiento llamado la razón de Von Neumann para probar 
aleatoriedad (independencia) en datos de seríes de tiempo. 
Los datos comerciales y económicos ordenados en secuencias de 
tiempo se conocen como muestras no al azar. A menudo, una observación 
sobre precio, producción, ingreso nacional, etc., para un mes o año es 
estadísticamente dependiente, en cierto grado, del valor de dicha variable en el 
período de tiempo anterior. Esta relación de dependencia o "desplazamientos" 
entre términos sucesivos de una serie cronológica se llama correlación serial. A 
veces, se emplean también los términos autocorrelación y correlación de 
desplazamiento para esta relación de dependencia. Cuando se hace una 
distinción, a menudo se considera la autocorrelación como relación de 
desplazamiento de (a población, correlación serial significa relación de 
desplazamiento en una muestra, y correlación de desplazamiento significa la 
relación de desplazamiento entre dos seríes cronológicas diferentes. Sin 
embargo, éstos términos se usan mucho indistintamente y esta es la práctica 
que se adoptará. 
Una cuestión clave en las pruebas de una correlación serial es si 
P(Xi+1=a I Xi=b) = P(Xi+1=a). Si las probabilidades son iguales para todos los 
valores de i, no hay correlación serial, en lo que se refiere a esta prueba. La 
cuestión clave es si el conocimiento del valor de la i-ésima observación ayuda a 
predecir el valor de la (i+1)-ésima observación. Si ayuda, la correlación serial 
está claramente presente. Si no ayuda, la correlación serial está ausente en lo 
que se refiere a esta prueba. Por ejemplo, al checar repetidamente en dado 
perfecto, el conocimiento de que la 64-ésima echada fué cinco no nos ayuda 
nada a predecir el resultado de la 65-ésima echada. P(X65=a I X64=5) = 
P(X65=a) = 1/6 para cada valor de a. La correlación serial está ausente en esta 
prueba. 
La versión general de la cuestión clave no restringe el desplazamiento a 
solo una observación. Es decir, la versión general pregunta si P(Xi+j=a I Xi=b) = 
P(Xi+j=a) para todas las i y j, j >1. Si es así, la correlación serial está ausente. 
Sí, para cualesquiera valores de i y j, las probabilidades son desiguales, la 
correlación serial tfstá presente. 
Si la correlación serial está presente, puede ser "positiva" o "negativa". 
Hablando intuitivamente, correlación serial positiva significa que una 
observación alta es probable que vaya seguida de otra observación alta y una 
observación baja es probable que vaya seguida de otra observación baja. 
Correlación serial negativa significa que una observación extraordinariamente 
alta es probable que vaya seguida de una observación extraordinariamente 
baja, y una observación extraordinariamente baja es probable que vaya seguida 
de una observación extraordinariamente baja. Podría considerarse que tales 
conjuntos de datos son raros, pero en cualquier caso existen. Puede haber una 
explicación obvia para tales datos, que a menudo supone un proceso correctivo 
que no es ajustado apropiadamente. 
La prueba de independencia por la razón Von Neumman se basa en la 
diferencia entre medias sucesivas elevadas al cuadrado definida como sigue: 
x 2 
K = 
,2 (57) 
Donde 
sy 
« S - i p i + i V 
«í = 1 S<y. -yy n , 
Como queda implícito por la definición de S , la razón K está 
estrechamente relacionada con la variancia de las diferencias entre 
observaciones sucesivas. Cuando estas diferencias son pequeñas, resultará 
una K pequeña y se indica una correlación serial positiva. Cuando estas 
diferencias son grandes, resultará una K grande y se revela una correlación 
serial negativa. Así, valores muy grandes y muy pequeños de K nos conducirían 
a rechazar la aleaforiedad o la independencia. 
Para efectuar la prueba de independencia por la razón de Von Neumman, 
puede usarse la tabla presentada en el apéndice 6. Esta tabla da los puntos 5 
por 100 y 1 por 100 de la distribución de K. Da dos valores críticos, k y k', para 
cada nivel de significación y cada tamaño de muestra. 
8.3. La prueba chi cuadrado sobre frecuencias 
Chi cuadrado es una estadística asombrosamente útil. Además de su uso 
para inferencia con varíancias, también puede ser usada para probar cualquier 
hipótesis relativa a datos categóricos, de los cuales la forma binomial solo es un 
caso especial. Aquí se muestran datos categóricos constituidos por frecuencias 
absolutas que ocurren en las diversas clases o compartimentos de una tabla de 
clasificaciones simples o múltiples. Debido a las diferencias en clasificación y en 
razones para probar, las pruebas chi cuadrado pueden ser clasificadas como: 
pruebas de bondad de ajuste, la independencia de tablas de clasificación 
cruzada (o contingencia), y homogeneidad. 
Generalmente, con una prueba chi cuadrado se formula primero la 
hipótesis nula con que son determinadas las frecuencias esperadas, o teóricas. 
Después, con los datos de la muestra se establecen las frecuencias 
observadas. A continuación, se comparan estos dos conjuntos de frecuencias 
tomando diferencias entre ellos. Finalmente, sobre la base de estas diferencias, 
se especifica un criterio de decisión para juzgar si las frecuencias observadas, 
en promedio, divergen significativamente de las diferencias esperadas. Se 
busca determinar, como un criterio apropiado, si estas diferencias se deben a 
variaciones casuales en el muestreo al azar. Si es asi, la hipótesis nula es 
aceptada; en otro caso, es rechazada. 
Para este grupo de problemas puede demostrarse que la suma de la 
razón de las diferencias al cuadrado entre frecuencias observadas, 
representada por o(, y las frecuencias esperadas, representado por e«, a las 
frecuencias esperadas es distribuida aproximadamente como una variable chi 
cuadrado. Es decir, . _ ,2 
? k ( o . - e . r 
X? = I 1 1 (58) 
8 i = l e i 
es distribuida aproximadamente como chi cuadrado, con grados de libertad 
iguales al numero de clases o categorías comparadas, menos el número de 
restricciones impuestas a la comparación. Más precisamente, por la ecuación 
anterior, 5=k-1 si se puede calcular frecuencias esperadas sin tener que estimar 
parámetros de población o estadística de muestra. Aquí, k es el número de 
clases; así, si conociendo K-1 de las diferencias esperadas, la frecuencia 
restante es determinada singularmente porque hay que satisfacer la condición 
de que, X ° « = ¿Le> = n donde n e s e ' tamaño de la muestra o frecuencia total. 
Sin embargo, tenemos 5=k-1-m si se pueden calcular las frecuencias esperadas 
solo después de estimar m parámetros de población por estadísticas de 
muestra. 
Pueden hacerse aquí tres observaciones en relación con el uso de la 
formula (58) para varios tipos de pruebas chi cuadrado. Primero, cuando 5=1, 
especialmente cuando la frecuencia total es muy pequeña, por ejemplo, menor 
de 50, es aconsejable introducir un factor de corrección de continuidad de 1/2 al 
calcular el valor de chi cuadrado. Es decir, cuando 5 -1 se modifica la ecuación 
(58) como sigue: 
2 _ k ^ ¡ - C j l - 1 / 2 ) 2 , |o. - e . | > 1/2 (59) 
aR - 2. l l 
° i= l e¡ 
Cuando lo, - e¡ | < 1/2, tomamos |o( - e¡ I - 1/2 como igual a cero. Teniendo 
presente esto (59J se aplica a todas las o, y e,. Segundo, como regla empírica 
debe haber por lo menos cinco datos en cada clase de frecuencia teórica. La 
finalidad en este caso es asegurar que la aproximación chi cuadrado es buena, 
es decir, que realmente se aplica la tabla chi cuadrado. En una situación en la 
que una o más clases tienen frecuencias teóricas menores de 5, se combinan 
categorías antes de calcular las diferencias, o¡ - e,. Al hacerlo así, es importante 
recordar que el numero de grados de libertad es determinado con el numero de 
clases después de la reagrupación. Por ejemplo, si el numero inicial es diez 
clases y tres de estas tienen pequeñas frecuencias teóricas, se pueden reunir 
estas tres clases en una y obtenemos k=8 clases que comparar. Tenemos, o, y 
e¡ deben ser frecuencias absolutas, no frecuencias relativas o cualquier clase de 
densidad. 
Se considera ahora la aplicación de chi cuadrado a hipótesis de prueba 
acerca de frecuencias. 
8.3.1. Prueba de la bondad del ajuste 
En muchas situaciones problemáticas las condiciones prevalecientes 
hacen que parezca razonable que la población siga un modelo de probabilidad 
específico; sin embargo, es benéfico efectuar un procedimiento de prueba 
estadística para substanciar la suficiencia de tal modelo. Suponiendo la 
normalidad en los datos. Se duda del supuesto de normalidad y se busca un 
procedimiento apropiado para aprobarlo o desaprobarlo. El procedimiento 
estadístico empleado para este objeto se llama prueba de bondad del ajuste. 
Comienza, como lo hace el procedimiento general de prueba, formulando 
la hipótesis nula de que una población dada tiene una probabilidad especifica, o 
función densidad. Entonces, se toma una muestra al azar de la población y se 
observa, lo que proporciona frecuencias observadas (una distribución empírica) 
en términos de chi cuadrado. Entonces, la distribución teórica, como la 
especificada en la hipótesis nula, es ajustada a la distribución empírica. Los 
valores de probabilidad teóricos para las clases, cuando se multiplican por el 
tamaño de la muestra , se convierten en frecuencias esperadas. Después de 
esto, la prueba chi cuadrado de bondad del ajuste sigue exactamente el mismo 
procedimiento que el de frecuencias, excepto que las frecuencias teóricas son 
calculadas ahora generalmente por estadística de muestra como estimadores 
de los correspondientes parámetros de población. 
8.3.2. Pruebas de independencia: Pruebas con tablas de 
contingencias 
Las pruebas de frecuencias y bondad del ajuste se ocupan de 
poblaciones multinomiales. En ambos casos, las poblaciones y las muestras 
son clasificadas de acuerdo con un solo atributo. Ahora se mostrará que la 
misma técnica de pruebas chi cuadrado puede ser aplicada a datos distintos de 
las distribuciones multinomiales. 
Cuando la población y la muestra son clasificadas según dos o más 
atributos, se pueden usar pruebas de independencia para determinar si los 
atributos son estadísticamente independientes. Por ejemplo, una muestra al 
azar de n tiendas detallistas puede ser clasificada cruzadamente por magnitud 
de capitalización y por tipo de sociedad. La proporción de cada una de las 
clases en la población es desconocida. El interés sería establecer si existe 
alguna relación de dependencia entre la capitalización de una tienda y su tipo 
de propiedad. Claramente, en un caso como este, se desea probar la hipótesis 
de que la magnitud del capital es independiente del tipo de propiedad contra la 
hipótesis de que se relaciona n o son dependientes. 
Las pruebas de independencia se llaman también pruebas con tablas de 
contingencias. Hasta ahora, solo se han mostrado las tablas de clasificación en 
un sentido, porque, en cada caso, las frecuencias observadas han ocupado una 
sola fila o una sola columna. También porque las frecuencias observadas son 
distribuidas en k clases (columnas o filas), y las tablas de clasificación en un 
sentido se llaman tablas 1 x k (léase 1 por k) o k x 1. Extendiendo estas ideas, 
se pueden obtener tablas en las que las frecuencias observadas ocupan r filas y 
c columnas. Tales tablas se llaman a menudo tablas de contingencias. 
Correspondiendo a cada frecuencia observada en una tabla r x c, hay una 
frecuencias esperada calculada por la hipótesis nula especificada. Las 
frecuencias, observadas o esperadas, que ocupan las casillas de una tabla de 
contingencias se llaman frecuencias de casillas. La frecuencia total de cada fila 
o cada columna se llama frecuencia marginal. 
Para evaluar diferencias entre frecuencias observadas y esperadas 
contenidas en tablas de contingencias, se emplea la misma estadística que 
para las pruebas expuestas en el punto anterior. 
2 r c ( o . - e . ) 2 
x 2 = i 1 1 
0 i= l ej 
Se suman todas las casillas re de una tabla de contingencias; y, en 
general, 
S = (r-1)(c-1) 
1. Para probar la independencia con una tabla de contingencias 2 x 2 , 
entonces 5=(2-1)(2-1) = 1. Como la nota anterior, el factor de 
corrección de continuidad de 1/2 debe de ser usado para calcular el 
valor chi cuadrado. Para muestras grandes, los valores de chi 
cuadrado corregidos y no corregidos pueden ser prácticamente 
iguales, por lo que el factor de corrección de continuidad puede ser 
ignorado. 
8.3.3. Formulas eficientes para calcular chi cuadrado 
Existen fórmulas eficientes para calcular valores de chi cuadrado de 
tablas de contingencias 2 x 2 que solo abarcan frecuencias observadas. 
Representando las frecuencias de casillas por A, B, C y D, las 
frecuencias marginales por mi, m2, m3 y m4, y el numero total de observaciones 
por n, mediante una tabla de contingencias 2 x 2 como la siguiente: 
Datos observados 
A B rri3 
C D m4 
mi rri2 n 
Puede demostrarse que: 
X,2 = n(AD-BCV 
mim2m3m4 
(60) 
Cuando la muestra es pequeña, es conveniente calcular X f con un factor 
de corrección de continuidad. En este caso, la fórmula eficiente es 
X:= n( IAD - BC I - n / 2 ) 
mim2m3m4 
(61) 
En general, se observa que 
,2 (o . -2o .e . +e?) o? o.e. e? 
X í = s 1 1 1 i 1 1 = S 1 - 2 1 1 ' + 2 1 
,2 
e. i e. i i e¡ i e. i e. 
o. z 1 
i e ¡ 
- n 
(62) 
Esta formula es valida para cualquier tabla de contingencias, excepto cuando se 
usa una corrección de continuidad para 5=1. 
8.3.4. Pruebas de Homogeneidad 
Las pruebas de homogeneidad se usan para determinar sí dos o más 
muestras independientes al azar son extraídas de la misma población o de 
diferentes poblaciones. 
La prueba chi cuadrado de homogeneidad es una extensión de la prueba 
chi cuadrado de independencia. En ambos casos, se trata con datos 
clasificados cruzadamente. Como se observa inmediatamente también, la 
misma estadística de prueba usada para pruebas de independencia es usada 
para pruebas de homogeneidad. Pero estos dos tipos de prueba son diferentes 
en algunos aspectos. 
Primero, se asocian con diferentes clases de problemas. Las pruebas de 
independencia se aplican al problema de si un atributo es independiente de 
otro. Mientras que las pruebas de homogeneidad se aplican cuando se desea 
saber si diferentes muestras proceden de la misma población. 
Segundo, las primeras suponen una sola muestra tomada de una 
población; pero las segundas suponen dos o más muestras independientes, 
una de cada una de las poblaciones en cuestión. Este segundo hecho también 
implica que, en el caso de independencia, todas las frecuencias marginales son 
cantidades al azar, mientras que, en el caso de homogeneidad, los totales de 
filas son tamaños de muestra que son números escogidos. 
8.3.5. La prueba del signo para pares emparejados 
Con mucha'frecuencia se tienen dos conjuntos más de datos que son 
muestras al azar dependeintes, emparejados en términos de uno o más 
factores. Se han encontrado antes este tipo de datos. 
Primero aparecieron en la prueba t para dos muestras dependientes. 
Cuando solo hay dos tratamientos y las observaciones emparejadas, puede 
emplearse un sencillo procedimiento no paramétrico, llamado prueba de los 
signos, para probar si los dos tratamientos son igualmente eficaces. Esta 
prueba se expone a continuación. 
Sean A y B dos tratamientos con n pares emparejados de observaciones 
(x,, y,). Se observa el signo de d,=Xryi. Si se tienen datos que no son 
mesurables, sino solo comparables, d, se considera como positiva si A es mejor 
que B y negativa si A es peor que B. Cuando existe un vínculo (es decir, d¡=0), 
el par de observaciones vinculadas es deshechado y n se reduce de 
conformidad con ello. 
Por la hipótesis nula de que los dos tratamientos son igualmente eficaces 
que cualquier diferencia en un par de observaciones se debe a efectos 
casuales, la probabilidad de un signo + para cualquier par particular es 1/2, y 
también lo es la probabilidad de un signo -. Así, si se hace que S sea el número 
de veces que aparece el signo menos frecuente en la serie de d,, entonces S 
tiene la distribución binomial con p=1/2. 
Es importante observar que, para que la regla de los signos sea 
aplicable, no es necesario suponer que las diferencias están idénticamente 
distribuidas como para la prueba t. Una ventaja de la prueba de los signos es 
que se permite compilar cada par de observaciones en diferentes condiciones, 
teniendo así diferentes distribuciones. Es suficiente que Ho sea aplicada 
separadamente a cada par de observaciones, y que los pares sean 
estadísticamente independientes (como en el muestreo binomial). 
El valor crítico para una alternativa de dos lados en a=0.05 puede 
hallarse bien por la expresión 
F C = ( n ^ 1 ) - ( 0 . 9 8 ) n (63) 
HO es rechazada si S < K para la prueba de los signos. 
Se observa que la prueba de los signos es aplicable solo cuando n no es 
demasiado pequeña. La ecuación (63) se deriva de una prueba chi cuadrado de 
bondad del ajuste de una distribución binomial. La regla empírica de que e, > 5 
en tal prueba chi cuadrado implica que n > 10 es la regla empírica análoga para 
la validez de (63). Para n más pequeña, puede usarse la distibución binomial 
exacta, pero la potencia de la prueba de los signos debe ser considerada. Para 
n=5, la probabilidad de que aparezca cero veces el signo menos frecuente y 
que el signo más frecuente aparezca cinco veces, calculada como antes 
usando la distribución binomial exacta, es (0.5)5 =0.03125, y la probabilidad 
análoga para n=6 es (0.5)6 =0.015625. así, para n=5, la hipótesis nula será 
aceptada siempre en un nivel de significación de 0.05, independientemente de 
los que muestren los datos, porque 0.03125 > 0.05/2, y n debe ser por lo menos 
seis para un nivel de significación de 0.05, para tener alguna posibilidad de 
rechazar la hipótesis nula. 
8.4. Prueba Wald-Wolfowitz para dos muestras independientes 
La prueba Wald-Wolfowitz ha sido ideada para probar la hipótesis nula 
de identidad entre distribuciones de dos poblaciones con dos muestras 
independientes sobre la base de series. La prueba comienza clasificando las 
observaciones de las dos muestras, con ni y n2, en un solo conjunto. Por 
0 
comodidad, si se identifica una observación de la primera muestra del conjunto 
como X y se identifica una observación de la primera muestra del conjunto 
como X y se identifica la de la segunda muestra como Y, se obtendrá entonces 
series o grupos de X y Y. Por ejemplo, considerando estas dos muestras, 
Primera muestra: 36, 20, 37, 40, 77, 61, 90, 74, 30 y 52; 
Segunda muestra: 11, 16, 23, 39, 43, 41, 55, 22, 66 y 27. 
Ahora, combinando estas observaciones y disponiéndolas en un 
conjunto, junto con sus designaciones de X y Y, tenemos doce seríes en función 
de X y Y: 
Y Y - X - Y Y Y - X X X - Y - X - Y Y - X - Y - X - Y - X X X 
11 16 20 22 23 27 30 36 37 39 40 41 43 52 55 61 66 74 77 90 
Obteniendo, en primer lugar, en cualquiera ordenación de observaciones 
procedentes de dos muestras debe haber por lo menos dos seríes y, como 
máximo ni + n2 series en el conjunto. Después, si las dos muestras son 
extraídas independientemente de dos poblaciones con distribuciones idénticas, 
las observaciones de las muestras deben ser mezcladas muy bien cuando se 
ordenen según magnitudes. En otras palabras, hay que tener un gran número 
de seríes. Pero si las muestras son escogidas de poblaciones con diferentes 
distribuciones, entonces se obtendrá un pequeño número de seríes. Así, solo un 
pequeño numero de seríes puede conducir a rechazar la hipótesis nula. Estos 
argumentos proporcionan la razón de las pruebas basadas en cálculos de 
probabilidades bastante sencillos. 
Sea R el numero de seríes entre las ni + n2 observaciones; la 
distribución de R por muestreo se da en el apéndice 7 para ni < 10 y n2 < 1, y 
también para ni = n2 = 11 a 100. Por ejemplo, para la ilustración, ni = n2 = 10 y 
R = 12 corresponde al 75.8-ésimo porcentil de la distribución de R. Este valor 
se encuentra entre 0.01 y 1.00; por consiguiente, se acepta la hipótesis nula de 
que las dos poblaciones progenitoras están idénticamente distribuidas en 
a=0.01 .Aproximadamente, r está normalmente distribuida cuando ni > 10 y n2 > 
10, con 
H ( R ) = 2 , n l n 2 9 + l (64) 
ni + n2 
(65) 
2n 1 n2(2n 1 n2 - n 1 - n2) 
(nl + n2) (nl + n 2 - l ) 
Así, cuando las muestras son grandes, la prueba Wald-Wolfowitz puede 
efectuarse por la estadística de prueba 
R - E ( R ) 
a 2 (66) 
en la forma usual. 
La prueba Wald-Wolfowitz también puede aplicarse a una sola muestra, y 
cualquier criterio de producir una ordenación de X y Y puede ser empleado. 
8.5. Prueba Wilcoxon para dos muestras emparejadas 
El problema de tratar los pares emparejados fue abordado en la prueba 
de los signos, que toma en consideración simplemente el signo de una 
diferencia entre cada par de valores. La prueba de los signos ignora el hecho 
que de que un par de puntuaciones no solo tiene una diferencia, sino también 
una calificación entre tales diferencias. La prueba Wilcoxon toma en cuenta 
ambas características, signos y calificaciones de diferencias; por tanto, se la 
llama a veces prueba de ios signos y calificaciones. 
La prueba de los signos y las calificaciones es quizá la más poderosa de 
las pruebas no paramétricas de la identidad entre dos distribuciones de 
poblaciones usando pares emparejados. Cuando las observaciones se dan en n 
pares, primero se- observan sus diferencias, d>, y luego se clasifican estas 
diferencias según sus magnitudes absolutas. A continuación, se asignan los 
signos de estas calificaciones a sus correspondientes diferencias. Finalmente, 
se halla la estadística de la prueba, T. Para esto, se calculan dos sumas de 
calificaciones, una para todas las calificaciones con signos + y la otra para 
todas las calificaciones con signo -. Ambas sumas se consideran positivas. La 
menor de estas dos sumas de calificaciones es T. 
La hipótesis nula es que las dos FDA son idénticas; es decir, que 
F(x)=G(x) para todas las x. Cuando la hipótesis nula es cierta, cada uno de los 
2n conjuntos posibles de calificaciones con signos (obtenidos asignando 
arbitrariamente signos + y - a los pares 1 a n) tiene igual probabilidad de ocurrir. 
Sobre esta base, puede hallarse la distribución exacta de T. 
Para probar F(x) = G(x) contra F(x) * G(x), puede obtenerse el valor 
critico aproximado para la menor calificación total por la siguiente expresión: 
T z „ n(n + l)(2n + D + n(n + l ) _ 1 / 2 
c = a / 2 2 4 4 
Esta aproximación se acerca a n > 16. Para n < 16, debe usarse el cuadro 4. 
La prueba de los signos y las calificaciones es de dos colas, aunque de 
la definición de T solo trabaja con la cola inferior de la distribución de T por 
muestreo. Asi, el cuadro especial solo muestra el valor crítico inferior de T, y así 
hace (67). En (67), z ^ es siempre negativa. Por ejemplo, para a=0.05, Z0.05/2 = 
Z0.025 =-1.96. 
Cuando n > 16, la distribución T por muestreo es aproximadamente 
normal con: 
E (T) = n (n-1) (68) 
4 
V (T) = n ín-1) (2n+1) 
24 
(69) 
Rechace HO si es menor o igual a 
N= numero de pares 
a= 0.05 <x= 0.01 
7 2 0 
8 2 0 
9 6 2 
10 8 3 
11 11 5 
12 14 7 
13 17 10 
14 21 13 
15 25 16 
Tabla 2 Valores críticos de T cuando n < 16 en la prueba Wilcoxon de los 
signos y las calificaciones 
Por tanto, para muestras grandes: 
z = 
T - E ( T ) 
< 7 0 > 
como estadística de prueba en la prueba de los signos y calificaciones. Una 
mejor estadística de prueba aquí incluye un factor de corrección de continuidad, 
y es, 
z = T + l / 2 - E ( T ) ( 7 1 ) 
O 
Cuando hay vínculos del tipo d t -0 en esta prueba, son ignorados y n es 
ajustada hacia abajo correspondientemente. Cuando hay vínculos del tipo, por 
ejemplo, d,=- 5 y d¡ =+5, y cuando las calificaciones para ellos son, por ejemplo, 
3 y 4, se asignará una calificación de (3+4)/2 = 3.5 a cada uno. Para -5, la 
calificación con signos es -3.5, y para 5, +3.5. 
Hay formas de modificar esta prueba para hipótesis alternativas de una 
sola cola, pero no se presentarán aquí. 
8.6. Prueba H Kruskal - Wallis 
W.H. Kruskal y W. A. Wallis han ideado una prueba como la prueba 
Wilcoxon para dos muestras dependientes que cubren c muestras 
independientes. Este procedimiento, llamado prueba H, ha sido ideada para 
probar la hipótesis nula de que las c muestras independientes han sido 
extraídas de poblaciones de distribuciones idénticas, es decir FDA idénticas. 
La prueba H comienza calificando todas las observaciones; luego se 
halla la suma de las calificaciones de cada muestra, Th y después el total de 
todas las sumas de calificaciones T, donde T = Z T¡. Puede verse entonces que 
T = n (n + 1) 
2 
donde n = ni + m + ... + nc. Se sabe que si n, > 3, la estadística 
>2 
H = 
12 c T. 
n(n + l ) i = i ni 
- 3 ( n + 1) 
(72) 
(73) 
está distribuida aproximadamente como chi cuadrado con 8= c - 1 . 
Cuando aparecen vínculos en la calificación, se asignará un promedio de 
las calificaciones contiguas a cada una de las observaciones vinculadas. Por 
ejemplo, si dos observaciones están vinculadas y si las calificaciones para ellas 
deben ser 5 y 6, se asignarán a ambas observaciones una calificación de ( 5+6 
/ 2 ) = 5.5. Nuevamente, si hay un vínculo de tres observaciones, siendo las 
calificaciones, por ejemplo, de 10, 11 y 12, la calificación será de 11 a cada una 
de las tres observaciones. Y así sucesivamente. 
Un valor ajustado de H, designado H', debe ser calculado cuando hay 
vinculos. Entonces: 
En la definición de C, k es el numero de conjuntos vinculados y tj es el 
número de observaciones vinculadas con el conjunto j. 
La prueba H se compara razonablemente bien con la prueba F en un 
análisis de variancia. Pero, cuando las muestras son grandes, es muy pesado 
calificar las observaciones, a menos que se disponga de una computadora. 
8.7. Pruebas de Kolmogorov - Smimov y Anderson Darling 
Estas pruebas son para diferencias entre distribuciones acumulativas. La 
prueba de una muestra se refiere al acuerdo entre una distribución acumulativa 
observada, o empírica, de valores muéstrales y una función de distribución 
continua especificada; por lo tanto, es una prueba de bondad del ajuste. La 
prueba de dos muestras se refiere al acuerdo entre dos distribuciones 
acumulativas observadas; prueba la hipótesis de si las dos muestras 
independientes proceden de distribuciones continuas idénticas, y es sensible a 
diferencias de población respecto de ubicación, dispersión o sesgadura. 
H ' = _ H 
C 
(74) 
Donde C, el factor de corrección, se define como 
(75) 
La prueba de una muestra de Kolmogorov -Smirnov es generalmente 
mas eficiente que la prueba chi cuadrado para bondad del ajuste de muestras 
pequeñas, y puede sen/ir para muestras muy pequeñas en las que no se aplica 
la prueba chi cuadrado. Debe recordarse, sin embargo, que a diferencia de la 
prueba de Kolmogorov - Smirnov, la prueba chi cuadrado sí se puede usar en 
relación con distribuciones discretas. 
La prueba de una muestra se basa en la diferencia máxima absoluta D 
entre los valores de la distribución acumulativa empírica de una muestra 
aleatoria de tamaño n y una distribución acumulativa teórica especificada. Para 
determinar si esta diferencia es mayor de lo que razonablemente podría 
esperarse para un nivel dado de significación, consultamos el valor crítico de D 
en el apéndice 8. 
A pesar de su atractivo intuitivo, las pruebas Kolmogorov - Smirnov 
carecen de eficacia. Las diferencias en las colas pueden detectarse más 
fácilmente si la diferencia entre la distribución acumulativa empírica, F n, y F se 
divide entre F(x ) ( l -F (x ) ) . En particular , la prueba Anderson - Darling se 
basa en grandes valores de la estadística 
A primera vista, el cálculo numérico de esta estadística parece difícil pero 
es posible demostrar que 
(76) 
A z = - I (2 i - l ) ( ln (u¡ ) + l n ( l - u 
.i = l 
donde ui = f(x(í)) es el valor de la distribución acumulativa teórica en la 
i-ésima observación más grande x(i). 
La hipótesis nula es rechazada para grandes valores de la estadística A 
Como pauta general, el punto de 5% de muestras grandes es de 2.492 y el 
punto de 1% es de 3.857. Se ha sugerido que estos valores críticos son 
sumamente exactos incluso para muestras tan pequeñas como 10. 
CAPÍTULO 9 
CONTROL ESTADÍSTICO DEL 
PROCESO 
9.1.Como funciona la gráfica de control. 
9.1.1. Empleo de las gráficas de control para juzgar si existe o 
no un sistema constante de causas especiales. 
Las gráficas"X, R y s, ofrecen una base para un criterio de juicio de gran 
importancia práctica, que se puede expresar en diferentes formas tales como: 
¿Se extrajeron todas las muestras de la misma población? 
¿Hay algún universo del cual parezcan provenir estas muestras? 
¿Indican estas cifras un patrón estable de variación? 
¿Es esta variación el resultado de un sistema de causa constante? 
O simplemente ¿Indican estas mediciones que hay control estadístico?. 
Cualquier regla que se pudiera establecer para dar una respuesta 
definitiva de "sí" o "no", puede dar en ocasiones, una respuesta errónea. La 
decisión de trazar la línea que separe una respuesta afirmativa de una negativa, 
debe estar basada en la acción que se tomará en cada caso. 
En el control de calidad en la manufactura, la respuesta "no, no es un 
sistema de causa constante", provoca la búsqueda de una causa de variación 
asignable y un intento para eliminarla, si es posible. La respuesta "sí, es un 
sistema de causas constantes", hace que no se haga nada al proceso solo, sin 
ningún esfuerzo por hallar las causas de la variación. La regla para establecer 
los límites de control que determinan el "sí" o el "no", en cualquier caso 
repercute en un equilibrio económico entre los costos debidos a dos clases de 
error 
1.- El error de buscar un problema cuando no lo hay (siempre que la 
respuesta "no es incorrecta) y, 
2.- El error de dejar el proceso solo para no tener que buscar el problema 
cuando en realidad está allí presente (siempre que la respuesta "sí" sea 
correcta). 
Cualquier regla para establecer límites de control en la manufactura 
debería ser práctica y basarse en el punto de equilibrio o balanceo económico. 
La experiencia indica que en la mayoría de los casos, los límites de 3-sigmas, 
en realidad, dan un equilibrio económico satisfactorio entre estos dos tipos de 
errores (Aunque, en principio, la elección de límites es cuestión de minimizar la 
suma de ciertos costos, hay grandes dificultades prácticas para efectuar buenas 
estimaciones de los costos unitarios pertinentes). 
9.1.2. Patrones de variación estable e inestable 
Para ejemplificar esto en la figura 22 se presenta la distribución de 
frecuencias de 260 pesos drenados del obtenido de latas de tomates obtenidos 
en un período de 11 días. A primera vista, parecería que esta distribución 
presenta una imagen satisfactoria de un patrón de variación que se produjo 
durante los 11 días. 
Tal enunciado no es verdadero en su totalidad. Puede ser que el patrón 
de variación haya tenido diversos cambios durante el período. La primera 
pregunta que se debe responder es si hubo o no un patrón estable. Si hay 
pruebas de falta de estabilidad, puede responder si hubo o no un patrón 
estable. Si hay pruebas de falta de estabilidad, puede ser cierto que los 260 
pesos representan muestras de cierto número de universos diferentes que 
estuvieron presentes en diferentes momentos; en este caso, la distribución de 
frecuencia resultante representaría un promedio ponderado de los diversos 
universos que había cuando se tomaron las muestras. 
Siempre que va a emplear una distribución de frecuencias como base 
para estimar las capacidades de un procedimiento de manufactura, hacer un 
cambio propuesto en un procedimiento o modificar las especificaciones, la 
gráfica de control se vuelve un instrumento importante para establecer si hay 
estabilidad. Una vez establecida ésta, se puede sentir una confianza relativa un 
que está midiendo un universo y no un promedio ponderado de muchos. 
Al anotar los datos para establecer distribución de frecuencias, sí se 
debe conservar el orden en que se obtuvieron. 
25 S 
25 0 II 
24 5 m-
24 0 4M- lili 
2 3 5 •uu- -m*- mi 
2 3 0 mu- m- mi 
2 2 5 UU-mh-MH-m-MH-m- i 
2 2 0 IIIL lifL III L «fr *flr wWr m-mu-m- lili 
21 5 mu-mu-m-MU-MU-MU- 1 
21 0 jjjj- jjjf- jjfj fjj¡- fjj ¡- jjjf- Jjfr J¡ff 1 
2 0 5 IIIL 1 ••• < >11 f<fr Tf!r ^^ JJff-
2 0 0 JJ^ Jflf- m- mi 
1 9 5 MU-MH- II 
1 9 0 m- ii 
í e s ii 
1 8 0 
17 5 ii 
1 7 0 
16 S i 
16 0 
1SS 
Figura 22. Hoja de verificación para determinar la distribución de frecuencia de 
datos del apéndice 9 
9.1.3. Empleo de la gráfica de control para interpretar una 
distribución de frecuencia. 
En la figura 23, se presentan las gráficas de control de X y R de los datos 
básicos de los pesos drenados contenidos de las latas de tomate del apéndice 
9. Ninguno de los puntos de X está fuera de los límites de control; uno de los 52 
puntos de R está fuera de los límites. La aplicación de las reglas secundarías 
basadas en la teoría de las corridas, que se describe más adelante, indican 
ciertos ligeros desplazamientos durante e( período de 11 días. Aunque el 
empleo de estos datos para estimar n y o pudiera estar sujeto a deliberaciones, 
no por necesidad quiere decir que esta gran desviación desde un patrón 
constante de variación sea insatisfactoría desde un punto de vista práctico. 
Muchos procesos de producción ni siquiera se aproximan a este 
comportamiento. 
i i 
O « _ . S « 4 1 . 1 S O 
S<rp« .1 "'3 6 ^ 8 .9 O X. _ 
i 
Figura 23 Gráficas de control para X y R par a los pesos drenados del contenido 
de latas de tomate, datos del apéndice 9. 
9.1.4. Cálculo de los límites de 3 - sigmas en las gráficas de 
control X 
El empleo de los apéndices 10, 11 y 12 para el cálculo de los límites de 
control se puede ilustrar con la utilización de los subgrupos de la tabla del 
apéndice 13. 
Después de calcular los promedios y los recorridos de los subgrupos, el 
siguiente paso en el cálculo de los límites es encontrar X y R. Para los 
subgrupos, son: 
¿ = X = Z_g= 577.75 = 28.9 
20 20 
R = S_Rj = 368 = 18.4 
20 20 
Si se utiliza el apéndice 10, el siguiente paso es calcular a. Para ello, es 
necesario encontrar el factor 62 del tamaño del subgrupo. En este caso n=4 y se 
encuentra que 62 = 2.059. 
Estimación de a, ó = R = 18.4 = 8.94 « 
d2 2.059 
Después se puede calcular 3cr*a partir de a relación 07= á / 
3o*=3o_ = 3(8.94) = 13.4 
Vñ -U 
Límite superior de control x = £ + 3ctx = 28.9 + 13.4 = 43.3 
Límite inferior de control x = X - 3CT5C = 28.9 -13 .4 = 15.5 
Los dos pasos en el calculo de 3<jjrse podrían consolidar como 
3ctx= 3R = 3 R = 0-73 R = 0.73 (18.4) = 13.4 
d2 Vn 2.059 V4 
Para abreviar el cálculo de los límites de control a partir de R se ha 
calculado este factor 3/d2Vñ multiplicador de R en el cálculo anterior, para cada 
valor de n desde 2 hasta 20 y aparece en el apéndice 11. Este factor se designa 
A2. Entonces, las formulas para los límites de control de 3-sigmas en las 
gráficas para X quedan en la siguiente forma: 
UCLx = Limite superior de controla = 7 + A2R 
LCLir = Límite superior de control* = X - A2R 
Si se van a calcular los límites de control a partir de s^  en vez de R, los 
cálculos de los subgrupos del apéndice 13 son: 
X = 28.9 
S = SS, = 165 2 =8.26 
20 20 
Con el empleo del factor C4 del apéndice 10 para calcular a. 
Estimación de a, a = £ = 8.26 = 8.97 3 cnr= 3 ¿ = 3(8.97)= 13.5 
Ca 0.9213 Vñ V4 
UCLx = Límite superior de control x =28.69 + 13.5 = 43.4 
LClx = Límite superior de control y = 28.9 -13 .5 = 15.4 
Al igual que en los cálculos a partir de~R los dos pasos en el cálculo de 
3oyse puede consolidar como 
3oy= 3 s = 1.63 (8.26) = 13.5 
C4VÍ1 
Para abreviar estos cálculos de los límites de control a partir de se ha 
calculado el factor 3/ c4Vñ multiplicador de~s para cada valor de n desde 2 hasta 
25 y, luego, de 5 en 5 hasta 100 y se incluye en el apéndice12. Este factor se 
designa A3. Las fórmulas para los límites de control 3-sigmas con el empleo de 
este factor son: 
UCLx = Límite superior de control x = ^ + AsiS" 
LCLx = Límite superior de control** = X - A3S 
Para las situaciones en que se desea calcular los límites de control en 
forma directa a partir de los valores conocidos o estándar de o y |i, se ha 
calculado el factor 3/Vñ y se incluye en el apéndice 14. Este factor se designa A. 
Las fórmulas para' los límites de control de 3-sigmas con el empleo de este 
factor son: 
UCLx = Límite superior de controla = ^ + ACT o Xo + Aao 
LCLJT s Límite superior de control"* = n - Aa 0 X 0 -Aao 
Las diversas ecuaciones para las líneas centrales y los limites de 
3-sigmas en las gráficas de control de X, R y s se han reunido para facilitar la 
consulta, en el cuadro 5. Los factores (a, Ai , etc.) que se mencionaron se dan 
en la sección de apéndices. 
Se aprecia que la dispersión de los límites en las gráficas para X y en las 
R o s depende de la dispersión del proceso. Los límites en todas las gráficas se 
pueden calcular en forma directa a partir de o conocida o supuesta o al estimar 
g a partir de R o de s. En casi todos los casos, en la industria, los límites se 
calculan a partir de R. 
Método Gráfica X Gráfica R Gráfica s 
H y a conocidas o 
supuestas 
(Xo, ct0) 
CL = Xo = n 
UCLx= + AC 
LCLx= - Act 
Apéndice 13 
CL = R0 = d2a 
UCLR= D2CT 
LCL r= DICT 
Apéndices 9 y 13 
CL = SO = 04G 
UCLs= B6CT 
LCLS= B5CT 
Apéndices 9 y 13 
H y (j estimadas a 
partir de X y R 
C L = X 
UCLx=X + A 2 R 
LCLx= X - A2R 
Apéndice 10 
C L = R 
U C L r = d 4 r 
l c l R = d 3 r 
Apéndice 10 
H y a estimadas a 
partir de X y s 
CL = X 
U C L x = J + A3s 
LCLX= X - A3S 
Apéndice 11 
C L = s 
U C L S = B 4 S 
L C L S = B 3 S 
Apéndice 11 
Tabla 3. Ecuaciones para calcular los límites 3-sigma en las gráficas de control 
para variables. 
9.1.5. Gráficas de control para recorrido y desviación estándar 
de la muestra 
Una formula general para los límites de control en la gráfica X es n +3a*. 
En forma similar, las formulas generales para las gráficas de control de las 
mediciones de la dispersión de subgrupos son: 
1. Para la gráfica de R : R + 3or 
2. Para la gráfica de s : "s + 3CTs 
Pero, cuando se aplican estas tres formulas al cálculo de los límites 
inferiores de control (LIC), resultará que esos límites son menores de 0 cuando 
n es de 6 o menos en la gráfica R y cuando n es menor de 5 para la gráfica s. 
Debido a que R y s no pueden ser menores que 0, en estos casos no se utiliza 
el límite inferior de control. 
Las fórmulas para el cálculo de los limites de control para recorrido y 
desviación estándar de la muestra se muestran en la tabla 3. 
9.1.6. Clasificación de las formas que puede ocurrir la falta de 
control 
Debido a que la falta de control corresponde a un universo de la muestra 
distinto, se puede hacer una clasificación de los diferentes tipos de falta de 
control, es una clasificación de las formas en que pueden diferir entre sí dos 
universos de muestra. 
1. Pueden diferir sólo en el promedio. 
3. Pueden diferir sólo en la dispersión. 
4. Pueden diferir en el promedio y en la dispersión. 
Los cambios o desplazamientos en el promedio del universo influyen en 
las gráficas de control de X y R en una forma; los cambios en la dispersión del 
universo influyen en ellas en otras formas. 
Los cambios en el universo pueden ser continuos durante cierto tiempo, 
como si se extrajeran muchos subgrupos de un universo y, luego, muchos otros 
más de otro universo. O bien, los cambios pueden ser frecuentes e irregulares 
como si hubiera una gran cantidad de universos y las extracciones de cada 
universo fueran a continuar en períodos de diferente duración. O bien, los 
cambios, pueden ser graduales y sistemáticos. 
Esto se representa en la figura 24 
Figura 24. Los sistemas de causa ocasionales 
9.1.7. Pruebas de falta de control basadas en corridas de 
puntos por encima o por debajo de la línea central en la gráfica de 
control. 
Para poder detectar cambios en un parámetro de un universo en las 
aplicaciones comunes de las gráficas de control en la manufactura, el plan más 
práctico es utilizar unas cuantas reglas sencillas que dependen sólo de las 
corridas extremas. Por ejemplo: 
Se considera que hay bases para sospechar que ha cambiado el 
parámetro del universo cuando: 
• De 7 puntos consecutivos en la gráfica de control, estén todos en el 
mismo lado de la línea central. 
• De 11 punto consecutivos, cuando menos 10 caen en el mismo lado 
de la línea central. 
• De 14 puntos consecutivos, cuando menos 12 caen en el mismo lado 
de la línea central. 
• De 17 puntos consecutivos en la gráfica de control, cuando menos 14 
estén en el mismo lado de la línea central. 
• De 20 puntos consecutivos en la gráfica de control, cuando menos 16 
estén en el mismo lado de la línea central. 
Las secuencias mencionadas en cada una de estas reglas, ocurrirán en 
forma causal, sin que cambie el universo y con más frecuencia que un punto 
fuera de los límites de control 3-sigmas. Por esta razón, constituyen una base 
menos confiable para buscar los problemas que la aparición de un punto fuera 
de los límites de control. 
Además, si se emplean todas estas reglas diferentes para juzgar si se ha 
cambiado el parámetro del universo, las posibilidades de una falsa indicación 
del cambio son mayores que si sólo se emplea una de las reglas. 
Las secuencias de los puntos en un lado de la línea central pueden ser 
Otiles en relación con una posible acción en la gráfica de control, aun cuando no 
se emplean para buscar el problema en el proceso. Son de particular utilidad en 
el caso en que el límite inferior de control es cero. Por ejemplo, una reducción 
en el valor de a, requiere un cambio en la ubicación de los límites superior e 
inferior de control en la gráfica de~X y un cambio en la línea central y límites en 
la gráfica de R. Pero, en todas las gráficas de R en dónde el tamaño del 
subgrupo no es mayor de seis, es imposible que se muestre el cambio en <j con 
un punto que quede fuera del límite inferior de control de cero. Pero, se puede 
obtener una indicación de la disminución en la dispersión del proceso si se 
aplica la teoría de las corridas mencionadas anteriormente. 
9.1.8. Interpretación de los patrones de variación en las 
gráficas X y R 
Un aspecto importante del empleo de las gráficas de control es la 
interpretación de los muchos patrones de datos que puedan tener. Además de 
la regla principal de buscar el problema, también se han comentado reglas 
secundarías o complementaría, basadas en la teoría de las corridas. 
La gráfica de control indica cuándo buscar el problema, pero no puede 
indicar por sí sola dónde se debe buscar ni qué causa se va a encontrar. 
En la figura 25 se ilustran algunos de los patrones que se ven con 
frecuencia en las gráficas de control y se expresan algunas causas posibles de 
estos patrones. 
Algunos cázanos que aiieran ta granea ., , _ 
de jf (variabilidad estabilizada) AlgunascauaaaqwaiteranlagráficaJÍ 
4 
I I I 1 I I I I I 1 í I M I 1 I M 
M « k 
(a) Ciclos recurrentes 
L Cambios en la temperatura n otros 
recurrentes en el entorno físíea 
2. Fatiga de los operarios 
3. Diferencias en los aparatos paramedi-
ción o pruebas que se utilizan al efecto 
4. Rotación normal de máquinas o de 
operarios 
5. Combinación de subconjontoa u otros 
procesos 
L Mantenimiento preventivo 
programado 
2. Fatiga de los operario» 
3. Herramientas gaatarta« 
• ta 
i " 
A*»* 
A 1 
4« 
I I 1 I I I I I I l I I I I I I I I I I 
(6) TendtJiáaa 
L Deterioro gradual del equipo que 
influye en todos los artículos 
2. Fatiga de los operarios 
3. Acumulación de productos de deecho 
4 Deterioro de las condiciones 
ambrantfllftí! 
L Mejora o detrimento de la pericia del 
operario 
2. Fatiga de los operarios 
3, Cambio en ias proporciones de 
subconjuntos que alimentan uut 
línea de ensamble 
4 Camino gradual en & homogeneidad 
de ls calidad del matenal reatada 
Algunos cambios que alteran la grafica .. . . c „ 
d e * (variabilidad estabilizada) Algunas causas que alteran ia grafica fi 
a* 
7 • • 
i * 
A» 
T 
7« 
j. 
x* 
• • 
I L I I | I I ! | L | I I I I I I I I | 
• • 
(c) Cambios bruscos en el grado del proceso 
1. Cambio en las proporciones de 
material o subconjuntos que 
vienen de diversas fuentes 
2. Operario o máquina nuevos 
3. Modificación del método o proceso de 
producción 
4. Cambio en el aparato o método para 
inspección 
1. Cambio en el material 
2. Cambio en el método 
3. Cambio del operario 
• • 
I I I M 1 M I I 1 I | 1 M I 1 I I 
• • 
t* • • • • • 
I * 
i» • 
r 
r . * 
(di Alta proporción de puntos cerca o 
fuero de los límites 
1. Exceso de control 
2. Grandes diferencias sistemáticas en 
la calidad del material 
3. Grandes diferencias sistemáticas en 
el método o equipo para prueba 
4. Llevar control de dos o más procesos 
en la misma gráfica 
t Mezcla de materiales de calidades 
notoriamente diferentes 
2. Empleo de una sola gráfica de R para 
diversos operarios 
3. Datos deprocesosen diferentes condi-
ciones, trazados en la misma gráfica 
Algunos cambios -que alteran ia gráfica 
de X (variabilidad estabilizada) 
Algunas causas que alteran la gráfica R 
• • • I I I I í ! M I I I I M I 1 l { 
(e) Estratificación o faltad* variabilidad 
1. Cálculo incorrecto de los límites de 
control 
2. Subgrupos incorrectos; 
la gráfica R recibe más _ 
variabilidad que la gráfica X 
L Recopilación, en cada muestra, de 
cierta número de mediciones prove-
nientes de universos muy variados 
Correlación entre las gráficas 
I I I I I 1 i I I 1 I M 1 I 1 M 
I I I I I I I I I I I I I I I I I I 
. J *_. 
Correlación positiva Correlación negativa 
(/) Correlación entre gráficas X yRdel mismo proceso 
1. Sesgamiento del universo subyacente 
2. Puntos generados desde la mlam» muestra 
(g) Correlación entre gráficas X oR diferentes 
1. Puntos generados desde la FPiflm« muestra 2. Relaciones desconocidas entre causa y efecto 
Figura 25 Algunas interpretaciones de los patrones de las gráficas 
de X y R 
9.2. Formación racional de subgrupos. Análisis de capacidad 
del proceso 
9.2.1. La información dada por la gráfica de control depende del 
criterio empleado para la selección de los subgrupos. 
Un posible aspecto de la gráfica de control es que se suministra una 
prueba estadística para determinar si la variación entre un subgrupo y otro no 
es congruente con la variación promedio dentro de los subgrupos. Si se desea 
determinar un grupo de mediciones tiene o no homogeneidad estadística (es 
decir, si parecen provenir de un sistema constante de causas ocasionales), los 
subgrupos se deberían seleccionar en una forma que parezca dar la máxima 
probabilidad de que las mediciones en cada subgrupo sean iguales así como 
los subgrupos difieran entre sí. 
Para demostrar esto, se puede tomar un conjunto de mediciones que ya 
se hayan clasificado en subgrupos de acuerdo con su orden de producción y 
que muestren una clara falta de control con base en las pruebas de las gráficas 
X y R. Se escribe cada medición en un pedazo de papel separado, se colocan 
en un a caja o tazón, se revuelven y extraen uno por uno sin volverlos al tazón. 
Se anotan los valores escritos en los pedazos de papel en el orden en que se 
extrajeron. Con estos valores registrados, se trazan las gráficas X y R. Si se ha 
revuelto bien los pedazos de papel, estas nuevas gráficas mostrarán que hay 
control. Al revolver los papeles se han sustituido las causas asignables 
originales por las causas ocasionales como base para la diferencia entre los 
subgrupos. 
La base para la formación de subgrupos requiere un estudio cuidadoso 
con miras a obtener la cantidad máxima de información útil de cualquier gráfica 
de control. Como se mencionó, la base racional para la formación de 
subgrupos, es el orden de producción. 
9.2.2. Dos métodos en que se emplea el orden de producción 
como base para la formación de subgrupos 
Cuando se emplea el orden de producción como base para la formación 
de subgrupos, hay dos enfoques fundamentales muy diferentes: 
1. El primer subgrupo consta de todo el producto producido lo más cerca 
posible que se pueda a cierta hora; el siguiente subgrupo consta de 
todos los productos producidos lo más cerca posible de cierto tiempo 
después que el primero y así sucesivamente. Por ejemplo, si el 
tamaño del subgrupo es cinco, el inspector que efectúa las 
mediciones cada hora, podría medir los últimos cinco artículos 
producidos justo antes de cada una de sus visitas programadas a la 
máquina. Esto es posible cuando se trata de piezas hechas con la 
máquina, por ejemplo, si se las coloca en una bandeja en el orden de 
producción. De lo contrarío, se podría lograr el mismo resultado si el 
inspector espera a que salgan cinco piezas de la máquina y las mide 
conforme salen. 
2. Un subgrupo consta de un producto que se pretende sea 
0 
representativo de toda la producción durante un tiempo dado; el 
siguiente subgrupo consta del producto que se pretende sea el 
representativo de la producción de más o menos la misma cantidad 
del producto más tarde y así sucesivamente. Cuando se acumula el 
producto en el punto de producción, el inspector puede tomar una 
muestra al azar de todo el producto manufacturado desde su última 
visita. Si no resulta practico, podrían ser cinco visitas (Si n=5), a 
intervalos de producción o de tiempo iguales y se efectúa una 
medición en cada visita; estas cinco mediciones constituyen un 
subgrupo. 
En el primer método se sigue la regla para la selección de subgrupos 
racionales, que es de permitir una mínima posibilidad de variación dentro de un 
subgrupo y una máxima posibilidad de variación entre un subgrupo y otro. Se 
puede esperar que produzca la mejor estimación posible de un valor de a que 
represente las capacidades ideales de un proceso, obtenibles si se pueden 
eliminar las causas asignables o atríbuibles de variación, las causas especiales, 
entre un subgrupo y otro. Además, permite una medición más sensible de los 
cambios en el promedio del proceso; hace que la gráfica de control sea una 
mejor guía de los ajustes de la máquina o de las acciones destinadas a 
mantener un promedio dado del proceso. Por ello, el primer método es el más 
adecuado para el análisis de un proceso y para control de procesos. 
Pero, si la formación de subgrupos ha sido de acuerdo con el primer 
método y ocurre un cambio en el promedio del proceso después de tomar un 
subgrupo y de corregir aquél antes del siguiente subgrupo, este cambio no se 
reflejará en la gráfica de control. Por esta razón, a veces se prefiere el segundo 
método cuando una de las finalidades de la gráfica de control es influir en las 
decisiones para la aceptación del producto. En tales casos, una pregunta debe 
hacerse antes de seleccionar uno de los dos métodos, si es posible en realidad 
que ocurran o no los cambios compensadores en el promedio del proceso entre 
subgrupos. En tal caso y si no hay otra forma de detectar un producto malo que 
se podría haber producido entre un subgrupo y otro (por ejemplo, una pieza que 
no se puede ajustar en un conjunto), es deseable el segundo método de 
formación de subgrupos a pesar de las otras ventajas del primer método. En los 
trabajos de mecanización (maquinado) esos cambios compensadores entre los 
subgrupos. es más fácil que ocurran en máquinas controladas a mano que en 
las automáticas. 
Cuando se utiliza el segundo método de formación de subgrupos, la 
interpretación de los puntos fuera de control en la gráfica R es un tanto diferente 
a la del primer método. Con el segundo método, un cambio en el promedio de 
un proceso durante el período abarcado por un subgrupo, puede ocasionar 
puntos fuera de control en la gráfica R aunque no haya habido ningún cambio 
real en la dispersión del proceso. 
La selección del tamaño de subgrupo se debe guiar, en parte, por el 
deseo de permitir una mínima posibilidad de variación dentro de un subgrupo. 
En casi todos los casos se obtendrá información más útil con, por ejemplo, 
cinco subgrupos de cinco que con un subgrupo de 25. En los subgrupos 
grandes, como el de 25, es probable que haya demasiada oportunidad para un 
cambio en el proceso dentro de un subgrupo. No obsatnte, si los cambios en el 
proceso no ocurren dentro de los subgrupos, entonces los subgrupos de 
tamaño grande tienen la ventaja, mencionada anteriormente, de disminuir el 
riesgo de los llamados errores de Tipo II en la interpretación de las gráficas de 
control. Siempre que se emplean tamaños relativos grandes de subgrupos para 
esta finalidad, es muy deseable emplear el primer método para formación de 
subgrupos. 
En muchos casos en ios cuales el primer método de formación de 
subgrupos es realmente el mejor, puede ser necesario emplear el segundo 
método por las razones prácticas relacionadas con la toma de las mediciones. 
9.2.3. Objetivos de un análisis de la capacidad de un proceso 
El problema estadístico básico en el control de calidad de un proceso es 
el de establecer un estado de control sobre éste, es decir, eliminar las causas 
especiales de variación y, luego, mantener ese estado de control en el curso del 
tiempo. Esto se ilustra en la figura 26-a. De no menor importancia es el 
problema de ajustar el proceso al punto en el cual la casi totalidad del producto 
cumple con las especificaciones. El segundo 26-b tiene como objetivo el 
análisis de capacidad. Es decir, una vez que se ha establecido un estado de 
control, entonces se desvia la atención hacia la pregunta ¿Cumple el producto 
con las especificaciones y si no es así, se puede ajustar el proceso a un grado 
den que sea posible lograrlo? 
Las acciones que producen un cambio o ajuste en un proceso, que están 
dirigidas a eliminar causas comunes, a menudo son el resultado de algún 
estudio de la capacidad. La comparación de los límites de tolerancia natural con 
los límites de especificación y del intervalo de las especificaciones pueden dar 
lugar a cualquiera de las siguientes posibilidades de acción: 
1. Ninguna acción: Si los límites de tolerancia natural quedan bien 
dentro de los límites de especificaciones, por lo general, no se 
requiere ninguna acción. A menudo, en estos casos, se pueden hacer 
menos riguroso el control. 
2. Acción para ajustar el centramiento: Cuando el intervalo de tolerancia 
natural es más o menos el mismo que ei de las especificaciones, 
quizá un ajuste sencillo en el centrameinto del proceso será todo lo 
que se necesite para que la casi totalidad del producto quede dentro 
de las especificaciones. 
3. Acción para producir la variabilidad: Suele ser la acción más 
compleja. En los casos en que dos o más corrientes del producto se 
fusionan en una línea antes de la inspección, la acción puede incluir 
el trabajo poco complicado de poner las diversas corrientes, por 
separado, bajo control a un cierto valor de Xo. En otros casos, se 
puede requerir un complejo análisis de las fuentes de variación, que 
dará por resultado cambios en los métodos, herramental, materiales o 
equipo. 
4. Acciones para cambiar las especificaciones: Es una decisión para 
diseñadores y proyectistas, pero el personal de control de calidad no 
la debe pasar por alto. El hecho de que las especificaciones estén por 
escrito, no significa por necesidad que sean intocables. Por otra parte , 
el personal de manufactura y control de calidad no pueden 
simplemente hacer caso omiso de ellas, sin correr el riesgo de 
ocasionar graves problemas. 
5. Resignación a las pérdidas. Cuando todo lo demás fracasa, la 
administración se debe resignar a tener un elevado porcentaje de 
pérdidas. La atención a este aspecto se concentra en los costos de los 
derechos y de volver a trabajar ("retrabajar"), el grado económico de 
control que se pueda ejercer en el proceso de producción y los costos 
relacionados con la selección y examen de todo el producto, a 
sabiendas de que todavia hay la posibilidad de aceptar artículos no 
conformes. En este caso, es de máxima importancia tener buenos 
cálculos de la forma y tamaño de la distribución del producto a fin de 
ayudar al centramiento correcto del proceso. 
9.2.4. Etapas en el análisis de la capacidad del proceso. 
En los siguientes pasos se exponen las diferentes etapas o pasos que se 
pueden efectuar para realizar un estudio de capacidad. Desafortunadamente, 
no hay dos estudios idénticos; por ello, se pueden eliminar algunas de esas 
etapas o pasos, o modificar el orden de ellas para adaptarlas a las necesidades 
de una situación particular. Se necesita un buen conocimiento de las técnicas 
Figura 25 Ilustración del efecto de la eliminación : a) causas especiales, b) 
causas comunes de variación. 
que se emplearán y del funcionamiento del proceso de manufactura. Cada 
estudio se debe planear con anticipación. Se deben tomar decisiones con 
respecto a los procedimientos para muestreo, los horarios, y el acopio de datos 
y estos se deben registrar en tal forma que no haya confusión de cómo, dónde 
o cuándo se tomaron. 
1. Establecer control sobre el proceso. Las pruebas estadísticas 
descritas se inician con la suposición de que todas las muestras se 
extrajeroh de un solo universo. Hasta que las gráficas de control 
indiquen que esa suposición es cierta, las estimaciones o cálculos de 
los parámetros de la distribución en que se basa el proceso, carecen 
de significado. Se aplican todos los tropiezos relacionados con la 
formación racional de subgrupos y, en especial, a los estudios de 
capacidad. 
2. Analizar los datos del proceso. Se efectúan cálculos del promedio y 
dispersión del proceso y se pueden trazar histogramas de frecuencia 
para tener una idea aproximada de la forma de distribución del 
producto. Este paso se puede efectuar aunque haya o no indicación 
de control. Aunque no haya indicación de control, un histograma de 
frecuencia da una idea de la extensión o dispersión del producto. 
Cuando se combinan con la información de las gráficas de control, se 
apreciarán los aspectos principales para reducir la dispersión. 
3. Analizar las fuentes de variación. El estudio de las fuentes 
componentes de la variación y su magnitud puede fluctuar entre 
pruebas de relativa sencillez hasta diseños experimentales 
sumamente complicados que requieren un largo tiempo. Este es el 
punto en que es más importante conocer las características del 
proceso de manufactura con el procedimiento general ilustrado en la 
figura 26, se deberá determinar los factores y procedimientos que es 
más probable se reflejen en la distribución del proceso. Después se 
planea el acopio de datos, de forma que primero, se aislen estas 
posibles fuentes y se evalúen. Dado que los resultados de cualquier 
estudio de capacidad pueden aconsejar mayor investigación en otros 
aspectos, es importante reconocer con cuidado las horas y la fuente 
de todas las mediciones. Esto permitirá volver atrás y combinar otra 
vez los datos con base en la penetración lograda con ese estudio. 
9.2.5. Indices de capacidad del proceso 
Hasta ahora se ha recalcado la importancia de comparar 6a de un 
proceso bajo control estadístico y la de las llamadas tolerancias naturales del 
proceso, con el intervalo superior (U) - inferior (L) de la especificación. Cuanto 
menor sea 6o en relación de superior - inferior mayor será la capacidad del 
proceso, siempre y cuando esté bien centrado en la dimensión nominal 
(objetivo). Cuando se trabaja de acuerdo con el criterio de W. Edwards Deming 
de un mejoramiento de la calidad que nunca termina, un objetivo de la 
manufactura seria buscar métodos para reducir en forma continua 6a, aunque 
quede bien dentro de los límites de superior - inferior. 
Los japoneses hicieron más formal este tipo de comparación y la 
incluyeron en una serie de índices de Capacidad del Proceso que cada vez que 
se emplean más en todo el mundo. El primero de ellos, llamado Cp tiene una 
relación más estrecha con el potencial de capacidad del proceso que se ha 
comentado hasta ahora. Se puede contar con: 
Cp = U_^L ( 99 ) 
6a 
Con cualquier valor mayor de 1, el proceso tiene posibilidad de cumplir 
con las especificaciones si se mantiene bajo control con un Xo de (U -1)12. Se 
ha sugerido un objetivo mínimo de 1.33 como valor de Cp. 
La relación entre estimación del centramiento del proceso y el valor 
objetivo Xo se designa k y se encuentra con: 
k = | Xo-11 | ( 1 0 0 ) 
min(Xo-L, U - X o ) 
en donde las lineas verticales ( I ) antes y después de Xo - i i significan el 'Valor 
absoluto", es decir, no tomar en cuenta el signo del valor y min (a,b) significa 
selecciónar el valor mínimo de a o b. El índice k siempre será mayor o igual que 
cero y tiene un valor objetivo de cero. 
Donde las tolerancias de la especificación están simétricas en torno del 
valor nominal, la fórmula para k se reduce a: 
k = I Xo-A ( 1 0 1 ) 
(U - L) / 2 
Esta es la forma en que se ven los índices con mayor frecuencia, pero no 
es válida para las tolerancias unilaterales de especificaciones o cuando hay un 
solo límite de especificación. También se debería tomar en cuenta que cuando 
se utilizan tolerancias unilaterales para las especificaciones, el valor objetivo de 
Xo no será igual a la dimensión nominal, salvo que no haya dispersión posible 
más allá de esa dispersión. 
Hay los tres índices adicionales, que se relacionan más con el 
comportamiento actual del proceso que con potencial de capacidad y son: 
CdL = U. - L ( 1 0 2 ) 
A 
3ct 
CpU = U - u ( 1 0 3 ) 
3ct 
Cpk = min (CpL , CpU) ( 1 0 4 ) 
Al igual que con el factor k en cada uno de estos índices se tienen en 
cuenta la estimación más reciente del centramiento del proceso. CpL y CpU 
relacionan la diferencia entre la estimación actual de la media del proceso y los 
límites de especificación, L y U a la mitad de la dispersión natural del proceso. 
El valor objetivo mínimo de ellos es de uno. Cpk suministra el mínimo de estos 
dos valores. En las empresas que has adoptado los índices de capacidad del 
proceso en sus fábricas, suelen especificar su empleo en los contratos de 
compra - venta con sus proveedores, en especial Cpk. 
Se debe tener en cuenta que en cada índice se pretende implicar que la 
distribución de unidades de producto de un proceso controlado se puede 
representar con una distribución normal de referencia, es decir, la casi totalidad 
del producto quedará entre la media j i y + 3o. (Un examen al apéndice 1 
indicará que toda la curva normal, excepto 0.27% queda entre + 3a). Se 
necesita un histograma de un número considerable de mediciones de un 
proceso controlado para determinar si la casi totalidad del producto queda o no 
dentro de los límites de + 3a. Estos límites simétricos no encajarán en procesos 
que puedan producir distribuciones sesgadas. Además, su empleo y la 
interpretación del valor objetivo se deben modificar en situaciones en donde se 
especifica un solo limite de especificación, sea U o L 
En la etapa de validación o arranque de equipo se debe usar el cálculo 
de Pp (Similar a Cp), considerando la desviación estándar de todas las 
mediciones incluyendo puntos dentro y fuera de tolerancia. Y cuando demuestra 
estabilidad, iniciar el análisis en Ppk (Similar a Cpk) considerando la desviación 
estándar de todas las mediciones. 
CAPÍTULO 10 
SISTEMA DE CONTROL INTEGRAL 
DE PROCESOS 
10.1. Revisión del Plan de Control por el uso de métodos 
estadísticos. 
Si el producto - proceso cuenta con su plan de control, se busca en él 
todas y cada una de las características especiales que requieran el uso de 
técnicas estadísticas para su control en el proceso. En caso de no contar con 
su plan de control, iniciar con el siguiente paso. 
Ver apéndice (FORM - 001, apéndice 15) formato plan de control 
10.2. Listar variables o características del proceso - producto. 
Una vez identificadas las características especiales del producto-
proceso, ya sea de el plan de control o de diseño (dibujos), se llena la lista de 
variables a controlar (FORM - 002, apéndice 16) incluyendo: Operación, # 
Operación Plan de control, Máquina, Nombre de la característica, 
Especificación. 
Esta fase de el método es importante ya que es la base de el análisis, 
por lo que se debe hacer una revisión exhaustiva al plan de control o al diseño 
de el producto, para el desglose de características especiales. 
10.3. Mapear variables con sistema de medición. 
Ya definidos los equipos con los que se va a hacer la medición de las 
características especiales en piezas, se realizarán estudios R & R (Ver capítulo 
3) para comprobar su correcto funcionamiento, esto es, que el % de variación 
en resultados del equipo esté dentro de rangos de operación permitidos. 
Con estos estudios se asegura que la medición que obtendremos de los 
equipos (máquinas de coordenadas, gages, etc.) sea confiable. 
Llenar formato de Estudios R & R (FORM-OQ3, Apéndice 17) de los 
equipos a utilizar y su valor de variación en resultados. Anexando: Qage, 
Característica, Banda de tolerancia, Identificación, Resultado R & R, Fecha de 
revisión, Frecuencia de verificación R & R equipo. 
10.4. Evaluación y autorización del uso del equipo de 
medición. 
Con base el formato (Form -003), se hacen los estudios correspondientes 
a los equipos de medición para características especiales (Ver capítulo 3). 
Los resultados reportados deberán ser menor a 10% de variación 
respecto a especificación para autorizar el uso del equipo. Si tiene hasta 30 % 
de variación se solicitará un plan de mejora para el equipo y éste se utilizará 
con reservas en los datos mostrados. Una vez terminado el plan de corrección 
al equipo, se evaluará nuevamente, siguiendo la misma regla de uso. Si el 
resultado en ambos casos es mayor o igual a 30% es sistema de medición no 
es aceptable. 
Esta regla se aplica con el criterio de el autorizante, si la característica a 
medir no se le considera como crítica se puede utilizar el rango de % de 
variación de hasta 30 %, considerando por supuesto el plan de corrección al 
equipo. 
10.5. Recolectar información de la variable. 
En la forma (FORM-004, apéndice 18), se recopilarán datos para el 
muestreo inicial de las piezas. Es importante usar en caso necesario el espacio 
de observaciones para tener referencias al momento de hacer el análisis de 
datos. 
En este paso se podrán incluir en la recolección de datos características 
no contempladas en el plan de control, características que se consideren con un 
grado de importancia en el producto / proceso. Estas características pueden 
resultar de acciones correctivas - preventivas. 
10.6. Probar idoneidad de la variable. 
Como se mencionó en el capítulo 8 no todos los datos tienen un 
comportamiento normal, en este paso se busca probar que los datos adecuados 
para el uso de Gráficas de Control. 
Se probará la Normalidad, Pruebas de aleatoriedad, Pruebas de 
Homogeneidad, en la muestra de la variable. 
Con los resultados obtenidos se deberá tomar decisiones acerca de 
continuar con el muestreo propuesto o ajustes necesarios para que los datos 
tengan un comportamiento adecuado para el uso de Gráficas de control. 
10.7. Adecuar Plan de Control de ser necesario. 
Cuando se demuestre que las características no contempladas el plan de 
control y que son resultantes de acciones correctivas - preventivas, el paso 
siguiente es incluirlas anteriormente e iniciar desde el paso 3 de el Sistema de 
Control Integral de Procesos. 
10.8. Generar estadística descriptiva inicial de la variable. 
Ya que se tiene toda la información de las características a controlar por 
el uso de técnicas estadísticas, se procede a generar las gráficas de control 
como se mencionó en el capítulo 9. En este paso se identifica si el 
comportamiento de la variable no tiene patrones anormales, de presentarse 
éstos patrones, solicitar al responsable plan de corrección al equipo para 
eliminar esas fuentes de variación. Después de las acciones correctivas, 
recopilar datos y generar estadística descriptiva inicial. 
Se define que tipo de gráfica de control será la que se utilice X - R - S, o 
sus variantes, dependiendo la forma en que se describa mejor la variable. 
En el apéndice 19 se incluye la FORM-006, Gráfica de Control X - R , 
para utilizarla como base para análisis de comportamiento de la variable. 
Los límites de control encontrados en esta etapa son los límites de el 
proceso, se recomienda fijarlos para fechas posteriores y así verificar el 
comportamiento de la variable. 
10.9. Capacitar al responsables del control de la variable sobre 
Control Estadístico del Proceso 
Se deberá capacitar a los responsables de la operación del equipo sobre 
conceptos de Control Estadístico del Proceso, tales como fundamentos, 
importancia de la herramienta, usos, comportamientos que puede tener la 
gráfica y su significado. 
El objetivo en este punto es tener personal capaz de entender: el porqué 
de las gráficas de control, su correcta elaboración, interpretar los resultados 
obtenidos y tomar acciones en caso de comportamientos anormales en el 
proceso. 
10.10. Implementar el método estadístico seleccionado. 
Coordinar el uso de gráficas de control en el área de trabajo en su fase 
inicial, asegurando el seguimiento a el formato proporcionado (FORM-005, 
apéndice 19). 
Se utiliza el formato para gráficas de control X - R, por ser el más común 
en la industria, en caso de requerir otro tipo de gráfica, adecuar formato con 
constantes y forma de interpretación de datos característicos de cada tipo. 
10.11. Monitorear y auditar el uso del método estadístico 
seleccionado. 
En etapas posteriores a el arranque de el uso de esta técnica, se debe 
auditar el uso de el método y herramientas a utilizar por parte de el operador 
responsable de la máquina. En caso de encontrar anormalidades reportarlas 
inmediatamente al responsable de el área, proponer acciones correctivas para 
eliminar esta desviación y verificar efectividad de estas acciones. 
10.12. Reportar evaluación de capacidad de la variable. 
Se recomienda la revisión mensual de los resultados obtenidos, con 
valores de Cp y Cpk, patrones anormales en el comportamiento de la variable. 
Para este análisis se deben eliminar los puntos que estén fuera de control, pero 
se debe tener la certeza de que es una causa especial, el incluir este punto en 
el análisis modificará los resultados obtenidos. 
10.13. Recalcular estadística descriptiva de la variable. 
Solo cuando haya cambios inducidos en el proceso se deberá recalcular 
los límites de control de el proceso, esto significa que los datos después de el 
cambio, pertenecen a otra población distinta a la encontrada en la estadística 
inicial. 
En el apéndice 21 (FORM-007) se encuentra el reporte para evaluación 
de gráficas de control. 
10.14. Mejora Continua en el proceso monitoreado 
Cuando el proceso demuestre estabilidad en su comportamiento y los 
resultados (Cp, Cpk), en alguna característica no cumple con los valores 
mínimos sugeridos, entonces hay que seguir la estrategia mostrada en el 
capítulo 11. 
Ai seguir esta metodología se deben efectuar cambios y/o mejoras al 
proceso, y como se mencionó anteriormente se tienen que recalcular los límites 
de control para la nueva condición. 
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CAPITULO 11 
METODOLOGÍA DE LOS SISTEMAS 
SUAVES 
11.1. Introducción 
Esta metodología fue diseñada para ser usada en problemas mal 
estructurados y / o de contextos confusos, donde no está claro lo que constituye 
el problema, o que acción se debe tomar para salvar las dificultades que estén 
siendo. Metodología de los Sistemas Suaves debe prevenir a los tomadores de 
decisiones de precipitarse con soluciones mal pensadas, basadas en ideas 
preconcebidas sobre los supuestos problemas. 
La Metodología de los Sistemas Suaves se utiliza mejor en qué contextos 
pluralistas donde hay una compatibilidad básica de intereses, dónde los valores 
y creencias de los participantes divergen y aún así es posible un genuino 
acomodo y compromiso. 
Los enfoques de sistemas duros están basados fundamentalmente en la 
racionalidad existente entre medios - fines. 
Sistema como concepto o notación es más útil para organizar los 
pensamientos sobre situaciones problemáticas, que para describir la realidad o 
parte de la misma. 
Hay dos paradigmas, la dura y la suave, ambas basadas en contrastar 
suposiciones, esto lleva a dos principios metodológicos diferentes: 
Paradigma Duro 
El mundo real es sistèmico y las metodologías para investigar su 
realidad son sistémicas. 
Paradigma Suave 
El mundo real es problemático y las metodologías para 
cuestionarlo pueden ser sistémicas. 
11.2. Principios de esta metodología 
Aprendizaje: La Metodología de los Sistemas Suaves articula un proceso 
de cuestionamiento, que es de hecho un sistema de aprendizaje que provoca 
acciones útiles en un ciclo continuo. 
Cultura La factibilidad cultural es un asunto clave de esta metodología, la 
cuál establece restricciones orgamzacionales y/o sociales en el mundo real, 
restricciones que se deben considerar en toda intervención . 
Participación: Sin la participación de los involucrados cualquier aplicación 
de la Metodología de los Sistemas Suaves será invalidada 
Dos modos de Pensamiento: Pensamiento abstracto e ideal de sistemas, 
Pensamiento de contexto específico relacionado al mundo real. 
11.3. Etapas de la Metodología de los Sistemas Suaves 
1 S i t u a c i ó n problemática sin estructura. 
2.- Situación problemática expresada. 
3.- Definición raíz de los problemas relevantes 
4.- Modelos conceptuales. 
5.- Comparación de 4 con 2. 
6.- Factibilidad de los cambios deseados 
7 - Acción para mejorar la situación problemática. 
Primer enfoque- Etapas 1 y 2. 
Esto se hace juntando información sobre la estructura y el proceso 
mediante observaciones (Observación analítica informal y procedimientos de 
muestreo formales), además recolectando datos secúndanos (Actas de juntas 
del comité), y atraves de entrevistas informales. Los hallazgos pueden 
concretarse en la pintura enriquecida. Esta es una caricatura que resalta los 
conflictos, las problemáticas y los asuntos importantes. 
Segundo enfoque: Etapas 3 y 4 . 
Un enfoque alternativo es moverse a las etapas 3 y 4 , promoviendo la 1 
y la 2. Esto se hace desarrollando la tarea primaria, las definiciones raíz y los 
modelos conceptuales relevantes a la situación, para después comparar estos 
con el mundo real. Con esto se guiará la búsqueda. 
Tercer enfoque 
Tomando en cuenta a los clientes (Los que hacen que se dé la 
intervención), a los solucionadores (Los que conducen el estudio), y por último 
haciendo una lista de los posibles dueños del problema (Los que pueden 
detener la acción). 
Etapa 3 : Formulando las definiciones raíz 
Una definición raíz es una vista idealizada de lo que un sistema relevante 
debe ser, el punto es dibujar la esencia de lo que se hará, ¿Por qué se hará?, 
¿Quién lo hará?, ¿Quién se beneficiará o sufrirá con ello?, y ¿Qué restricciones 
del medio ambiente limitan las acciones y las actividades?. Todo esto se logra 
formulando un estatuto alrededor de 6 elementos. 
Los 6 elementos "CATWOE" 
Cliente.- Víctimas / beneficiarios de la actividad propuesta. 
Actores.- Los que hacen las actividades. 
Proceso de Transformación.- La actividad que transforma las entradas en 
salidas. 
Punto de vista (W).- Visión del mundo que da sentido a la definición 
(Significado constitutivo considerado bajo la 
filosofía de los Sistemas Suaves. 
Dueños (O).- Los que pueden parar la actividad. 
Restricciones medio ambientales (E). Restricciones del medio ambiente 
que el sistema toma como 
dadas. 
Weltanschauung: Visión del mundo, intuición colectiva de cómo funciona 
el mundo. 
1.- La formulación de las definiciones raíz quedan mejor cuando los 
procesos de transformación (T) y los puntos de vista (W) se consideran primero. 
En otras palabras ¿Cuál es el proceso medular del trabajo en el sistema 
idealizado y que está haciendo? Y ¿Por qué está realizándose?. 
2.- Cuando se decida sobre T, tomar en cuenta y con mucho cuidado, 
que las salidas deben ser algo claramente transformable a partir de lo que es la 
entrada. 
Etapa 4: Construyendo Modelos Conceptuales 
Mientras que la definición raíz de la etapa 3 es una descripción de lo que 
el sistema idealizado es. Así, el modelo conceptual construido a partir de la 
definición raíz en la etapa 4 es una descripción de las actividades que el 
sistema idealizado hará para cumplir con los requerimientos de la definición 
raíz. El modelo conceptual se construye usando el mínimo numero de verbos 
necesarios para describir las actividades que estarán presentes en la ejecución 
de las tareas nombradas en la definición raíz. 
Los verbos se acomodan lógicamente de acuerdo a la dependencia de 
unos con otros y de cómo trabajan juntos en el mundo real. Estos modelos de 
los sistemas de actividad humana en su primer etapa de desarrollo contienen 
alrededor de 7 verbos, usualmente se colocan algunos en un subsistema y uno 
o dos en el subsistema de monitoreo y control. 
Habiendo formulado los modelos conceptuales, es muy útil pensar en las 
comparaciones contra el mundo real por realizar, esto ahorra esfuerzos futuros. 
Si ningún modelo parece interesante, tendremos que regresamos a las etapas 2 
y 3 para formular nuevos sistemas relevantes y definiciones raíz. 
Etapa 5 : Comparando modelos y realidad 
El ánimo de comparar es generar debate sobre los posibles cambios que 
se pueden hacer para conseguir mejorías en la situación problema actual. Las 
diferencias entre los modelos idealizados y la realidad intensifican los cambios 
que podrán hacerse. 
1.- Tomar algunos modelos y ver sus principales diferencias identificadas 
por las percepciones actuales. 
2.- Listar formalmente las diferencias de cada modelo conceptual, y 
anotar preguntas cuyas respuestas se buscan estén presentes en la solución. 
3.- Escribir un escenario de ¿Cómo se espera que el modelo se 
comporte en el futuro?. 
4.- Se construye un modelo con la ayuda de los dos que tengan más 
diferencias dignas de discusión. 
Etapa 6: Definición de cambios 
Al realizar las comparaciones entre el modelo y la realidad, se consideran 
los posibles cambios a efectuar. Pero los modelos no se construyen como un 
plano del diseño. El punto aquí es que los modelos generen debates 
significativos entre los participantes sobre las mejoras potenciales y dignas de 
consideración. Asegurando que los modelos tomen la forma sistèmica deseada 
y la factibilidad cultural requerida. 
Etapa 7: Acción 
Implementar los cambios que son tanto deseables como factibles, 
cambios que pueden ser: En actitud, en procedimientos y estructurales. 
CAPITULO 12 
IMPLEMENTACIÓN DE MÉTODO 
PROPUESTO EN AREA PILOTO 
En este capítulo se explicará de forma ilustrativa el desarrollo del 
Sistema de Control Integral de Procesos. 
El desarrollo será sobre el producto llamado "F", se trata de un 
componente básico de el motor de un automóvil. 
Se ha desarrollado el Plan de Control de este producto en base a 
requerimientos de Diseño, a la Matriz de Características / Operación, Diagrama 
de Flujo del Proceso, etc. Este Plan es la base de la metodología propuesta. 
Esquema del producto a analizar 
Sistema de Control Integral de Procesos 
1.- Revisión de Plan de Control por el uso de métodos estadísticos 
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2. Listado de variables o características del Producto - Proceso 
26 
27 
28 
29 
12 
13 
U 
Centro de Cubada 
Cerare de Cubado-
Centro de Cubado 
Centra de Cubado 
Centro de Cubada 
Practón 15 Lac 1 
Posición JB Loe 2 
Posición 20 Apoyo 1 
Posición 24 Apoyo 2 
Posición 30 Apoyo 3 
2 veces ai tumo 
2vecss allumo 
2 veces al tumo 
2 veces al tumo 
2 veces al tumo 
Cpk> 1 33 
Cpk > 1 33 
Cpk >1 33 
Cpk > 1 33 
Cpk> 1 33 
FORhWXQ 
3. Mapear variables con sistema de Medición 
^^SBÊmmtàùièamÊ&tiËÊÊÈÊÊm i 
1 
Mas CotMlJ 
Msq, CooW-3 
M» Coord î 
Co art. .3 
Ma) Coa«] 3 
Pptictfn tS toe 1 
Potiaún ta Loe î 
Poxnin 20 ¿aojo 1 
Powadn 11 A«joyo 2 
Poecrin 30 ApoyoS 
OÍ mm 
125 rm 
0J mm 
Oi erm 
OS o n 
UC033 
UC4XEÍ 
UC4X8 
MMC3 
MDCCD 
FOnwOD 
4. Evaluación y autorización del uso del Equipo de Medición 
Operador A Operador 6 
Sene # 1 er Ensayo 2o Ensayo Ranqo 1er Ensayo 2o Ensayo Rango Porc on ¡Orar 
1 -0 436 -0 437 0 001 -0 440 -0 436 0004 -0 437 
2 -0 060 -0 663 0 003 -0 861 -0 864 0003 -0 862 
3 0.106 0 107 0 001 0 106 0.106 0CEJ2 0107 
4 -0 196 -0187 0009 -0 187 -0 204 0 017 -0 194 
5 0 179 01S3 0004 0 181 0181 0 000 0 181 
6 -0 028 -0 029 0 001 -0 031 -0 029 0 002 -0 029 
7 -0 380 -0 388 0000 -0 3® -0 388 0 £03 -0 387 
6 -0 214 -0214 0000 O 215 -0 214 0 001 -0 214 
9 0 063 0064 0 001 0063 0063 0 000 0 063 
10 -0366 -a 367 0 001 <1367 -0 366 0 001 -0 367 
Totales -2140 2131 0 021 -2.134 -2151 0033 
X-fsr A 2136 KvarB 2143 
R-barA 0002 R-bar B 0003 
Porción R 0 006 
Ancho de tolerancia 
Numero de ensayos (m) 
Numero de parles (N) 
Número de operadores 
07 
2 
10 
2 
X- barmaxima 
X- bar mínima 
Diferencia X - bar 
-2136 
-2 143 
0 007 
AKa 456 R"- bar doble 0 005 
=(4 SE par» 2 ensayos, 3 OS par» 3 ensayos) 
Beta 365 K3 162 
(=3-65 para 2 operadores: 2.7 para 3 operadoras) 
Repelibilrdad 
DV = R * alpha 
0V= (P 005 * 4 56) 
OV = 0 0220 
Reprodocibildad 
AV-VfiTdif • Beta)*2 (OV"? / (m'n] 
AV = VPW7 * 3 65)A2 - (0 005*2 / (2*10) 
AV - D 0249 
R&R 
R & R = VpV2 * AV2 
RS.R=V0022S«2 • 0 0249*2 
R8.R- 003376 
P V 
P V = R p a r t * k 3 
Pv= 0 006 * 1 62 
PV= 0.00972 
IV 
7V=VR &PO +PVQ 
TV =Vû £13375*2 +0.CES72-2 
TV = QJJ35 
Basado en la Tolerancia 
% DV =100'OV/Ancho de lato éranos 
% DV = 100 * 0 G22S / Q 7 
%DV = 32S 
Basado en la Vanactin Total 
* Ov =lOO-OWVanae>ón Total 
% DV= 100*0 0220/0105 
* DV = 62.14 
% AV = ICO * AV / Ancho de la tolerancia 
% AV= 100 "00249 / O 7 
% AV = 3557 
%AVs 100*AV /Venación Tota» 
% AV= 100 * 00249/0 035 
% AV= 71 U 
%R&R=100*R&R / Ancho de la tolerancia 
% R & R = 100 * 0 03376 / 0.7 
% R & R = 4 622 
% R 4 R = 10D* R &R /VaraciônT 
% R & R = 100 *0 03376/0JE5 
% R 4R = 96 45 
%PV = 100 PV / Variación Tola! 
% PV= 100 * 0.00972 / 0 036 
% PV • 2777 
5. Recolectar información de la variable 
ProOuctfi Efptc^ocaáft 1775 
Cwwnnsnca Poncata 15 Lix 1 L«ná* S iv tna 177 re 
Uradad d« Madoán frvn U m Mnorda Esp«eScaebn 177JS 
Fecha Vah» radiMi C ^ M u c m f Fccb* Valer m*dK)6n Ob s vWQno 
6/10/2001 12Í7 0DPM 177 539 3/11/2001 4saco am 177 6S3 
Sn/3001 3 7100PM 177 583 en i r z i j i 3-4 < d a m 177 e s 
»1/2001 3 44 00 PM 177 637 a n t e a n 402.00AM 177647 
8/1/2301 4 50 00 PM 177 573 &11/2001 1 45-00 AM 1777 
BMZXI1 7 32 00 AM 177 445 8/11/2001 5.-ÚS00AM 177 785 
[8/2/2001 6 15 00 PM 177 665 8/11/2001 &2100AM 177 62B 
10/200! 1 58.00 AM 177 S 8 8/11/2001 4 34DO AM 177 6® 
5/3/2001 11 11 CEA* 177 574 3/1 1/2001 9-21 CD Ai 177 662 
0/3/200! 12CGOOP» 177 532 3/11/3XT1 7/43 00 A/ 177 611 
8/V2001 1206CD P» 177 55 3/11/2CÜT 7 © 0 0 « 177 696 
B/10/2001 10 22 00> 1778E3 mi/2001 fflS-OOAÍ 177 606 
a " 0/2001 10-ffitDA 177 665 3T1/200T ia49-00í 177 54 
S/10CTJ1 11 51 0 0 * 177 665 s i i / 2an e-.2s.oo a i 177 537 
a^o^ooi i 2 r e t c n 177 496 sni/200r 5-2000AN 177 628 
an7/200! 9 1 2 - 0 0 « 177 531 V i 1/2001 6 05.00 Ai 177511 
S/24/2001 4 1000PÍ 177 51S B/l 1/2001 5-S31DAN 177 » 4 
an/2C0I t "07 00 PM 177 445 V11/2001 6.1000 A* 177591 
B/1/ZB1 1 57 CD PM 177 419 0/110001 6-420JNi 177 ES 
annan 1002 o g a m 177 331 8/11/2001 ?'2E00 AM 177 536 
en/2001 103200AM 177 353 0/11/2001 1106 < 0 AM 177 726 
8/1/2001 I O4 s o o a m 177 484 e/11/2001 904 m AM 177 S 7 
8/1/2001 >2-00 00 PM 177 577 an 1/2001 1032-00 AM 177 516 
8/1/2001 1ÍSDOOPM 177 539 Sni/2001 5-37 tDAM 177 598 
an/2001 1 2600 PM 177 409 (V11/2001 5-SOOOAM 177 549 
8/1/2X1 11 3 00 AM 177 550 flAl/ZD1 SÚStDAM 177 579 
8/1/2001 11 1800 AA 177 438 fenci/200T 102910 p 177 535 
6/1/2001 1219 00 PW 177149 a/1 VZB1 4 »130 A* 177 4S2 
8/1/2001 1226 00 PM 177 S77 enraocn 113eoo pm 177 5BB 
842001 3 25 00 AM 177 557 B/11/20J1 1 zeooAM 17T625 
6/10/2001 228 00 AM 177 516 6/11/2001 21400 AM 177 784 
8/18/2001 6 2000AM 177 37 e/11/2Xn 229 00 AM 177 651 
8/11/2001 3-1300AM 177 534 8/11/2001 M4-00AM 177 596 
an 1/2001 4 50 00 AM 177 5S7 8/11/3X1 J 3 1 COAM 177 626 
e/11/2001 4 34 00 AM 177 553 W1/2001 230*00 AM 177 761 
FORMOD4 
&&& - ¿M-' 
EspKécxJtn 91_ 
Lmt» Supern« de Espacfoicioa 91 25 
UM« frfcow «* Esptqfcactfc 9075 
Producta *F* 
CaManOca Pcuorin (8 Lee 2 
Uadad dr Steden* mm 
Fectn Valor n M i Obsewaciones 
a/10/2001 12 4? 00 PM 
SN/ZDI 3 21 CO PM 
8n/2001 3 M 00 PU 
AN/TOI 4 6CFOO PM 
6/2/2001 7 3200 AW 
B/2/ZJ31 615 00 PM 
80/2031 1 58 CD AM 
8/3/2C01 11 11 00 A I 
aG/30Q1 1206CO PH 
&3OT01 12 06 00 Ph 
a n a/2001 i a z 2 00A 
»10/2001 10-9 0D» 
ana/2001 i m 00A 
BflQOTJI 12 0B OOP 
an 7/2001 9 12.00 A* 
M 4/2001 4 10 00 PK 
an/am 107 00 PM 
an/2001 1 57 00 PM 
8/1/2001 10112 00 AM 
an 0001 10 3200 am 
8/1/ZD! 1 4800 AM 
ANOOOT 1200 00PM 
8/1/2001 12-50 00 PM 
¡8/1/2001 1 »<0 PM 
an/2001 11 3900 AM 
|a/1/2001 1 1~18 00 M 
an/2001 121900PM 
8HOTJ1 12 26 00 PM 
iaO/2001 3 25 00 AM 
8rilV2001 2 20 00 AW 
angami s 2000AM 
8/11/2001 313 00 AM 
ant/2001 4-50 00 AM 
8/11/2001 4 34-00 A M 
91 0T2 
119 689 
91 104 
119* 
119 629 
91107 
91 094 
91103 
91 123 
91 114 
90 696 
90 695 
90 694 
91 CBS 
91 006 
91 067 
91 131 
91 23S 
90.956 
SQ994 
91 ERA 
91 087 
91 0S3 
91012 
91076 
91 072 
9t 107 
91 067 
91 037 
9a 666 
91 aff i 
90 699 
90 694 
91065 
Fee ft» Veto rnedoén Obswueoonee 
Bm/2001 4 50 00 AM 
Bfl1/200t 147 El AM 
M1/2001 4 0200 AM 
6/11/2C01 1 45 CO AM 
E/11/ZCH 5 OS 00 AM 
Bni/200t 5 2ttP AM 
6/11/2001 4 34 00 AM 
B/11/2001 921 CD W 
Bni/20D1 7 <300At S0343 
lfi/11/2001 7 59 00 AH 
an 1/2001 8 IS 00 AL 9094 
18/11/2001 1049-00A 90987 
S/11/ZD1 6 25 00 AH 
an 1/2001 S.2&00AH 
an 1/2001 60S 00 AH 
8ni/2D01 5 53 00 AH 
fin 1/2001 6 10 X AH 
an 1/2001 6 4200 AM 
BNI/2EQ1 7 2&00 AM 
ANI/200T 11 TE 00 AM 
an K2001 9 cu 00 AM 
an 1/2001 10 3^00 AM 
am/2001 s 37 00 AM 
an 1/2001 5,5000 AM 
an 1/2001 sos 00 AM 
lanCLOTOI 1029 00 P 
8/11/2001 4 16 CD A * 
ana /mo t h i b - o o p m 
an 1/2001 126 00 AM 
arti/2001 M4-00AM 
a/11/2001 2 2 8 0 0 AM 
an 1/2001 2 14 00AM 
a/11/2001 3 3100 AM 
ant/2001 2-3000 AM 
90.702 
90.723 
so a s 
90713 
9Q.704 
90 712 
9072 
90 969 
90966 
91 009 
9096 
91X117 
90 see 
SC 97 
9093 
91033 
SD 567 
90 93 
90964 
90 966 
90 964 
90 994 
91 OK 
91 OS 
91 062 
9104 
91 ŒB 
91073 
91005 
91072 
FORMÎD4 
Preduao T E«yeeáe*o6n 13,0 
Ceacfens tea Pnsc^n ?lì tenvn 1 L in i « SuMnor da Etpaeáeaoem 1315 
Undad de Hwkoòn nvn 1 M i Urne* da E s w c S c a e j f t 12 75 
8/ 
Fecha Vaiai nwdgnin Obseneaore * Facha VatemeActta Obsanacxma 
10/2001 12-47 00 PM 3 0 ini/2001 4 50 CD AM 130 
e / l í X t n 3 2 1 0 0 P M 13 0 t/11/ZB1 3 47 0DAM 1 3 0 
B/1/2CD1 3 44 00 PM 13 0 m 1/2001 4Q2XDAM 130 
IS/1/2001 4 50 00 PM 13 0 m 1/2001 1 4600 AM 13 0 
B/2/2001 7 3200 AM 13.0 »1/2001 5"0500 AM 1 3 0 
B/2/2001 6 16 00 PM 13 Q i r n m i i 5 2100 AM 1 3 0 
8/3*2001 1 58CD AM 130 m / 2 0 0 1 4 34 00 AM 1 3 0 
6/3/ZB1 11 11 00 AH 130 an 1/2001 9 2 1 0 0 a ì 1 3 0 
8/3/2001 1 2 0 6 0 0 P* 130 »11/2001 7 43-00 Al 130 
B/3/200t 1206-00 P» 130 ani/2C01 7 5900 A» 130 
1 
ana/2001 10 2200 A 130 6711/2001 8 15 00 A» 1 3 0 
an 0/2001 1059-00A 13 0 an?/200T 1Q49JXI/ 1 3 0 
S / io/arn 1141 CD A 130 ani/2001 6-2500 Al 1 3 0 
8/10/2001 12-OBOO P 130 an f/zxrr 5 2000 AÌ 130 
0/17/2001 9 1 2 0 0 AA 13 0 801/2001 6 05 CD Al 1 3 0 
8/24/2001 4 10 CD f ^ 130 a/11/2001 5-53 00 A) 130 
8/1/2001 t 07 00 PM 13 0 ani/2DOi 6 1 OOA* 1 3 0 
an/2001 157 oo PM 13 0 
Í 
a/ 
e 
u 
t 
E 
E 
1 
© 
a n i o n i 6 <2-00 1 3 0 
E 
E 
E 
e 
E 
E 
i 
E 
E 
E 
E 
E 
E 
1/1/2001 10.02-00 AM 1 3 0 ¥11/2001 7 26.00 AM 1 3 0 
I/1/2001 1 0 ^ 2 CO AM 13 Q 11/2001 11 06 00 AM 1 3 0 
1/1/2001 10 48 00 AM T3 0 I/11/2D01 904 00 AM 130 
1/1/2001 1200 00 PM 13 0 11/2001 10-32 00 AM 1 3 0 
UH/2001 1233 00 PM 13 0 1/11/2001 &-3700 AM 1 3 0 
8/1/2001 1 28-00 PM 13 0 1/2001 frSQtD AM 1 3 0 
1/1/2001 11 3900 AM 130 1/11/2001 SJBOOAM 1 3 0 
I8/1/20Q1 11 18CD A* 130 ' la/10/2001 10.29.00 F 13 0 
8/1/2001 12-1900 Pi/ 13 0 1 a / l t / a u i 4 16 CD A * 1 3 0 
inOTJI 1236 00 PM 13 0 I 1QOTH 11 3600 PM 1 3 0 
tì/3/2001 3 25 00 AM 1 3 0 mi/2D01 1 2600 AM 130 
i n o r a » 2201X3 AM 1 3 0 I 1/2001 214 CO AM 130 
1/18/2001 8 20 00 AM 1 3 0 I/11/2D01 2 2 9 00 AM 130 
1/11/2001 3 13 00 AM 1 3 0 ! 1/11/2001 214-00 AM 130 
1/11/2001 4 5D 00 AM 13 0 in 1/2001 3-31 00 AM 1 3 0 
VII/2001 4 34.-00 AM 13 0 ! m 1/2001 2 3 0 0 0 A M 13 0 
FORNW04 
PmduOo ~r' 
Caracfenaflee Posoòn 24 Apoyo2 
Undsd de Medraón mm 
E e o t t o c . i n 21 7 
U n a * Superior da € * p » a f c a c * « i _ 2 i J 5 
Lume M a w d« EspeJcac j» . 71 45 
Fecfs Vaio» medic »in Q&sawacionga Feche Valor medoin Obsawacgnag 
8/10/2001 1247 00 PM 21 796 ant/2001 4 5000 AM 21 855 
an/3001 3 2100 PM 21 813 ant/2001 3 47tD AM 21 85B 
in/2001 3 44 00 PM 21 815 a i t /2001 4.0200 AM 21 8 S 
an/2001 4 5000 PM 21 815 ani /2001 1 45 00 AM 21 682 
3/2/2001 7 3200 AM 21 766 an 1/2001 5 "05 m AM 21 86 
3/2/2001 6 15 00 PM 21 802 ani/2001 5 21-00 AM 21 866 
3/32001 1 56 00 AM 21 796 eni/2001 4 34 00 AM 21 667 
8/3/200! 11 11 CD AA 21 785 ani/2001 921 00 A i 21 653 
1/3/2001 120600 P* 21 737 3m/2001 7 43 OOM 21 68 
pa/mi I?06<DP» 21 BQ2 !ani/2CD1 7-6900 A» 21 664 
a n a a m 10 2 2 m A 21 874 e n 1/2001 8 1500 Ah 21 667 
i&ncram 10S9ÌD A 21 866 an i /2oor i a * 9 f l O A 21 6(9 
6 ^ 0 / a m 11 i t 00 A 21 872 a n i / x o i 6-.2s.-oo A> 2165 
8/10/2001 12X800 P 21813 s n i / 2 0 0 t 5 2000 A)I 21 699 
8/17/2001 9-12CDAA 21 824 ani/2001 6 05.00 A* 21 638 
a/2*/200i < 1000 w 21 787 ant/2001 5-63-00 Aft 21 651 
fin/2001 1U7 0OPM 21 757 a n 1/2001 6 1 0 0 0 AA 21 667 
an/2001 1 57 00 PM 21665 8/11/2001 6 4200 AN 21 668 
a/1/2001 -ID 02 00 AM 21 636 ani/2001 7 26CO AM 21643 
en/2001 10-3200 AM 21631 am/2001 11-06-00 AM 21 646 
an/2001 1^48 CD AM 21 5B1 en 1/2001 9-04 00 AM 2165E 
an/2cci 12-00 oo PM 21 576 ant/2001 103200 AM 21 663 
an/2001 12 SD 00 PM 21 594 ani/2001 5:37 00 AM 21 656 
tan/2CD1 1 28-00 PM 21 S9 ant/2CDi 5 so oo AM 21 S O 
an/2001 11 39 CD AM 21 59 Bflt/2001 5.05 00 AM 21657 
|an/2001 11 18*00 AN 21 604 l a n o / x o i 10:2900 H 21 83 
an/2001 1219 oo pv 21 579 eni /2001 4 1600 AM 21 824 
an/2001 122600PM 21 576 enOOTJI 11 36-00 PM 21 322 
la/32001 3 26 00 AM 21 798 an 1/2001 1 26-00 AM 21 816 
an 02001 2281X1 AM 21606 an 1/2001 214-00 AM 21 BIS 
en8/2ooi e-20 oo AM 21 6 3 e/11/2001 2 2 ? ® AM 21 322 
eni/2001 >13 00 AM 21 072 an 1/2001 214 00 AM 21 825 
en 1/2001 4 50 CD AM 21 876 8/11/2001 3--31 00 AM 21623 
e m z a c i «34 co AM 21 737 eni/2001 250-00 AM 21 811 FQRM004 
PmduOC C^js»» Ar jr^n 2W 
CanetanstcajPeacion 3D Apoyo 3 Imi Suptsa <»£ai*c»a6ri 225 
Urudad de Meaaco nwn LraU rtwwr 175 
Fech» Vtformrtieian Otumaami NcM VUor metìiertn ObMdKioras 
enofzxn 124700PM 201 an lOTCn 4-sckdam I 1 901 
ian/2001 ?2iaaPM 1864 ani/zin 3 47-odamI ts i i 
8/1/2001 3 44 00 PM 1867 8/11/2001 4C2XC AM! 1 SCB 
8/1/2001 4 50 00 PM 1861 an 1/2001 146 oo am I 1313 
V2i2CC1 7 3200 AM 1679 an 1/200! 505 00 AMI 191 
afflOTII 6 15 00 PM 1 973 an 1/2001 5 2! "00 AMÌ 1 505 
B/3/20D1 1S6C0AM 1 978 ant/2001 4 34CDamI i s o s 
B/3/20DI 11 11-DO Ai 1.885 er i /2cor 9 - 2 1 0 0 2 1 2 1 
»12001 12 CE tC PI 1 865 sm/2001 ; 4KB Aii 7113 
B/3/2D01 12-06 00 P» t 8ffl B/11/2001 7-fiB-ODAlj 2116 
&n0(2001 10 22 00/ \ B78 n 1/20D1 8 1500 AjJ 2 105 
e/10/2001 10 59*00 A T 902 in i /ar i loiatof l 2114 
1^Q/Zt)1 1151 00A 1902 mi/2001 6 2500 AN 2117 
8/1Q/2ED1 1206-00 fl 2 007 3/11/2001 6 2L00A41 21t9 
a"7/2001 9 '200 Al 199 3/11/2001 B05CD AiJ 213 
&I24/2001 4 1000 PI 2023 yi 1/200« «3.00 AN 2121 
B/1/ZD1 1 07 CD PM 2068 si vani 6-1 00 m 2114 
an/2001 157 oo pm 206 am/2001 6 4200 Aa| 2123 
6/1/2001 10-02 00 AM 1937 Vi 1/2001 7*26 OD AMI 2118 
B/1/3E1 10 3200 AM 1333 enrrxDi HCBOOAMI 2115 
6/1/2001 10 46 00 AM 1 897 1^1/2001 9:04 et AMI ? 114 
8/1/2C01 1200-00 PM TS22 an1/2001 1 2200 AMI 2 US 
en/2otn 125000PM 1 919 »11/2001 5 37-OOAMI 2117 
a/1/2001 12&00 pm 1912 ani/2001 5-S0 00Am{ 7121 
an/20tn h39 00am 1906 an t/2om sos-oo am! 2119 
6/1/2001 11 16-00 A* 1911 |an<V20Q1 IO 28 00 ri 2004 
&1/200! 12 1900 Pk 1 927 ani/2001 416-00 AM 2 004 
6/1/2CD1 »2"26 00 PM 1 922 viaraot II36{DPM| 2009 
6/3(2001 3 25 00 AM 1 868 V11/2001 1 "2&00 AMI 2006 
9/10/2001 2-20-00 AM 21259 ani/2001 2-14-00 AM 2 006 
8fla/2mt 8 2D00AM 2sm Vll/ZDI 2-29CD AMI 1994 
ari/2001 3 '3-00AM « 901 8/11/2001 2 I4-00AM 2 001 
6/11/2001 4SO-OOAM 19C6 an 1/2001 3.31:00 AM 1.933 
8ni£D01 434 00 AM 2101 Bftl/ZDl ?30tD AMI 2 
6. Probar idoneidad de la variable 
Mn>) Cita* //KWM 77 330 0 fckaa 177 STO 177 sao 3 Ciror tve« 0 011 177 <31 2 MMlIU 177 S71 177 «0 S Ueú 177 US 177 530 6 
Da*MCtin »lindar DO» 177580 S Vanan« da la «igiaw 0 19 IT? SO 15 
Cu-ota osa 177 SO e 
Caatuam aa amw •0131 177 730 3 04S4 17? 7» 0 MHn 177 SI 177 930 3 Mfeaas 177« 
S«M tapara 
Cü*rt> a 
177 785 láaooK») 177 351 IM W nrm 
3j — 
a 
a 
f I * 4 . . I I l l . . 
a * S S 8 S 8 8 s g 5 
t C C S t S C S C f c S 
Otm 
i w i n i f l i r r r r m i 
SotMMkÉMM' 
EW-noKJM) 
»-R e WWT 
0-OOl 
0« J" 
ÖR). V3®eB)-l)»4S 
1 «(16^ .2® «1» 76 
1-07 tsiivme-l • -2J33 
ill trian ft PNam* » 
177330 177300 0 0012 11792 079 177 360 177 133 3 0077 1012 1X76 177 430 17? «0 2 0 OES a 466 136 177 480 177 633 S 0122 9233 131 177 SO 177 583 6 0.177 11E7B 276 177«) 177 EC 23 £204 13879 599 177 eo 177 ESO IS OJ72 11575 095 177 OD 177 730 S 0122 6233 0i>1 177730 177780 3 OCSS 046 177 700 177 830 0 aaz7 1 612 1Í1 177830 177 em 3 0017 079 rts 
TM 68 1 coo 66 ZZ43 
fk.l m 
Í«1I i.?«e 
»Miw»l lyifcmVi Q06 
Pin bmí «• «V«kwi«e0 01 
•nao ma mn» trraea irroo uta ITT*B <rrm 
1551 
aus 
amm CM ene 
» " 7 ® 12 MMI 90 972 soaso 0 <« EvrlK» orne 90S7S 1 Mm 9! 007 UTO 0 w Mod« 9! OES SO 925 0 DeMtíSnMiMif 0M3 9 0 9 9 3 n 4» t» nuejtn oa?i 90975 9 F Cwtota •0 12B 910X1 5 I Cixfcaw» * — UIUTI ose» 91 WS 5 J • 
RARGO oso asaran 4 * 
UFEME. 90 £85 91075 12 
4 
Mtim 91 235 31 KO S J 
SXNA SB22 194 ?1125 S 
CWTOA 64 91 1 9 t 9 
MAYWO) 91 235 91 175 0 
MW<OR(1) 906B5 91200 0 
NWTL 4« L « i w ITW ( X I (06 91225 
9 1 2 9 
R M*VOR 
6 
1 0 
S n l m r t U f i H ' 
EOT-n'TtOi-r i 
a» 00! 
B » 4 I 
E1B)-H3 ( B O U »«2.33 vp) - iflD p6<B4>291 »1108 
i» (JI C33JV \ÍTBS~ 
a«4MM 
teta 0. PNoratf 1» 9Ct 750 90 775 0 otra 90 775 90800 0 0 019(6 1245 124 90KD 90925 0 0630 1001 190 90 825 90 asi n aas 2.102 4660 9069) «975 0 00G 769 267 90B7S sosa i 0WJ 3014 135 90.900 90 93 0 OQ54 OSB 1« 90925 90950 a OpSB 168 90950 50975 3 atea 4 045 SO 975 91 as 9 CE4 4109 SK2 afta« mees 33S BBMB 44t6 0.® 91 G25 9 050 i C6< 4 109 UT9 91050 91C75 4 OOK3 IW OÍD 91075 91 im 12 aaa 790 i«ei 91 US 91 125 S 0®4 1458 os 91 1Z 91 150 8 0 047 3014 296 91 150 91 ITS 1 croo 2«B >Q< 91 175 0 ooa airo ZtO 9'700 »1 225 0 0030 i-soi 1» 91225 91250 0 0019 >2« 134 91 3 913® 1 oooo 
ToM 64 ose 5J7T8 9Z6B 
i«k 1 <n <>21 1 I-W 
Pwi iwt f teBTr fc taóoOOl M i l 
Cctmwl C U r*cu*>ai 
>2 75 
13 m 1290 0 
E n i » a m ti 05 a 
M i a n 11(D 13 S 0 
Mea 1301 t 3 S 0 
OasMcea »Gimv 000 1350 0 
VIDMI 4a » mu*«s aoo T mm 0 
Cirio»» •¡ONTO 
C u t e « » tatanarto tona 
Rafqo 
l A r a 
om 
1303 
Mtnmg 130) 
Sic» 9B4GD 
Ciom 65 00 
1300 
MnMl; 13,00 
Na* à> C9«»««9S 0*1 000 
Varano • no sa puari* mréaf «tfmiiaj 
A/H CQCMVldà UV (ODIO fliülñM 
SOBRAL CBA* FNC«CA 
2 1 « 0 
21 TX 21 9 0 
EROSOC* 0012 2) 55 0 
M»«AN» 21 7® 21 60 7 
21615 21 SS 10 
DEMEAÒE UTOÀRN 0 132 21 70 14 
VACANZA ÒA LA RVUTWT 00 0 2* 7S > CiMcme 1S96 21 B0 6 
CU IKJPU 0* AVXNATZIA •0142 21 es 16 
0 X 6 2190 12 
MK<NE 21 576 2199 0 
216S2 »MAI» 0 
SONA un tee 68 
MRRERO) 21832 
MANOSI) 21 STB 
NMI D» EOCTFANNSS 0V) 0 025 
E<R) « (10X2i»l) vpi-paaos^ a) ì»» 6(R)/^ 5j 
9 * 0 0 1 
2149 JIS00 
71 560 2i 600 
21 650 
R *« 
epi* vpl • "SO 060-291 »11 78 
« " 0 7 *3)/vTT7F" r—0074 
21 500 21» 
51 SU 
21 68) I7t0 
a P Namtf 0 oas o a 031 
0 00S7 
7 0 033 TtB 
t> » 
QSBB 0966 2JBB 2«1 
6S79 6579 
S.3S 0 074 
733 OS 
21 750 zieoD 
21.650 
21900 21 350 
2 SD 
? ! 050 
71 SCO 
21950 22 a» 
\ ice 
0093 
0097 0®1 
015 
7 33 5470 
632 0 4 « 
657? 13 491 
2 M B 47295 
966 966 
60 943 
t«k 1 • m 1>1( 1-2*6 
!• 805 
fin i m i * «vafcKrtnOtn 
19 £8 
»72 
•75 
W 4 » 13B8 I S 0 
£O«R I P U 0HI2 IS6 0 
ftoán 1 994 190 12 
MED» 2 21 95 20 
OTWCIOFT tvÉnám QÛ95 200 < 
VWWTXA OA LA KUMVA cœ 205 11 
CJMM 1 512 210 3 
C O R I O N U N U H L « 0252 215 re 
B*«*E S » 12D 0 
MFEWIQ TEE 225 0 
UIICV 1130 .FLOR» 0 
S>M 135 175 
CUMA 58 UaTOtn 2. IX 
WAWRR 1 sei 
I M DA EATÉNIOS M ) 0823 
em • paioli 
V(W«P«DP6>-.3) 
Z - H E P) • /V&R om00t 
R-« ew'ofoest-n«« 
VPQ«!«0 16£B>31»117B 
R - 0 7 <0)/I/TT7B 
R»-0874 
M4M» Til t IIHffll' fill 
t « M M i | a > a PNjim ft | M H ' > «75 180 a 0O137 09316- 0 332 
1 BO »» 0 0.0295 ZOT zoœ 
166 »90 0 00EE6 4 868 4FI5B ISO 195 12 CU 211 87349 1722 
1 95 200 S 0 17 11 66 5163 2CO 205 4 01944 »3219? 6 CO 
2 OS 2.10 11 017 RI SE 0.027 
210 2 15 3 0T711 62348 3328 
. 1 9 233 13 Û0E85 4 65B 36216 
220 2 2 0 0JS9S 2 ax 2 SC 
225 23 0 00137 S3 'S 932 es 1 66 66 
»•»I t 2-g 
Para imi »nprioertn OOS 13« 
Pan "Ml M OgalcaaMitUn 2472 
7. Adecuar plan de control de ser necesario 
En este ejercicio no se considera la modificación al plan de control. 
8. Generar estadística descriptiva inicial de la variable. 
PRODUCTO * F * ETPAETFCTO&I >77 5 
CARACTWTTBCA PRECITA 1SLOE 1 LMÁ*SUPERAR¿»ESMCDCAAÚN 177 75 
UNIDAD 4» MWSCAFE M Uotti MAN» di E*PAE*CACA> 177 25 
SUBOAJDO NO 1 2 3 4 5 S 7 8 9 10 SUMRUPO X fi 
MUESTRE 
1 17760 177 74 177 62 177 S8 177 64 177 7 3 177*9 177 50 177 46 177 57 1 177 68 0 18 
2 177 66 177 60 177 61 177E6|177 56 177 S9 177 48 177 51 177 se 177 57 2 177 64 0 1 7 
3 177 78 177 57 177 60 177 S7|L77 65 177 54 177 56 177 47 17759 177 FFL 3 177 61 0 0 2 
TOTAL 3 3 3 3 3 3 3 3 3 J 4 177 67 0 0 2 
PROMEDIO X 177 68 177 64 17761 177 67 17762 17762 177 51 177 49 177 55 177 SB 5 177-62 0 0 7 
AMPLITUD a Q 19 0 1 7 0 0 2 OÍD 0 0 7 0 T 9 0GB Q04 011 0 0 2 6 177 62 0 1 9 
FECHA' HORA 7 177 51 a 06 
9 177 49 0 0 4 
SUTNRUOO NO 11 12 13 14 15 16 17 18 T9 9 177 55 011 
MUESTRA 
1 177 6T 1776 177556 177 5 177 6 177 563 177 42 177 416 177 434 177 46 10 177 57 0 0 2 
2 177 46 177 5 177 495 177 6 1776 177 6C6 177 47 177 536 177 461 177 46 11 177 £3 0 1 6 
3 177 53 177 6 177 620 177 5 1776 177 644 177 44 177 546 177,41$ 1 7 7 « 12 177 57 0 0 8 
TOTAL 3 3 3 3 3 3 3 3 3 3 13 177 56 0 13 
PROMEDIO X 177 53 177 S? 177 56 177 56 177 57 177 5? 177 44 1 7 7 ® 177 A 177 46 14 177 56 0 0 9 
AMPMUD R 0 16 0 0 8 0 1 3 0 0 9 OID 005 006 0T3 0 0 * 0 0 1 15 177 57 0 0 3 
FECHA / HORA 16 177 57 006 
17 177 44 0.06 
SUBORUOO NA 21 22 23 24 26 26 37 S 29 30 18 177 50 0 13 
UUMTR» 
1 177 44 177 4 177 475 1776 177 6 »77 5EB 177 59 177 478 177 5 1 177 59 19 177 44 004 
2 17715 177 4 177 499 1775 1776 177 6 3 177 51 177 4E3 177*94 17757 20 177 46 0 0 1 
3 177 51 177 6 177 525 1775 177 6 177 £46 177 47 177 521 177 608 177 55 21 177 47 0 0 6 
TOTAL 3 3 3 3 3 3 3 3 3 3. 22 177 48 0 19 
PROMEDIO X 177 47 177 48 177 50 177 53 177 60 177 6 2 177 53 177 49 177 56 177 57 23 177 50 05 
ATNETTUD R 0 0 6 0 19 0 0 5 0 0 6 0 04 006 012 0 0 6 011 0 0 4 24 177 53 006 
FECHA / HORA 25 177 60 Q04 
26 177 62 0 0 5 
SUBORUOO NO 31 
• 
27 177 53 Q12 
MUVATN 
1 28 177 49 0 0 6 
2 29 177 56 11 
3 30 177 57 0 0 4 
TOLAL 31 1 
PROMEDIA t 
AINPMUD R I S325 51 251 
FECHAD HORA PROMEDIO 177 55 00B 
PATA RV=3 
A 2 - 1 02 D3=C 
CU»257 
Unate« da «MBM para X 
CL * A 177 S O 
UCT. X*A2R UCL 177636 
L C L - T A 2 R I C L 177 466 
Lvndea d* cortrti pa» R 
O.-B I X 0 084 
(JCLA O . R Y O . 215 
LCLPDIR LCL 0 
fonftOB 
COMPORTAMIENTO POSICION 16 LOG 1 
PRODUCTO T " GRAFICA X 
- V a l o r sobgrupo -
COMPORTAMIENTO POSiaON 16 LOC1 
PRODUCTO GRAFICA R 
V W 
£ a . 
. ^ s - / V \ 
1 2 3 4 5 6 7 a 9 10 11 12 13 U Ifr 16 17 18 1? 20 21 22 23 24 26 27 29 29 » 
- V d o i c u b o w p o Ct_ LSC U C 
PREPUCIO ' F * ETMCRICAUAN 91 
C»Í»ET8RTSTIC» POSÍCUIFT 10 LOE 2 UMTA &U»«NOR 4»E«P*CDCM6N 91 2S 
UNAD*D D* MADICIAO M M UNIT« MAAOC D* EAEOEÉCAEIÓN 91 75 
SUBARVIIO NO 2 3 4 5 1 6 7 8 9 10 SUB4WPO X R 
MUASTR* 
1 91 10 91 OS 9» 07 91 04 91 05 91 06 9 0 3 6 91 »2 91 11 91 11 1 91 OB 0 0 9 
2 91 01 91 OS 91 OS 91 02 91 08 91 06 91 09 91 16 91 11 91 CB 2 91 OS 0 0 6 
3 91 OB" 9108 91 OS 91 07 91 02 90 99 91 12 91 12 91 07 91 08 3 91 OB 0 0 2 
TOTAL 3 3 3 3 3 3 3 3 3 3 4 91 04 0 0 5 
PRONWTF O X 91 06 91 OS 91 06 91 04 91 05 91 04 91 0 6 91 13 91 10 91 09 5 91 OS 0 0 5 
AJNOBLUD R 0 0 9 0 0 6 0 0 2 OOS 0 0 5 0 0 9 a 16 0 0 3 0 0 5 0 0 4 6 91 04 0 0 9 
FACHA/HORA 7 9 1 0 6 0 16 
3 91 13 0 0 3 
SUBARUDO NO. 11 12 13 14 15 16 17 18 19 20 9 91 10 OOS 
0 0 4 
MIRA SIN 
1 91 118 9 ' 1 91 132 91 13 91 13 91 1 91 0 9 9 9L 13 91 12 91 09 IA 91 11 
2 91 158 91 09 91 093 9» »3 91 07 91 1 9» 112 91 >2 91 07 91 1 11 91 13 0 0 4 
3 91 117 91 12 91 124 91 1 91 09 91 1 9» 122 91 08 91 12 91 09 12 91 11 0 0 3 
TOTAL 3 3 3 3 3 3 3 3 3 3 13 91 12 0 0 4 
PRRWNETJ A X 91 13 91 11 91 12 91 »2 91 09 91 10 91 11 91 11 91 1T 91 09 14 91 12 0 0 3 
AMP FLC/D R 0 04 0 0 3 0 0 4 OCB 0 0 5 0 0 1 0 0 2 0 0 5 OOS 0 0 2 1S 91 09 0 0 5 
FA EN* / HORA IS 91 10 0 0 1 
17 91 11 0 0 2 
SUBARUNO NO 21 22 73 24 26 26 27 1 28 29 .N 18 91 11 OOS 
MUAMTRA 
1 91 032 91 ' 91 049 91 12 91 11 9 ! OS 91 11? 91 07 91 07 91 11 19 91 1» OOS 
2 91 113 91 1 91 113 91 09 91 09 91 1 91 AS 41 M 91 13 91 <1 X 91 09 0 0 2 
3 91 07 91 13 91 113 91 09 91 1 91 08 91 EBB 91 1 91 08 91 08 21 91 09 0D4 
TOTAL 3 3 3 3 3 3 3 3 3 3 22 91 11 0 0 3 
PWLIFL I X 91 09 91 11 91 09 91 10 91 10 91 08 91 10 91 09 91 09 91 1 23 91 09 OOS 
AMPKTUD R 0 0 4 0 0 3 0 0 6 0 03 0 0 2 OOS 0 0 4 0 0 3 0 0 8 0 D4 24 91 10 0 0 3 
FACHA / HOTA 25 91 10 0 0 2 
26 91 06 OCE 
SOBORNO« NO 31 27 91 10 0 0 4 
Muealia 
1 26 91 09 0 0 3 
2 29 91 09 006 
3 3D 91 10 0 D 4 
TOTAL 31 
Pnjmadrg X 
AMPHTUD R 2 mmm 1 37 
FACHA HORA PROMO«« 91 09 OOS 
Par» n"3 
A3- 1 02 COO 
0 4 - 2 57 
LIMITE* D* COMAL P«R* * 
CL- X C I 9109» 
UCX- X * A2~R UCL 91137 
LCC»"?. A2 R I C L 91 044 
L*NL*a DO COI*I«L PAR* O 
C L = « CL 0 046 
UCL- 0 . R UCL 0 1 1 6 
LCL» ORR LCL 0 
FONRFCOOS 
COMPORTAMIENTO PO S i a ON 18 LOG 2 
PRODUCTO T " GRAFICA X 
91 2£ 
91 Î5 
O* 1* 
1 ' 1 111 1 1 ^ . 1 
90 95 
90 86 
90 75 
1 2 3 4 5 e 7 8 9 10 11 12 13 U IS 16 t7 18 19 2D 21 22 23 24-2S 26 27 2B 29 
|—Wwtoògrupo CL LSC UC | 
X 
COMPORTAMIENTO POSICION 18 LOC 2 
PRODUCTO T GRAFICA R 
U Jb * 
U ib • A 
aio- ^ \ . 
1 2 3 * 5 6 7 8 9 W 11 12 13 14 1J 16 17 18 19 20 21 22 23 2< 25 2E 27 2B 29 
Vítor wt^upo a LSC UC| 
30 
Producto * F • E«p«cAcaciön 130 
Ceraci erótte» Ponnùn 20 Apovo 1 Lan«» Swm da Especificación 13 15 
Unidad da Mediato mm Limi* nfeoot da CapecigLecicn 12 75 
Suboruoo No 2 3 4 5 g 7 6 9 1 Subqfupo X R 
Mue atra 
1 13 00 1300 1300 1300 1300 13 OD 1300 1300 1300 1300 13 00 OOO 
2 13 00 13 00 1300 1300 1300 <300 1300 1300 13 00 13 OD 2 13 00 CD 
3 13 00 1300 1300 13 00 13 CD 13 00 130D 13 00 13 00 13 00 3 1300 000 
Total 3 3 3 3 3 3 3 3 3 4 1300 000 
Promedio X 13 CD 1300 1300 <3 00 13 00 13 OCT 13 00 1300 13 00 13 00 S 13 00 0 CD 
n^pfctud R 000 000 OOO 000 0Œ 000 000 000 000 OOO 6 1300 0 CD Fecha / Hora 7 13 00 0 CD 
8 13 00 000 
Subanjoo No 11 12 13 14 15 16 17 18 19 20 9 13 00 ODO 
Mue su» 
1 13 00 1100 1300 13 00 13 C0 1300 13 00 1300 13 CD 13 00 10 1300 000 
2 13 00 1300 13 CO 1300 1300 1300 1300 13 00 13 00 13 00 11 1300 OOO 3 13 00 13 00 13 CD 13 00 1300 13 OO 13 00 13 00 13 OD 13 00 12 13 OC 000 
Total 3 3 3 3 3 3 3 3 3 3 13 13 00 000 Prom «ato X 13 00 13 00 13.00 13.00 1300 1300 1300 1300 13 00 1300 14 13 00 OOO 
Amp itird R • 00 000 000 000 opn 0 CD 000 000 0 OD OOO IS 13 CD 0 OD Faena / Hora 16 13.00 OOO 
17 1300 OOO 
Suborvpo No 21 22 23 24 2S 25 27 2B 29 30 18 13 00 OOO 
Muestre 
1 1300 1300 1300 13 00 1300 1300 13 CD 1300 1300 1300 19 13 00 000 
1 13 00 1300 13 00 13 00 1300 13CO 13 00 1300 1300 1300 20 1300 OCD 
3 1300 13 0D 1300 1300 13 00 1300 1300 1300 13 00 1300 21 1300 OXD 
Total 3 3 3 3 3 3 3 3 3 3 32 13 00 OCD 
Promedio X 13 00 1300 1300 13 00 13 00 i3 m 1300 13 00 13.00 1300 23 13 00 OOO 
n^olRud 0 000 000 000 000 000 OOO OOO 000 000 OOO 24 13 00 000 Fecha / Hora 25 13XD 000 
26 13.00 000 
Subampo No 31 27 13D0 OOO 
Moeatre 
1 20 1300 000 
2 29 13 CD 000 
3 30 13 OÛ ojn 
Total 31 
Promedio X 
T^tpHtud R Z 390 00 OCD Pecha J Hör« Promedio 1300 000 
Para t>»3 LirfiHaa de control pera X A2 = I 02 DXF 04-2 57 
CL* * CL UCL- X * A2 R UCL LCL-1?- A2 R LCL 
13000 13 000 13 OOO 
Um-ie» tfe control psi R CL-R CL UCL» 0. R UCL LCL- 0>"W LCL 
0 000 0 000 0 
Form-GOS 
COMPORTAMIENTO POSICION 20 APOY01 
PRODUCTO T " GRAFICA X 
13 2S0 -i 
11133 
13 OSO - - ~ 
1293) 
12 850 
1Z750 -I—i i i i i—i—i— —i i i i i i i i •—i—i—i— 
1 2 3 4 5 6 7 8 9 10 ll 12 13 14- 19 16 17 18 19 35 21 22 23 24 2S 26 27 28 29 30 
LSC V » t a m b g r j p o — C l — UC | 
COMPORTAMIENTO POSICION 20 APOY01 
PRODUCTO *T~ GRAFICA R 
0.15D-1 
0100 
(LOSO 
0000 -i—.—.—I—I—.—I—.—I—I—I—I—.—I—•—>—.—•—.—.—.—.—.—.—I—I—.—I—I—1— 
1 2 3 4 9 6 7 8 9 10 1t 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 3 30 
| LSC V»krnut»gwpt- UC CL| 
Producía ' F ' Especificación 2 1 7 
Característica Posición 24 Apoyo 2 l imite Sucarmr da Esoecificacián 21 95 
Unidad do Medición mm Lumie Inferior da Especificación 2 1 4 5 
Suhnnioo No 1 2 3 i 5 6 7 8 9 10 Subqrupo X R 
Muestra 
1 21 EO 21 B2 21 80 21 8 0 21.07 21 79 21 64 21 58 2 . 59 21 58 1 21 81 0 0 2 
? 21 a i 21 79 21 79 21 87 21 91 21 79 21 63 21 59 21 60 21 80 2 21 80 0 0 3 
3 2 1 8 2 21 80 21.80 21 87 21 82 21 67 21 68 21.59 2 t £8 21 61 3 21 79 a 01 
Total 3 3 3 3 3 3 3 3 3 3 4 21 85 0 07 
Promedio X 21 a i 21 60 21 79 21 85 21 84 21 75 21 62. 21 5 9 21 5 9 21.66 5 21 84 0 0 6 
Amplitud R 0 0 2 0 0 3 0.01 0 0 7 0.06 0 12 0.05 0 0 2 0 0 2 0 2 2 6 21 75 0 12 
Fecha / Hora 7 21 S2 0 0 5 
8 21 59 ÛQ2 
Subaru do No 11 12 13 14 15 1B 17 18 19 2D 9 21 59 0.02 
Muestra 
1 21 S3 21 74 21 66 21 87 21 eé 21 65 21 64 21 68 21 66 21 6 8 10 21 82 0 2 2 
2 21 87 21 es 21 88 21 87 21 65 21 65 21 65 2 1 6 4 21 65 21 66 11 21.79 0.25 
3 21 t e 21 66 21 86 21 E5 21 67 21 66 21 67 21 65 21 66 21 83 12 21 82 0 12 
Toial 3 3 3 3 3 3 3 3 3 3 13 2 1 8 7 0 0 2 
Promedio X 21 7g 21 82 21 S7 21 80 21 ES 21 65- 21 65. 21 65 2166. 21 72 14 2 1 6 0 0.21 
Amplitud R 0 2 5 0 1 2 0 02. 0 21 0 01 0 0 1 0 0 3 0 0 2 0 0 0 0 17 15 21 66 O 01 
Fecha / Hora 16 21 65 Croi 
17 21.65 0 0 3 
Siihanirm Nn 21 22 23 24 25 26 27 2a 29 I 30 18 21.65 0 0 2 
Muestra 
1 2 1 8 2 21 82 21 82 21 81 21 62 21 S3 21 62 21 52 21 82 21 79 19 21 ES 0 0 0 
2 21 6 2 21 32 21 61 21 83 21 82 21 8 4 21 83 21 82 21 83 21.79 20 21,72 0 17 
3 21.32 21 93 21 82 21 B1 21 81 2 ! 81 21 81 21 81 21.60 21 SO 21 21.82 0.01 
Tcrtal 3 3 3 3 3 3 3 3 3 3 22 21 82 O 01 
Promedio X 21 S3 21 82 21 02 21 0 2 21 82 21 83 21.32 21.01 21 68 21 79 23 2 1 8 2 0 01 
Amclnud R ODI 0 01 0 01 0 0 2 0 02 0 0 2 0131 0 01 0 2 2 0 01 24 21 82 0 0 2 
Fecha / Hora 25 21 82 0.02 
25 21 83 0Q2 
SuboruDo No. 31 
• 
2 7 21 82 0 01 
Muestra 
1 2 8 21 81 0 01 
2 2 9 21 S8 0 22 
3 30 21 79 0 01 
Tût al 31 
Promedio X 
Amchtud R 2 652 73 t 82 
Fecfta V Hora Promedio 21.76 0 0 6 
Para n=3 
= 1 02 
D3=0 
04=2,57 
Lima es de-control paraX 
C L r X CL 2 1 7 5 8 
UCL«= X + A 2 R UCL 2 1 8 2 0 
LCL»"¡7- A 2 R LCL 2 1 6 9 6 
Umrtas de control para R 
CL= R CL 0 CCI 
UCL= Di R UCL 0 1 6 6 
LCL= D.R LCL 0 
COMPORTAMIENTO POSICION 24 APOYO 2 
PRODUCTO "F" GRAFICA X 
2 1 5 6 -
21 95 • 
2 1 7 5 
2i es 
21-55 
21 45 • 
S z : 
1 2 3 4 6 6 7 e 9 10 11 12 13 14 16 16 17 18 19 20 21 22 2 3 24 25 26 27 20 29 30 
- V r i o t M b g r u p o C L LSG I X 
COMPORTAMIENTO POSICION 24 APOYO 2 
PRODUCTO GRAFICA R 
1 2 3 4 S 6 7 9 9 10 11 12 13 14 1 6 16 1? 10 19 20 21 2 2 23 24 25 26 H 2B 29 30 
- Vaio* RAgrupo • • LSC UC 
Producto F * Eapec i f tcse iún 2 0 
Caracter ís t ica Pos ic ión SO A p o * o 3 Umfte SnDenor d « E s o e c r f c a c i ó o 2 2S 
Unidad de Med ic ión m m ü m l l M i i w d t E n a c d n c i t a 1 7 5 
Soboruoo No 2 3 4 5 6 7 8 9 10 Subgrupo X R 
Mues t ra 
1 2 0 1 2 01 2 01 2 0 2 2 01 2 0 0 2 0 6 1 68 1 8 6 1 8 4 2 01 0 01 
2 2 0 2 ~l 2 CE 1 99 2 1 2 Ot 2 0 2 1 8 0 1 07 1 8 7 1 37 2 2 0 0 0 01 
3 2JX2 2 0 0 2 0 0 2 0 0 2 0 0 7 OS 1 07 1 07 1 a s 1 85 3 2 0 0 0 0 2 
Tota 3 3 3 3 3 3 3 3 3 3 4 2 Ot 0 D 2 
Promedro X 2 01 2 0 0 2 0 0 2 0 1 2 01 2 0 2 1 3 4 1 87 1 87 1 85 5 2 01 0 01 
Amp l i tud R 0 01 0 01 0 0 2 0 0 2 O 01 0 0 5 0 .18 a oí 0 Q3 0 0 3 6 2 Q2 0 0 5 
Feche / Hora 1 7 1 3 4 0 18 B 1 8 7 0 0 1 
Suborupo No. 11 12 13 14 15 16 17 18 13 2 0 9 1 8 7 O Í O 
Muest ra 
1 1 87 1 8 7 1 8 4 t 8 6 t 8 4 1 e s 1 8 7 t 87 1 87 1 85 10 1 8 6 oto 
2 1 0 7 1 34 1 s s 1 0 7 1 8 6 i as 1 8 6 1 85 1 8 8 1 8 6 11 1 8 7 0 0 0 3 1 88 1 8 6 1 07 1 0 6 t 8 6 1 87 1 88 1 88 1 a s 1 84 15 8 6 OCQ 
Tola 3 3 3 3 3 3 3 3 3 3 13 B5 0 0 4 
Promedio X l 8 7 1 8 6 1 SS 1 8 6 1 e s 1 87 1 8 6 1 87 1 07 1 8 5 14 8 6 ooo 
A m p oud R 0 0 0 0 3 0 0 4 0 0 0 0 0 2 0 0 3 0 01 0 0 3 0 0 3 0 0 2 15 BS 0 0 2 
Fecha / Hora 16 8 7 0 0 3 
17 1 9 6 0 0 1 
Suboruoo No 21 1 2 2 23 2 4 25 2 6 27 28 29 30 18 1 0 7 0 D 3 
Mues t ra 
1 t 86 1 6 6 i a s t a s i a s t BS 1 8 6 1 B£ 1 ae 1 8 6 19 8 7 0 0 3 
2 t 88 1 8 4 1 88 1 88 1 09 1 S3 t as < 86 1 88 1 8 8 20 1 6 5 0 0 2 3 1 6 8 1 85 1 88 1 0 6 1 0 7 1 e s 1 8 8 t 06 1 0 7 1 07 21 1 8 7 0 0 2 
Tolal 3 3 3 3 3 3 3 3 3 3 22 1 a s 0 0 2 
Promedro X t 8 7 1 as 1 87 t 0 6 1 9 7 i as 1 8 7 t BS 1 0 8 1 8 7 23 1 6 7 0 0 3 
Ampl i tud R 0 0 2 0 0 2 o o a 0 0 3 0 0 4 0 0 4 0 0 4 0 01 0 01 0 0 2 24 1 EE 0 0 3 
Fecha / Hora 1 2S 1 8 7 0 0 4 
26 1 85 0 0 4 
SuboniDfl No 31 77 1 8 7 O 0 4 
Mué ai ra 
1 28 1 a s 0 01 
2 29 1 88 0 0 1 3 30 1 8 7 0 Q 2 
Total 31 
Promedio X 
A m p itud R Z 5 6 8 4 083 
Feche / Hora Promed io 1 89 0 0 3 
Pera flO 
A 2 « 1 0 2 
0 3 = 0 
D4="2S7 
Umtee de control pare X 
C L - X CC 1 9 9 5 
U C L » X + A2~R U C L 1 923 
L C L s ? - A 2 R L C t \ 06B 
U m r t e t de con t ro l p s > R 
CL R CL 0 028 
U C L = 0 - R UCL 0 0 7 2 
L C L - 0.1? LCL 0 
FQOTVOOS 
2 2 5 -
2 1 5 -
2 0 5 • 
1 95 
1 8 5 
1 75 • 
COMPORTAMIENTO POSICION 30 APOYO 3 
PRODUCTO "F" GRAFICA X 
1 2 3 4 5 6 7 8 9 1C 11 12 13 14 15 18" 17 18 19 20 21 22" 23 24 25 2E 27 20 29 30 
• Val« subgfupo —»CL LSC UC 
COMPORTAMIENTO POSICION 30 APOYO 3 
PRODUCTO GRAFICA R 
0 2 5 
020 
0 1 5 
010 
1 2 3 4 5 6 7 8 9 10 11 12 13 1« 15 16 17 18 19 20 21 2 2 2 3 24 3 26 27 28 29 30 
-Vítor subgrvpo O. • -LSC 
9. Capacitar al responsable del control de la variable sobre Control 
Estadístico del Proceso 
~ i ÜII ii'Éiinrtiìiitiii'n'nÉiiiMa - ^ s m 
Gm co 1 
; i i M M , j V S 
1 Cómo funciona la grafica de 
cora rot? 
1 1 Empleo de las gráficas de 
control para ju2gar si existe o no 
un sistema constante da causas 
especiales i i 1 2 Patrones de «nación es! a ble 
e inestable ü 
1 3 Empleo de la gráfica de control 
para interpretar una distribución de 
frecuencia 
£ 
1 4 Cálculo4s tostantes de3-
siomas en las oráticas de control X 1 
1 5 Gráficas de control pera 
recorrido y desviación estándar de 
la muestra E J 
1 6 Clasificación de las formas 
que puede ocumr la falta de control 
* * n 
1 7 Pruebas de falle de control 
basadas encomdss de puntos por 
encima o por deb<yo> de la I nea 
central en la Qráfica de contra 
i ' f -
i 
1 8 nteiprelsción de los patrones 
de variación en las Gráficas X v R 
l. i 
l i 
Evaluación mm 
Gru po 2 
B 
M M J V s 
I I g 
m I I 
ft : È 
r - , 
S 
i bmS 
Duración por d » : 3 Horas 
10. Implementar el método estadístico seleccionado 
Terminado el programa de capacitación se inicia con el uso de las 
gráficas de control en los centros de cubado. Los responsables del área tiene el 
conocimiento de formatos a utilizar así como interpretación de patrones 
anormales dentro de la gráfica. 
11. Monitorear y auditar el uso del método estadístico seleccionado 
Se utilizó una frecuencia de visita al área de cubado de al menos 1 vez 
por turno dentro de las primeras dos semanas de uso de esta herramienta. Se 
verificó que se cumpliera con lo establecido, (tamaño de muestra, separación 
adecuada de piezas a medir, uso correcto de hoja de recopilación de datos, 
llenado de gráfico de control, acciones correctivas en caso de presentar 
anormalidades en los patrones de variación del proceso). 
Cualquier discrepancia fue reportada a el encargado del area y se 
tomaron acciones correctivas para eliminar este hallazgo. 
12. Reportar evaluación de capacidad de la variable 
Producto F Fecha 
Responsable del área E M®"»"«* Rabotó « Manooza 
CaractensDca M á q u r a Res i t ado 
<Cp Cpk) 
Obseneocnes Requere acción corecOve? 
P a s a ó n 15 
Localizador i 
Posición 18 
Localizador 2 
Posición 20 
Localizador 1 
P o s o ö n 2 4 
Localizador 2 
Posición 30 
Localizador 3 
Cantío da cub ido 0 M I 
Centre da C u ado 1561 
Cantío da Cul ado 
Centro de C t f ado » 6 8 2 
Centro da Cui ado 0 774 
Sa observan grendaa ceñida« a lo 
largo del periodo de evaluación 
Sa t e n a adhesión al centro da la 
grafie*, racalcUarloa trates de 
control 
Se tienen patronea c u usatamente 
anormaiee. revisar corrponarrienio da 
la e a u o ó n otaza 
Se nena a * * * 6 " * I m t e r t e r i o r d e 
control Se efeserva un universo 
correlatamente datmio con « qua • • 
h o « . 
FORM-OO 
13. Recalcular estadística descriptiva de la variable 
No hay cambios inducidos en el proceso (equipo), por lo que no se 
considera este punto como actividad pendiente de realizar. 
14. Mejora continua en el proceso monitoreado 
Uilizando la metodología proporcionada en el capítulo 11 se diseña un 
plan para atacar fuentes de variación en el proceso. El resultado de ese arreglo 
es : 
a> 
O 
l/l 
<2 
£ « * 
o -o o 
Resultados después de ajuste al equipo 
r t * * ¿i«» 1 t • 1 
Producto " F " ( Especiicacion 17751 
Can ti s ád ica P creía on 15 Loi 1 Ljrtfa Supenor da Especéeaeún 177 75 
Unidad da Medición mm 1 1 Lande Menor de Especrfcaoân 177 251 
• 
i 
| 
II Suborudo No 1 1 2 3 4 5 6 7 8 9 10 Subqrupo X R 
( 177 39 177 44 177 45 177 Œ 17763 177 49 17781 177 S ? 17759 177 45 1 17748 0 1 5 
Muestra 2 177 55 177 82 177 51 177 57 177 57 177 49 177 60 177E7 177 68 177 54 2 177 O 1338 
3 177 49 177 62 17760 177 47 177 60 177 SB 177 55 177 65 177 81 177 47 3 177 52 ; 0 15 
Total 3 3 3 3 3 3 3 3 3 3 A 177 57 ¡ 1X19 
Promedio X 177 48 177 E3 17752 17757 17760 177 51 17765 17785 17769 177 49 5 17760 0 0 6 
Amplitud ft 0 1 5 0 3 8 a i s 0 1 9 0 0 6 0.07 0 2 6 0.Q5 0 2 2 i7 œ 6 177 51 0 07 
Fecha / Hora 7 177 65 0 2 6 
| | — 1 8 177 65 0 0 5 
Il Subaruco No 11 T2 13 I 14 15 16 17 18 19 20 9 177 69 0 2 2 
1 177 54 177 6 177 693 177 7 1776 17763 177 73 177 572 177 53 177 <6 10 177 49 a 09 
Muestra 2 177 51 177 5 177 543 1776 1777 177 51 177 58 Í77S84 177 7235 17751 t i 177 53 0 0 3 
3 t7754 1776 177 48 1776 1777 177 61 1774 177575 177 7 S 1 177 66 12 177 58 0 0 5 
Total 3 3 3 3 3 3 3 3 3 3 13 177 57 0 2 1 
Promedio X 177 53 177 5B 177 57 177 63 177 66 177 S 177 57 177 58 17766 177 54 14 177 63 0 1 0 
AmoMud R 0 0 3 0 0 5 0.21 0 10 0 0 5 (712 0 3 4 0.02 0 2 0 0 2 0 15 177 66 0 0 5 
Fecha 1 Hora 16 177 59 0 1 2 
II 17 177 57 0 3 4 
II SutMruooNo 21 "22 23 24 25 26 27 28 2 9 30 18 177 58 0 0 2 
t 177 67 177 4 177 48 1775 177 6 177 5 * 1 1 7 T 6 5 177534 177 4048 177 58 (9 177 66 02D 
Muestra 2 177 59 »77 5 177 S48 1776 1776 177 55 177 59 177 6 3 177 5934 177 37 20 177 54 0 20 
31 177 53 177 6 177 834 1776 1776 177 78 177.50 17751 177 6727 17752 21 177 59 0 1 4 
Te* ai 3 3 3 3 3 3 3 3 3 3 22 t77 51 0 1 8 
Prometo X 177 59 177.51 177 65 177 m 17764 177 62 f 7 7 ï 1 1 7 7 » 17765 177 53 23 177 6 5 0 3 5 
AmpMud R 0 1 4 0 1 8 0 3 5 0 0 9 001 0-23 0~06 am 0 2 7 0 2 5 24 177 59 0 0 9 
fecha/Hora 25 177 64 0 0 1 
ll 28 , 177 62 0 2 3 
II SubmuDO N« 31 , i i l 27 177 61 0 0 6 
Muestra 
I ' I 28 177 59 0 0 9 
2 I [ 29 177 56 0 2 7 
3 I 30 177 53 0 2 5 
Total I I I i i 31 
Promedio ~ X 
I i 1 1 
•4/neWiid R 
i 
1 . I 1 1 2 5327 60 464 
Fecha Hora _ Promedio 1 7 7 ® 0 1 5 | 
I 1 > 
II T | 1 i 
Pera n»3 i Umrtes d» control paca X. 
A2=1CQ 
03=0 
1 o = x 1 1775901 
H i UCL- X • A2 R UCL 177 743 
0 4 * 2 5 7 ,LCL3 Ü - A5 B TLCL 1 177 437 
g decort 
I 
II Imite- rojpwi R 1 
II CL-R ,Ct 1 0150 l 
¡ UCL'CUR .UCL 0306 
LCL-Oifi U X 1 0 
1 i 1 ' 1 
i 
Fomv005 
COMPORTAMIENTO POSICION15 LOC1 
PRODUCTO "F" GRAFICA X 
17775 
177 65 
177 56 
177 45 
177 35 
177 25 
r / " " " — ^ 
/ ""V V " V 
1 i — i t • — ' T 1 1 > 1 \ 1 l 1 • 
1 2 3 - 4 S 6 7 6 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 26 29 30 
-Va lo r subgrupo - L S C U C I 
COMPORTAMIENTO POSICION15 LOC 1 
PRODUCTO "F" GRAFICA R 
060 
0 4 0 
OSO 
0 2 0 
CLIO 
0.00 
tsz 2 s \ > 
1 2 3 4 5 6 7 9 9 10 11 12 13 14 15 16 17 16 19 20 21 22 23 24 26 26 27 29 29 30 
. Valer t i ^ g n v o CL LSC UC 
Producto " F " Esoeotcsoón 91 —,— ,— 
CaracWtdica Posicion 18 Loe 2 Lint« Suoenor de Esoecácacrin 9 1 2 5 i i i 
Uradad 6» Medición rrm i • bmtta Wene« de € e p e t * c » a ¿ n 9 0 7 5 
1 1 1 
SuCraruoo No 1 2 3 4 5 6 7 6 9 10 Subgropo X R 
1 90 884 SO 99 91 0275 90.96 9095 91 01 90924 90898 90 96 91.045 1 90 34 0 1 1 
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CAPÍTULO 13 
CONCLUSIONES Y 
RECOMENDACIONES 
13.1. Conclusiones 
Utilizando el Sistema de Control Integral de Procesos se demostró 
plenamente que con el uso de métodos de trabajo definidos se logran 
resultados esperados contra lo planeado. También se comprobó la eficiencia de 
el ciclo Planear - Hacer - Verificar - Actuar, como parte de el ciclo de iniciación 
de un proceso, estabilización de éste y posteriormente su mejora continua. 
En este caso en específico se demostró mediante pruebas estadística el 
comportamiento de los datos recopilados, posteriormente se confirmó con las 
gráficas de control del proceso. Se establecieron medidas para ajustar 
máquinas para reducir variabilidad. Y los resultados obtenidos mejoraron esta 
condición de manera significativa. 
El Sistema de Control Integral de Procesos demostró su flexibilidad ante 
diversos tipos de datos / procesos que se requiera. Se incluyen otras pruebas 
paramétricas y no paramétricas en caso de que los datos o necesidades de 
análisis lo requieran. 
13.2. Recomendaciones 
Profundizar en otros tipos de gráfico de control por ejemplo gráficas 
EWMA las cuales tienen la característica de tomar en cuenta el efecto de 
condiciones anteriores sobre el producto y su comportamiento conforme avanza 
el tiempo / proceso. 
En esta tesis solo se trata con variables continuas, se recomienda el 
agregar a este Sistema de Control Integral de Procesos el uso de gráficas de 
control por Atributos. Estas son: Gráfica de control para la fracción rechazada 
( p ) ( np ), Gráfica de control para no conformidades ( c ) ( u ), Gráfica de 
control para suma acumulativa (CUSUM). 
La finalidad de incluir estos controles es realmente tener un completo 
sistema de monitoreo - control sobre el proceso productivo y en la inspección 
final, para tener claro el comportamiento de el producto. 
BIBLIOGRAFIA 
Chou, Ya-Lun, Análisis Estadístico, Editorial Intercontinental, Segunda 
Edición, 1977. 
Grant, Eugene L., Control Estadístico de Calidad, Editonal CECSA, 
Segunda Edición, Segunda reimpresión, 1999. 
Johnson, Richard A., Probabilidad y estadística para Ingenieros de 
Millery Freud, Editorial Prentice Hall, Quinta Edición, 1998. 
Apuntes curso Seis Sigma, G E. Ed. 1999 
Flood & Jackson, Apuntes de Metodología de los Sistemas suaves 
(SSM) Ed. 2000 
Diccionario General de la Lengua Española, 1997 Biblograf, S A , 
Barcelona. 
Tesis : implementación de Sistema de Calidad para Manufactura. 
Autor: Irig. Javier Martínez Rosan Ed. 1996 
Tesis: Aseguramiento de la Calidad a través del Control Estadístico 
del Proceso. 
Autor: Ing. Luis Jesús Chapa Quintanilla Ed. 1997 
LISTADO DE TABLAS 
1. Errores y decisiones de tipo I y tipo II 61 
2. Valores críticos de T cuando n < 16 en la prueba Wilcoxon 
de los signos y las calificaciones 89 
3. Ecuaciones para calcular los límites 3-sigmas en las gráficas 
de control de Shewhart para variables 101 
LISTADO DE FIGURAS 
1 - Posibles fuentes de variación del proceso 8 
2 - Repetibilidad 9 
3 - Reproducibilidad 9 
4 - Sesgo 10 
5.-Estabilidad 10 
6 - Rango de operación del calibrador 11 
7 -Valor de R & R 12 
8 - Polígonos de frecuencias hipotéticas que muestran la posición 
teórica de la moda, la mediana y la media, (a) distnbución 
simétrica, (b) distribución asimétrica a la izquierda,(c) distnbución 
asimétrica a la derecha 24 
9 - Ilustración de dos distribuciones con la misma amplitud, 
pero diferente vanabilidad 25 
10 - Los tres tipos de murtosis' a)leptocúrtica, b)platicúrtica, 
c) mesocúrtica 32 
11Grá f i co de la función general de densidad normal 34 
12 - Distnbuciones normales- a) con la misma desviación estándar y 
con diferentes medias, b) con la misma media y con diferentes 
desviaciones estándar 36 
13 - Densidad Normal estándar y funciones de distnbución 
acumulativa 39 
14 - Curvas de distribución Chi cuadrado para grados de libertad 
escogidos 47 
15. Curvas de distnbución F 48 
16. Probabilidad de cola supenorde F107 49 
17 Relación recíproca entre F15.10 y Fio 15 51 
18. Comparación de distnbuciones t como la distnbución 
normal estandar para d=2 y d=20 54 
19 Regiones de rechazo para probar 0 < 0o contra 0 > 6o 
en a=0 05, 0 01 65 
20. Regiones de rechazo para probar 0 > 0o contra 0 < 0o 
en a=0.05, 0 01 66 
21 Regiones de rechazo para probar 0 = 0o contra 0 * 0o 
en a=0 05, 0 01 68 
22. Hoja de venficación para determinar la distnbución 
de frecuencia de datos 96 
23 Gráficas de control para X y R par a los pesos 
drenados del contenido de latas de tomate, datos 
del apéndice 8 97 
24 -Los sistemas de causa ocasional 103 
25 - Algunas interpretaciones de los patrones de las gráficas 
de X y R 106 
107 
108 
26.- Ilustración del efecto de la eliminación a) causas 
especiales, b) causas comunes de vanación 115 
APÉNDICES 
I . Formato para estudio R & R 181 
2 - Valores de la función distribución normal estándar 182 
3.- Distribución Chi Cuadrado 184 
4.- Distribución F 185 
5.- Cuadro de distribución de "Student": valor de t 186 
6.-Puntos de significación de 5 por 100 y 1 por 100 para la 
razón de la diferencia sucesiva de cuadrados de la media 
alavariancia 187 
7.- Distribución del numero total de series R en muestras de 
tamaño 188 
8.- Valores criticos de D* 189 
9.- Peso drenado después de llenar latas de tamaño 
No. 2 1/2 de puré de tomate de grado normal 190 
10.- Factores para estimar CR a partir de R,~s o CTRMS y <TR a partir 
deR 192 
I I . - Factores para determinar los límites de control 3-sigmas para 
las gráficas R y R a partir de X 193 
12.- Factores para determinar los límites de control 3-sigmas de las 
gráficas X y s o CTRMS a partir de s y CTRMS 194 
13.- 400 extracciones de la caja o tazón normal de 
Shewhart dispuestas en grupos de 4 195 
14.- Factores para determinar los límites de control de 3-sigmas para 
las gráficas X, R y CTRMS a partir de a 198 
15.- Plan de control 199 
16.- Lista de Características Especiales de Producto - Proceso 200 
17.- Equipos de medición para características especiales 201 
18.- Hoja de datos muestreo inicial 202 
19.- Hoja de datos de gráficas X - R 203 
20.- Gráfica de Control X - R 204 
2 1 E v a l u a c i ó n de Gráfica de Control X -R 205 
1. Formato para estudio R & R 
i p i H Ü ^ W ^ ^ M l o n n a t o o a r ^ d . o H * 1 
Operador A Operador B 
S e n e # 1er. Ensayo 2® Ensayo Rango 1er. Ensayo 2®. Ensayo Rango Porcion )bar 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Totales 
X-barA X-\er A 
R-bar A R-barB 
Porción R 
2. Valores de la función distribución normal estándar 
z 0 1 2 3 4 5 6 7 8 9 
•3.0 0.0013 0.0010 0.0007 0.0005 0.0003 0.0002 0.0002 0.0001 0.0001 0.0000 
•2.9 0.0019 0.0018 0.0017 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014 
-2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019 
-2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026 
-2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036 
-2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048 
-2.4 0.0082 Q.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064 
-2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084 
-2.2 0.0139 0.0136 0.0132 0.0129 0.0126 0.0122 0.0119 0.0116 0.0113 0.0110 
•2.1 0.0179 0.0174 0.017Q 0.0166 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143 
-2.0 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0,0197 0.0192 0.0188 0.0183 
-1.9 0.0287 0.0281 0.0274 0.0268 0.0262 0.0256 0.0250 0.0244 0.0238 0.0233 
-1.8 0.0359 0.0352 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0300 0.0294 
-1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367 
•1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455 
•1.5 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0.0570 0.0559 
-1.4 0.0808 0.0793 0.0778 0.0764 0.0749 0.0735 0.0722 0.0708 0.0694 0.0681 
•1.3 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823 
•1.2 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.0985 
-1.1 0.1357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170 
•1.0 0.1587 0.1562 0.1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1379 
-0.9 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611 
-0.8 0.2119 0.2090 0.2061 0.2033 0.2005 0.1977 0.1949 0.1922 0.1894 0.1867 
•0.7 0.2420 0.2389 0.2358 '0.2327 0.2297 0.2266 0.2236 0.2206 0.2177 0.2148 
-0.6 0.2743 0.2706 0.2676 0.2643 0.2611 0.2578 0.2546 0.2514 0.2483 0.2451 
-0.5 0.3085 0.3050 0.3015 0.2981 0.2946 0.2912 0.2877 0.2843 0.2810 0.2776 
-0.4 0.3446 0.3409 0.3372 0.3336 0.3300 0.3264 0.3228 0.3192 0.3156 0.3121 
-0.3 0.3821 0.3783 0.3745 0.3707 0.3669 0.3632 0.3594 0.3557 0.3520 0.3483 
-0.2 0.4207 0.4168 0.4129 0.4090 0.4052 0.4013 0.3974 0.3936 0.3897 0.3859 
-0.1 0.4602 0.4562 0.4522 0.4483 0.4443 0.4404 0.4346 0.4325 0.4286 0.4247 
0.0 0.5000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 0.4721 0.4681 0.4641 
Continuación 
2 0 1 2 3 4 5 6 7 8 9 
0.0 0.5000 0.5040 0 5080 0 5120 0 5160 0 5199 0.5239 0 5279 0.5319 0.5359 
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 05636 0 5 6 7 5 0.5714 0.5753 
0.2 0.5793 0.5832 0 5871 0.5910 0.5948 0.5987 0 6026 0.6064 0.6103 0.6141 
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517 
0.4 0.6554 0.6591 0.6628 0 6664 0 6700 0.6736 0.6772 0.6808 0.6844 0 6879 
0.5 0.6915 0.6950 0 6985 0.7019 0 7054 0.7088 0.7123 0.7157 0.7190 0.7224 
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549 
0.7 0.7580 0.7611 0.7642 0.7673 0.7703 0.7734 0.7764 0.7794 0.7823 0.7852 
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133 
0.9 0.8159 0 8186 0.8212 0 8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389 
1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621 
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830 
1.2 0.8849 0.8869 0.8888 0 8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015 
1.3 0.9032 0.9049 0 9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177 
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9278 0.9292 0.9306 0.9319 
1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9430 0.9441 
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545 
1.7 0.9554 0.9564 0.9573 0 9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633 
1.8 0.9641 0.9648 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9700 0.9706 
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0 9744 0.9750 0.9756 0.9762 0.9767 
2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0 9798 0.9803 0.9808 0.9812 0.9817 
2.1 0.9821 0.9826 0.9830 0 9834 0.9838 09842 0.9846 0.9850 0.9854 0.9857 
2.2 0.9861 0.9864 0 9868 0.9871 0.9874 0.9878 0.9881 0.9884 0.9887 0.9890 
2.3 0.9893 0.9896 0 9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916 
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0 9929 0.9931 0.9932 0.9934 0.9936 
2.5 0.9938 0.9940 0 9941 0.9943 0 9945 0.9946 0.9948 0.9949 0.9951 0.9952 
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964 
2.7 0.9965 0.9966 0.9967 0.9968 0.9969 09970 0.9971 0.9972 0.9973 0.9974 
2.É 0.9974 0.9975 0 9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981 
2.S 0.9981 0 9982 0.9982 0 9983 0 9984 0 9984 0 9985 0.9985 0 9986 0.9986 
3C 0.9987 0 9990 0 9993 0 9995 0 9997 09998 0.9998 0.9999 0.9999 1 0000 
Nota V Si una variable aleatona Xno e s 'estándar1, sus valores deben ser 'estancanzades": 
Z = ( X - | i ) / a E s decir 
Nota 2. Para z > 4, N ( z ) = 1 a cuatro lugares decimales; para z < • 4, n ( z ) = 0 a cuatro 
lugares dec males 
Distribución Chi Cuadrado 
df= 
g r a d o s 
Probabi l idad d e q u e s e a e x c e d i d o el valor chi c u a d r a d o 
d e 
libertad 
0 . 9 9 5 0 . 9 9 0 0 . 9 7 5 0 . 9 5 0 0 . 0 5 0 0 . 0 2 5 0 . 0 1 0 0 . 0 0 5 
1 — — — 0 . 0 0 4 3 . 8 4 5 . 0 2 6 . 6 3 7 . 8 8 
2 0 .01 0 . 0 2 0 . 0 5 0 . 1 0 5 . 9 9 7 . 3 8 9 . 2 1 1 0 . 6 0 
3 0 .07 0 . 1 1 0 . 2 2 0 . 3 5 7 . 8 1 9 . 3 5 1 1 . 3 4 1 2 . 8 4 
4 0 .21 0 . 3 0 0 . 4 8 0 .71 9 . 4 9 1 1 . 1 4 1 3 . 2 8 14 .86 
5 0 .41 0 . 5 5 0 . 8 3 1 . 1 5 11 .07 12 .83 15 .09 1 6 . 7 5 
6 0 .68 0 . 8 7 1 .24 1 .64 12 .59 1 4 . 4 5 16.81 1 8 . 5 5 
7 0 .99 1 .24 1 .69 2 . 1 7 1 4 . 0 7 16 .01 1 8 . 4 8 2 0 . 2 8 
8 1 .34 1 . 6 5 2 . 1 8 2 . 7 3 15.51 1 7 . 5 3 2 0 . 0 9 2 1 . 9 6 
9 1 .73 2 . 0 9 2 . 7 0 3 . 3 3 1 6 . 9 2 19 .02 2 1 . 6 7 2 3 . 5 9 
10 2 . 1 6 2 . 5 6 3 . 2 5 3 . 9 4 18 .31 2 0 . 4 8 2 3 . 2 1 2 5 . 1 9 
11 2 . 6 0 3 . 0 5 3 . 8 2 4 . 5 7 1 9 . 6 8 2 1 . 9 2 2 4 . 7 2 2 6 . 7 6 
12 3 . 0 7 3 . 5 7 4 . 4 0 5 . 2 3 2 1 . 0 3 2 3 . 3 4 2 6 . 2 2 2 8 . 3 0 
13 3 . 5 7 4 . 1 1 5 . 0 1 5 . 8 9 2 2 . 3 6 2 4 . 7 4 2 7 . 6 9 2 9 . 8 2 
14 4 . 0 7 4 . 6 6 5 . 6 3 6 . 5 7 2 3 . 6 8 2 6 . 1 2 2 9 . 1 4 3 1 . 3 2 
15 4 . 6 0 5 . 2 3 6 . 2 6 7 . 2 6 2 5 . 0 0 2 7 . 4 9 3 0 . 5 8 3 2 . 8 0 
16 5 .14 5 .81 6 .91 7 . 9 6 2 6 . 3 0 2 8 . 8 5 3 2 . 0 0 3 4 . 2 7 
17 5 .70 6 .41 7 . 5 6 8 . 6 7 2 7 . 5 9 3 0 . 1 9 3 3 . 4 1 3 5 . 7 2 
18 6 .26 7 . 0 1 8 . 2 3 9 . 3 9 2 8 . 8 7 3 1 . 5 3 3 4 . 8 1 3 7 . 1 6 
19 6 .84 7 . 6 3 8 .91 1 0 . 1 2 3 0 . 1 4 3 2 . 8 5 3 6 . 1 9 3 8 . 5 8 
2 0 7 . 4 3 8 , 2 6 9 . 5 9 1 0 . 8 5 3 1 . 4 1 3 4 . 1 7 3 7 . 5 7 4 0 . 0 0 
21 8 . 0 3 8 . 9 0 10 .28 11 .59 3 2 . 6 7 3 5 . 4 8 3 8 . 9 3 4 1 . 4 0 
2 2 8 .64 9 . 5 4 1 0 . 9 8 12 .34 3 3 . 9 2 3 6 . 7 8 4 0 . 2 9 4 2 . 8 0 
2 3 9 .26 1 0 . 2 0 1 1 . 6 9 13 .09 3 5 . 1 7 3 8 . 0 8 4 1 . 6 4 4 4 . 1 8 
2 4 9 .89 1 0 . 8 6 1 2 . 4 0 1 3 . 8 5 3 6 . 4 2 3 9 . 3 6 4 2 . 9 8 4 5 . 5 6 
2 5 10 .52 1 1 . 5 2 13 .12 14.61 3 7 . 6 5 4 0 . 6 5 4 4 . 3 1 4 6 . 9 3 
2 6 11 .16 1 2 . 2 0 1 3 . 8 4 15 .38 3 8 . 8 9 4 1 . 9 2 4 5 . 6 4 4 8 . 2 9 
2 7 11.81 1 2 . 8 8 1 4 . 5 7 1 6 . 1 5 4 0 . 1 1 4 3 . 1 9 4 6 . 9 6 4 9 . 6 4 
2 8 12 .46 1 3 . 5 6 15.31 16 .93 4 1 . 3 4 4 4 . 4 6 4 8 . 2 8 5 0 . 9 9 
29 13 .12 1 4 . 2 6 1 6 . 0 5 17.71 4 2 . 5 6 4 5 . 7 2 4 9 . 5 9 5 2 . 3 4 
3 0 13.79 1 4 . 9 5 16 .79 18 .49 4 3 . 7 7 4 6 . 9 8 5 0 . 8 9 5 3 . 6 7 
4 0 20 .71 2 2 . 1 6 2 4 . 4 3 2 6 . 5 1 5 5 . 7 6 5 9 . 3 4 6 3 . 6 9 6 6 . 7 7 
50 27 .99 . 2 9 . 7 1 3 2 . 3 6 3 4 . 7 6 6 7 . 5 0 7 1 . 4 2 7 6 . 1 5 7 9 . 4 9 
6 0 3 5 . 5 3 3 7 . 4 8 4 0 . 4 8 4 3 . 1 9 7 9 . 0 8 8 3 . 3 0 8 8 . 3 8 9 1 . 9 5 
7 0 4 3 . 2 8 4 5 . 4 4 4 8 . 7 6 5 1 . 7 4 9 0 . 5 3 9 5 . 0 2 1 0 0 . 4 3 1 0 4 . 2 2 
8 0 51 .17 5 3 . 5 4 5 7 . 1 5 6 0 . 3 9 1 0 1 . 8 8 106 .63 1 1 2 . 3 3 1 1 6 . 3 2 
9 0 5 9 . 2 0 6 1 . 7 5 6 5 . 6 5 6 9 . 1 3 1 1 3 . 1 4 118 .14 1 2 4 . 1 2 1 2 8 . 3 0 
100 67 .33 7 0 . 0 6 7 4 . 2 2 7 7 . 9 3 1 2 4 . 3 4 129 .56 135 .81 1 4 0 . 1 7 
4. Distribución F 
valores de F o 01 
Vja e»)»! Vi a Grado* ob «baitad od nmerador 
de B-uud 
Oct 
d« ummudot i 2 3 4 5 e 7 6 9 10 12 15 20 24 30 40 60 120 oo 
1 4 052 5 000 54C3 5625 576« S 859 5928 5962 6023 e ose 6106 6157 6.209 6 235 6.261 6^87 6 313 6.339 6 366 
2 96.50 99 00 99 20 99 20 99 30 99 30 99 40 99 40 99 40 99 40 99 40 99 40 99 40 99 50 99 50 99 50 99 50 99 50 99 50 
3 34 10 30 60 29 SO 2a 70 2620 27 90 27 » 27 SO 2 7 » 27 20 27 10 2690 26 70 2660 26 50 2640 2630 2620 2610 
4 21 20 16.00 1670 1600 15 SO 1520 IS 00 14 80 14.70 14 50 14 40 14 20 14 00 1390 1380 1370 1370 1360 1350 5 IS. 30 1 1 » 12 0 11 40 11 00 10.70 1050 1 0 » 1420 1010 989 972 »55 9 47 936 9.29 920 911 902 
e 1370 10.90 978 915 875 6 47 6l26 610 796 787 772 7 56 740 7 31 723 7 14 706 &97 668 7 1220 9 5 5 645 785 746 7 19 6 99 664 9 7 2 662 647 631 616 807 599 591 562 5.74 565 e 11 30 6 66 7 M 701 6 6 3 637 616 603 5 91 5 61 5 67 552 5 36 526 520 512 5 03 4 95 4 8 3 9 1060 B 02 689 642 606 580 S 61 5 47 536 526 511 496 4 81 4 73 4.65 «57 4 46 4.40 4. SI 
10 10 00 756 ess 599 564 S 39 520 5 06 494 4 65 4 71 456 4 41 433 425 4 17 406 400 191 It 9 a s 7 21 622 5 67 532 5 07 409 4 74 4 6 3 454 440 425 4 10 402 394 368 378 269 3 6 0 
12 933 639 595 5 41 506 482 464 4 5 0 «39 4 » 4 16 4 01 366 378 370 362 354 1«S 336 
13 9 0 7 6 70 5 « 5-21 466 4 62 444 4 30 4 19 4 10 396 382 366 359 351 343 334 125 117 
14 a 66 6 51 556 504 4 70 4 46 4 2 8 4 14 «03 394 360 366 351 343 335 327 3 1 8 309 300 IS a 66 636 542 489 456 4 32 4 14 4 0 0 3.89 360 367 3.52 337 329 121 313 206 296 287 
16 & S3 623 5J9 477 444 420 430 389 3 78 3.69 355 341 326 318 310 3CC 293 284 275 
17 640 6 >1 5 19 4 67 434 4 io 393 3 7 » 3 66 3.59 346 3.31 3 16 306 3 00 292 2 8 3 2 7 5 2 65 
18 8 za 6 01 50S 456 425 4 01 384 371 360 3 51 337 323 306 300 292 284 2 7 5 266 2 5 7 
19 a 19 593 501 450 4 17 394 377 363 352 343 330 115 300 2 9 2 284 276 267 258 249 
20 a io 585 4 9* 443 4 10 3 67 370 356 346 337 3.23 309 294 286 278 269 261 252 24? 
21 a 02 578 4 87 «37 4 0« 3 91 3 64 3 51 3 4 0 3.31 317 303 266 2 6 0 272 264 255 246 236 22 7 59 572 4 62 «31 399 376 359 345 335 326 3 12 298 263 275 287 256 2 5 0 2 4 0 231 
23 r ea see 4 7« « 26 3 94 371 354 3 41 3 3 0 321 3 07 293 278 2 7 0 262 254 2 45 2 1 5 226 24 7 62 5 61 472 423 390 367 350 336 326 3 17 303 289 2 74 266 256 249 2 4 0 231 221 
25 7 77 5 57 4« 418 366 363 3.46 332 122 3.13 299 265 270 262 2 5 3 245 2 3 0 2-27 217 
30 7 56 539 4SI 402 370 3 47 330 317 307 296 284 270 255 247 239 2» 2 21 211 201 40 7 31 5 16 4 31 363 3 51 329 312 2 9 9 269 2 60 266 252 2 37 229 220 211 202 1 92 1 80 eo 706 4 96 4 IS 3.65 3 34 3 12 2 95 282 273 263 250 235 220 212 203 1 94 1 64 1 73 1 60 
12Û 665 4 79 395 346 3 17 296 2 79 266 256 2 47 234 219 203 1 95 1 66 1 76 1 66 1 53 t 38 
o o 663 4 61 379 332 302 260 264 2 51 2 41 232 2 18 204 1 86 1 79 1 70 1 59 1 47 1 32 1 00 
Valores 09 F 0 OS 
VjM I M « 
i4 B>eiud f , m Giadoa o» abanad da i u m m s 
J w rasador 1 2 3 4 5 6 7 8 9 10 12 15 20 24 » 40 60 '20 OO 
1 
2 
3 
4 
5 
161 
i a s i 
1013 
7 71 
6.61 
200 
19 OO 
955 
694 
579 
218 
1916 
928 
659 
5 41 
225 
1925 
912 
639 
5 19 
230 
19 30 
9 01 
626 
506 
23« 
1 9 » 
694 
616 
495 
237 
19 40 
889 
609 
4 8 8 
239 
19 40 
685 
604 
482 
241 
19 40 
8.81 
6 0 0 
4 7 7 
242 
19 40 
6.79 
590 
4 74 
244 
19 40 
8 74 
5 91 
4 68 
246 
19 40 
870 
586 
462 
248 
19 40 
866 
S80 
456 
249 
19 50 
864 
S 77 
4 S3 
250 
19 50 
862 
5 75 
450 
251 
19 50 
a s a 
572 
4 4 « 
252 
1950 
857 
569 
4 4 3 
253 
19 50 
8.55 
566 
4 4 0 
254 
19 50 
653 
563 
4.37 
e 
7 
8 
9 
10 
599 
S 59 
S 32 
5 12 
496 
514 
4 74 
446 
4 2 8 
4 1 0 
476 
435 
407 
386 
371 
4 5 3 
4 12 
384 
163 
348 
439 
3 97 
369 
148 
333 
428 
387 
358 
337 
122 
421 
379 
150 
129 
114 
415 
373 
344 
3-23 
307 
4 10 
3 6 8 
3 3 9 
118 
102 
406 
164 
135 
114 
2 9 8 
400 
3 57 
128 
107 
2 91 
194 
151 
122 
301 
285 
387 
3 «4 
315 
294 
277 
384 
3 41 
112 
2 9 0 
274 
IB I 
138 
1 « 
286 
270 
177 
134 
104 
283 
266 
174 
330 
101 
279 
262 
170 
127 
2 9 7 
275 
2 5 8 
3 6 7 
1 2 3 
2 9 3 
271 
254 
11 
12 
13 
14 
15 
484 
4 75 
467 
4 6 0 
4 S4 
396 
389 
3 61 
3 74 
368 
359 
349 
3 4» 
334 
329 
336 
326 
318 
311 
' 306 
320 
111 
303 
296 
2 9 0 
309 
3 00 
292 
285 
2 79 
101 
2 91 
283 
276 
2 71 
295 
285 
2 77 
2 70 
264 
2 9 0 
2 8 0 
2 71 
2 6 8 
2 S 9 
285 
27S 
267 
2 6 0 
254 
279 
269 
260 
253 
248 
272 
262 
253 
248 
240 
265 
254 
246 
239 
233 
261 
2 SI 
2 4 2 
2 3 5 
229 
257 
2 47 
2 3 8 
231 
225 
2 5 3 
2 3 8 
234 
227 
2 2 0 
2 4 9 
2 3 8 
2 » 
2 2 2 
216 
2 4 5 
230 
2 2 5 
218 
211 
2 4 0 
2 » 
221 
2 1 3 
2 0 7 
16 
17 
18 
19 
20 
449 
4 45 
4 41 
438 
4 3 5 
363 
359 
355 
352 
3 49 
324 
320 
318 
313 
310 
301 
296 
293 
290 
287 
285 
2 81 
277 
2 74 
271 
2 74 
270 
266 
263 
260 
268 
2 61 
2 58 
254 
251 
2 5 9 
2 SS 
2 51 
2 49 
245 
2-54 
2 4 9 
246 
2 4 2 
2 3 9 
249 
245 
2 41 
2 3 8 
235 
242 
238 
234 
2 31 
228 
235 
2 31 
227 
223 
220 
228 
223 
219 
216 
212 
234 
2 1 9 
2 IS 
211 
2 ce 
219 
21S 
211 
207 
204 
215 
2 1 0 
206 
203 
1 99 
211 
206 
2 0 2 
1 96 
1 95 
206 
201 
1 97 
1 » 
1 90 
201 
1 96 
1 93 
1 88 
1 64 
21 
22 
23 
24 
25 
4 32 
4 30 
4 2 8 
426 
4 24 
3 47 
344 
342 
340 
339 
307 
3 OS 
303 
3 1 
299 
284 
282 
2 8 0 
2 78 
276 
268 
266 
284 
262 
260 
2 57 
255 
253 
251 
249 
2 4 9 
246 
244 
242 
2 4 0 
242 
2 4 0 
2 37 
2 36 
234 
2 3 7 
234 
292 
2 3 0 
2 2 8 
232 
2 » 
227 
225 
224 
2.25 
223 
220 
2 18 
216 
2.18 
215 
213 
211 
209 
210 
207 
206 
203 
201 
2 0 « 
2 0 3 
201 
1 98 
1 96 
201 
1 96 
1 96 
1 »4 
1 92 
1 96 
1 M 
1 91 
189 
1 87 
1 82 
1 69 
1 88 
1 84 
1 82 
1 87 
1 84 
» 61 
1 79 
1 77 
1 81 
1 78 
1 78 
1 73 
1 71 
30 
40 
60 
120 
o o 
4 17 
408 
400 
392 
6« 
332 
323 
315 
1 7 
300 
2 SB 
264 
276 
268 
260 
2 68 
2 61 
2 5 3 
245 
2 37 
2 53 
245 
237 
229 
2 1 
242 
234 
2 2S 
218 
IO 
233 
225 
2 17 
209 
2 01 
227 
2 18 
2 10 
2 02 
1 94 
221 
2 12 
204 
1 96 
1 88 
216 
208 
1 99 
1 91 
1 83 
209 
200 
1 82 
1 63 
1 75 
201 
1 92 
1 84 
1 75 
1 57 
1 93 
1 84 
1 75 
1 68 
I 1 " 
1 89 
1 79 
1 70 
1 61 
1 52 
1 84 
1 74 
1 65 
1 55 
1 46 
1 79 
1 69 
1 59 
1 50 
1 39 
1 74 
1 84 
1 53 
1 43 
1 32 
1 66 
1 56 
1 47 
1 35 
1 22 
' 62 
1 SI 
1 39 
1 25 
1 00 
5. Cuadro de distribución de "Student": valor de t 
Grados 
de 
libertad 
Probabilidad 
0.9 0.8 0.7 0 6 0.5 0.4 0 3 0.2 0.1 005 0.02 0.01 0001 
1 0.158 0.325 0.510 0.727 1000 1.376 1.963 3.078 6314 12706 31 821 63 657 636 619 
2 0.142 0 289 0.445 0617 0816 1.061 1.386 1886 2.920 4 303 6.965 9.925 31.598 
3 0.137 0277 0.424 0584 0765 0 978 1250 1638 2.353 3182 4 541 2841 12924 
4 0.134 0.271 0 414 0.569 0 741 0 941 1190 1533 2.312 2.776 3.747 4.604 8 610 
5 0.132 0.267 0.408 0 559 0727 0.920 1156 1.476 2015 2.571 3.365 4 032 6.869 
6 0.131 0.265 0404 0 553 0718 0.906 1.134 1440 1.943 2.447 3.143 3.707 5 959 
7 0.130 0.263 0.402 0.549 0711 0896 1.119 1 415 1895 2.365 2998 3.499 5.408 
8 0.130 0,262 0.399 0546 0706 0.889 1.108 1.397 1.860 2.360 2896 3.355 5.041 
9 0.129 0.261 0.398 0.543 0.703 0.883 1.100 1.383 1.833 2.262 2821 3.250 4.781 
10 0.129 0.260 0.397 0.542 0.700 0.879 1.093 1.372 1.812 2.228 2764 ai69 4.587 
11 0.129 0.260 0396 0.540 0 697 0.876 1 088 1.363 1.796 2.201 2718 3.106 4437 
12 0.128 0.259 0395 0.539 0.695 0.873 1083 1.356 1.782 2.179 2681 3.055 4.318 
13 0.128 0.259 0394 0.538 0 694 0.870 1.079 1.350 1.771 2.160 2650 3.012 4.221 
14 0.128 0.258 0 393 0.537 0 692 0.868 1076 1.345 1 761 2.145 2624 2977 4.140 
15 0.128 0.258 0.393 0.536 0.691 0.866 1.074 1.341 1.753 2.131 2602 2947 4073 
16 0.128 0258 0.392 0.535 0 690 0.865 1 071 1.337 1.746 2120 2583 2921 4015 
17 0.128 0.257 0392 0.534 0689 0 663 1069 1.333 1.740 2.110 2567 2898 3965 
18 0.127 0.257 0.392 0534 0688 0.862 1.067 1.330 1734 2.101 2552 2878 3.922 
19 0.127 0,257 0.391 0533 0688 0.861 1066 1 328 1.729 2.093 2539 2861 3.883 
20 0.127 0.257 0.391 0.533 0.687 0.860 1.064 1.325 1.725 2086 2528 2845 3.850 
21 0.127 0.257 0.391 0.532 0686 0.859 1.063 1323 1 721 2.080 2517 2831 3819 
22 0.127 0.256 0 390 0 532 0 686 0 858 1061 1321 1.717 2.074 2508 2819 3.792 
23 0127 0.256 0390 0532 0685 0.858 1.060 1.319 1714 2.069 2500 2807 3.767 
24 0.127 0.256 0390 0531 0 685 0 857 1 059 1.318 1.711 2064 2492 2797 3.745 
25 0.127 0.256 0390 0 531 0 684 0.856 1058 1.316 1.708 2.060 2485 2787 3.725 
26 0.127 0.256 -0.390 0 531 0684 0.856 1058 1 315 1.706 2056 2479 2779 3.707 
27 0.127 0.256 0.389 0 531 0 684 0855 1 057 1 314 1.703 2052 2473 2771 3.690 
28 0.127 0.256 0.389 0530 0683 0.855 1056 1 313 1701 2048 2467 2763 3.674 
29 0.127 0.256 0 389 0.530 0683 0.854 1.055 1311 1.699 2045 2462 2756 3 659 
30 0.127 0.256 0 389 0530 0683 0 854 1 055 1.310 1.697 2042 2457 2750 3.646 
40 0126 0255 0388 0.529 0 681 0 851 1050 1 303 1.684 2021 2423 2704 3.551 
60 0126 0254 0 387 0527 0679 0 848 1046 1 296 1671 2000 2390 2660 3.460 
120 0126 0.254 0.386 0526 0677 0 845 1 041 1289 1658 1980 2358 2617 a373 
o o 0126 0 253 0 385 0 524 0 674 0 842 1 036 1 282 1 645 1960 2.326 2576 3 291 
6. Puntos de significación de 5 por 100 y 1 por 100 para la razón 
de la diferencia sucesiva de cuadrados de la media a la 
variancia 
Valora de k í'atom <1e k' 
«V P - .01 P - .05 P - .05 P - .99 
4 .8341 1.0406 4.2927 4.4992 
5 .6724 1 0255 3.9745 4.3276 
6 6738 1.0682 3 7318 4.1262 
7 .7163 1.0919 3.5748 3 9504 
8 .7575 1.122S 3.4486 3.8139 
9 .7974 1.1524 3.3476 3 7025 
10 .8353 1.L803 3.2642 3.6091 
U .8706 1.2062 3.1938 3.5294 
rZ .9U33 1.5301- 3.1335 3.4603 
13 .9336 1.2521 3.0812. . A J 9 9 6 
14 .9618 1.2725 3.0352 3 3453 
15 .9880 1.2914 2.9943 3.2977 
16 1.0124 1.3090 2.9577 3.2543 
17 1.0352 1.3253 2.9247 3.2148 
18 1.0566 1.3405 2 3948 3.1787 
19 1.0766 1.3547 2 8675 3 1456 
20 1.0954 1.3680 2 8425 3 . U 5 1 
21 1.1131 1.3805 2.8195 3.0869 
22 1.1298 1 3923. 2 7982 3.0607 
23 • t .1456 1.4035 2.7784 3 0362 
24 1.1606 1.4141 2.7599 3.0133 
25 1.1748 1.4241 2.7426 2.9919 
26 1.18S3 1.4336 2.7264 2.9718 
27 1.2012 1.4426 2.7112 2.9528 
28 1.2135 1.4512 2.6969 2.9348 
29 1.2252 1.4594 2 6834 2 9177 
30 1.2363 1.4672 2.6707 2^9016 
y alores de k Vo lores ríe k' 
n P - .01 P - 05 P « .3S ? - .99 
-31 1.2469 1 4746 2.6587 -í -S8&4 
32 1.2570 1.4817 2.6473 2 5720 
33 1 2667 1.4885 2 6365 2 &¿K3 
34 1.2761 1 4951 2.6262 2.8451 
35 1.2SS2 1.5014 2.6163 2.8324 
36 1.2940 
37 1 3025 
38 1.3108 
39 1.3188 
40 1.3266 
1.5075 
1.5135 
1 5193 
1.5249 
1 5304 
41 1.3342 1.5357 
42 1.3415 1.5408 
43 I 3486 1 5458 
44 1.3654 1.5506 
45 1.3620 1.5552 
46 1.3684 
47 1.3745 
48 1 3802 
49 1.3856 
50 1.3907 
51 1.3957 
52 1.4007 
53 1.4057 
54 1.4107 
55 1.4156 
1.5596 
1.5638 
1 867S 
1.5716 
1.5752 
1.5787 
1.5822 
1 5856 
1.5890 
1.5923 
56 1.4203 i.5955 
57 1.4249 1.5987 
58 1.4294 1.6019 
59 1.4339 1.6051 
60 1.4384 1.6082 
2.6068 2.8202 
2 5977 2 8085 
2.5889 2.7973 
2 5804 2.7865 
2.5722 2.7760 
2 5643 2.7658 
2.5567 2.7560 
2 5494 2.7466 
2 5424 2.7376 
2.5357 2.7289 
2 5293 2.7205 
2 5232 2.7125 
2.5173 2.7049 
2.5117 2.6977 
2.5064 2.6908 
2.5013 2.6842 
2.4963 2.67T7 
2 4914 2.6712 
2.4866 2 6648 
2.4819 2'.6585 
2.4773 2.6524 
2.4728 2 6465 
2 4684 2.6407 
2 .4640 2 6350 
2.4596 2 6294 
7. Distribución del numero total de series R en muestras de tamaño 
í ü 
I S s s s s 
S S I 
l i l i i s s l s®5 
I S s s I SSSS SSS S5S 
l l l g § S Í5S3 S2S £55 
gSSsSS s S S s i SsSH g s ^ 
s£=SS£ S=5HS éSSS 5SS 
g££5£S= S=53~S 22S3S ===2 
§§§§§§§ =£53353 SS3? SES 
gsSsSSHS 5SS335S 255S5S s£££5 SSS§ §53 g i s 
§§§§§§§§ SSS3S3S3 5333£58.SS=3=3 S-SSS s s § s S I S S I S 
§2=33353 §332S8§S £S55S33 SSss§£ SSSss ggg ggg 
S§H§gi2£ SsSSsss f S s i S g s g g g g ggss ggg g l i 
§3gs553§ i s g a s i g g S s I S g g g S S g g s i § s s § § i g g g ggg g g g 
SétisSeS» SísS&a&ati s S s s s i a l 5assa '¿ s s s s s t S c i t SS^ e e s 
Valores críticos de D* 
Tamaño n de 
Do. 
la muestra n Dio 
D os 
1 0.950 0.975 0.995 
2 0.776 0.842 0.929 
3 0.642 0.708 0.828 
4 0.564 0.624 0.733 
5 0.510 0.565 0.669 
6 0.470 0.521 0.618 
7 0.438 0.486 0.577 
8 0.411 0.457 0.543 
9 0.388 0.432 0.514 
10 0.368 0.410 0.490 
11 0.352 0.391 0.468 
12 0.338 0.375 0.450 
13 0.325 0.361 0.433 
14 0.314 0.349 0.418 
15 0.304 0.338 0.404 
16 0.295 0.328 0.392 
17 0.286 0.318 0.381 
18 0.278 0.309 0.371 
19 0.272 0.301 0.363 
20 0.264 0.294 0.356 
25 0.24 0.27 0.32 
30 0.22 0.24 0.29 
9. P e s o d renado d e s p u é s de l lenar latas de t a m a ñ o No. 2 1/2 de 
p u r é de t o m a t e de g r a d o n o r m a l 
jutogrupo 
No. Fecha Hora 
paso da eacta bita de cinco latas 
por aubgnipo 
Promedio 
X 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 t 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
23 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
Sept. 21 
Sept. 22 
Sept. 23 
Sept. 25 
Sept. 26 
Sepe. 27 
Sept. 28 
Sept. 29 
Sept. 30 
9*30 
10:50 
11:43 
2^0 
5:25 
10:00 
1:15 
5.00 
9-J0 
1:15 
1:45 
3:30 
8:00 
10:25 
11:30 
230 
>.15 
5:30 
2:00 
3:00 
4:45 
7:30 
8:35 
10:4a 
1:45 
3:30 
4K» 
4:40 
7:15 
7:45 
10:00 
1:15 
3:30 
9:00 
10:50 
i : ! S 
2:30 
4:10 
5:20 
9:30 
22.0 
20.5 
20.0 
21.0 
224 
23.0 
19 JO 
21.5 
21.0 
2 1 4 
20.0 
19.0 
19.5 
20.0 
22.5 
21J 
19.0 
21.0 
20.0 
22.0 
19.0 
21.5 
2 2 4 
22.5 
18.5 
21.5 
24.0 
194 
22.0 
22.0 
2 2 4 
20.0 
2U> 
2 2 4 
22J) 
25.0-
2 0 4 
21.5 
2 1 4 
22 J 
22.5 
2 2 4 
2 0 4 
22.0 
19.5 
234 
20.0 
20.5 
224 
23.0 
» . 5 
2141 
204 
2 1 4 
194 
204 
2 1 4 
204 
234 
»>4 
2 0 4 
25.0 
22.0 
22.fr-
22.0 
2 0 4 
22.a 
2 2 4 
174 
20.a 
21A 
22.0 
19.5 
2 1 4 
21.0 
20.0r 
21.0 
22J> 
22.0 
244 
224 
224 
23.0 
22.0 
2 2 4 
21.0 
22.0 
19.0 
20.0 
22.0 
21.0 
21.0 
21.0 
24.0 
21.0 
22.0 
23.0 
19.5 
24.0 
21.0 
21.0 
21.0 
23.0 
22.0 
2 2 4 
2 0 4 
174 
1 3 4 
21.0 
zas 
194 
20.0 
2 2 4 
21.0 
2IÜ 
20.0 
21 .a 
22.0 
214 
2 5 4 
24.0 
23.0 
22.0 
23.0 
22.0 
22.0 
204 
19.r 
22-0 
23.a 
20.0. 
21.0 
204 
23.0 
2 1 4 
2 1 4 
21.0 
22.0 
20.5 
2 2 4 
2 0 4 
19.0 
22.a 
194 
21.0 
164 
21.0 
20.» 
22.0 
24.0 
2 1 4 
214. 
20.0 
2 1 4 
2 0 4 
2 0 4 
19.0 
20.0 
20.5 
20.0 
2 3 4 
2 1 4 
214 
22.0 
21.0 
20.0 
224 
194 
22.0 
18.5 
20.5 
20.5 
21.0 
20.0 
21.0 
23 S 
234 
21.0 
2 1 4 
20.0 
224 
21.0 
234 
2 0 4 
214 
214 
224 
224 
2 3 4 
2 1 4 
224 
20.0 
20.0 
234 
21 Jt 
224 
21.0 
21.0 
224 
21.0 
22.9 
22.0 
21.4 
22.0 
2 1 4 
21.9 
20.8 
20.0 
214 
21.6 
20.2 
2 0 4 
2 0 4 
21.7 
21.1 
21.8 
21.6 
20.8 
21.9 
21.2 
20.7 
214 
22.6 
2 1 4 
21.1 
20.1 
21.4 
20.0 
21.2 
21.6 
21.4-
20.7 
2 0 4 
22.0 
21.1 
21.6 
204 
2 1 4 
21.6 
22.7 
Continuación 
Sub grupo Peso 4« cada lata de cinco latas Promedio Baco-
Na Fecha Hart porsubgnipo X ir Ido R 
41 11:15 21J 24.0 21.5 21-5 22 ^  222 2J 
42 2:10 23.0 23.5 21.0 21.5 21.5 22.1 2 J 
43 , 3:30 22.5 19.5 21.5 20.5 20.0 20.8 3.0 
44 Oct. 2 8:20 23.5 23.0 24.5 21.5 20i 22.6 4.0 
45 2:30 21.0 21.0 24.5 23.0 22J 22.4 3.5 
46 3:30 24.5 2 U 21.5 22.5 22J 22.5 3.0 
47 5:00 24.0 21.0 24.0 22.0 20.5 22.3 3.5 
48 Oct. 3 9:15 23.5 22J 20.0 20.0 210 21.4 3 J 
49 10:00 22.0 20.5 21.0 22.5 230 21.8 2 J 
50 1:00 22.0 23.5 24.0 22.0 22.0 22.7 2.0 
5) 3:00 23J 21.0 23J 21.5 23.0 22J 2.5 
52 4:30 24.5 21.5 21.0 24.5 22.5 22.8 3.5 
Factores para estimar a a partir de R, s o aRMs y a partir 
R 
Numero de ob-
servactanes 
an sufaqnjpo, 
n 
Factor A , 
a 
Factor cb, 
. a» dt » — 9 
Factor et, 
<r 
F a c t o r y 
r <4 » " 9 
1 1.123 0.8323 0J642 0.7979 
3 1.693 0.8884 0.7236 0.8862 
2.039 0.8798 0.7979 0.9213 
S 2.326 0.8641 0.8407 0.9400 
6 2.334 0.8480 0.8686 0.9515 
7 2.704 0.8332 0.8882 0.9594 
2.8*7 0.8198 0.9027 0.9630 
9 2.970 0.8078 0.9139 0.9693 
# 
3.078 0.7971 0.9227 0.9727 
11 3.173 0.7873 0.9300 0.9754 
12 3.238 0.7783 0^359 09776 
13 3J36 0.7704 0.9410 0.9794 
14 3.407 0.7630 0.9453 0.9810 
13 3.472 0.7362 0.9490 0.9823 
16 3.332 0.7499 0.9523 0.9835 
17 3.588 0.7441 0.9531 0.9843 
18 3.640 0.7386 0.9576 0.9834 
19 3.689 0.7335 0.9599 0-9862 
3.735 0.7287 03619 0.9869 
21 3.778 0.7242 0.9638 0.9876 
22 3.819 0.7199 0.9635 0.9882 
23 3.858 0 .71» 0.9670 0.9887 
24 3.893 0.7121 0.9684 09891 
2S 3.931 0.7084 0.9696 09896 
» 4.08« 0.6926 Œ9748 09914 
33 4.211 06799 0.9784 0.9927 
40 4J22 0.66» 0.981! 0.9936 
43 4,413 0.6601 0.9832 0.9943 
». 4.498 0.6521 0J84» 0.9949 
35 4.572 0.6432 0.9863 0.9934 
60 4.639 0.6389 (K9S74 (L99S8 
63 4.699 0.6337 0.9884 0.9961 
70 4.7SS 0.6283 0.9892 0.9964 
75 4406 0.6236 09900 0.9966 
80 4.854 0419* 0.9906 0.9968 
83 4498 0.6134 0.9912 0.9970 
90 4.939 04118 0.9916 0.9972 
93 4.978 0.6084 0.9921 0.9973 
100 5.015 0.6032 0.9923 0.9973 
Estimeaónd*<r« R/d,o He. o ff^/c, ; » fi/d,• Cco esta* 
feetarea M 
11. Factores para determinar los límites de control 3-sigmas para 
las gráficas R y R a partir de X 
Número de ob» 
servanone* en 
ef «ubgrupo 
n 
Factor pars 
gráfica*, 
>42 
Factores para gráfiea fí 
Limite Inferior de control 
D j 
Um. superior de control 
D4 
2 1.88 0 3.27 
3 1.02 0 2.57 
4 0.73 0 2.28 
5 0.58 0 2-11 
6 0.48 0 2.00 
7 0.42 0.08 1.92 
8 0.37 0.14 1.86 
9 0.34 0.18 1.82 
10 0.31 0.22 1.78 
11 0.29 0.26 t.74 
12 0.27 0.28 1.72 
13 0.25 0.31 1.69 
14 0.24 0.33 1.67 
15 0.22 0.35 1.65 
16 0.21 0.36 1.64 1 
17 0.20 0.38 1.62 
18 0.19 0.39 1.61 
19 0.19 0.40 1.60 
20 r 0.18 0.41 1.59 
Limite super ior d e control para X = UClx^X + A jR 
Limite inferior d e control para X = L C U r = X_- AzR _ 
S i s e utiliza el valor pretendido o e s t á n d a r X> e n lugar d e X c o m o línea central 
en la grá f ica d e control, s e d e b e e m p l e a r X>en vez d e X e n l a s fórmulas anteriores 
Límite s u p e n o r d e control p a r a R = U C U » + D*R 
Limite infenor d e control para R = LCL» - + D3R 
t o d o s los f a c t o r e s e n e s t a tab la s e b a s a n e n la distribución normal 
12. Factores para determinar los límites de control 3-sigmas de las 
gráficas X y s o oRMs a partir de~s y"órms 
1 Faetorpara Factoraa p a a las gráficas 
Número d » Factor g r a t a gráfica X con Lfrnlta U m i t a 
sbaarvac lonas gráfica X con t l a n p l i o d t hi tar lor aupartor 
m e l M b g r u p o e iamptoode & da con t ro l ' d a con t ro l 
n A, A» Bt flU 
2 3.76 2.66 0 3-27 
3 2.39 1.95 0 2.57 
4 1.88 1.63 0 2.27 
5 1.60 1.43 0 2.09 
6 1.41 1.29 0.03 1.97 
7 1.28 1.18 0.12 1.88 
8 1.17 1.10 0.19 1.81 
9 1.09 1.03 0.24 1.76 
10 1.03 0.98 0.28 1.72 
I I 0.97 0.93 0.32 1.68 
12 0.93 0.89 0.33 1.65 
13 0.88 0.83 0.38 1.62 
14 0.85 0.82 0.41 1.59 
15 0.82 0.79 0.43 1_57 
16 0.79 0.76 0.4J 1.55 
17 0.76 0.74 0.47 1.53 
18 0.74 0.72 0.49 1.52 
19 0.72 0.70 0.50 1.50 
20 0.70 0.68 0.31 M 9 
21 0.68 0 4 6 0-52 1.48 
22 0.66 0.63 0.53 1.47 
23 0.65 0.63 0-34 1.46 
24 0.63 0.62 0.55 1.45 
25 0.62 0l61 CL56 1.44 
30 0.36 0-53 0.60 1.40 
35 0.52 0.51 0.63 1.37 
40 0.48 0.48 0.66 134 
45 0.45 0.43 0.68 1.32 
50 0.43 0.43 0.70 130 
55 0.41 '0.41 0.71 1.29 
60 0.39 0.39 • 0.72 1.28 
65 . 0.3S 0.37 0.73 1.27 .. 
70 1 0.36 0.36 0.74 1.26 
75 0.35 CUS 0.75 1.25 
80 0.34 0.34 0.76 1.24 
&5 0.33 * 0.33 0.77 1.23 
90 0 J 2 0.32 0.77 1.23 
95 0.31 0.31 0.78 1.22 
100 0.30 0.30 0.79 1-21 
L ím i te fiupaiiur d a c o a t n r f p a r a j T ^ Ü C L y » ^ » X _ + A , g « » 
L ú n a t s i n fe r i o r d f control p a r a X • L C L ^ • Z - A , f ^ J f — 
f f t t c o a » K b e a c e n t r a l e n 
l a gráfica da c o n t r o l , ae debe amptearX « a v e z d e ^ e n las&nna la f l ' a&tsñvaa j 
l i m i t e super ior da c o n t r o l para a o c ^ a Ü C L * 
L ím i t e in fe r io r de control po ras o o ^ . • UCL» Bt» -
400 extracciones de la caja o tazón normal de Shewhart 
dispuestas en grupos de 4 
Orden 
d t t x t n ^ 
ctón 
Marc» en la» botas en 
elaubgrupo 
Promedio 
X 
m c o m o o 
ñ 
I~I . . . j — i i _ Desviación 
estándar 
» 
1-4 47 32 44 35 39.50 15 7.1 
5-8 33 33 34 34 33.50 1 0.6 
9-12 34 34 31 34 33.25 3 1.5 
13—16 12 21 24 4? 26.00 35 14.9 
17-20 35 23 38 40 34.00 17 7.6 
21-24 19 37 31 27 28.50 18 7.6 
25-28 23 45 26 37 32.75 22 10.1 
29-32 33 12 29 43 29.25 31 12.9 
33-3« 25 22 37 33 29.25 15 7.0 
37-40 29 32 30 13 26.00 19 8.8 
41-44 40 18 30 11 24.75 29 12.8 
45-48 21 18 36 34 27.25 18 9.1 
49-52 26 35 31 29 30.25 9 3.8 
53-56 52 29 21 18 30.00 34 15.4 
57-60 26 20 30 20 24.00 10 4.9 
61-64 19 1 30 30 20.00 29 13.7 
65-68 28 34 39 17 29.50 22. 9.5 
69-72 » 25 24 30 27.00 6 2.9 
73-76 2) 37 32 25 28.75 16 7.1 
77-80 24 22 16 35 24.25 1» 7.9 
81-84 28 39 23 21 27.75 ra 8.1 
85-88 41 32 46 12 32.75 34 15.0 
89-92 14 23 41 42 30.00 28 13.8 
93-96 32 28 46 27 33.25 19 8.8 
97-100 42 34 22 34 33.00 20 8.3 
tOl—104 20 38 27 32 29.25 m 7.6 
105-108 30 14 37 43 31.00 29 12J 
109-112 28 29 32 35 31.00 7 3.2 
113-116 35 30 37 26 32.00 11 5.0 
117-120 51 13 45 55 41.00 42 19.1 
121-124 - 34 19 11 16 2D00 23 9.9 
125-128 32 28 41 40 35.25 13 6.3 
129-132 14 31 20 35 25.00 21 9.7 
133-136 25 44 29 27 31.25 19 8.7 
137-140 18 22 20 33 23.25 15 6.7 
Orden Oeaviaclán 
de extrae* Marca en las botas en Promedio 1 lecorrfdo estándar 
clon elsubgiupo X fí 5 
[41-144 21 31 39 25 29.00 18 7.8 
145-1« 17 44 54 13 32.00 4t 20.1 
149-152 36 48 19 41 36.00 29 12.4 
153-156 25 31 38 30 31 00 13 5.4 
157-160 35 21 20 34 27 J0 15 8.t 
161-164 2! 22 44 19 26JO 25 f 1.7 
165-168 39 22 24 29 28-50 17 7.6 
169-172 40 44 24 18 31-50 26 12.5 
173-176 23 25 46 29 30.75 23 10.5 
177-180 23 37 4+ 34 34 JO 21 8.7 
181-184 36 52 30 28 36J0 24 10.9 
185-188 35 23 11 5 18 JO 30 13.3 
189-192 33 15 40 29 29.25 25 10.5 
193-196 18 30 22 25 23.75 12 5,1 
197-200 23 30 20 19 23.00 n 5.0 
201-204 7 32 36 38 28-25 31 14.4 
205-208 29 30 39 31 32.25 10 4.6 
209-212 36 12 34 23 26.75 24 10.9 
213-216 36 37 39 32 36.00 7 2.9 
217-220 38 9 25 39 27.73 30 14.0 
221-224 11 44 29 29 2845 33 13.5 
225-228 31 18 31 23 26.25 13 6 ¿ 
229-232 22 47 12 27 27.00 33 14.7 
233-236 29 24 32 44 3225 20 84 
237-240 42 26 32 27 31.75 16 7.3 
241-244 29 40 43 29 35.25 14 7.3 
245-248 23 22 23 39 26.75 17 8.2 
249-252 34 27 52 28 35 25 25 11.6 
253-256 27 40 23 24 28.50 17 7.9 
257-260 34 38 16 28 29.00 22 9.6 
261-264 39 19 3» 32 3125 20 9.4 
265-268 42 25 25 42 33-50 17 9.8 
269-272 30 25 3S 39 33.00 14 6.7 
273-276 43 22 10 28 25.73 33 13.7 
277-280 17 31 10 16 18.50 21 8.9 
contlnúM 
Orten Desviación 
de extrac* Maca en las bolas en Promedio Recorrido estándar 
ción elaubgrupo X ñ í 
281-284 40 49 38 37 41.00 12 J J 
2*5-288 22 39 26 18 26.25 21 9.1 
289-292 30 36 34 18 29.50 18 8.1 
293-296 41 37 27 32 34.25 14 6.1 
297-300 5 20 43 26 23.50 38 15.7 
301-304 38 26 38 25 31.75 13 7.2 
305-308 27 38 40 33 - 34.50 13 5.8 
309-312 20 23 28 35 26J0 15 6.6 
3)3-326 29 29 34 29 30.25 5 2.5 
317-320 25 35 37 42 34.75 17 7.1 
321-324 42 59 38 28 41.75 31 12.9 
325-328 24 32 22 22 25.00 10 4.8 
329-332 38 40 31 52 40.25 21 8.7 
333-336 22 52 33 27 33.50 30 13.1 
337~Ì44> 46 32 20 50 37.00 30 13.7 
341-344 27 29 24 15 23.75 14 6.2 
345-348 31 26 34 35 31.50 . 9 4.0 
349-352 32 46 30 32 . 35.00 16 7 A 
353-356 35 20 34 46 33.75 26 10.7 
357-360 55 25 33 54 41.75 30 15. t 
361-364 22 46 52 42 40 50 30 13.0 
365-368 14 24 2 43 20.75 41 17.4 
369-372 36 52 19 50 39 25 33 15.3 
373-376 29 21 17 9 19.00 20 8.3 
377-380 33 31 32 18 28.50 15 7.1 
381-384 52 34 17 5 27.00 47 20.5 
385-388 23 41 21 29 28.50 20 9.0 
389-392 28 22 45 21 29.00 24 n.t 
393-396 32 27 16 30 26.25 16 7.1 
397-400 23 23 27 36 27.25 13 6.1 
Totales 3.00? JO 2.076 932-8 
14. Factores para determinar los límites de control de 3-sigmas 
para las gráficas X, R y aRMs a partir de c 
Pactare* pan gráfica fí PeeJc* as tiara j a n c a g T T Pactoraapn^áfleas 
Número de Pectore* Umfta Limita Limite Limite Umita 
observaciones per» Mar ler Umita interior superior Interior superior 
ensubgnipo. gráfica X , de control superior deccuurot da «entro! de control de contro 
n A Dt O» fit B* fis fi. 
2 2.12 Q 369 0 134 0 2.61 
3 1.73 0 4.36 fr 136 0 238 
4 1.50 0 4.70 0 1.81 0 2.09 
5 i.34 0 432 0 1.76 0 1.96 
6 1.22 0 5.08 ao3 1.71 0.03 137 
7 1.13 0.20 530 0.10 ÍJ$I 0.11 131 
8 1.06 0.39 531 0.17 1.64 a i s 1.75 
9 1.00 0.55 5.39 032 1.61 033 1.71 
10 0.95 0.69 5.47 036 138 0.28 1.67 
11 0.90 0.81 533 030 136 031 1.64 
12 0.87 0.92 539 0.33 134 0.35 L.61 
13 0.83 IJQ3 5.65 036 132 037 1.59 
14 0.80 1.12 5.69 0.38 131 0.40 1.56 
15 0.77 1.21 5.74 0.41 1.49 0.42 134 
16 0l75 1.28 538 0.43 1.48 0.44 133 
I? 0.73 1.36 5.83 0.44 1.47 0-46 131 
18 0.71 1.43 5.85 0.46 1.45 0.48 130 
19 0.69 1.49 5-89 0.48 1.44 ÍL49 1.48 
20 0.67 1.55 5-92 0.49 1.43 0.50 1.47 
21 0.65 030 1.42 O S I 1.46 
22 0.64 032 M I 033 1.45 
23 0.63 033 1.41 034 1.44 
24 0.61 034 1.40 0J5 t.43 
2$ 0-60 035 139 036 1.42 
30 0.55 0J9 136 0.60 1.38 
33 0.51 0.62 133 0.63 1.36 
40 0.47 0.63 131 0.66 I3S 
4S 0.45 047 130 0.68 131 
50 0.42 0.68 138 0.69 130 
55 0.40 0.70 137 ÖC71 13» 
60 039 (L71 136 0-72 137 
63 0-37 0.72 135 0.73 136 
70 036 0.74 134 0.74 135 
73 033 0.75 133 0.75 134 
80 034 0.75 133 0.76 134 
83 . 033 0.76- 132 0.77 1.23 
90 032 0.77 132 0.77 132 
95 031 0.77 L31 0.78 132 
100 0.30 0.78 1.20 0.78 1.21 
U C L r = n + A<y L C L ¡ r = ^ - A <j 
(S i s e va a e m p l e a r el p r o m e d i o real e n lugar del promedio normal o pretendido, s e p u e d e 
e m p l e a r ^ en lugar d e X e n l a s s i g u i e n t e s fó rmula s ) 
UCLfl = D * a U C U = B « j U C U = B * * . . 
Limite central» s dwj Limite centra l . = c * o ü m i t e c e n t r a l , = c * * . , 
L C U = Di + o LCL* = Bs +ct L C U = B i o » . 
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15. Plan de control 
16. Lista de Características Especiales de Producto - Proceso 
ir » H 
PORM-OCC 
17. Equipos de medición para características especiales 
FggBpsggfiBS 
T w r t f c a d ó f t B S F ® 
FOFM-CQ3 
18. Hoja de datos muestreo inicial 
m u i j i i i i j i ' i i j i » " ' I I M » * 1 * 11111 
Pnv» irto Especif icación _ 
r a r a r t a m h n a Limrte S i e e n o r d e EspecrScaoún 
i no MírtrwVi Umita Wenof de Especificación _ 
Fecha Valor m e n t ó n Observaciones F e c h a Valor meác tón O b s e r a c i o n e s 
-
FORM-004 
19. Hoja de datos de gráficas X - R 
P m r t i i f r n b s o e c i f c a o ô n 
S u b a r u do No 1 2 3 4 S 6 7 e 9 1 0 S u b g r u p o X q 
1 1 
M u e s t r a ? 2 
3 3 
Total 4 
P r o m e d i o X 5 
Ampl i tud R 6 
F e e f ia / H o r a 7 
8 
S u b g r u p o N o 1 1 1 2 1 3 1 4 1S 1 8 17 1 8 1 9 2 0 B 
1 1 0 
M u e s t r a ? 11 
3 1 2 
Total 1 3 
P r o m e d i o X 1 4 
Ampl i tud R I S 
F e c h a / H o r a 1 6 
1 7 
S u b o OIDO N o 21 2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 3 0 1 8 
M u e s t r a 
1 I B 
2 2 0 
3 2 1 
T o t a 2 2 
P r o m e d i o X 2 3 
Ampl i tud R 2 4 
F e c h a / Hora 2 5 
2 6 
S u b g r u p o No 3 1 2 7 
M u e s t r a 
1 2 8 
2 29 
3 3 0 
Total 31 
P romea o > 
Ampl i tud P I I I I I 
F e e ría / Hora 
P a r a n = 3 
; 
U m t t e s d a control p a n X 
CLm * > . u C L 
I J C L » » • Act U C L 
L C L * . . • A n L C L 
Limit e t d e control p a r a R 
O « Ro « e t o C L 
U C L » U C L 
L C L » D. o L C L 
Form-POS I 
20. Gráfica de Control X - R 
Producto Especi f icac ión Operador 
Característ ica Limite S iper ior Oe especi f icac ión Fecha 
Máamna Lunte Interior de Especi f icación 
X 
R 
co .e 
8 
s 
5 
O t e e n e c iones 
FORM 00« 
21Evaluación de Gràfica de Control X -R 
PnxJucn 
ResponutM del area 
Poeta 
EtaboO 
Caiaetemtica U i q m Reauttado 
(Co Cpk> 
O H e M C M m n«qi—«e accMn conactMT 
FORM-OOJJ 
GLOSARIO DE TERMINOS 
calibrador m. Instrumento para calibrar: - de alambres, el formado por una 
hilera de pasos sucesivos de un diámetro dado; ~ de joyero, pieza 
cónica señalada y numerada, que se emplea para tomar el 
diámetro de las sortijas; - de profundidades, el formado por una 
regla estrecha que se desliza a través de una cruceta, usado para 
medir la profundidad de un orificio. 
2 Tubo cilindrico de bronce, por el cual se hace correr el proyectil 
para apreciar su calibre. 
característic (de característico) 
a 
f. Parte entera de un logaritmo. 
2 Representación gráfica que índica las propiedades gráficas de 
un sistema. 
2 -3f. pl. Medidas estadísticas que describen una muestra (media, 
varianza, dispersión, etc.). 
4 f. Argent. Prefijo del número telefónico. 
cualitativos adj. Que denota cualidad. V. análisis 
cuantitativos (de cuantidad) 
adj. Relativo a cantidad. V. análisis cuantitativo. 
especificaci f. Acción de especificar, 
ón 
2 Efecto de especificar. 
3 der. Modo de adquirir uno la materia ajena empleada de buena 
fe en {jna obra nueva, mediante indemnización a su dueño. 
gage calibrador 
hipótesis (lat.-gr. hypothesis, suposición, propiam. lo que se pone a la base 
de algo) 
f. Suposición imaginada, sin pruebas o con pruebas insuficientes, 
para deducir de ella ciertas conclusiones que están de acuerdo con 
los hechos reales. 
2 Hipótesis de trabajo, la que se formula, no con el fin de elaborar 
una teoría, sino para servir de guía en una investigación científica. 
3 gram. Oración subordinada en las oraciones condicionales. Pl. 
hipótesis. 
SIN. 1 v. Suposición. 
idoneidad f. Calidad de idóneo. 
índice (lat.) 
adj.-m. Dedo índice. 
2 m. Aguja, señal, etc., de un instrumento graduado que indica 
alguna cosa: el - de un barómetro, de un termómetro. 
3 Manecilla (saetilla). 
4 Indicio, señal. 
5 Gnomon de un cuadrante solar. 
6 Cifra que indica la evolución de una cantidad: ~ de precios. 
7 Relación entre dos dimensiones: - cefálico, relación entre la 
anchura y la longitud del cráneo; ~ de refracción, relación entre los 
senos de los ángulos de incidencia y refracción. 
8 Lista ordenada del contenido de un libro, de los objetos de una 
colección, etc.: ~ de autores de una biblioteca, su catálogo por 
orden alfabético de autores; ~ expurgatorio, catálogo de libros 
prohibidos por la Iglesia. 
9 mat. Número o letra que indica el grado de una raíz. 
10 quím. Número que indica la proporción de una sustancia. 
SIN. 10 Tabla en los libros. 
mapear tr. biol. En genética, localizar un gen en el interior del cromosoma. 
2 geogr. Recoger datos relativos a los accidentes geográficos y 
plasmarlos en la representación cartográfica de una zona. 
monitorear (lat. -riu) 
adj. Que sirve para avisar; [pers.] que avisa. 
2 m. Amonestación que el Papa o los prelados dirigen a los fieles 
para averiguar ciertos hechos o para señalar normas de conducta. 
3 Amenaza de excomunión a aquellos que instruidos de ciertos 
hechos no los declaran. 
tolerancia (lat. -ñtia) 
f. Acción de tolerar. 
2 Disposición a admitir en los demás una manera de ser, de obrar 
o de pensar distinta de la propia, esp. en cuestiones y prácticas 
religiosas. 
3 Diferencia que se consiente en la calidad o cantidad de las 
cosas contratadas o convenidas. 
4 Máxima diferencia que se tolera entre el valor nominal y el valor 
efectivo en las características físicas y químicas de un producto. 
5 Capacidad de una planta para resistir en condiciones adversas. 
6 Capacidad del organismo para soportar dosis cada vez más 
elevadas de una droga en el uso continuado de la misma. 
7 Tolerancia de cultos, derecho reconocido por la ley para celebrar 
privadamente actos de culto que no son los de la religión del 
Estado. 
8 biol. Condición que permite a un organismo parasitado convivir 
con el huésped sin sufrir graves daños. 
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