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ABSTRACT
Oblivious routing algorithms for general undirected networks
were introduced by R¨ acke, and this work has led to many
subsequent improvements and applications. More precisely,
R¨ acke showed that there is an oblivious routing algorithm
with polylogarithmic competitive ratio (w.r.t. edge conges-
tion) for any undirected graph. Comparatively little pos-
itive results are known about oblivious routing in general
directed networks. Using a novel approach, we present the
ﬁrst oblivious routing algorithm which is O(log
2 n)-compe-
titive with high probability in directed graphs given that
the demands are chosen randomly from a known demand-
distribution. On the other hand, we show that no oblivious
routing algorithm can be o(
log n
log log n) competitive even with
constant probability in general directed graphs.
Our routing algorithms are not oblivious in the traditional
deﬁnition, but we add the concept of demand-dependence,
i.e., the path chosen for an s-t pair may depend on the de-
mand between s and t. This concept that still preserves that
routing decisions are only based on local information proves
very powerful in our randomized demand model.
Finally, we show that our approach for designing compet-
itive oblivious routing algorithms is quite general and has
applications in other contexts like stochastic scheduling.
∗Department of Mathematics and Computer Science and
Artiﬁcial Intelligence Laboratory, Massachusetts Institute of
Technology, 200 Technology Square, Cambridge, MA 02139,
U.S.A., Emails: {hajiagha,ftl}@theory.csail.mit.edu
†Part of this work was done while the author was an intern
in the Microsoft Research Theory Group.
‡Microsoft Research, One Microsoft Way, Redmond WA
98052, U.S.A., Emails: jehkim@microsoft.com
§Akamai Technologies, Eight Cambridge Center, Cam-
bridge, MA 02139, U.S.A.
¶School of Computer Science, Carnegie Mellon
University, Pittsburgh, PA 15213, U.S.A., Email:
harry@andrew.cmu.edu
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for proﬁt or commercial advantage and that copies
bear this notice and the full citation on the ﬁrst page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior speciﬁc
permission and/or a fee.
STOC’05, May 22-24, 2005, Baltimore, Maryland, USA.
Copyright 2005 ACM 1-58113-960-8/05/0005 ...$5.00.
Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols—Routing protocols; F.2.0 [Analysis of Algorithms
and Problem Complexity]: General
General Terms
Algorithms
Keywords
Oblivious Routing, Demand Distributions, Directed Graphs
1. INTRODUCTION
The concept of oblivious routing aims at developing rout-
ing algorithms that base their routing decisions only on local
knowledge and that therefore can be implemented very eﬃ-
ciently in a distributed environment.
In this paper we study oblivious routing algorithms that
aim to minimize the congestion which is deﬁned as the max-
imum relative load of a network edge. (The relative load of
an edge is the number of routing paths traversing the edge
divided by the capacity of the edge.)
Traditionally, for an oblivious routing algorithm the rout-
ing path chosen between a source s and a target t may
only depend on s and t. Valiant and Brebner [15] show
e.g. how to obtain eﬃcient routing algorithms for the hy-
percube in this scenario. Their algorithm obtains a com-
petitive ratio of O(logn), i.e., the congestion of their algo-
rithm is always within a logarithmic factor of the best possi-
ble congestion. Later R¨ acke [13] obtained oblivious routing
schemes with polylogarithmic competitive ratio for general
undirected graphs. However, a serious drawback in this line
of research is that already for very simple directed graphs it
is not possible to obtain a polylogarithmic competitive ratio
(see [3]).
In this paper we analyze a model in which the demands
between node-pairs are not worst-case as in the standard
competitive analysis, but are drawn from a demand distri-
bution that is known in advance. In many practical applica-
tions this assumption is justiﬁed. We further augment our
routing algorithms by the possibility of demand-dependence,
i.e., the path (or ﬂow) chosen for a node-pair may not only
depend on the pair, but also on the demand value for this
pair (note that this is still local knowledge in the sense that
the node that sets up a routing path should know about the
corresponding demand).
We show that for any directed graph if the demands for dif-
ferent node-pairs are independent there is a demand-depen-dent oblivious routing algorithm that is within O(log
2 n) of
the optimum congestion, with high probability. On the other
hand, we show that the concept of demand-dependence is
necessary for obtaining eﬃcient algorithms. We show that
there are directed networks in which traditional oblivious
algorithms perform very badly.
1.1 Related Work
The idea of selecting routing paths oblivious to the traﬃc
in the network has been intensively studied for special net-
work topologies, since such algorithms allow for very eﬃcient
implementations due to their simple structure. Valiant and
Brebner [15] initiate the worst case theoretical analysis for
oblivious routing on the hypercube. They design a random-
ized packet routing algorithm that routes any permutation
in O(logn) steps. This result gives a virtual circuit routing
algorithm that obtains a competitive ratio of O(logn) with
respect to edge-congestion.
In [13] it was shown that there is an oblivious routing al-
gorithm with polylogarithmic competitive ratio (w.r.t. edge-
congestion) for any undirected graph. However, this result
was non-constructive in the sense that only an exponen-
tial time algorithm was given for constructing the routing
scheme.
This issue was subsequently addressed by Azar et al. [3]
who show that the optimum oblivious routing scheme, i.e.,
the scheme that guarantees the best possible competitive
ratio, can be constructed in polynomial time by using a lin-
ear program. This result holds for edge-congestion, node
congestion and in general directed and undirected graphs.
Furthermore, they show that there are directed graphs such
that every oblivious routing algorithm has a competitive ra-
tio of Ω(
√
n).
The method by Azar et al. does not give the possibility to
derive general bounds on the competitive ratio for certain
types of graphs. Another disadvantage of [3] was that it
did not give a polynomial time construction of the hierarchy
used in [13], which has proven to be useful in many appli-
cations (see e.g. [1, 6, 11]). A polynomial time algorithm
for this problem was independently given by [4] and [10].
Whereas the ﬁrst result shows a slightly weaker competitive
ratio for the constructed hierarchy than the non-constructive
result in the original paper, the second paper by Harrelson,
Hildrum and Rao has even improved the competitive ratio to
O(log
2 nloglogn). This is currently the best known bound
for oblivious routing in general undirected graphs.
Recently, Hajiaghayi et al. [9] have considered the prob-
lem of oblivious routing for directed graphs with a single-
sink. They show that we cannot obtain a competitive ra-
tio better than Ω(
√
n) and we can obtain competitive ra-
tio Ω(
√
nlogn). They also demonstrate the ﬁrst non-trivial
upper bounds for competitive ratio of oblivious routing in
undirected networks with node capacities and general di-
rected networks. In undirected graphs, they also show that
for the single-sink case, we cannot obtain a competitive ra-
tio better than Ω(logn) (the best competitive ratio so far is
O(log
2 nloglogn), the same as the one for the general undi-
rected case). For the cost-measure of throughput instead of
congestion, R¨ acke and Rosen [14] give a distributed online
call control algorithm which is closely related to oblivious
throughput maximization in undirected graphs. Awerbuch
et al. [2] establishes nearly tight upper and lower bounds
on the performance of oblivious routing schemes in directed
bipartite graphs, in terms of throughput. They show that
the performance gap between the optimal and the oblivious
solution is inherently polynomial even in this restricted case
of directed graphs.
1.2 Our Results
We analyze oblivious routing algorithms in directed graphs
when the demands are randomized. We develop a demand-
dependent oblivious routing algorithm that is O(log
2 n)-com-
petitive, with high probability. This result forms a strong
diﬀerence to the standard worst case competitive model for
oblivious routing in which for some newtorks no algorithm
with competitive ratio o(
√
n) can be obtained.
On the other hand, we show that for some networks no
oblivious routing algorithm can be o(
log n
log log n) competitive
even with constant probability.
In addition, we show that the main ingridients of our
model, i.e., independence of demands between diﬀerent node-
pairs, and allowing an oblivious routing algorithm to be
demand-dependent are necessary in order to obtain a poly-
logarithmic competitive ratio (versus a polynomial compet-
itive ratio). We show that for general demand distributions
(i.e., demands between diﬀerent node-pairs may be depen-
dent) there are scenarios for which no (demand-dependent)
oblivious routing algorithm obtains a good competitive ratio.
Further, we show that demand-independent oblivious algo-
rithms perform very badly even for demand-distributions in
which demands for diﬀerent pairs are independent. We also
obtain a constant competitive ratio for a class of “symmet-
ric” demand distributions.
All our results work for oblivious routing in node-capacitated
undirected graphs for the cost-measure of node-congestion
(in which the same polynomial lower bound on the competi-
tive ratio of worst case oblivious routing holds) and also have
applications to stochastic scheduling (see recent papers [7,
8] for similar stochastic problems; see Section 4 for the exact
statement of the applications).
Finally, it is worth mentioning that our approach of design-
ing competitive oblivious routing algorithms that is based
on sampling from the distribution, solving the problem opti-
mally, and then taking the average of the optimums, is quite
general and might be useful to design competitive oblivious
algorithms for other ﬂow-based problems.
1.3 Formal Deﬁnition of the Problem
Our graph terminology is as follows. We represent the net-
work as a graph G = (V,E) (directed or undirected), where
V denotes the set of vertices (or nodes) and E denotes the
set of edges. We denote the number of vertices by n. We
will assume that a capacity function cap is given, assign-
ing a capacity (or bandwidth) to edges in the graph. This
models the physical communication potential of the network
resources.
In this work, we consider oblivious routing when the de-
mands between node-pairs are chosen randomly from a known
demand distribution. An oblivious routing scheme consists
of a unit ﬂow from s to t for every node-pair (s,t). The
ﬂow for a pair s,t determines how the demand from s to t
is routed.
The goal is to minimize the congestion which is deﬁned,
as follows. For a given demand-matrix D and a given rout-
ing algorithm, we deﬁne the absolute load of an edge as the
amount of ﬂow routed along this edge. The relative loadis the absolute load of an edge divided by its capacity. The
edge-congestion (or just congestion) is deﬁned to be the max-
imum relative load of an edge.
We deﬁne Cobl(D) to be the edge-congestion of the routing
guided by the ﬂow paths of oblivious routing for the demand
matrix D, in which each simple path from s to t for the
commodity pair (s,t) gets ﬂow proportional to its share in
the routing corresponding to the unit demand. Let Copt(D)
be the optimum edge-congestion for the demand-matrix D,
which can be obtained by solving a linear program (we drop
D when it is clear from the context). We call the ratio
Cobl(D)/Copt(D) the competitive ratio for a demand matrix
D.
The goal is to create an oblivious routing scheme (based
on knowledge of the demand distribution) such that the com-
petitive ratio is small with high (or at least constant) prob-
ability, when chosing the demands from the distribution.
We show that for general distributions this goal cannot
be achieved. There are graphs for which under general de-
mand distributions any oblivious routing scheme has a large
competitive ratio with high probability. Therefore, we usu-
ally (unless otherwise stated) refer to demand-distributions
in which the demands for diﬀerent source-target pairs are
independent. However, the demand for an individual source-
target pair may be chosen according to an arbitrary distri-
bution.
Furthermore, we diﬀerentiate between demand-dependent
and demand-independent oblivious routing algorithms. A
demand-independent oblivious routing scheme consists of
one ﬂow for every source-target pair as described above. A
demand-dependent routing scheme however deﬁnes several
s → t ﬂows for every pair (s,t). Which of these ﬂows is used
for routing between s and t may depend on the demand be-
tween s and t. This concept of demand-dependence makes
an oblivious algorithm more powerful while still preserving
the fact that only local knowledge is used for making routing
decisions (clearly, the demand to be routed between s and
t is known to the node that sets up the routing path). We
show that in our model of randomized demands the possibil-
ity of demand-dependence is extremely important in order
to obtain good routing algorithms.
The following proposition can be easily seen from our
model deﬁnition.
Proposition 1. Assume there is an upper bound r such
that for each commodity pair the ratio of the maximum de-
mand value to the minimum demand value is at most r.
Then we can construct an oblivious routing which is always
r-competitive.
We introduce the following notation used in the paper.
We denote the demand from s to t by D[s,t]. In several
places in the paper, we refer to the demand-matrix D as
a demand-vector D indexed by all commodities. In this
case demand(j), denotes the demand for commodity j, and
mincut(j), denotes the minimum capacity of an edge set
whose removal disconnects the sink of the commodity j from
its source (in a “directed” sense).
2. OBLIVIOUS ALGORITHM
In this section we present a demand-dependent oblivious
routing algorithm for general directed graphs with polyloga-
rithmic competitive ratio in our randomized demand model.
Theorem 2. For every α there is a demand-dependent
oblivious routing algorithm that obtains a competitive ratio
of α · O(log
2 n) with probability at least 1 −
1
nα.
A crucial step for designing a routing algorithm with low
competitive ratio is to derive a lower bound on the optimum
congestion for a given demand pattern. For this we partition
the demands into classes in the following way. We say that
the demand for a commodity j is in class Ck, k ∈ Z if
2
k · mincut(j) ≤ demand(j) < 2
k+1 · mincut(j) .
If the demand for commodity j is in Ck we call j active
for class Ck. Further, we call a class Ck active if at least one
commodity is active for this class. The following observation
gives a ﬁrst lower bound on the optimum congestion.
Observation 3. For a demand-vector D let kmax denote
the number of the highest active class. Then Copt(D) ≥
2
kmax.
However, this observation only gives a very crude way for
lower bounding the optimum congestion. For our applica-
tion we need an additional bound that is based on a more
sophisticated classiﬁcation scheme.
Let C
k
opt and C
k
obl denote the congestion of the optimum
and the oblivious routing algorithm, respectively, for rout-
ing commodities in class Ck. Similarly, we deﬁne C
≤k
opt and
C
≤k
obl as the optimum and oblivious congestion, respectively,
for routing commodities in classes with number at most k.
Further, let H denote a random variable that describes the
highest active class according to the random demands. De-
ﬁne ` as
` := max
n
k | E[C
≤k
opt | H = Ck] > 8δ lnn · 2
k+1
o
(1)
if the maximum exists and ` := −∞ otherwise. (The param-
eter δ > 0 will be chosen later.) Intuitively, the class C` is
the highest class for which E[C
≤`
opt] is much larger than 2
`.
However, for technical reasons we need to condition on the
fact that no class higher than C` is active.
We merge all demands in classes Ck, k ≤ ` into one class B
(i.e., a commodity j is in B if demand(j) ≤ 2
`+1·mincut(j)).
If the maximum in Equation 1 does not exist, B is the empty
set. We call B the base class and classes Ck, k > ` are called
higher order classes.
The following simple but crucial observation directly fol-
lows from this classiﬁcation scheme.
Observation 4. For every higher order class Ck, E[C
k
opt |
H = Ck] ≤ O(logn · 2
k).
Based on the class-deﬁnitions the demand-dependent obliv-
ious routing algorithm constructs a demand-independent rout-
ing scheme for each higher order class and a demand-dependent
routing scheme for the base class B. A commodity j is routed
by ﬁrst determining the class j belongs to, and then routing
according to the sj → tj ﬂow in the routing scheme of this
class. In Section 2.1 we show that for each higher order class
Ck there is an oblivious routing scheme such that for any α
Pr

C
k
obl ≥ α · O(logn · E[C
k
opt | H=Ck])

 H=Ck

≤
1
nα .
(2)
Furthermore, we show in Section 2.2 that
Copt ≥
1
2
E[C
B
opt | H = B] (3)holds with probability at least 1 −
1
nδ where δ is the con-
stant used in the deﬁnition of the base class B. Finally we
present a demand-dependent routing scheme for the class B
for which
C
B
obl ≤ α · O(log
2 n · E[C
B
opt | H = B]) (4)
holds with probability at least 1 −
1
nα. The following proof
combines theses results to yield Theorem 2.
Proof of Theorem 2. We choose δ in the deﬁnition of
B and the parameter in Equation 4 such that equations 3
and 4 hold together with probability at least 1 −
1
2nα. In
the following we assume that both equations hold.
Now, we distinguish two cases. First suppose that no
higher order classes are active. Then equations 3 and 4 al-
ready guarantee a competitive ratio of at most α·O(log
2 n).
Now, suppose that there is an active higher order class.
Let kmax denote the number of the highest active class (all
probabilities are conditioned on the event that Ckmax is the
highest active class). Observation 3 gives that the optimum
congestion is at least 2
kmax. It remains to bound the con-
gestion of the oblivious routing algorithm. For classes C,C
0
and any threshold t
Pr[C
C
opt ≤ t | H = C
0] ≥ Pr[C
C
opt ≤ t | H = C] .
Therefore we can set C
0 to Ckmax and use Equation 2 to derive
a high-probability upper bound on C
C
obl that also holds for
our case where probabilities are conditioned on the event
that Ckmax is the highest active class (instead on the event
that C is the highest class). Then we want to combine these
bounds to get a bound for Cobl. However, since Equation 2
only holds with high probability we can apply this bound
only to a polynomial number of classes in order to guarantee
that with high probability the bound holds for each such
class. In fact, it is suﬃcient if we apply Equation 2 only for
the classes Ckmax−2 log n,...,Ckmax. For all other classes C
we apply C
k
obl ≤ n
2 · 2
k+1. Let k
0 := kmax − 2logn. We get
with high probability
Cobl ≤ C
B
obl +
kmax X
k=`+1
C
k
obl
≤ C
B
obl +
k0−1 X
k=`+1
C
k
obl +
kmax X
k=k0
C
k
obl
≤ O(log
2 n · E[C
B
opt | H = B])
+
kmax X
k=k0
O(logn · E[C
k
opt |H = Ck])
+
k0−1 X
k=`+1
O(n
2 · E[C
k
opt |H = Ck])
≤ O(log
2 n · Copt) +
kmax X
k=k0
O(log
2 n · 2
k)
+
k0−1 X
k=`+1
O(n
2 · 2
k)
≤ O(log
2 n · Copt +log
2 n · 2
kmax)
≤ O(log
2 n · Copt) .
ComputeRoutingScheme (D,C)
for i = 1 to n3 do
draw a demand-vector Di
according to distribution DC
compute D0
i from Di by setting all
demands not active for class C to zero.
compute an optimal
multicommodity ﬂow opt-ﬂow(Di)
end
sum-ﬂow :=
P
i opt-ﬂow(Di)
normalize sum-ﬂow to get a multicommodity ﬂow in
which the demand from each source to its sink is 1.
Figure 1: The algorithm for computing the oblivious
routing scheme for a higher order class C.
2.1 Routing algorithms for demand-classes
In this section we proof the following lemma that is cru-
cial for the performance analysis of our demand-dependent
oblivious routing algorithm as described in the previous sec-
tion.
Lemma 5. For a high order class C there is an oblivious
routing scheme such that
Pr
h
C
C
obl ≥ α · O(logn · E[C
C
opt | H = C])

 H = C
i
≤
1
nα .
Proof. We start by presenting the algorithm Compute-
RoutingScheme that computes the demand-independent
oblivious routing scheme for a class C.
Let DC denote the demand distribution conditioned on
the event that C is the highest active class. We can sample
a demand-vector from DC because we know the distribution
D. Let maxdem(C) denote the maximum (relative) demand
of the class C (i.e. if C is the base class maxdem(C) = 2
`+1
and if C = Ck maxdem(C) = 2
k+1).
The algorithm ComputeRoutingScheme works as fol-
lows (also see Figure 1). It ﬁrst ﬁxes a routing scheme
for commodities j that have a very low expected demand
namely E[demand(j) | H = C] ≤
1
n2 maxdem(C) · mincut(j).
These commodities are routed according to a maximum sj →
tj ﬂow (scaled by
1
mincut(j)).
For the other commodities the algorithm ﬁrst samples
demand-vectors Di according to distribution DC. Then for
every Di it deletes the demand for commodities that are
not in class C and the demands for the low-expectation com-
modities. For every resulting vector D
0
i an optimal multi-
commodity ﬂow opt-ﬂow(D
0
i) is computed that routes the
remaining demands optimally. Finally it computes for each
commodity j the average ﬂow that is used in solutions
opt-ﬂow(D
0
i). This is done by ﬁrst adding all optimum ﬂows
up. Let sum-ﬂow denote the result of this operation, and let
sumdem(j) denote the demand that is routed for commod-
ity j in sum-ﬂow. In the normalization step (for computing
the average ﬂow) the ﬂow for commodity j in sum-ﬂow is
multiplied by
1
sumdem(j) to obtain a unit ﬂow.
The following lemma shows some important properties of
sum-ﬂow that are crucial for proving Lemma 5.
Lemma 6. With high probability sum-ﬂow fulﬁlls the fol-
lowing properties.1. For any high-expectation commodity j,
sumdem(j) = Ω(E[demand(j) | H = C] · n
3).
2. The load on any edge is at most
O(n
3 · E[C
C
opt | H = C]).
3. The load on any edge for routing a speciﬁc demand j
is only O(pj · n
3 · E[C
C
opt | H = C]), where pj denotes
the probability that commodity j is active for class C.
Proof.
1. The random variable sumdem(j) is a sum of indepen-
dent random variables. The expectation is E[demand(j)|
H = C] · n
3 ≥ n · maxdem(C) · mincut(j) which is much
larger than the maximum contribution of each variable
(which is maxdem(C)·mincut(j)). Applying a Chernoﬀ
Bound gives that the probability that sumdem(j) devi-
ates too much from its expectation is small.
2. Fix an edge e. The expectation of the load that is
added on e in each round is at most E[C
C
opt | H = C].
Hence, the expected load for edge e is at most O(n
3 ·
E[C
C
opt | H = C]). Each trial can create a load of at most
n
2·maxdem(C) because the demand for all commodities
that are active for C can be routed with this congestion.
Again, we can write the load of e as a sum of indepen-
dent random variables where the expectation is much
larger than the maximum contribution of a single vari-
able. Using a Chernoﬀ Bound gives that the probability
that the second property is not fulﬁlled is very low.
3. Let pj denote the probability that commodity j becomes
active for C. Further, let loadi(e) denote the load on
edge e for some ﬁxed commodity j in the i-th round of
the algorithm.
E[loadi(e)] = E[loadj(e) | j is active] · pj
≤ (E[Copt | H = C]
+ maxdem(C)) · pj
≤ 3pj · E[C
C
opt | H = C] ,
where the second inequality holds since j can be routed
individually with congestion at most maxdem(C). The
last inequality holds since for a higher order class Ck,
E[C
k
opt |H = C] ≥ 2
k, and maxdem(Ck) = 2
k+1. The
above equation means that the expected load on e for
commodity j is
E
P
i loadi(e)

≤ 3n
3pj · E

C
C
opt | H = C

.
All commodities active for class C can be routed with
congestion at most maxdem·n
2. Therefore, each ran-
dom variable loadi(e) ≤ maxdem(C)·n
2 ≤ 2E[C
C
opt]·n
2.
We can apply a Chernoﬀ Bound which gives that with
high probability E[
P
i loadi(e)] = O(pj · n
3 · E[C
C
opt |
H = C].
Claim 7. If sum-ﬂow fulﬁlls the properties of Lemma 6
the oblivious routing scheme achieves congestion O(logn ·
E[C
C
opt |H = C]) with high probability.
Proof. Fix an edge e. Let load(e) denote a random vari-
able that describes the load on edge e using the oblivious
routing scheme. Further, let sum-ﬂow(e,j) denote the load
on edge e for commodity j in sum-ﬂow, and let demand(j)
denote a random variable that is 0 if the demand for j is
not in C and equals this demand, otherwise. Let Xj de-
note the contribution from commodity j to load(e). Xj =
(
sum-ﬂow(e,j)
sumdem(j) ) · demand(j). Hence,
E[load(e)] = E
hX
j
Xj
i
= E
X
j
sum-ﬂow(e,j)
sumdem(j)
demand(j)

=
X
j

sum-ﬂow(e,j)
sumdem(j)

· E[demand(j)]
≤ O
X
j
sum-ﬂow(e,j)/n
3

= O(E[C
C
opt | H = C]) .
Now, we bound the maximum value of a random variable
Xj.
Xj =

sum-ﬂow(e,j)
sumdem(j)

· demand(j)
≤ O

pj·n3·E[CC
opt|H = C]
E[demand(j)|H = C]·n3

· demand(j)
≤ O

pj·E[CC
opt|H = C]
pj·maxdem(C)·mincut(j)

· demand(j)
≤ O(E[C
C
opt | H = C])
Lemma 6 and Claim 7 give the lemma.
The following lemma shows the existence of a good demand-
dependent routing scheme for the base class B.
Lemma 8. There is a demand-dependent oblivious rout-
ing scheme for B that obtains congestion C
B
obl = O(log
2 n ·
E[C
B
opt | H = B]) with high probability.
Proof. The routing scheme works as follows. All demands
for a commodity j that are smaller than 2
`/n
2 are routed
according to a maximum sj → tj ﬂow. Since, there are at
most n
2 commodities, these demands can cause a congestion
of at most 2
` ≤ O(log
2 n · E[C
B
opt | H = B]).
We partition the remaining demands into 2logn classes
Bi, 1 ≤ i ≤ 2logn such that commodity j is in class Bi if
2
`−i ≤ demand(j) ≤ 2
`−i+1. For each such class we can com-
pute the oblivious routing scheme as we did for classes Ck
in the proof of Lemma 5 because demands for a commodity
in a class only vary by a constant factor.
Then C
Bi
opt is less than O(logn·E[C
B
opt | H = B]) for each
class with high probability. Therefore with high probability
C
B
opt ≤
P
i C
Bi
opt ≤ O(log
2 n · E[C
B
opt | H = B].
2.2 The concentration result
In this section, we prove a high-probability lower bound
for the optimum congestion in terms of the expected conges-
tion for routing commodities in the base class B.
Lemma 9. With probability at least 1 −
1
nδ ,
Copt ≥
1
2
E[C
B
opt | H = B] .
Proof. We show that Pr

C
B
opt ≥
1
2E[C
B
opt | H = B]

 H = B

is large. The lemma then follows from the fact that
Pr
h
C
B
opt ≥ t | H = B
i
≤ Pr[Copt ≥ t | H = B]
≤ Pr[Copt ≥ t] .In the following all events and expectations are conditioned
on the event that B is the highest active class. We can derive
the lemma as a corollary from a very powerful tail estimate
by Boucheron et al. [5]. We introduce the following deﬁni-
tion that is slightly modiﬁed from an analogous deﬁnition
in their paper.
Definition 10. Let X1,...,Xn denote independent ran-
dom variables where each Xi ∈ [0,Wi]. A function f :
[0,W1] × ... × [0,Wn] → R
+ is self-bounded if
1 ≥ f(X1,...,Xn) − f(X1,...,Xi−1,0,Xi+1,...,Xn) ≥ 0
and
(n − 1) · f(X1,...,Xn) ≤
P
i
f(X1,...,Xi−1,0,Xi+1,...,Xn).
Boucheron et al. show that a Chernoﬀ-like concentration
bound holds for self-bounded functions.
Theorem 11 (Boucheron, Lugosi, Massart [5]). Let
X1,...,Xn denote independent random variables with Xi ∈
[0,...,Wi], let f denote a self-bounded function, and let µ
denote the expectation of f(X1,...,Xn). Then
Pr[f(X1,...,Xn) ≤ (1 − )µ] ≤ e
−2µ/2 .
For our application the independent variables Xi are the
entries in the demand-vector. Since the demand for any
commodity that is active for B can be routed with congestion
2
`+1, the function
1
2`+1 C
B
opt fulﬁlls the ﬁrst property of a
self-bounded function. The second property holds because
the congestion function C
B
opt is sub-additive (i.e., C
B
opt(D1 +
D2) ≤ C
B
opt(D1) + C
B
opt(D2)).
For the function
1
2`+1 C
B
opt the expectation µ is at least
8δ lnn. Hence, applying the above theorem for  = 1/2
gives Pr

C
B
opt ≤ 1/2 · E[C
B
opt]

≤
1
nδ .
3. LOWER BOUNDS
In this section, we present several lower bounds for obliv-
ious routing with randomized demands.
Theorem 12. There exists a graph for which every de-
mand independent oblivious routing algorithm has competi-
tive ratio Ω(
√
n
log n) with high probability.
Proof. Consider a graph G consisting of k sources s1,...,sk,
k sinks t1,...,tk, and two additional nodes u and v. Each
source si is connected to ti via a directed edge of capacity
1. Furthermore, there exist inﬁnite capacity edges (si,u)
and (v,ti) for each i, and u is connected to v via an edge
with capacity
√
k. Note that each source-target pair si,ti
is connected via two paths; one with capacity 1 which is
exclusive to the pair si,ti; and one with capacity
√
k via
edge (u,v) that may be shared by all pairs.
Consider the demand distribution that assigns a demand
of
√
k to commodity i with probability p :=
2(α+1) ln n
k , and
a demand of 1 with probability 1 − p. A Chernoﬀ Bound
shows that with high probability (≥ 1 −
1
kα+1) the number
of high-demand pairs (i.e., pairs with demand
√
k) is only
α · O(logn). In this case, by routing the high-demand pairs
over the high capacity edge, and the remaining commodities
directly along the corresponding (si,ti) edge, the optimum
congestion is α · O(logk).
However, an oblivious routing algorithm has to ﬁx the
routing paths without knowing the high-demand pairs. We
show that every oblivious routing algorithm creates conges-
tion Ω(
√
k), w.h.p.
Fix an oblivious routing algorithm. Let h denote the num-
ber of source-target pairs for which the algorithm routes at
least 1/2 of the demand along the high capacity edge (u,v).
Clearly, if h > k/2 the load on edge (u,v) will be at least
1
2h/
√
k ≥
√
k/4.
On the other hand, if h < k/2 there exists at least k/2
pairs that route at least 1/2 of their demand via edge (si,ti).
The probability that none of these pairs gets a high demand
is only (1 −
2(α+1) ln n
k )
k/2 ≤
1
kα+1. This means that with
high probability one of them will get a high demand which
leads to a congestion of Ω(
√
k).
Combining the result for the optimum and the oblivious
algorithm gives that with high probability the competitive
ratio is Ω(
√
k/logk).
The above theorem shows that demand-dependence is es-
sential for deriving oblivious routing algorithms with low
competitive ratio in the randomized demand model. Note
that the above proof also rules out an oblivious routing
scheme that is good with respect to any demand-distribution.
Further, it is worth mentioning that the concept of de-
mand dependence does not help for the standard worst case
scenario of oblivious routing since the counter example [3]
that proves a lower bound of
√
n on the competitive ratio
in directed graphs works with uniform demands.
Next, we show that in order to obtain a polylogarithmic
competitive ratio the assumption that demands for diﬀerent
commodities are indpendent is necessary.
Theorem 13. In the case of general demand-distributions,
i.e. when demands for diﬀerent pairs are not necessarily
independent, there exist graphs for which even a demand-
dependent oblivious routing scheme has competitive ratio
Ω(n
1/3/logn), with high probability.
Proof. We choose the graph G from the proof of Theo-
rem 12 and add for each source node si a set of
√
k nodes
s
1
i,...,s
√
k
i each with a direct link to si. We call the nodes
s
1
i,...,s
√
k
i the sources corresponding to si. Note that the
new graph contains n = O(k ·
√
k) vertices.
We choose the following demand-distribution. First for ev-
ery nodes si we choose a random node s
j
i among its sources
and assign a demand of 1 from this source to target ti. Then
we choose Θ(logk) random nodes from {s1,...,sk} and cre-
ate for all their sources a demand of 1 to the corresponding
target node (i.e., sources corresponding to sj are assigned a
demand to target tj). We call the chosen nodes the high de-
mand nodes. Note that the demand assigned to a commodity
is either 0 or 1, i.e., there is no diﬀerence between demand
dependent and demand independent oblivious routing.
Clearly, by sending the traﬃc produced by sources of high
demand nodes over edge (u,v) and the remaining traﬃc
via the corresponding (si,ti)-link an optimal strategy can
always route the above demand pattern with congestion
O(logk).
Now, we prove analogously to Theorem 12 that any obliv-
ious algorithm creates a large congestion with high probabil-
ity. Let h denote the number of nodes si for which at least
50% of the corresponding sources s
1
i,...,s
√
k
i route morethan a constant fraction of their demand along the high-
capacity link. Then, if h > k/2 the total demand along
(u,v) due to the oblivious algorithm will be Θ(k), w.h.p.,
which results in a congestion of Ω(
√
k).
Otherwise, there exist more than k/2 nodes si for which
many sources send a large fraction of their traﬃc along edge
(si,ti). If one of these nodes si becomes a high demand node
the resulting congestion will be Ω(
√
k). This happens with
high probability.
Theorem 14. There is a graph G for which any demand
dependent oblivious routing algorithm obtains competitive ra-
tio Ω(logn/loglogn), with high probability.
Proof. Consider the following graph G with three levels.
The ﬁrst level contains
 k
2

nodes denoted by aij for 1 ≤ i <
j ≤ k. The second level contains k nodes denoted by bi for
1 ≤ i ≤ k and the third level contains a super-sink s. Each
node aij is connected via two directed edges to nodes bi and
bj. Further, each node bi is connected to the sink. All edges
have unit capacity.
Consider the demand distribtuion that for a node aij cre-
ates a demand of 1 with probability
1
k and a demand of
0 with probability 1 − 1/k (all demands are routed to s).
Fix an oblivious routing algorithm A. We ﬁrst show that
with high probability A creates congestion Ω(
log n
log log n). We
mark for each node aij the outgoing edge that - according
to A - routes most of the aij → s ﬂow as heavy (if both
outgoing edges have half the ﬂow we mark one of them ar-
bitrarily). We call a node bi on the second level heavy if
it is incident to at least k/4 heavy edges. Since each node
bi can only be incident to at most k − 1 heavy edges, there
are at least k/4 heavy nodes (otherwise there would only be
3
4k ·
k
4 +
k
4 · (k − 1) <
 k
2

heavy edges).
Now, each heavy node bd makes k/4 trials (for each in-
cident heavy edge) with probability 1/k. If a trial is a hit
(i.e., the corresponding node aij has demand 1) a load of at
least 1/2 is created on the edge connecting bd to s. There
are k/4 heavy nodes. With high probability one of them
will have at least Ω(logk/loglogk) hits (The analysis for
this is analogous to the analysis for balls-into-bins scenarios.
See [12]). Ω(logk/loglogk) hits result in a congestion of
Ω(logk/loglogk).
Next, we show that with high probability the optimum
congestion is constant. For an instance of the problem in
which a set X of aij sources, 1 ≤ i < j ≤ k, are active
(i.e., their demands are one), from Hall’s theorem, we ob-
serve that the optimum congestion is equal to maximum
ratio
|X∩{aij|bi∈L∧bj∈L}|
|L| over all L ⊆ {b1,b2,...,bk}. For
a set L ⊂ {b1,b2,...,bk}, we call set {aij|bi ∈ L ∧ bj ∈ L}
incoming sources of L and we let ` = |L|. We now ﬁnish
the proof by showing that with high probability, for each set
L ⊆ {b1,b2,...,bk}, the number of active incoming sources
is at most c` for some constant c. By the Chernoﬀ bound,
we know that
Pr[number of active incoming sources of L > (1 + δ)µ]
≤

e
δ
(1 + δ)1+δ
µ
≤

e
δ
δµ
where µ =
 `
2

/k ≥
`2
4k. By setting δ =
12ek
` we get that this
probability is less than [
`
ek]
8`. Since the number of subsets of
size ` > 2 of {b1,...,bk} is
 k
`

≤ (
ke
` )
`, the probability that
a subset L of size ` ≥ 2 has load greater than (δ+1)µ = O(`)
is at most (
ke
` )
` · [
`
ek]
8` ≤ [
`
ek]
7` ≤ [
`
2k]
7`.
Now, assume that ` ≥
√
k. Then the probability is smaller
than [
`
2k]
7` ≤ [
1
2]
` ≤ [
1
2]
√
k = o(1/k
3). Otherwise, in the case
that ` ≤
√
k we get that the probability is less than [
`
2k]
7` ≤
[
`
k]
7 ≤ o(1/k
3). By applying a union bound for all sizes ` we
get that with probability at least 1 − o(1/k
2) = 1 − o(1/n)
the optimum congestion is at most O(1).
Hence, the competitive ratio is at least Ω(
log n
log log n) with
high probability.
4. FURTHER DISCUSSION
In this section, we present further results on oblivious
routing with known demand distributions and some open
problems.
Symmetric distributions. In Section 2 we showed that
in our randomized model an oblivious routing algorithm can
obtain a polylogarithmic competitive ratio for general de-
mand distributions, as long as demands for diﬀerent com-
modities are independent. Furthermore, Theorem 14 shows
that this result in general cannot be improved by too much,
as there are networks and demand distributions such that
any oblivious routing algorithm (with high probability) pro-
duces a congestion that is a factor of Ω(logn/loglogn) larger
than the optimum congestion. However, in this section we
show that for special distributions this bound can be im-
proved.
We call a probability distribution symmetric around its ex-
pectaion (or just symmetric) if ρ(µ−a) = ρ(µ+a) holds for
any real a, where µ denotes the expectation and ρ(·) denotes
the probability density function of the distribution. Many
practical distribution like e.g. Uniform or Gaussian distri-
butions are symmetric. The following theorem shows that
for symmetric demand-distributions it is possible to obtain
a constant comepetitive ratio with constant probability.
Theorem 15. For any graph G and for symmetric de-
mand distributions there is an oblivious routing algorithm
that obtains competitive ratio 2 with probability at least
1
2.
Proof. The routing paths for the oblivious routing algo-
rithm are obtained by solving a concurrent multicommodity
ﬂow problem in which the demand from node i to j equals
the expected demand according to the demand distribution
for commodity i-j. Let Copt(Dexp) denote the congestion of
this multicommodity ﬂow solution, and let µij denote the
expected demand for commodity i-j.
Now, let D denote a demand matrix, and let D
0 denote
a matrix that is obtained from D by setting the ij-entry to
D
0
ij := 2µij − Dij. The optimum congestion for routing the
demand matrix D
00 := D + D
0 is Copt(D
00) = Copt(Dexp).
Since Copt(D) + Copt(D
0) ≥ Copt(D
00) = 2Copt(Dexp), we
know that for at least one of D and D
0, say D, Copt(D) ≥
Copt(Dexp).
On the other hand, we know that the congestion that
is produced for D by the oblivious routing algorithm is at
most 2Copt(Dexp). It means for at least one of the demand
matrices D and D
0, the oblivious routing algorithm is 2-
competitive.
Furthermore, since the demand distributions are symmet-
ric the probability for matrix D and D
0 is equal. Sincewe can partition the sample points of the joint distribution
into such pairs and for at least one sample point of each
pair, we are 2-competitive, we obtain that, in total, we are
2-competitive with probability at least 1/2.
Introducing other classes of distributions for which we can
be constant competitive with constant probability (or with
high probability) is an interesting open question.
Source-oblivious routing. Our oblivious routing algo-
rithm in Section 2, each intermediate node should know
the source and the sink of each incoming packet in order
to forward it through an appropriate edge. It is interesting
to know whether we can obtain more compact routing ta-
bles by designing a source-oblivious routing scheme, i.e., a
routing scheme in which each intermediate node decides the
destination of each packet only based on its sink (and not
its source). Below, we show that essentially we cannot be
better than polynomial competitive in this setting
Theorem 16. There is a graph G for which the competi-
tive ratio of any source-oblivious routing algorithm is Ω(
√
n
log n)
with high probability.
Proof. First, we consider the graph G constructed in the
proof of Theorem 14. Now we add to G vertices ci, 1 ≤ i ≤ k
and a
0
ij, 1 ≤ i < j ≤ k, and edges (a
0
ij,aij), 1 ≤ i < j ≤ k,
(ci,aij), 1 ≤ i < j ≤ k and (cj,aij), 1 ≤ i < j ≤ k. Note
that again n = Θ(k
2). Edge-capacities of (a
0
ij,aij), 1 ≤
i < j ≤ k, are k − 1 and all other edge capacities are one.
Assume that with probability
4 log k
k , we have a demand k−1
and with probability 1 −
4 log k
k , we have a demand zero for
commodity pair ci → s, 1 ≤ i ≤ k. Consider an oblivious
routing algorithm O.
First we show that with high probability algorithm O
has congestion at least Ω(k) on G. We deﬁne heavy edges
(aij,bd), d ∈ {i,j}, and heavy nodes (vertices) bi, 1 ≤ i ≤ k,
exactly the same way that we deﬁned in the proof of The-
orem 14. Again we can observe that we have Θ(k) heavy
vertices. Now using the Chernoﬀ bound, we observe that
with high probability at least one ci, 1 ≤ i ≤ k, whose corre-
sponding vertex bi is a heavy vertex gets demand k − 1. In
this case, since our routing is source-oblivious, edge (bi,s)
gets congestion Ω(k).
Next, we show that with high probability Copt is in O(logk)
and thus we are done. We consider the following algorithm.
When a source ch, 1 ≤ h ≤ k, gets a demand k − 1 send
one unit of ﬂow to each a
0
ij, where h ∈ {i,j}. Each node a
0
ij
forward the whole ﬂow to aij. Each node aij sends each unit
of ﬂow originated from ci to bj and each unit of ﬂow origi-
nated from cj to bi. Each bi, 1 ≤ i ≤ k, sends the incoming
ﬂow directly to sink s. Since, with high probability, at most
O(logk) sources ch, 1 ≤ h ≤ k, get non-zero demands, it is
easy to observe that using the algorithm described here, the
total congestion would be O(logk) with high probability.
Note that in the above proof, even the knowledge from
which incoming edge the ﬂow arrives cannot help to im-
prove the polynomial lower bound on the competitiveness
(since for each node aij all ﬂow comes from node a
0
ij). It
is worth mentioning that designing source-oblivious routing
with polylogarithmic competitive ratio in undirected graphs
parallel to the work of R¨ ache [13] would be quite interesting,
if it is possible.
Applications in scheduling. The results of this paper
also have applications to stochastic scheduling (the reader
is referred to recent papers [7, 8] to see similar stochastic
problems). In this scheduling prolbem you are given a set of
jobs j1,j2,...,jr, and a set of machines M = {m1,··· ,mc}.
Each job ji has a processing time ti and can be processed
on a machine from a subset Mi ⊂ M. Further, each job has
a probability pi that describes the probability that this job
appears. The goal is to schedule all jobs that appear and to
minimize the makespan of the scheduling.
An intersting application of our result is to obtain an obliv-
ious scheduling, i.e., ﬁxed decisions that determine for each
job on which machine it has to be scheduled if it appears,
such that the makespan of the oblivious scheduling is com-
petitive with the makespan of the optimum scheduling with
high probability. Of course, we can obtain such an oblivi-
ous scheduling by considering an oblivious routing algorithm
in a 3-layered graph G which has a vertex for each job ji,
1 ≤ i ≤ r, a vertex for each machine mh, 1 ≤ h ≤ c, and
a super sink vertex s, an edge (ji,mh) of capacity ti if job
ji can be performed in machine mh and an edge (mh,s),
1 ≤ h ≤ c, of capacity one. Now, the makespan of the
oblivious scheduling algorithm corresponds to the conges-
tion of the oblivious routing algorithm. Hence we show in
this paper that there is an oblivious scheduling that with
high probability is O(polylogn) competitive.
Open problems. The main open problem is whether the
upper bound of O(log
2 n) on the competitive ratio in our
randomized demand model can be improved. We derive
our bound in a two step process. First we show that the
oblivious algorithm is w.h.p. only a logarithmic factor larger
than the expected optimum congestion. Then we show that
the optimum congestion is w.h.p. only a logarithmic factor
smaller than its expectation. This results in a competi-
tive ratio of O(log
2 n). Both steps cannot be improved for
themselves. There are instances in which the congestion of
any oblivious algorithm may be an Ω(logn/loglogn) fac-
tor away from the expected optimum congestion, and there
are instances in which the optimum congestion is far away
from its expectation with fair probability. Therefore in or-
der to improve our result one might show that there are no
instances for which both theses events happen with a rea-
sonable probability.
Another interesting open problem is to trie to reduce the
competitive ratio for undirected graphs. In particular it
would be interesting to know whether in the random de-
mand model a constant competitive ratio is possible.
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