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NUMERICAL OPTIMIZATION OF EIGENVALUES OF HERMITIAN
MATRIX FUNCTIONS
EMRE MENGI∗, E. ALPER YILDIRIM† , AND MUSTAFA KILIC¸‡
Abstract. This work concerns the global minimization of a prescribed eigenvalue or a weighted
sum of prescribed eigenvalues of a Hermitian matrix-valued function depending on its parameters
analytically in a box. We describe how the analytical properties of eigenvalue functions can be put
into use to derive piece-wise quadratic functions that underestimate the eigenvalue functions. These
piece-wise quadratic under-estimators lead us to a global minimization algorithm, originally due to
Breiman and Cutler. We prove the global convergence of the algorithm, and show that it can be
effectively used for the minimization of extreme eigenvalues, e.g., the largest eigenvalue or the sum of
the largest specified number of eigenvalues. This is particularly facilitated by the analytical formulas
for the first derivatives of eigenvalues, as well as analytical lower bounds on the second derivatives
that can be deduced for extreme eigenvalue functions. The applications that we have in mind also
include the H∞-norm of a linear dynamical system, numerical radius, distance to uncontrollability
and various other non-convex eigenvalue optimization problems, for which, generically, the eigenvalue
function involved is simple at all points.
Key words. Hermitian eigenvalues, analytic, global optimization, perturbation of eigenvalues,
quadratic programming
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1. Introduction. The main object of this work is a matrix-valued function
A(ω) : Rd → Cn×n that is analytic and Hermitian at all ω ∈ Rd. Here, we con-
sider the numerical global minimization of a prescribed eigenvalue λ(ω) of A(ω) over
ω ∈ B ⊆ Rd, where B denotes a box. From an application point of view, a prescribed
eigenvalue typically refers to the jth largest eigenvalue, i.e., λ(ω) := λj(A(ω)), or a
weighted sum of j largest eigenvalues, i.e., λ(ω) :=
∑j
k=1 dkλk(A(ω)) for given real
numbers d1, . . . , dj . However, it may as well refer to a particular eigenvalue with re-
spect to a different criterion as long as the (piece-wise) analyticity properties discussed
below and in Section 3 are satisfied.
The literature from various engineering fields and applied sciences is rich with
eigenvalue optimization problems that fits into the setting of the previous paragraph.
There are problems arising in structural design and vibroacoustics, for which the
minimization of the largest eigenvalue or maximization of the smallest eigenvalue of
a matrix-valued function is essential, e.g., the problem of designing the strongest col-
umn which originated from Euler in the 18th century [30]. In control theory, various
quantities regarding dynamical systems can be posed as eigenvalue optimization prob-
lems. For instance, the distance from a linear dynamical system to a nearest unstable
system [47], and the H∞-norm of a linear dynamical system have non-convex eigen-
value optimization characterizations [3]. In graph theory, relaxations of some NP-hard
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graph partitioning problems give rise to optimization problems in which the sum of
the j largest eigenvalues is to be minimized [10].
In this paper, we offer a generic algorithm based on the analytical properties of
eigenvalues of an analytic and Hermitian matrix-valued function, that is applicable
for any eigenvalue optimization problem whenever lower bounds on the second deriva-
tives of the eigenvalue function can be calculated analytically or numerically. All of
the existing global eigenvalue optimization algorithms in the non-convex setting are
designed for specific problems, e.g., [3, 5, 6, 7, 15, 17, 19, 20, 21, 22, 32], while widely
adopted techniques such as interior point methods [34] - when it is possible to pose
an eigenvalue optimization problem as a semi-definite program - or a bundle method
[31] are effective in the convex setting. We foresee non-convex eigenvalue optimization
problems that depend on a few parameters as the typical setting for the use of the
algorithm here.
For the optimization of non-convex eigenvalue functions, it appears essential to
benefit from the global properties of eigenvalue functions, such as their global Lip-
schitzness or global bounds on their derivatives. Such global properties lead us to
approximate λ(ω) globally with under-estimating functions, which we call support
functions. Furthermore, the derivatives of the eigenvalue functions can be evaluated
effectively at no cost once the eigenvalue function is evaluated (due to analytic ex-
pressions for the derivatives of eigenvalues in terms of eigenvectors as discussed in
Section 3.2.1). Therefore, the incorporation of the derivatives into the support func-
tions yields quadratic support functions on which our algorithm relies. The quadratic
support functions for eigenvalue functions are derived exploiting the analytical prop-
erties of eigenvalues and presume the availability of a lower bound γ on the second
derivatives of the eigenvalue function that is obtained either analytically or numeri-
cally.
Example: Consider the minimization of the largest eigenvalue λ1(ω) = λ1 (A(ω)) of
A : R→ Rn×n, A(ω) := A0 + ωA1 + ω2A2,
where A0, A1, A2 ∈ Rn×n are given symmetric matrices. It can be deduced from the
expressions in Section 3.2.2 that λ′′1(ω) ≥ γ := 2λmin (A2) for all ω such that λ1(ω)
is simple. Furthermore, due to expressions in Section 3.2.1, at all such ω, we have
λ′1(ω) = v1(ω)
T (A1 + 2ωA2) v1(ω), where v1(ω) is a unit eigenvector associated with
λ1(ω). Consequently, it turns out that, about any ωk ∈ R where λ1(ωk) is simple,
there is a support function
q(ω) := λ1(ωk) + λ
′
1(ωk)(ω − ωk) +
γ
2
(ω − ωk)2
satisfying q(ω) ≤ λ1(ω) for all ω ∈ R; see Section 5.2 for the details.
Support functions have earlier been explored by the global optimization com-
munity. The Piyavskii-Shubert algorithm [40, 45] is derivative-free, and constructs
conic support functions based on Lipschitz continuity with a known global Lipschitz
constant. It converges sub-linearly in practice. Sophisticated variants that make
use of several Lipschitz constants simultaneously appeared in the literature [24, 43].
The idea of using derivatives in the context of global optimization yields powerful
algorithms. Breimann and Cutler [4] developed an algorithm that utilizes quadratic
support functions depending on the derivatives. Some variants of the Breimann-Cutler
algorithm are also suggested for functions with Lipschitz-continuous derivatives; for
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instance [18, 26, 27] benefit from multiple Lipschitz constants for the derivatives, [42]
estimates Lipschitz constants for the derivatives locally, while [29] modifies the sup-
port functions of the Breimann-Cutler algorithm in the univariate case so that the
subproblems become smooth; however, all these variants in the multivariate case end
up working on a mesh as a downside. The quadratic support functions that we derive
for λ(ω) coincide with the quadratic support functions on which the Breimann-Cutler
algorithm is built on. Consequently, our approach is a variant of the algorithm due
to Breimann and Cutler [4].
At every iteration of the algorithm, a global minimizer of a piece-wise quadratic
model defined as the maximum of a set of quadratic support functions is determined.
A new quadratic support function is constructed around this global minimizer, and the
piece-wise quadratic model is refined with the addition of this new support function.
In practice, we observe a linear rate of convergence to a global minimizer.
The algorithm appears applicable especially to extremal eigenvalue functions of
the form
λ(ω) =
j∑
k=1
dkλk (A(ω)) ,
where dk are given real numbers such that d1 ≥ d2 ≥ · · · ≥ dj ≥ 0. This is facilitated
by the simple quadratic support functions derived in Section 5.2, and expressions for
the lower bound γ on the second derivatives derived in Section 6. The algorithm is
also applicable if the eigenvalue function λ(ω) is simple over all ω ∈ B, which holds
for various eigenvalue optimization problems of interest.
Outline: We start in the next section with a list of eigenvalue optimization problems
to which our proposed algorithm fits well. In Section 3, the basic results concerning
the analyticity and derivatives of the eigenvalues of a Hermitian matrix-valued func-
tion A(ω) that depends analytically on ω are reviewed. In Section 4, for a general
eigenvalue function, the piece-wise quadratic support functions that are defined as the
minimum of n quadratic functions are derived. In Section 5, it is shown that these
piece-wise quadratic support functions simplify to smooth quadratic support functions
for the extremal eigenvalue functions, as well as for the eigenvalue functions that are
simple for all ω ∈ B. Global lower bounds γ on the second derivatives of an extremal
eigenvalue function are deduced in Section 6. The algorithm based on the quadratic
support functions is presented in Section 7. We establish the global convergence of the
proposed algorithm in Section 8. Finally, comprehensive numerical experiments are
provided in Section 9. The examples indicate the superiority of the algorithm over the
Lipschitz continuity based algorithms, e.g., [24, 40, 45], as well as the level-set based
approaches devised for particular non-convex eigenvalue optimization problems, e.g.,
[20, 32]. The reader who prefers to avoid technicalities at first could glance at the
algorithm in Section 7, then go through Sections 3-6 for the theoretical foundation.
2. Applications.
2.1. Quantities Related to Dynamical Systems. The numerical radius r(A)
of A ∈ Cn×n is the modulus of the outer-most point in its field of values [23], and is
defined by
r(A) := max{|z∗Az| | z ∈ Cn s.t. ‖z‖2 = 1}.
This quantity gives information about the powers of A, e.g.,‖Ak‖ ≤ 2r(A)k, and is
used in the literature to analyze the convergence of iterative methods for the solution
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of linear systems [1, 11]. An eigenvalue optimization characterization is given by [23]:
r(A) = −
[
min
θ∈[0,2pi]
λn (A(θ))
]
, A(θ) := −(Aeiθ +A∗e−iθ)/2.
The H∞-norm is one of the most widely used norms in practice for the descriptor
system
Ex′(t) = Ax(t) +Bu(t), and y(t) = Cx(t) +Du(t),
where u(t) and y(t) are the input and output functions, respectively, and E,A ∈ Cn×n,
B ∈ Cn×m, C ∈ Cp×n, D ∈ Cp×m with m, p ≤ n are the system matrices. The H∞-
norm of the transfer function for this system is defined as
‖H‖∞ := 1
infω∈R σn [H(iω)†]
, H(s) :=
[
C(sE −A)−1B +D] .
Here and elsewhere, σj(·) represents the jth largest singular value, and H(iω)† de-
notes the pseudoinverse of H(iω). Also above, with zero initial conditions for the
descriptor system, the transfer function H(s) reveals the linear relation between the
input and output, as Y (s) = H(s)U(s), with U(s) and Y (s) denoting the Laplace
transformations of u(t) and y(t), respectively. Note that the H∞-norm above is ill-
posed (i.e., the associated operator is unbounded) if the pencil L(λ) = A − λE has
an eigenvalue on the imaginary axis or to the right of the imaginary axis. Therefore,
when the H∞-norm is well-posed, the matrix-valued function A(ω) := H(iω) is ana-
lytic at all ω ∈ R. A relevant quantity is the (continuous) distance to instability from
a matrix A ∈ Cn×n; the eigenvalue optimization characterization for the H∞-norm
with E = B = C = In and D = 0 reduces to that for the distance to instability [47]
from A with respect to the `2-norm.
Paige [39] suggested the distance to uncontrollability, for a given A ∈ Cn×n and
B ∈ Cn×m with m ≤ n, defined by
τ(A,B) := inf
{∥∥[ ∆A ∆B ]∥∥
2
| (A+ ∆A,B + ∆B) is uncontrollable} ,
as a robust measure of controllability. Here, the controllability of a linear control
system (A,B) of the form x′(t) = Ax(t) +Bu(t) means that the function x(t) can be
driven into any state at a particular time by some input u(t), and could be equivalently
characterized as rank
([
A− zI B ]) = n, ∀z ∈ C. Therefore, the eigenvalue
optimization characterization for the distance to uncontrollability takes the form [12]:
τ(A,B) = min
z∈C
σn (A(z)) , A(z) :=
[
A− zI B ] .
2.2. Minimizing the Largest or Maximizing the Smallest Eigenvalues.
In the 18th century, Euler considered the design of the strongest column with a given
volume with respect to the radii of the cross-sections [30, 37]. The problem can be for-
mulated as finding the parameters, representing the radii of cross-sections, maximizing
the smallest eigenvalue of a fourth order differential operator. The analytical solution
of the problem has been considered in several studies in 1970s and in 1980s [2, 33, 35],
which were motivated by the earlier work of Keller and Tadjbakhsh [46]. Later, the
problem is treated numerically [8] by means of the finite-element discretization, giving
rise to the problem
minω∈Rd λ1 (A(ω)) . (2.1)
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The treatment in [8] yields A(ω) := A0 +
∑d
j=1 ωjAj . In this affine setting, the
minimization of the largest eigenvalue is a convex optimization problem (immediate
from Theorem 6.1 below) and received considerable attention [14, 16, 36].
In the general setting, when the dependence of the matrix function A(ω) on
the parameters is not affine, the problem in (2.1) is non-convex. Such non-convex
problems are significant (though they are not studied much excluding a few studies
such as [38] that offer only local analysis) in robust control theory for instance to
ensure robust stability. The dual form that concerns the maximization of the smallest
eigenvalue is of interest in vibroacoustics.
2.3. Minimizing the Sum of the j Largest Eigenvalues. In graph the-
ory, relaxations of the NP-hard partitioning problems lead to eigenvalue optimiza-
tion problems that require the minimization of the sum of the j largest eigenval-
ues. For instance, given a weighted graph with n vertices and nonnegative integers
d1 ≥ d2 ≥ · · · ≥ dj summing up to n, consider finding a partitioning of the graph
such that the `th partition contains exactly d` vertices for ` = 1, . . . , j and the sum
of the weights of the edges within each partition is maximized. The relaxation of this
problem suggested in [10] is of the form
minω∈Rd
j∑
k=1
dkλk (A(ω)) . (2.2)
The problem (2.2) is convex, if A(ω) is an affine function of ω, as in the case considered
by [10], see also [9].
Once again, in general, the minimization of the sum of the j largest eigenvalues
is not a convex optimization problem, and there are a few studies in the literature
that attempted to analyze the problem locally for instance around the points where
the eigenvalues coalesce [44].
3. Background on Perturbation Theory of Eigenvalues. In this section,
we first briefly summarize the analyticity results, mostly borrowed from [41, Chapter
1], related to the eigenvalues of matrix-valued functions. Then, expressions [28] are
provided for the derivatives of Hermitian eigenvalues in terms of eigenvectors and
the derivatives of matrix-valued functions. Finally, we elaborate on the analyticity of
singular value problems as special Hermitian eigenvalue problems.
3.1. Analyticity of Eigenvalues.
3.1.1. Univariate Matrix Functions. For a univariate matrix-valued func-
tion A(ω) that depends on ω analytically, which may or may not be Hermitian, the
characteristic polynomial is of the form
g(ω, λ) := det(λI −A(ω)) = an(ω)λn + · · ·+ a1(ω)λ+ a0(ω),
where a0(ω), . . . , an(ω) are analytic functions of ω. It follows from the Puiseux’ the-
orem (see, e.g., [48, Chapter 2]) that each root λ˜j(ω) such that g(ω, λ˜j(ω)) = 0 has a
Puiseux series of the form
λ˜j(ω) =
∞∑
k=0
ck,jω
k/r, (3.1)
for all small ω, where r is the multiplicity of the root λ˜j(0).
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Now suppose A(ω) is Hermitian for all ω, and let ` be the smallest integer such
that c`,j 6= 0. Then, we have
lim
ω→0+
λ˜j(ω)− λ˜j(0)
ω`/r
= c`,j ,
which implies that c`,j is real, since λ˜j(ω) and ω
`/r are real numbers for each ω.
Furthermore,
lim
ω→0−
λ˜j(ω)− λ˜j(0)
(−ω)`/r = (−1)
`/rc`,j
is real, which implies that (−1)`/r is real, or equivalently that `/r is integer. This
observation reveals that the first nonzero term in the Puiseux series of λ˜j(ω) is an
integer power of ω. The same argument applied to the derivatives of λ˜j(ω) and
the associated Puiseux series indicates that only integer powers of ω can appear in
the Puiseux series (3.1), that is the Puiseux series reduces to a power series. This
establishes that λ˜j(ω) is an analytic function of ω. Indeed, it can also be deduced
that, associated with λ˜1(ω), . . . , λ˜n(ω), there is an orthonormal set {v1(ω), . . . , vn(ω)}
of eigenvectors, where each of v1(ω), . . . , vn(ω) varies analytically with respect to ω
(see [41] for details).
Theorem 3.1 (Rellich). Let A(ω) : R → Cn×n be a Hermitian matrix-valued
function that depends on ω analytically.
(i) The n roots of the characteristic polynomial of A(ω) can be arranged so that
each root λ˜j(ω) for j = 1, . . . , n is an analytic function of ω.
(ii) There exists an eigenvector vj(ω) associated with λ˜j(ω) for j = 1, . . . , n that
satisfies the following:
(1)
(
λ˜j(ω)I −A(ω)
)
vj(ω) = 0, ∀ω ∈ R,
(2) ‖vj(ω)‖2 = 1, ∀ω ∈ R,
(3) v∗j (ω)vk(ω) = 0, ∀ω ∈ R for k 6= j, and
(4) vj(ω) is an analytic function of ω.
3.1.2. Multivariate Matrix Functions. The eigenvalues of a multivariate
matrix-valued function A(ω) : Rd → Cn×n that depends on ω analytically do not
have a power series representation in general even when A(ω) is Hermitian. As an
example, consider
A(ω) =
[
ω1
ω1+ω2
2
ω1+ω2
2 ω2
]
with λ˜1,2(ω) =
ω1 + ω2
2
±
√
ω21 + ω
2
2
2
.
On the other hand, it follows from Theorem 3.1 that, there are underlying eigenvalue
functions λ˜j(ω), j = 1, . . . , n, of A(ω), each of which is analytic along every line in
Rd, when A(ω) is Hermitian. This analyticity property along lines in Rd implies the
existence of the first partial derivatives of λ˜j(ω) everywhere. Expressions for the first
partial derivatives will be derived in the next subsection, indicating their continuity.
As a consequence of the continuity of the first partial derivatives, each λ˜j(ω) must be
differentiable.
Theorem 3.2. Let A(ω) : Rd → Cn×n be a Hermitian matrix-valued function
that depends on ω analytically. Then, the n roots of the characteristic polynomial of
A(ω) can be arranged so that each root λ˜j(ω) is (i) analytic on every line in Rd, and
(ii) differentiable on Rd.
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3.2. Derivatives of Eigenvalues.
3.2.1. First Derivatives of Eigenvalues. Consider a univariate Hermitian
matrix-valued function A(ω) that depends on ω analytically. An analytic eigenvalue
λ˜j(ω) and the associated eigenvector vj(ω) as described in Theorem 3.1 satisfy
A(ω)vj(ω) = λ˜j(ω)vj(ω).
Taking the derivatives of both sides, we obtain
dA(ω)
dω
vj(ω) +A(ω)dvj(ω)
dω
=
dλ˜j(ω)
dω
vj(ω) + λ˜j(ω)
dvj(ω)
dω
. (3.2)
Multiplying both sides by vj(ω)
∗ and using the identities vj(ω)∗A(ω) = vj(ω)∗λ˜j(ω)
as well as vj(ω)
∗vj(ω) = ‖vj(ω)‖22 = 1, we get
dλ˜j(ω)
dω
= vj(ω)
∗ dA(ω)
dω
vj(ω). (3.3)
3.2.2. Second Derivatives of Eigenvalues. By differentiating both sides of
(3.3), it is possible to deduce the formula (the details are omitted for brevity)
d2λ˜j(ω)
dω2
= vj(ω)
∗ d
2A(ω)
dω2
vj(ω) + 2
n∑
k=1,k 6=j
1
λ˜j(ω)− λ˜k(ω)
∣∣∣∣vk(ω)∗ dA(ω)dω vj(ω)
∣∣∣∣2 (3.4)
for the second derivatives assuming that the (algebraic) multiplicity of λ˜j(ω) is one.
If, on the other hand, the eigenvalues repeat at a given ωˆ, specifically when the
(algebraic) multiplicity of λ˜j(ωˆ) is greater than one, the formula (3.4) generalizes as
d2λ˜j(ωˆ)
dω2
= vj(ωˆ)
∗ d
2A(ωˆ)
dω2
vj(ωˆ)+2
n∑
k=1,k 6=j,k/∈α
lim
ω˜→ωˆ
(
1
λ˜j(ω˜)− λ˜k(ω˜)
∣∣∣∣vk(ω˜)∗ dA(ω˜)dω vj(ω˜)
∣∣∣∣2
)
.
(3.5)
Here, α denotes the set of indices of the analytic eigenvalues (specified in Theorem
3.1) that are identical to λ˜j(ω) at all ω.
3.2.3. Derivatives of Eigenvalues for Multivariate Hermitian Matrix
Functions. Let A(ω) : Rd → Cn×n be Hermitian and analytic. It follows from (3.3)
that
∂λ˜j(ω)
∂ωk
= v∗j (ω)
∂A(ω)
∂ωk
vj(ω). (3.6)
Since A(ω) and vj(ω) are analytic with respect to ω` for ` = 1, . . . , n, this im-
plies the continuity, also the analyticity with respect to ω`, of each partial derivative
∂λ˜j(ω)/∂ωk, and hence the existence of ∂
2λ˜j(ω)/(∂ωk∂ω`), everywhere. If the mul-
tiplicity of λ˜j(ω) is one, differentiating both sides of (3.6) with respect to ω` would
yield the following expressions for the second partial derivatives.
∂2λ˜j(ω)
∂ωk ∂ω`
= v∗j (ω)
∂2A(ω)
∂ωk ∂ωl
vj(ω) +
2 · <
 n∑
m=1,m 6=j
1
λ˜j(ω)− λ˜m(ω)
(
vj(ω)
∗ ∂A(ω)
∂ωk
vm(ω)
)(
vm(ω)
∗ ∂A(ω)
∂ω`
vj(ω)
) .
Expressions similar to (3.5) can be obtained for the second partial derivatives when
λ˜j(ω) has multiplicity greater than one.
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3.3. Analyticity of Singular Values. Some of the applications (see Section
2.1) concern the optimization of the jth largest singular value of an analytic matrix-
valued function. The singular value problems are special Hermitian eigenvalue prob-
lems. In particular, denoting the jth largest singular value of an analytic matrix-
valued function B(ω) : Rd → Cn×m (not necessarily Hermitian) by σj(ω), the set of
eigenvalues of the Hermitian matrix-valued function
A(ω) :=
[
0 B(ω)
B(ω)∗ 0
]
,
is {σj(ω),−σj(ω) : j = 1, . . . , n}. In the univariate case σj(ω) is the jth largest of the
2n analytic eigenvalues, λ˜1(ω), . . . , λ˜2n(ω), of A(ω). The multivariate d-dimensional
case is similar, with the exception that each eigenvalue λ˜j(ω) is differentiable and
analytic along every line in Rd. Let us focus on the univariate case throughout the
rest of this section. Extensions to the multi-variate case are similar to the previous
sections. Suppose vj(ω) :=
[
uj(ω)
wj(ω)
]
, with uj(ω) ∈ Cn, wj(ω) ∈ Cm, is the analytic
eigenvector function as specified in Theorem 3.1 of A(ω) associated with λ˜j(ω), that
is [
0 B(ω)
B(ω)∗ 0
] [
uj(ω)
wj(ω)
]
= λ˜j(ω)
[
uj(ω)
wj(ω)
]
.
The above equation implies
B(ω)wj(ω) = λ˜j(ω)uj(ω) and B(ω)∗uj(ω) = λ˜j(ω)wj(ω). (3.7)
In other words, uj(ω), wj(ω) are analytic, and consist of a pair of consistent left and
right singular vectors associated with λ˜j(ω). To summarize, in the univariate case,
λ˜j(ω) can be considered as a signed analytic singular value of B(ω), and there is a
consistent pair of analytic left and right singular vector functions, uj(ω) and wj(ω),
respectively.
Next, in the univariate case, we derive expressions for the first derivative of λ˜j(ω),
in terms of the corresponding left and right singular vectors. It follows from the
singular value equations (3.7) above that ‖uj(ω)‖ = ‖wj(ω)‖ = 1/
√
2 (if λ˜j(ω) = 0,
this equality follows from analyticity). Now, the application of the expression (3.3)
yields
dλ˜j(ω)
dω
=
[
uj(ω)
∗ wj(ω)∗
] [ 0 dB(ω)/dω
dB(ω)∗/dω 0
] [
uj(ω)
wj(ω)
]
,
=uj(ω)
∗ dB(ω)
dω
wj(ω) + wj(ω)
∗ dB(ω)∗
dω
uj(ω),
= 2 · <
(
uj(ω)
∗ dB(ω)
dω
wj(ω)
)
.
In terms of the unit left and right singular vectors uˆj(ω) :=
√
2 · uj(ω) and wˆj(ω) :=√
2 · wj(ω), respectively, associated with λ˜j(ω), we obtain
dλ˜j(ω)
dω
= <
(
uˆj(ω)
∗ dB(ω)
dω
wˆj(ω)
)
. (3.8)
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Notation: Throughout the rest of the text, we denote the eigenvalues of A(ω)
that are analytic in the univariate case (stated in Theorem 3.1), and differentiable
and analytic along every line in the multivariate case (stated in Theorem 3.2) with
λ˜1(ω), . . . , λ˜n(ω). On the other hand, λj(ω) or λj(A(ω)) denotes the jth largest
eigenvalue, and σj(ω) or σj(A(ω)) denotes the jth largest singular value of A(ω).
4. Piece-wise Quadratic Support Functions. Let λ˜1, . . . , λ˜n : Rd → R be
eigenvalue functions of a Hermitian matrix-valued function A(ω) that are analytic
along every line in Rd and differentiable on Rd, and let B ⊂ Rd be the box defined by
B := B
(
ω
(l)
1 , ω
(u)
1 , . . . , ω
(l)
d , ω
(u)
d
)
:=
{
ω ∈ Rd | ωj ∈
[
ω
(l)
j , ω
(u)
j
]
for j = 1, . . . , d
}
.
(4.1)
Consider the closed and connected subsets P1, . . . ,Pq of B, with q as small as possible,
such that ∪qk=1Pk = B, and Pk ∩ P` = ∂Pk ∩ ∂P` for each k and `, and such that
in the interior of Pk none of the eigenvalue functions λ˜1, . . . , λ˜n intersect each other.
Define λ : B → R as follows:
λ(ω) := f
(
λ˜sk1(ω), . . . , λ˜skj (ω)
)
for all ω ∈ int (Pk) (4.2)
where f is analytic, and sk = [ sk1 . . . skj ]
T ∈ Zj+ is a vector of indices such that
λ˜ski(ω) = λ˜s`i(ω) for i = 1, . . . , j,
and for all ω ∈ ∂Pk∩∂P` in order to ensure the continuity of λ(ω) on B. The extremal
eigenvalue function λ(ω) =
∑j
k=1 dkλk(ω) fits into the framework.
We derive a piece-wise quadratic support function qk(ω) about a given point ωk ∈
B bounding λ(ω) from below for all ω ∈ B, and such that qk(ωk) = λ(ωk). Let us focus
on the direction p := (ω− ωk)/‖ω− ωk‖, the univariate function φ(α) := λ(ωk +αp),
and the analytic univariate functions φ˜j(α) := λ˜j(ωk + αp) for j = 1, . . . , n. Also, let
us denote the isolated points in the interval [0, ‖ω − ωk‖], where two distinct functions
among φ˜1(α), . . . , φ˜n(α) intersect each other by α
(1), . . . , α(m). At these points, φ(α)
may not be differentiable. We have
λ(ω) = λ(ωk) +
m∑
`=0
∫ α(`+1)
α(`)
φ′(t)dt, (4.3)
where α(0) := 0 and α(m+1) := ‖ω − ωk‖. Due to the existence of the second partial
derivatives of λ˜j(ω) (since the expression (3.6) implies the analyticity of the first
partial derivatives with respect to each parameter disjointly), there exists a constant
γ that satisfies
λmin
(
∇2λ˜j(ω)
)
≥ γ, for all ω ∈ B, j = 1, . . . , n. (4.4)
Furthermore, φ˜′′j (α) = p
T ∇2λ˜j(ωk + αp) p ≥ λmin
(
∇2λ˜j(ωk + αp)
)
≥ γ for all
α ∈ [0, ‖ω − ωk‖]. Thus, applying the mean value theorem to the analytic functions
φ˜′j(α) for j = 1, . . . , n and since φ
′(t) ≥ minj=1,...,nφ˜′j(t), we obtain
φ′(t) ≥ minj=1,...,nφ˜′j(0) + γt.
By substituting the last inequality in (4.3), integrating the right-hand side of (4.3),
and using φ˜′j(0) = ∇λ˜j(ωk)T p (since λ˜j is differentiable), we arrive at the following:
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Theorem 4.1. Suppose A(ω) : Rd → Cn×n is an analytic and Hermitian matrix-
valued function, the eigenvalue function λ(ω) is defined as in (4.2) in terms of the
eigenvalues λ˜1(ω), . . . , λ˜n(ω) of A(ω) that are differentiable and analytic on every line
in Rd, and γ is a lower bound as in (4.4). Then the following inequality holds for all
ω ∈ B:
λ(ω) ≥
[
qk(ω) := λ(ωk) +
(
minj=1,...,n∇λ˜j(ωk)T (ω − ωk)
)
+
γ
2
‖ω − ωk‖2
]
.
(4.5)
5. Simplified Piece-wise Quadratic Support Functions.
5.1. Support Functions under Generic Simplicity. In various instances, the
eigenvalue functions λ˜1, . . . , λ˜n do not intersect each other at any ω ∈ B generically.
In such cases, for some j, we have λ(ω) = λ˜j(ω) for all ω ∈ B, therefore λ(ω) is
analytic in the univariate case and analytic along every line in the multivariate case.
For instance, the singular values of the matrix function A(ω) := C(ωiI −A)−1B +D
involved in the definition of the H∞-norm do not coalesce at any ω ∈ R on a dense
subset of the set of quadruples (A,B,C,D). Similar remarks apply to all of the specific
eigenvalue optimization problems in Section 2.1.
Under the generic simplicity assumption, the piece-wise quadratic support func-
tion (4.5) simplifies to
qk(ω) = λ(ωk) +∇λ(ωk)T (ω − ωk) + γ
2
‖ω − ωk‖2. (5.1)
Here, γ is a lower bound on λmin
(∇2λ(ω)) for all ω ∈ B. In many cases, it may be
possible to obtain a rough lower bound γ numerically by means of the expressions
for the second derivatives in Sections 3.2.2 and 3.2.3, and exploiting the Lipschitz
continuity of the eigenvalue λ(ω) and other eigenvalues.
5.2. Support Functions for Extremal Eigenvalues. Consider the extremal
eigenvalue function
λ(ω) =
j∑
k=1
dkλk(ω) (5.2)
for given real numbers d1 ≥ d2 ≥ · · · ≥ dj ≥ 0. A special case when d1, d2, . . . dj are
integers is discussed in Section 2.3. When d1 = 1, d2 = · · · = dj = 0, this reduces to
the maximal eigenvalue function λ(ω) = λ1(ω) in Section 2.2.
For simplicity, let us suppose that λ(ω) is differentiable at ωk, about which we
derive a support function below. This is generically the case. In the unlikely case
of two eigenvalues coalescing at ωk, the non-differentiability is isolated at this point.
Therefore, λ(ω) is differentiable at all nearby points. For a fixed ω ∈ B, as in the
previous section, define φ : R → R, φ(α) := λ(ωk + αp) for p = (ω − ωk)/‖ω − ωk‖.
Denote the points α ∈ (0, ‖ω−ωk‖] where either one of λ1(ωk +αp), . . . , λj(ωk +αp)
is not simple by α(1), . . . , α(m) in increasing order. These are the points where φ(α)
is possibly not analytic. At any α ∈ (0, ‖ω − ωk‖), by φ+,α we refer to the analytic
function satisfying φ+,α(α˜) = φ(α˜) for all α˜ > α sufficiently close to α. Similarly, φ−,α
refers to the analytic function satisfying φ−,α(α˜) = φ(α˜) for all α˜ < α sufficiently
close to α. Furthermore, φ′+(α) and φ
′
−(α) represent the right-hand and left-hand
derivatives of φ(α), respectively.
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Lemma 5.1. The following relation holds for all α ∈ (0, ‖ω−ωk‖): (i) φ+,α(α˜) ≥
φ−,α(α˜) for all α˜ > α sufficiently close to α; (ii) consequently φ′+(α) ≥ φ′−(α).
Proof. The functions φ−,α(α˜) and φ+,α(α˜) are of the form
φ−,α(α˜) =
j∑
k=1
dkλ˜nk(ωk + α˜p) and φ+,α(α˜) =
j∑
k=1
dkλk(ωk + α˜p) (5.3)
for some indices n1, . . . , nj and for all α˜ > α sufficiently close to α. In (5.3), the
latter equality follows from φ+,α(α˜) = φ(α˜) = λ(ωk + α˜p) for all α˜ > α sufficiently
close to α by definition. The former equality is due to φ−,α(α˜) = φ(α˜) = λ(ωk + α˜p)
for all α˜ < α sufficiently close to α implying φ−,α(α˜) is a weighted sum of j of the
analytic eigenvalues λ˜1(ωk+α˜p), . . . , λ˜n(ωk+α˜p) with weights d1, . . . , dj . We rephrase
the inequality φ+,α(α˜) ≥ φ−,α(α˜) as φ+,α(α˜) − φ−,α(α˜) =
∑j
k=1 dk · ak ≥ 0, where
ak = λk(ωk + α˜p)− λ˜nk(ωk + α˜p), where k = 1, . . . , j.
Note that
∑q
k=1 ak ≥ 0 for each q = 1, . . . , j since λ1(ωk + α˜p), . . . , λq(ωk + α˜p)
are the largest q eigenvalues. In particular, their sum cannot be less than the sum of
λ˜n1(ωk + α˜p), . . . , λ˜nq (ωk + α˜p). Therefore,
j∑
k=1
dk · ak = dj
j∑
k=1
ak + (dj−1 − dj)
j−1∑
k=1
ak + (dj−2 − dj−1)
j−2∑
k=1
ak + . . .
+(d1 − d2)a1,
≥ 0,
since d1 ≥ d2 ≥ . . . ≥ dj ≥ 0.
Part (ii) is immediate from part (i) due to φ′+(α) = φ
′
+,α(α) ≥ φ′−,α(α) = φ′−(α),
where the inequality follows from an application of the Taylor’s theorem to φ+,α(α˜)
and φ−,α(α˜) for α˜ > α and around α.
Theorem 5.2. Let ωk ∈ Rd be such that all of the eigenvalues λ1(ωk), . . . , λj(ωk)
are simple, and let γ satisfy λmin
(∇2λ(ω)) ≥ γ for all ω ∈ B such that λ(ω) is simple.
Then, the following inequality holds for the extreme eigenvalue function λ(ω) given by
(5.2) and for all ω ∈ B:
λ(ω) ≥ qk(ω) := λ(ωk) +∇λ(ωk)T (ω − ωk) + γ
2
‖ω − ωk‖2.
Proof. It follows from the Taylor’s theorem that, for each k = 0, . . . ,m and α
that belongs to the closure of (α(k), α(k+1)) (here we define α(0) = 0 and α(m+1) =
‖ω − ωk‖), we have
φ(α) = φ(α(k)) + φ′+(α
(k))(α− α(k)) + φ
′′(η)
2
(α− α(k))2,
where η ∈ (α(k), α). By observing φ′′(η) = pT∇2λ(ωk+ηp)p ≥ λmin
[∇2(λ(ωk + ηp))] ≥
γ, we deduce
φ(α) ≥ φ(α(k)) + φ′+(α(k))(α− α(k)) +
γ
2
(α− α(k))2, (5.4)
and by differentiating we also deduce
φ′−(α) ≥ φ′+(α(k)) + γ(α− α(k)). (5.5)
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Next, we prove the inequalities
φ(α(`)) ≥ φ(α(0)) + φ′+(α(0))(α(`) − α(0)) +
γ
2
(α(`) − α(0))2, (5.6)
φ′−(α
(`)) ≥ φ′+(α(0)) + γ(α(`) − α(0)), (5.7)
for each ` = 1, 2, . . . ,m + 1 by induction. The inequalities (5.6) and (5.7) for ` = 1
hold by applications of equations (5.4) and (5.5) with α = α(1), α(k) = α(0). Let us
suppose that the inequalities indeed hold for ` = 2, . . . , k as the inductive hypothesis.
Now, by another application of (5.5) and since φ′+(α
(k)) ≥ φ′−(α(k)) (see Lemma 5.1),
we obtain
φ′−(α
(k+1)) ≥ φ′+(α(k)) + γ(α(k+1) − α(k)),
≥ φ′−(α(k)) + γ(α(k+1) − α(k)),
≥
[
φ′+(α
(0)) + γ(α(k) − α(0))
]
+ γ(α(k+1) − α(k)),
= φ′+(α
(0)) + γ(α(k+1) − α(0)),
where we use the inductive hypothesis with ` = k in the third inequality. Furthermore,
by (5.4), the inequality φ′+(α
(k)) ≥ φ′−(α(k)), and exploiting the inductive hypothesis
with ` = k, we end up with
φ(α(k+1)) ≥ φ(α(k)) + φ′+(α(k))(α(k+1) − α(k)) +
γ
2
(α(k+1) − α(k))2,
≥ φ(α(k)) + φ′−(α(k))(α(k+1) − α(k)) +
γ
2
(α(k+1) − α(k))2,
=
[
φ(α(0)) + φ′+(α
(0))(α(k) − α(0)) + γ
2
(α(k) − α(0))2
]
+
[
φ′+(α
(0)) + γ(α(k) − α(0))
]
(α(k+1) − α(k)) + γ
2
(α(k+1) − α(k))2,
= φ(α(0)) + φ′+(α
(0))(α(k+1) − α(0)) + γ
2
(α(k+1) − α(0))2,
proving the validity of (5.6) and (5.7) for each ` = 1, . . . ,m+ 1.
The inequality (5.6) with ` = m+ 1 yields
φ(α(m+1)) ≥ φ(α(0)) + φ′+(α(0))(α(m+1) − α(0)) +
γ
2
(α(m+1) − α(0))2,
from which the result follows by noting φ(α(m+1)) = λ(ω), φ(α(0)) = λ(ωk), φ
′
+(α
(0)) =
∇λ(ωk)T p, and (α(m+1) − α(0)) = ‖ω − ωk‖.
A lower bound γ as stated in Theorem 5.2 can be deduced analytically in various
cases. This is discussed next.
6. Lower Bound γ for the Extremal Eigenvalue Functions. The quadratic
support functions discussed so far rely on the lower bound γ. Such bounds can be
derived analytically for the extremal eigenvalue function (5.2) with d1 ≥ d2 ≥ · · · ≥
dj ≥ 0 in various cases.
Theorem 6.1. Suppose A(ω) : Rd → Cn×n is analytic and Hermitian at all
ω ∈ Rd. Then, λ(ω) defined as in (5.2) satisfies
λmin
(∇2λ(ω)) ≥ ( j∑
k=1
dk
)
· λmin
(∇2A(ω))
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for each ω such that λ1(ω), . . . , λj(ω) are simple, where ∇2A(ω) ∈ Cnd×nd is given
by
∇2A(ω) =

∂2A(ω)
∂ω21
∂2A(ω)
∂ω1∂ω2
. . . ∂
2A(ω)
∂ω1∂ωd
∂2A(ω)
∂ω2∂ω1
∂2A(ω)
∂ω22
. . . ∂
2A(ω)
∂ω2∂ωd
. . .
∂2A(ω)
∂ωd∂ω1
∂2A(ω)
∂ωdω2
. . . ∂
2A(ω)
∂ω2d
 .
Proof. First observe that, by the formulas in Section 3.2.3, we obtain
∂2λ(ω)
∂ω` ∂ωi
=
j∑
k=1
dk ·
(
vk(ω)
∗ ∂
2A(ω)
∂ω` ∂ωi
vk(ω)
)
+
2 · <
[
j∑
k=1
(
n∑
m=k+1
dk − dm
λk(ω)− λm(ω)
(
vk(ω)
∗ ∂A(ω)
∂ω`
vm(ω)
)(
vm(ω)
∗ ∂A(ω)
∂ωi
vk(ω)
))]
,
where we define dj+1 = · · · = dn = 0. As for the Hessian, this yields
∇2λ(ω) =
j∑
k=1
dkH(k)(ω) + 2 ·
j∑
k=1
n∑
m=k+1
dk − dm
λk(ω)− λm(ω)<
(
H(k,m)(ω)
)
, (6.1)
where H(k)(ω),H(k,m)(ω) ∈ Rd×d are such that the (`, i) entries of H(k)(ω) and
H(k,m)(ω) are given by
vk(ω)
∗ ∂
2A(ω)
∂ω` ∂ωi
vk(ω) and
(
vk(ω)
∗ ∂A(ω)
∂ω`
vm(ω)
)(
vm(ω)
∗ ∂A(ω)
∂ωi
vk(ω)
)
,
respectively. Furthermore, it can easily be verified that H(k,m)(ω) is positive semi-
definite for each k and m. Indeed, denoting h
(k,m)
i := vm(ω)
∗(∂A(ω)/∂ωi)vk(ω), for
each u ∈ Cd, observe that
uTH(k,m)(ω)u =
∣∣∣∣∣
d∑
i=1
uih
(k,m)
i
∣∣∣∣∣
2
≥ 0.
This in turn implies that < (H(k,m)(ω)) is positive semi-definite, i.e., sinceH(k,m)(ω) =
< (H(k,m)(ω))+i= (H(k,m)(ω)), for all u ∈ Rd we have uT< (H(k,m)(ω))u = uTH(k,m)(ω)u
≥ 0. Consequently, it follows from (6.1) that
λmin
(∇2λ(ω)) ≥ λmin( j∑
k=1
dkH(k)(ω)
)
≥
j∑
k=1
dkλmin
(
H(k)(ω)
)
,
≥
j∑
k=1
dkλmin
(∇2A(ω)) .
To see the last inequality, note that H(k)(ω) = [Id ⊗ vk(ω)∗] · ∇2A(ω) · [Id ⊗ vk(ω)],
where ⊗ denotes the Kronecker product, and therefore for some v(ω) ∈ Cd of unit
length
λmin
(
H(k)(ω)
)
= v(ω)∗ · H(k)(ω) · v(ω) = [v(ω)∗ ⊗ vk(ω)∗] · ∇2A(ω) · [v(ω)⊗ vk(ω)]
≥ λmin
(∇2A(ω)) .
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There are various instances when the theorem above reveals an immediate lower
bound γ on λmin
(∇2λ(ω)) over all ω ∈ B. A particular instance is given by the
corollary below when A(ω) is a quadratic function of ω.
Corollary 6.2. Suppose that A(ω) : Rd → Cn×n is of the form
A(ω) = A0 +
d∑
`=1
ω`A` +
1
2
d∑
`=1
d∑
i=1
ω` ωiA`i
where A` and A`i are Hermitian and A`i = Ai`. Then λ(ω) defined as in (5.2) satisfies
λmin
(∇2λ(ω)) ≥ ( j∑
k=1
dk
)
· λmin


A11 A12 . . . A1d
A21 A22 . . . A2d
. . .
Ad1 Ad2 . . . Add


for each ω such that λ1(ω), . . . , λj(ω) are simple.
7. The Algorithm. We consider the minimization of an eigenvalue function
λ : B → R formally defined in Section 4 over a box B ⊂ Rd. We will utilize the
quadratic function given by (5.1) under the assumption that this is indeed a support
function. This is certainly the case for λ(ω) =
∑j
k=1 dkλk(ω) with weights dk such
that d1 ≥ d2 ≥ · · · ≥ dj ≥ 0 as discussed in Section 5.2 (specifically see Theorem 5.2),
and generically the case for all eigenvalue or singular value functions that arise from
various applications in Section 2.1, since these eigenvalue and singular value functions
are simple at all ω ∈ B generically, as discussed in Section 5.1. Thus the algorithm is
applicable to all of the problems in Section 2.
The algorithm starts by constructing a support function q0 about an arbitrary
point ω0 ∈ B. The next step is to find the global minimizer ω1 of q0 in B, and to
construct the quadratic support function q1 about ω1. In general, suppose there are
s+1 support functions q0, q1, . . . , qs about the points ω0, ω1, . . . , ωs. A new quadratic
support function qs+1 is constructed about ωs+1, which is a global minimizer of
qs(ω) = max
k=0,...,s
qk(ω). (7.1)
The details of the algorithm are formally presented in Algorithm 1. In the algo-
rithm, the computationally challenging task is the determination of a global minimizer
of qs defined by (7.1). For this purpose, we partition the box B into regionsR0, . . . ,Rs
such that the quadratic function qk takes the largest value inside the region Rk (see
Figure 7.1). Therefore, the minimization of qs over the region Rk is equivalent to the
minimization of qk over the same region. This problem can be posed as the following
quadratic programming problem:
minimizeω∈Rd qk(ω)
subject to qk(ω) ≥ q`(ω), ` 6= k,
ωj ∈ [ω(l)j , ω(u)j ], j = 1, . . . , d
(7.2)
Here, we remark that the seemingly quadratic inequalities qk(ω) ≥ q`(ω) are in fact
linear since the quadratic terms cancel out. The feasibility of the algorithm largely
Optimization of Hermitian Eigenvalues 15
Algorithm 1 Support-based Eigenvalue Optimization
Require: A box B ⊂ Rd and an eigenvalue function λ : B → R satisfying either
the generic simplicity assumption or of the form λ(ω) =
∑j
k=1 dkλk(ω) with
d1 ≥ · · · ≥ dj ≥ 0
1: Pick an arbitrary ω0 ∈ B.
2: u1 ← λ(ω0); ωbest← ω0.
3: q0(ω) := q0(ω) := λ(ω0) +∇λ(ω0)T (ω − ω0) + (γ/2)‖ω − ω0‖2.
4: ω1 ← arg minω∈B q0(ω); l1 ← q0(ω1).
5: if λ(ω1) < u1 then
6: u1 ← λ(ω1); ωbest← ω1.
7: end if
8: s← 1.
9: While us − ls >  do
10: loop
11: qs(ω) := λ(ωs) +∇λ(ωs)T (ω − ωs) + (γ/2)‖ω − ωs‖2.
12: qs(ω) := maxk=0,...,s{qk(ω)}.
13: ωs+1 ← arg minω∈B qs(ω); ls+1 ← qs(ωs+1).
14: if λ(ωs+1) < us then
15: us+1 ← λ(ωs+1); ωbest← ωs+1.
16: else
17: us+1 ← us.
18: end if
19: s← s+ 1.
20: end loop
21: Output: ls, us, ωbest.
relies on the efficiency with which we can solve subproblems (7.2). These subproblems
are non-convex whenever γ < 0. However, since they involve the optimization of a
concave function over a polytope, the solution for each subproblem must be attained
at one of the vertices of the polytope.
Breiman and Cutler introduced the notion of quadratic support functions of the
form (5.1) for global optimization [4]1. They described how the subproblems of the
form (7.2) can be solved efficiently. At each iteration, when a new quadratic support
function is added, a new polytope is introduced associated with it, and some points
- call these dead vertices - that used to be vertices of some polytope are no longer
vertices (i.e., they now lie strictly inside the new polytope). A vertex v is dead after the
introduction of qs+1(ω) if and only if qs+1(ω) > qs(ω). Breiman and Cutler observed
that these dead vertices form a connected graph. Therefore, they can be identified
efficiently. Furthermore, a new vertex v (on the boundary of the new polytope)
appears between a dead vertex vd and each vertex va - each existing vertex that is
still a vertex after the addition of qs+1(ω) and adjacent to vd - given by the formula
v =
[
qs+1(va)− qs(va)
(qs+1(va)− qs(va))− (qs+1(vd)− qs(vd))
]
vd +[
1− qs+1(va)− qs(va)
(qs+1(va)− qs(va))− (qs+1(vd)− qs(vd))
]
va.
1We are grateful to an anonymous referee who pointed us to this reference.
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Fig. 7.1. To minimize the piece-wise quadratic function qs over the box B, the box is split
into regions Rk, k = 0, . . . , s such that qk is the largest inside the region Rk. Above, a possible
partitioning with s = 4 is illustrated in the 2-dimensional case.
These new vertices, possibly with the addition of some of the vertices where only box
constraints are active, form the set of vertices for the new polytope. The edges for the
new polytope can be determined by the common active constraints of its vertices; two
vertices are adjacent if and only if there are d− 1 active constraints common to these
vertices. All these observations accompanied by appropriate data structures (e.g., a
heap of vertices indexed based on the values of qs after the formation of qs and an
adjacency list for each vertex) lead to an efficient algorithm when the dimension d is
small. We refer to [4] for further details.
Algorithm 1 could be based on the more general piece-wise quadratic support
functions (4.5) by adjusting lines 3 and 11 accordingly. This would make the algorithm
applicable for the optimization of more general eigenvalue functions, i.e., those that
do not involve the sum of the largest eigenvalues and violating generic simplicity
everywhere. Subproblems analogous to (7.2) could be devised, however, their solutions
appear prohibitively expensive.
8. Convergence Analysis. In this section, we analyze the convergence of Al-
gorithm 1 - in the general setting when the support functions (4.5) are used on lines
3 and 11 - for the following optimization problem:
(P) λ∗ := min
ω∈B
λ(ω).
Recall that the algorithm starts off by picking an arbitrary point ω0 ∈ B. At iteration
s, the algorithm picks ωs+1 to be a global minimizer of qs(x) over B, where qs(ω) is
the maximum of the functions qk(ω) constructed at the points ωk, k = 0, . . . , s in B.
Note that {ls} is a non-decreasing sequence of lower bounds on λ∗, while {us} is a
non-increasing sequence of upper bounds on λ∗.
We require that λ : B → R be a continuous and piece-wise function defined in
terms of the differentiable functions λ˜j : Rd → R, j = 1, . . . , n as described in Section
4. The differentiability of each λ˜j on Rd implies the boundedness of ‖∇λ˜j(x)‖ on B.
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Consequently, we define
µ := max
j=1,...,n
max
ω∈B
‖∇λ˜j(ω)‖.
We furthermore require each piece λ˜j to be analytic along every line in Rd, and exploit
the existence of a scalar γ that satisfies (4.4). Our convergence analysis depends on
the scalars µ and γ. We now establish the convergence of Algorithm 1 to a global
minimizer of (P).
Theorem 8.1. Let {ωs} be the sequence of iterates generated by Algorithm 1, in
the general case when the support functions (4.5) are used on lines 3 and 11. (i) Every
limit point of this sequence is a global minimizer of the problem (P). (ii) Furthermore
lims→∞ us = lims→∞ ls = λ∗.
Proof. Since B is a bounded subset of Rd, it follows that the sequence {ωs}
has at least one limit point ω∗ ∈ B. By passing to a subsequence if necessary, we
may assume that {ωs} itself is a convergent sequence. Let l∗ denote the limit of the
bounded nondecreasing sequence {ls}. Since ls ≤ λ∗ ≤ λ(ωs) for each s ≥ 0, it suffices
to show that l∗ = λ(ω∗).
Suppose, for a contradiction, that there exists a real number δ > 0 such that
λ(ω∗) ≥ l∗ + δ. (8.1)
By the continuity of λ, there exists s1 ∈ N such that
λ(ωs) ≥ l∗ + δ
2
, for all s ≥ s1. (8.2)
Since ω∗ is the limit of the sequence {ωs}, there exists s2 ∈ N such that
‖ωs′ − ωs′′‖ < min
{√
δ
6|γ| ,
δ
12µ
}
, for all s′ ≥ s′′ ≥ s2, (8.3)
where we define 1/µ := +∞ if µ = 0, and 1/|γ| := +∞ if γ = 0. Let s∗ = max{s1, s2}.
For each s ≥ s∗, it follows from the definition of the functions qs(ω) that
qs(ωs+1) ≥ qs∗(ωs+1),
≥ qs∗(ωs+1),
= λ(ωs∗) +∇λ˜j∗(ωs∗)T (ωs+1 − ωs∗) +
γ
2
‖ωs+1 − ωs∗‖2.
where j∗ ∈ {1, . . . , n} is the index of the function that determines the value of
qs∗(ws+1) (see (4.5)). Now, by applying the Cauchy-Schwarz and triangle inequalities,
and then using the inequalities (8.2) and (8.3), we arrive at
qs(ωs+1) ≥ λ(ωs∗)− ‖∇λ˜j∗(x∗)‖‖ωs+1 − ωs∗‖ −
|γ|
2
‖ωs+1 − ωs∗‖2,
≥
(
l∗ +
δ
2
)
−
(
µ · δ
12µ
)
−
( |γ|
2
· δ
6|γ|
)
,
= l∗ +
δ
3
.
Using the definition ls+1 = qs(ωs+1), it follows that
ls+1 ≥ l∗ + δ
3
, for all s ≥ s∗.
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Since δ > 0, this contradicts our assumption that l∗ is the limit of the non-decreasing
sequence {ls}. Therefore, we have λ(ω∗) < l∗ + δ for all δ > 0, or equivalently
λ(ω∗) ≤ l∗. Since ls ≤ λ(ω) for all s ∈ N and ω ∈ B, it follows that l∗ ≤ λ(ω∗),
which establishes that λ(ω∗) = l∗ ≤ λ(ω) for all ω ∈ B. Therefore, ω∗ is a global
minimizer of (P). Moreover, lims→∞ ls = λ∗. The sequence {us} must also converge
to λ∗, which can be deduced by observing λ∗ ≤ us ≤ λ(ωs) for each s ∈ N and taking
the limit as s → ∞. The proof of assertion (i) is completed by repeating the same
argument for any other limit point of the sequence {ωs}.
Assertion (ii) can be concluded by noting that the monotone, bounded sequences
{ls} and {us} must converge, and they have subsequences converging to λ∗.
9. Numerical Experiments. We compare Algorithm 1 with the following al-
gorithms:
(1) a brute force approach;
(2) the Piyavskii-Shubert algorithm [40, 45] (only one-dimensional case);
(3) DIRECT method [24];
(4) the specialized level-set based algorithms whenever possible.
The brute force approach (1) splits the box B into sub-boxes of equal side-lengths
and the eigenvalue function is computed at the corners of the sub-boxes. Algorithms
(2) and (3) are global optimization techniques based on Lipschitz continuity of the
function. The latter method (3) benefits from several Lipschitz constant estimates
simultaneously, while the former one (2) utilizes a global Lipschitz constant. Algo-
rithms that fall into the category (4) are level-set based approaches. They typically
converge fast, but each iteration is costly. Each of the algorithms in (4) is devised
for a particular eigenvalue optimization problem.
Example 1 (Numerical Radius): This one-dimensional example concerns the cal-
culation of the numerical radius (defined and motivated in Section 2.1) of an n × n
matrix A. The matrix-valued function involved is A(θ) = −(Aeiθ + A∗e−iθ)/2 and
λn(θ) := λn(A(θ)) is sought to be minimized over all θ ∈ [0, 2pi]. The numerical radius
of A corresponds to the negative of this globally minimal value of λn(θ). Here, we
assume that the generic analyticity holds, that is the eigenvalue λn(θ) is simple for
all θ. The derivative
dλn(θ)
dθ
= = (v∗n(θ)Aeiθvn(θ)) (9.1)
can be deduced from (3.3). We numerically observe that typically λ′′n(θ) ≥ −2‖A‖
holds for all θ, and set γ = −2‖A‖. We specifically focus on matrices
An = Pn − (n/20) · iRn
of various sizes, where Pn is an n × n matrix obtained from a finite difference dis-
cretization of the Poisson operator, and Rn is a random n × n matrix with entries
selected from a normal distribution with zero mean and unit variance. This is a
carefully chosen challenging example, as λn(θ) has many local minima (see Figure
9.1).
In Table 9.1, the function evaluations of algorithms (1)-(3) are given along with
the function evaluations of Algorithm 1 for the matrix An with n = 400 and with
respect to absolute accuracy. Algorithm 1 - called eigopt in the table - converges
linearly; this is evident from about fixed number of function evaluations required for
every two-decimal-digit accuracy. All other algorithms, including DIRECT method,
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converge sublinearly. The computed global minimizer is marked (with an asterisk) on
a plot of λn(θ) with respect to θ ∈ [0, 2pi] in Figure 9.1 on the left. In the same figure
on the right, the first five quadratic support functions formed are shown for the same
example. The level-set based algorithm (4) for the numerical radius [32] requires the
solutions of eigenvalue problems twice the size of A(θ). It is not included in Table
9.1, because these larger eigenvalue problems dominate the computation time rather
than the calculation of λn(θ). Instead we compare the CPU times (in seconds) of
Algorithm 1 and this specialized algorithm on Poisson matrices An of various sizes n
in Table 9.2. Algorithm 1 is run to retrieve the results with at least 10-decimal-digit
accuracy. The table displays the superiority of the running times of Algorithm 1 as
compared to those of the level-set approach.
 10−2 10−4 10−6 10−8 10−10 10−12
eigopt 46 59 69 79 89 98
brute force 881 8812 88125 881249 8815191 86070462
Piyavskii-Shubert 1907 18817 – – – –
DIRECT 25 51 61 105 245 597
Table 9.1
Number of function evaluations by various algorithms to compute the numerical radius of the
400× 400 Poisson example (Example 1) with respect to absolute accuracy . Note that eigopt makes
use of the derivatives in addition to the eigenvalues evaluated. However, their derivatives come
essentially at no cost once the eigenvalues are evaluated.
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Fig. 9.1. On the left, the plot of λn(A(θ)) for the 400×400 Poisson example (Example 1) with
respect to θ; On the right, the plot of λn(A(θ)) together with the first five quadratic support functions
qj , j = 0, . . . , 4 formed. In both figures, the asterisk represents the global minimizer, the squares on
the right mark the iterates of the algorithm around which the support functions are constructed.
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n 400 900 1600 2500 3600
eigopt 14 103 328 1079 2788
level-set 17 181 1477 – –
Table 9.2
CPU times (in seconds) required by Algorithm 1 (eigopt) and the specialized level-set approach
in [32] to compute the numerical radius of Poisson matrices of varying size n.
Example 2 (Distance to Uncontrollability): Next, we consider the distance to
uncontrollability defined and motivated in Section 2.1. Here, for a given linear system
x′(t) = Ax(t)+Bu(t), where A ∈ Cn×n, B ∈ Cn×m are such that n ≥ m, the smallest
singular value of A(z) = [ A− zI B ] is sought to be minimized over z ∈ C. We
again assume generic simplicity, that is the multiplicity of σn(z) := σn (A(z)) is one
for all z. This property holds on a dense subset of all pairs (A,B). In this case,
expressions for the gradient is given by (3.8). In particular, denoting a consistent pair
of unit left and right singular vectors associated with σn(z) by un(z) ∈ Cn, vn(z) =[
v˜n(z)
vˆn(z)
]
∈ Cn+m where v˜n(z) ∈ Cn, vˆn(z) ∈ Cm, we have
∇σn(z) =
(
∂σn(z)
∂<z ,
∂σn(z)
∂=z
)
= ( −< (u∗n(z)v˜n(z)) , = (u∗n(z)v˜n(z)) ) .
Furthermore, γ = −4 appears to be a good lower bound for λmin
(∇2σn(z)) numeri-
cally. We perform tests on linear systems (A,B) arising from a discretization of the
heat equation, taken from the SLICOT library, see [25, Example 3.2]. The matrix A
is real, symmetric, tridiagonal, and n× n, whereas B is real and n× 1.
In Table 9.3, the number of function evaluations required by global optimization
algorithms for Lipschitz continuous functions, and Algorithm 1 are presented when
the order of the system satisfies n = 30. The Piyavskii-Shubert algorithm is omitted,
because it would be based on locating global minimizers of piecewise cones, and it is
not immediate how one would locate these minimizers. Once again, the number of
function evaluations for Algorithm 1 seems to suggest linear convergence.
The progress of the algorithm can be traced from the graph associated with it.
Recall that the box is split into subregions (indeed polytopes). Inside each subregion,
one of the quadratic support functions dominates the others. For the heat equation
example of order n = 30, these graphs are provided after 60, 360, and 580 iterations in
Figure 9.2 in the top three plots. The bottom plot in Figure 9.2 is an illustration of the
level sets of σn(z) in the complex plane along with the computed global minimizer
(accurate up to 13 decimal digits after 589 function evaluations) marked with an
asterisk. The box is split into subregions more or less uniformly initially, e.g., after
60 iterations. However, later iterations form finer subregions around minimizers of
σn(z).
We also compare Algorithm 1 with the level-set approach in [20] on the heat
equation examples of varying order. The level set approaches become prohibitively
expensive as the number of optimization parameters increases. Here, with the mini-
mization over two parameters, it requires the solutions of eigenvalue problems of size
n2 for a system of order n. For small systems, the level-set approach works very well,
however, even for medium-scale systems it becomes computationally infeasible. This
is illustrated in Table 9.4. On the other hand, Algorithm 1 is capable of solving even
a problem of order 1000 in a reasonable amount of time.
Optimization of Hermitian Eigenvalues 21
 10−2 10−4 10−6 10−8 10−10 10−12
eigopt 520 531 543 556 572 585
brute force 4.2× 106 4.2× 1010 4.2× 1014 4.2× 1018 4.2× 1022 4.2× 1026
DIRECT 37781 37867 37867 38233 38441 38805
Table 9.3
Number of function evaluations by various algorithms to compute the distance to uncontrollabil-
ity for the linear system (A,B) arising from the heat equation [25, Example 3.2], where A ∈ R30×30,
B ∈ R30×1 with respect to absolute accuracy .
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Fig. 9.2. The top three plots display the graph associated with Algorithm 1 after 60, 360,
and 580 iterations to compute the distance to uncontrollability for the heat equation example [25,
Example 3.2] of order n = 30 (see Example 2). The red squares correspond to dead vertices. The
bottom plot displays the level sets of σn(z) for the same heat equation example together with the
computed global minimizer marked with an asterisk.
n 30 60 100 200 400 1000
eigopt 45 46 56 85 119 384
level-set 20 393 – – – –
Table 9.4
CPU times (in seconds) required by Algorithm 1 (eigopt) and the level-set approach in [20] to
compute the distance to uncontrollability for the heat equation examples (Example 2) with respect
to the order of the system n.
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 10−2 10−4 10−6 10−8 10−10 10−12
eigopt 17 (34) 34 (203) 50 (501) 67 (1021) 87 (2040) 108 (3725)
DIRECT 459 45937 – – – –
Table 9.5
Number of function evaluations by Algorithm 1 (eigopt) and DIRECT method for minimizing
the largest eigenvalue of the affine matrix function (Example 3) with respect to absolute accuracy .
The CPU times for eigopt (in seconds) are also provided in parentheses.
Example 3 (Minimizing the Largest Eigenvalue, Convex): This example is
taken from [13], and concerns the minimization of the largest eigenvalue of an affine
matrix function of the form
A(ω) = A0 +
5∑
j=1
ωjAj ,
depending on five parameters, where Aj ∈ R5×5, j = 0, . . . , 5, are real, symmetric
and as in [13], where the minimal value of λ1(ω) := λ1(A(ω)) is cited as 0.708882597.
Whenever A(ω) is affine, the largest eigenvalue λ1(ω) is convex by Theorem 6.1 (see
also [14, Theorem A.1]), so we set γ = 0. Thus, this eigenvalue optimization problem
can be posed as a semi-definite program (SDP), and solved by means of interior-
point methods [34]. The purpose here is to compare the performances of Algorithm
1, and DIRECT method on a multi-dimensional example for which the solution is
known (even though our algorithm is really devised for non-convex problems, and in
all likelihood an interior-point method would outperform it in the convex case).
This comparison is provided in Table 9.5, where we again observe linear conver-
gence of Algorithm 1. DIRECT method is not suitable even for a few decimal-digit
precision. Indeed, even after 500,000 function evaluations and 3732 seconds of CPU
time, it cannot achieve six decimal-digit accuracy. In contrast to the one-dimensional
and two-dimensional examples, keeping the graph structure properly, in particular
forming the adjacencies between the new vertices, take almost all of the computa-
tional time rather than the function evaluations. Even if the matrices Aj were much
bigger than 5× 5, the computation times would not be affected significantly. There-
fore, in the table, the CPU times (in seconds) are also provided in parenthesis.
The later iterations are more expensive, since the number of new vertices created
increases at the later iterations. Up to four dimensions, the increase in the number
of vertices at every iteration seems more or less fixed. In contrast, this does not
hold when the dimension is five or more. (These observations are solely based on
numerical experiments; we do not have a clear understanding of this phenomenon
at the moment.) This is illustrated for the affine example with five parameters in
Figure 9.3. In the figure on the left, the solid and dashed lines represent the number
of dead vertices and the number of newly added vertices, respectively, at iterations
1, 2, . . . , 107. The graph indicates an increase in both the number of dead vertices
and the number of new vertices with respect to the iteration. However, the increase
in the number of new vertices is larger. On the right, the total number of vertices is
displayed with respect to the iteration number. The graph reveals that the number
of vertices seems to increase superlinearly.
Example 4 (Minimizing the Largest Eigenvalue, Non-convex): This is a
non-convex example depending on four parameters, involving the minimization of the
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Fig. 9.3. On the left, the number of dead vertices (solid line) and the number of newly added
vertices (dashed line) with respect to the iteration number are displayed, whereas on the right, the
total number of vertices with respect to the iteration number is displayed for Example 3.
 10−2 10−4 10−6 10−8 10−10 10−12
eigopt 52 141 225 309 391 472
DIRECT 45 161 369 939 1367 2049
Table 9.6
Number of function evaluations by Algorithm 1 (eigopt) and DIRECT method for minimizing
the largest eigenvalue of the matrix function (9.2) with respect to absolute accuracy .
largest eigenvalue of the matrix function
A(ω) = A0 +
4∑
j=1
ωjAj +
1
2
4∑
j=1
4∑
k=1
ωjωkAjk, (9.2)
where A0, A1, . . . , A4 are as in the previous affine example taken from [13], while Ajk
are randomly chosen 5 × 5 symmetric and real matrices such that Ajk = Akj . By
Corollary 6.2, a lower bound for λmin
(∇2λ1 (A(ω))) is given by γ = λmin (∇2A)
where ∇2A ∈ R20×20, and Ajk constitutes the 5 × 5 submatrix of ∇2A at rows
5(j− 1) + 1 : 5j and columns 5(k− 1) + 1 : 5k. Table 9.6 displays a comparison of the
number of function evaluations for Algorithm 1 and DIRECT method with respect
to accuracy. As usual, Algorithm 1 seems to exhibit linear convergence.
10. Software. A MATLAB implementation of Algorithm 1 is available on the
web. The implementation makes use of heaps, adjacency lists, stacks, and updates the
underlying graph structure efficiently. The user is expected to write down a MATLAB
routine that calculates the eigenvalue function and its gradient at a given point. The
name of this routine and γ, a global lower bound on the minimum eigenvalues of the
Hessians of the eigenvalue functions must be supplied by the user. We refer to the
web page associated with this implementation2, where a user guide is also provided.
11. Conclusion. The analytical properties of eigenvalues of matrix-valued func-
tions facilitate the use of so-called quadratic support functions that globally underes-
timate the eigenvalue curves for their optimization. This observation motivates the
idea of adapting support function based global optimization approaches, especially
2http://home.ku.edu.tr/∼emengi/software/eigopt.html
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the approach due to Breiman and Cutler [4], for non-convex eigenvalue optimiza-
tion. In this paper, we illustrated how such global optimization approaches based on
the derivative information could be realized in the context of non-convex eigenvalue
optimization. We derived the necessary quadratic support functions, elaborated on
deducing analytical global lower bounds γ for the second derivatives of the extreme
eigenvalue functions, which are essential for the algorithm, and provided a global con-
vergence proof. The algorithm is especially applicable for the optimization of extreme
eigenvalues, for instance, for the minimization of the largest eigenvalue, and those
eigenvalue functions that exhibit generic simplicity.
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