Many text searches are meant to identify one particular fact or one particular section of a document. Unfortunately, predominant search paradigms focus mostly on identifying relevant documents and leave the burden of withindocument searching on the user. This research explores term distribution visualizations as a means to more clearly identify both the relevance of documents and the location of specific information within them. We present a set of term distribution visualizations and introduce a Focus+Context model for within-document search and navigation.
INTRODUCTION
Many text searches are meant to identify a specific fact or section of a document. For example, users referencing a manual seek to quickly learn how to perform a task; digital forensic analysts seek to find specific artifacts that may be used as evidence of wrongdoing. Unfortunately, predominant information retrieval paradigms do not emphasize this sort of within-document search. Here, the primary emphasis of the search is not to simply find relevant documents, but to identify specific, most relevant sections within those documents. This field of research, especially with regard to information visualization for full-text and within-document information retrieval, has not received enough attention from researchers [18] .
Early information access systems focused primarily on searching titles and abstracts to identify relevant documents [10] . This paradigm has not changed significantly, even as technology has advanced and full-text documents have become the norm. Although search engines have access to full-text and can better identify relevant documents, common search technologies do not take full advantage of the presence of a full-text logical document view. As described in Section 2, there have been numerous efforts to create within-document search aids, but few have been widely deployed.
Visualizations of search results are an obvious venue for improving usability in both between-and within-document search applications. Unfortunately, the very nature of language and the difficulties of natural language processing render it difficult to design effective visualizations for this problem [1] . The most common approach to surmounting this problem has been to examine the structure and distribution of terms within a document [2, 4, 7, 10, 11, 14] . Visualizations of structure and term distribution can aid the user in identifying relevant documents and relevant sections within those documents. In essence, this supports comparing the relative value of different documents and different sections within documents. An example of our visualizations and Focus+Context model visualizing a plain-text version of Lewis Carrol's Through the Looking Glass, using "Alice," "Humpty," "Tweedledum," and "Tweedledee" as search terms.
In our visualization model, we create a sequential histogram of query terms throughout a document and present this information as one of our set of visualization vari-ants. The Focus+Context model consists of a brushed section of the visualization expanded into a new, full-size visualization with finer granularity. Figure 1 provides a simplistic example of a term distribution visualization and the Focus+Context model. This particular example is visualizing a plain-text version of Lewis Carrol's Through the Looking Glass [3] , using "Alice," "Humpty," "Tweedledum," and "Tweedledee" as search terms.
Based on this visualization model, we present a set of term distribution visualizations building on prior work in withindocument searching, propose a model for within-document searching with these visualizations, discuss the addition of a Focus+Context model for navigation and variablegranularity searches, outline a user study for this visualization, and show some results. The primary contributions of this work are:
• Exploration of extensions to the TileBars [10] and Relevance Curves [13] visualizations;
• Application of TileBar-like visualizations as a primary navigation and search aid; and
• Introduction of a Focus+Context model to term distribution visualizations for variable-granularity searches.
We discuss preliminary studies on implementation details such as color and hue selection and blending. Furthermore, we introduce possible applications to elaborate on the potential utility of our design. We have performed a 34-subject user study to determine the effectiveness of this visualization approach for information retrieval tasks and present an overview of user study results in this paper. Section 2 of this paper describes related work. Section 3 presents our visualizations and Focus+Context model. Section 4 discusses our user study. We outline future work in Section 5, and Section 6 provides concluding remarks.
RELATED WORK
The focus of most information retrieval research has traditionally been to return a list of ranked documents, as one routinely sees in modern search engines. Helping the user to search and navigate within the document is a somewhat less popular, but very interesting aspect of information retrieval; despite the decreased popularity, there has been considerable work on within-document searching. Because our focus is on the visualization rather than specific information retrieval aspects, this discussion of related work focuses on visualizations only and neglects work on text categorization and search methods that do not have significant visual components.
TileBars are an early influential visualization for providing relevance feedback and aiding within-document searching [10] . The TileBars method takes a set of search terms and creates a matrix of tiles, each row representing the entire document, each column representing a block of text in the document, and the darkness of the tile representing the frequency of a search term in the block. See Figure 2 for an example, which illustrates some of the power of this technique. The final document in the figure never has the two search terms appearing near each other; that document is less likely to be of interest than the first document.
TileBars were intended to compactly indicate relative document length, query term frequency, and query term distribution to assist a user in assessing whether a document is relevant for the given search terms and to identify relevant sections or passages. Although TileBars have not been widely adopted, the concept remains elegant and useful, and the original TileBars work has been cited by many papers on within-document searching. Our visualizations are built upon the concept of TileBars and our implementation includes a visualization similar to the original TileBars. Figure 2 : TileBars visualizing three documents. Search terms are "classical" (in the top row) and "architecture" (in the bottom row). Image from [13] .
Information Mural [11] is a visualization for information retrieval and trend analysis. An Information Mural is a 2D visualization technique for mapping a large information space (a large quantity of text) into a display window or screen. The Information Mural technique may be used in many of the same ways that the visualizations discussed in this paper are, including as a general navigation aid (in a scroll bar) or for obtaining a high-level view of trends in a document. We do not explore the use of Information Mural visualizations as part of our suite of visualization variants, but such an extension would be a worthwhile avenue for future work and evaluation.
The Seesoft [4] system is a line-oriented visualization for software development, including code browsing and change management. The system visualizes each source file as a vertical bar, with each vertical pixel representing a line of code. Lines are color coded or highlighted based on some criteria (e.g., date of last change, or function calls) and the interface allows for immediate access to any section of the code. The Seesoft visualization model, however, presupposes a highly structured dataset (code) and is therefore less applicable to information retrieval tasks on arbitrary textual data.
"Visualization of WWW-Search Results" [13] and an accompanying case study [12] present a system utilizing several visualizations-scatterplots, bargraphs, TileBars, relevance curves (see Figure 3) , and thumbnail views-to aid in searches of the world wide web. The majority of the visualizations are for identifying relevant documents rather than within-document searching, but many of the principles applied can be extended to our project. The concept of integrating a suite of disparate but complementary visualizations into a within-document search tool appears viable and useful. Our histogram visualizations (see Section 3) are, essentially, an extension of the relevance curves visualization.
"A Scrollbar-based Visualization For Document Navigation" [2] describes a visualization system using a TileBarslike concept to indicate the location of search terms within a text file. The system highlights search terms in a document and places small icons of corresponding color in the vertical scrollbar, enabling a user to quickly scroll to relevant sections. User studies have shown that users respond well Relevance curves visualizing three documents.
Search terms are "classical" and "architecture". Image from [13] .
to this subtle search aid and the addition of this technique to our own interface is a natural extension. This work is relevant to ours, but does not attempt to act as a primary search and navigation aid.
The Spoken Content-based Audio Navigation (SCAN) [16] user interface addresses the same issue of withindocument searching that we are interested in, but with the additional focus of searching speech archives. SCAN utilizes automatic speech recognition to obtain a partial transcript of speech recordings, then performs searches very similar to our own utilizing a straightforward histogram to indicate the relevant sections of a recording. SCAN does not, however, provide granular information about the occurrences of each term within a document and does not provide a mechanism for brushing and drilling down.
ProfileSkim (originally presented as SmartSkim in [7] ) addresses the same within-document searching problem that we are researching and has an interface that is very similar to ours. User studies for ProfileSkim have been very positive, indicating that this sort of within-document searching technique is useful and valuable [8] . ProfileSkim creates a histogram of a document showing only a calculated relevance score for each section, on the assumption that the cognitive load on a user would be excessive with a visualization more like TileBars. However, while empirical studies would be required to make any strong conclusions, ProfileSkim does not appear suitable for tasks other than typical document search and navigation. Specifically, ProfileSkim does not implement any sort of brushing, Focus+Context, or zooming interface for dealing with large files. Further, ProfileSkim's relevance scores make relationships between term frequencies difficult to discern.
Full-text visualizations have been discussed in the context of data mining, as in [17] . These data mining approaches to full-text analysis identify patterns and relationships within textual corpora. However, the focus of data mining research is different from straightforward information retrieval-data mining techniques might be used to identify relevant terms that could then be searched for in our model. "Sequential Document Visualization" [14] is one of the most recent works that is similar to ours. The research takes a largely mathematical approach to the problem of withindocument searching by identifying patterns within the text and fitting their frequencies to a curve. The Interactive Document Visualization Toolkit presents users with several types of visualizations built on the statistical models. An informal user study showed largely positive results, although some of the advanced visualizations were ranked poorly because (it is surmised) they are relatively unintuitive and the subjects had little experience or time for training. While this work is relevant and may be complementary to our research, there is not much overlap in approaches.
Splunk
1 is a commercial visualization utility with an emphasis on Information Technology tasks such as log analysis and auditing. Although widely divergent from the main thrust of this research and offering many nonvisualization services, one of the application's primary visualizations is a conventional histogram showing term distribution throughout a dataset. Although generally coarse and not well-suited to general information retrieval tasks, Splunk's popularity lends considerable support to our general visualization model.
VISUALIZATION TECHNIQUES
We present two types of visualizations, TileBars and histograms, for use as part of a Query-Browse (QB) information retrieval model [1, 18] . For each visualization type, the distribution of terms may be measured using either a sliding window or blocks. Both visualizations may be used in grayscale or color and both support search queries of arbitrary length.
All examples in this section have been generated on a plain-text version of Lewis Carrol's Through the Looking Glass [3] , using "Alice," "Humpty," "Tweedledum," and "Tweedledee" as search terms. Throughout this section, the reader may note that some visualizations are better than the others at displaying a particular type of information-for example, grayscale histograms excel at showing overlap, but do not provide useful information on each individual term. Initial analysis of the effectiveness and shortcomings of each visualization are presented; future work will validate these conclusions with more user studies.
Calculating Term Distributions
Throughout this study, for both TileBars and histograms, term distributions are used for both blocked and sliding window cases. These distributions are calculated very simply, but the use of the terms blocked and sliding window must be defined for this context. For blocked distributions, we split a file into approximately equal size chunks of some arbitrary number of words and calculate the raw frequency of each search term within each of those chunks. For the sliding window distributions, we perform the same calculation, but rather than calculating search term frequencies within each chunk, frequencies are calculated within a sliding window.
For clarity, consider the following mathematical explanation, which holds for both blocked and sliding window distributions. For each search term i, the set
]/Si and Si ≤ Sw} is generated, where Ci,n is the number of occurences of search term i within the n th block, Sw is the size of the window, Si is the size of the sliding window increment, and L d is the length of the document. When Si = Sw, the distribution is blocked; otherwise, it is a sliding window distribution.
With Si = 1, the distribution is as continuous as possible on a discrete dataset, but this is also computationally intensive; experience has shown that setting Si to a reasonable fraction of Sw (in the neighborhood of Si = Sw/5) will result in effective visualizations. All of the sliding window visualizations shown in this paper were generated with such a setting.
To directly link a point on the term distribution to the original text, we simply match the relative position along the visualization's horizontal axis to the same position within the text. For example, a point half-way along the horizontal axis corresponds to the half-way point of the text.
TileBars
The variants of TileBars presented in this paper are extensions to the initial concept. As in the original, the visualizations are all essentially matrices of tiles, with darkness and color blending representing the frequency of search terms. Blocked (top) and sliding window (bottom) Classic TileBars visualizing Lewis Carrol's Through the Looking Glass with search terms "Alice," "Humpty," "Tweedledum," and "Tweedledee."
Classic TileBars
Our simplest visualization emulates the original TileBars by calculating term frequencies over discrete blocks, using one term per row, with grayscale intensity representing frequencies. This visualization may be the most intuitive and easiest to read and is useful for identifying sections of a document with term overlap. However, this visualization's presentation of information is coarse in comparison to our other visualization variants and it becomes harder to read with many rows.
Sliding window TileBars are functionally identical to classic TileBars, but show more subtle changes in term distribution across the document. It is not yet clear whether the finer-grained information is useful when presented in this fashion. Figure 4 shows an example of these two variants of TileBars. Note that the two visualizations, despite visualizing the same data set, have significant differences. In particular the larger granularity in the blocked TileBars has an entire block of a document showing high concentration for a term, whereas the sliding window has much smaller slices. Therefore, if there is high concentration of a term in a small area, it is shown more accurately in the sliding window. However, a similar result is possible by using more (smaller) blocks in the blocked approach. Also note that the apparent misalignment of high (or low) concentrations in the visualizations is due to the combination of granularity being used and the specific location of terms relative to the block boundaries. This "misalignment" is evident in Figure 4 , where we can see that some of the highfrequency blocks for "Alice" and "Humpty" appear to be in different locations in the blocked and sliding window variants. The differences between sliding window and blocked visualizations are further explored in Figure 7. Blocked (top) and sliding window (bottom) Color TileBars visualizing Lewis Carrol's Through the Looking Glass with search terms "Alice," "Humpty," "Tweedledum," and "Tweedledee."
Color TileBars
Color TileBars display two terms, each in a different color, on each row of the TileBar and show term overlap through color blending. The design decision of using red and blue for the colors is arbitrary, and will likely change and improve as more experiments are performed for this work. Attempting to use color blending to convey information introduces many difficulties and decreases usability, as discussed in [6] . However, color TileBars display the same information in half the rows that grayscale TileBars do and therefore may be useful in space-constrained environments.
Analogous to the earlier case, sliding window color TileBars are functionally equivalent to color TileBars, but use a sliding window frequency distribution. As with sliding window grayscale TileBars, it is clear that more information about the distribution is presented, but the utility of that information remains to be fully tested. Figure 5 shows an example of the results from our implementations.
Further experiments with this approach will explore use of hashing and color weaving instead of color blending. We will consider how much cognitive effort is required to understand color blending versus the use of different types of hash marks (say diagonal and counter diagonal) for two terms. Further, our user studies will explore the limits of the number of search terms versus the use of greyscale or color. Since color (or mixed hashing) reduces the space to visually explore, it may be a better approach when many search terms are being considered together.
Histograms
The histograms presented in this paper are an extension to the TileBars concept, although the information displayed is quite different from classic TileBars. Relevance curves, as described in [13] , are very similar to our visualization, but our histograms can display more terms with significantly finer granularity. Furthermore, while our color TileBars extension is limited to displaying the frequencies of two search terms per row, the histograms are capable of displaying several sets of search term frequencies on the same graph.
As with the TileBars visualization, there are numerous other extensions to analyze in order to determine what is most effective for users. The use of hashing and color versus space, as well as the use of multiple histograms and how to visualize many terms using this approach will be explored in future work.
Greyscale Histograms
Greyscale histograms visualize term frequencies on a sequential histogram, without the use of color blending. Each search term is displayed in greyscale on the sequential histogram; overlapping segments are darker. Each vertical region (horizontal along the x-axis) represents some portion of the document, similar to TileBar columns. However, unlike TileBar columns, each section may contain multiple frequency calculations, which are indicated by peaks and troughs. Changing slopes denote a relative increase or decrease in term frequency from block to block. Histograms offer an additional metric of frequency by displaying frequency values as peaks on the graph. A scale is provided on the left of the graph for reference that indicates the frequency of a term (as a percentage) in a block. Figure  6 shows an example of the results of our implementations.
As with the sliding window TileBar variants, sliding window histograms are functionally equivalent to their blocked counterparts. However, an interesting feature of our sliding window histograms is that the first derivative of the curve (i.e., the slope) reflects the rate of change within the distribution; decreasing slopes indicate decreasing frequency and increasing slopes indicate increasing frequency. In contrast, the slope in blocked histograms represents only a very coarse trend from block to block. Again, note that the sliding window visualization has some immediately evident differences from the blocked variant. Figure 7 shows and elaborates on an example. Blocked (top) and sliding window (bottom) grayscale histograms visualizing Lewis Carrol's Through the Looking Glass with search terms "Alice," "Humpty," "Tweedledum," and "Tweedledee."
While grayscale histograms are not particularly useful for determining what terms are located in what parts of the document, the heavily shaded region resulting from multiple layers of overlapping histograms is both easier to distinguish-in comparision to the color blended sections of color histograms-and indicative of the close proximity of several terms within the region.
Whether the additional information about term frequency available in the sliding window variant is warranted when one cannot differentiate terms from each other in the visualization is a point worth exploring, but it may allow overlap to be more precisely identified.
Color Histograms
Color histograms show overlap through color blending, but appear to remain usable with fewer than four terms overlapping [6] . The addition of a solid, unblended line along the top of the curve allows one to see details that Blocked (top) and sliding window (bottom) color histograms visualizing Lewis Carrol's Through the Looking Glass with search terms "Alice," "Humpty," "Tweedledum," and "Tweedledee." may be obscured by blending. The sliding window variant of color histograms appears much more interesting than its grayscale counterpart, as it is possible to discern trends and fluctuations for each term very precisely.
Usability of the color blending is one of our primary concerns with this visualization, but-assuming that the information may be easily discerned, whether through the current color blending or future attempts with color weavingthe very granular information available and the intuitive nature of the visualization are promising. Figure 8 shows an example of the results of our implementations.
Color Line Histograms
Color line histograms (which are the same as color histograms without fill underneath the line) are particularly interesting to us as they possess most of the advantages of the color-blending histograms, without the downsides of color blending. We expect that these visualizations will be most applicable to tasks in which the user is very interested in the precise frequencies of terms and is willing to put forth more cognitive effort to discern overlap and frequency. Figure 9 shows an example of the results of our implementations.
These visualizations require less cognition to interpret blending, but it appears to be slightly less obvious where multiple terms occur. Future explorations will include combining visualization techniques to show term concentration and term frequency. For example, one approach would be to use color blending, color weaving, or hashing techniques in a TileBar across the bottom of the graph to quickly show where terms occur simultaneously and use the line histogram to show frequency for each term. Blocked (top) and sliding window (bottom) color line histograms visualizing Lewis Carrol's Through the Looking Glass with search terms "Alice," "Humpty," "Tweedledum," and "Tweedledee."
Focus+Context
A primary contribution of this research is the addition of a Focus+Context model to the straightforward planar visualizations. By brushing an area of interest within the TileBar or Histogram, a user is able to focus on more finegrained information about the text being visualized, while the context mechanism provides a "big picture" view and maintains the user's sense of locality within the overall dataset. Figure 10 shows a notional example of the Focus+Context model in use. The brushed section of the initial visualization is re-visualized with a finer granularity (i.e., the block size is decreased to use the same number of blocks in the smaller dataset); the original visualization, with the brushed section highlighted, remains visible to provide contextual information. The precise presentation of the visualizations within this Focus+Context model may be considered an implementation detail, with many opportunities to increase usability.
As described in the next section, the Focus+Context model is designed to be intimately tied to the display of the actual contents of the dataset. Thus, while the highlevel visualizations provide an overall view of the dataset, the Focus+Context mechanism provides a method to link sections, phrases, or even individual words directly to the visualization.
User Interface Design
Though more complex than a typical search interface like those in Internet search engines, the graphical user interface is very straightforward. The user specifies a textual dataset (one or more text files) to search and provides a search query consisting of one or more words. The interface backend generates the visualizations using word frequency statistics across the supplied dataset. The visualizations may intially be displayed as thumbnails; clicking on a thumbnail allows the user to navigate and interact with a particular visualization in one panel, while the text of the selected document is displayed in another panel. In addition to Focus+Context, the features of the interface include search term highlighting, zoom, and the ability to click on a location within the visualization and display the corresponding text.
Figure 10:
Our interface showing the use of Focus+Context to identify a particular section of Through the Looking Glass: Alice telling Humpty Dumpty how old she is. We brush and drill-down twice to get to a highly granular view, then move a selection window across the lowermost visualization. The text in the box below corresponds directly to the selected part of the visualization.
Use-Case Walkthrough
To elaborate on the interaction paradigm, consider a usecase and a quick walk-through. Suppose one is visualizing Through the Looking Glass [3] (as has been shown throughout this paper) and wants to retrieve one piece of information: Alice's age. (Admittedly, this is not difficult to find with conventional search methods, nor is Carroll's work the object of many information retrieval tasks, but it serves as an entertaining example). There are in fact two instances of Alice stating her age, so let us focus on the one that occurred during a conversation with Humpty Dumpty. A user would first specify search terms, the document to search, and the type of visualization to use.
In this case, the search terms are "Alice", "Humpty", and "Age", and we will use the aesthetically-pleasing blocked color histograms. An initial visualization is then presented (the top graph in Figure 10 ) and the user can inspect overall trends throughout the document. The user may elect to brush a section and drill down to view finer-grained information. As can be seen in the image, it is easy to identify the two sections that use the word Age. We brush the section containing references to Humpty and Age and drill down, generating the middle graph. We then brush and drill once more, to obtain a more granular view. The user then may slide a selection window across the drilled-down visualization; the text box below the visualization contains the text corresponding to the selected section of text. The relevant text may be identified by color, which matches those colors used in the visualization. As can be seen in Figure  10 , Alice is "Seven years and six months" old.
Complexity and Performance Considerations
The presented visualizations are extremely simple and fast to generate and should function well even on low-end desktop systems. However, the calculation of term frequency distributions can be processor and I/O intensive, especially in the case of large files or sliding window distributions with small window increments (e.g., Si = 1). This may be alleviated through the use of more advanced file indexing algorithms or by performing these CPU-intensive tasks on a separate high-performance parallel backend.
USER STUDY
We have performed a user study on 34 subjects using a web-based implementation of the visualization interface to administer the study. Subjects were recruited primarily at the New Mexico Institute of Mining and Technology (NMT), and about half of those who participated in the study were NMT students. Many had experience using Grep, but none had experience using the visualizations or user study interface. Subjects were directed to a website to participate in the study, and instructed that the interface required Firefox 2.0 or above to run properly; external conditions were completely uncontrolled and uninfluenced by the researchers.
Subjects were asked to perform a simple information retrieval task and answer a quiz question about the contents of each of seven files. For each of these seven trials, a subject was assigned (in a randomly counterbalanced fashion) one of the visualizations or a Grep-like implementation to aid their search. To minimize the length of the study, only a subset of the visualizations were studied (color tilebars were excluded) and the visualizations were all calculated with a blocked distribution. The time to answer the quiz (which presumably corresponds to the time taken to complete the information retrieval task) was measured to provide a quantitative measure of the visualizations' effectiveness.
We hypothesized that the search aid provided to a user (one of the visualization or Grep variants) would have a significant effect on time taken to perform an information retrieval task. This hypothesis was borne out by our results, as shown in abbreviated form in Figure 11 . A two-way ANOVA was conducted on the two independent variables (visualization variant and file, as the file to be searched has a considerable effect on performance) with the mean time to complete the tasks as the dependent variable. The visualization variant had a statistically significant effect on performance (F (6, 182) = 2.17, p < 0.05).
The visualizations, in general, performed comparably to the Grep variants. Although not spectacular, we consider this to be a very positive initial result since most test subjects were quite familiar with Grep. 
FUTURE WORK
The work described in this paper is an initial exploration into the feasibility of applying our term distribution visualizations to the information retrieval field. Several opportunities for future work immediately present themselves. After implementation of some planned extensions, the critical work will focus on additinoal formal user studies to validate the utility of the visualizations, as well as to indicate aspects that warrant additional research. Likely stemming from such studies, the visualizations themselves may be further extended and improved. Finally, the visualizations are being implemented in a distributable software package to be used in real-world applications.
Usability Testing
We plan to expand upon the analysis from our initial user study-highly abbreviated in this paper due to length constraints-and explore opportunities for additional user studies.
Visualization Extensions
Term distribution visualizations like those presented in this paper are easily modified, as is evident from our own extensions and related work. It is likely user studies will reveal ways that the visualizations presented here can be extended to be more effective for conveying information.
One major topic for future work on the visualizations is improved color blending and the incorporation of color weaving techniques, as discussed in [6] . In addition, the use of hashing and weaving will be compared with color blending to determine effectiveness. Finally, as noted earlier, there are opportunities to combine different techniques to separate some of the information (overlapping concentration versus specific term frequency). This may provide an opportunity to reduce the cognitive load associated with color mixing.
Case Studies and Applications
Application of the visualizations to real-world problems will be pursued. We have already done some preliminary work on applying this visualization model to the problem of digital forensic string search [15] , and we foresee many more possible applications in the field of information security. Other applications to be pursued include the use of these visualizations for conventional text search tasks as was done in [7] , and for trend analysis as has been explored in [9] and [5] .
Moving beyond initial explorations of these applications will entail the creation of production-ready software, customized to help accomplish specific tasks. Using this software in real world applications will lend further credibility to the visualizations and interaction paradigm, as well as introducing more opportunities for improvement.
CONCLUSIONS
Our initial research into this visualization model shows considerable promise. Our user study showed promising (if not spectacular) results, and applications of the visualization model appear viable and useful. Our approach to Focus+Context provides the ability to "drill-down" within a large document and identify specific information while maintaining a notion of the surrounding context, a feature lacking in related work. It is unclear why the visualization techniques discussed in this paper have not garnered more attention from the research community; however, the problem we seek to address is a real one, and the techniques are highly applicable. Despite the relative obscurity of the techniques employed by our tool and those in related work, we believe term distribution visualizations have many applications and further research will be beneficial both to the information retrieval research community and to the many fields that employ advanced information retrieval methods.
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