Multigrid is widely used as an efficient solver for sparse linear systems arising from the discretization of elliptic boundary value problems. Linear relaxation methods such as Gauss-Seidel and Red-Black Gauss-Seidel form the principal computational component of multigrid, and thus affect its efficiency. In the context of multigrid, these iterative solvers are executed for a small number of iterations (2-8). We exploit this property of the algorithm to develop a cache-efficient multigrid method, by focusing on improving the memory behavior of the linear relaxation methods. The efficiency in our cache-efficient linear relaxation algorithm comes from two sources: reducing the number of data cache and TLB misses, and reducing the number of memory references by keeping values registerresident. Our optimizations are applicable to multigrid applied to linear systems arising from constant coefficient elliptic PDEs on structured grids. Experiments on five modern computing platforms show a performance improvement of 1.15-2.7 times over a standard implementation of Full Multigrid V-Cycle.
Introduction
The growing speed gap between processor and memory has led to the development of memory hierarchies and to the widespread use of caches in modern processors. However, caches by themselves are not a panacea. Their success at reducing the average memory access time observed by a program depends on statistical properties of its dynamic memory access sequence. These properties generally go under the name of "locality of reference" and can by no means be assumed to exist in all codes. Compiler optimizations such as iteration space tiling (Wolfe, 1989; Wolf and Lam, 1991) attempt to improve the locality of the memory reference stream by altering the schedule of program operations while preserving the dependences in the original program. While the theory of such loop transformations is well developed, the choice of parameters remains a difficult optimization problem. A major reason for this difficulty is that different components of the memory hierarchy may have conflicting notions of good locality, making the simultaneous optimization of these levels inherently difficult (Mitchell et al., 1998) .
The importance of locality of reference is even more critical for hierarchical computations based on techniques such as multigrid, fast multipole, and wavelets, which typically perform Θ(1) operations on each data element. This is markedly different from dense matrix computations, which perform O(n ² ) operations per data element (with ² > 0) and can profit from data copying . The lack of "algorithmic slack" in hierarchical codes makes it important to reduce both the number of memory references and the number of cache misses when optimizing them. Such optimizations can indeed be expressed as the combination of a number of standard compiler optimizations, but even the best current optimizing compilers are unable to synthesize such long chains of optimizations automatically. In this paper, we apply these ideas to develop cache-efficient multigrid.
The remainder of the paper is organized as follows. In Section 2 we introduce the problem domain, and in Section 3 we discuss cache-efficient algorithms for this problem. In Section 4 we present experimental results, in Section 5 we discuss related work, and in Section 6 we summarize.
Background
Many engineering applications involve boundary value problems that require solving elliptic partial differential equations (PDEs). The discretization of such boundary value problems on structured grids results in structured but sparse linear systems Av = f, where v is the set of unknowns corresponding to the unknown variables in the PDE and f is the set of discrete values of the known function in the PDE. The structure and values of the sparse matrix A depend on the parameters of discretization and the coefficients in the PDE. Since A has few distinct terms, it is generally represented implicitly as a stencil kernel.
Such systems are often solved directly, via Krylov methods, or by multigrid methods that employ iterative solvers such as linear relaxation methods, which naturally exploit the sparsity in the system. Each iteration of a linear relaxation method involves refining the current approximation to the solution by updating each element based on the approximation values at its neighbors. Such methods vary along two dimensions: the number and distribution of neighboring grid points used in the update; and the time when an updated value is used as an input value in subsequent updates. Figure 1 shows three common relaxation schemes: Jacobi, Gauss-Seidel (GS), and RedBlack Gauss-Seidel (RBGS). We consider a two-dimensional five-point kernel that arises, for example, from the discretization of Poisson's equation on the unit square.
• The Jacobi method does not use the newly computed values of the elements while computing the new values for later elements in the same iteration. As a result, the computed values are stored in a temporary array and "swapped" at the end of each iteration. Figure 1 (a) illustrates the five-point Jacobi method. The Jacobi iteration converges slowly, as an updated value is not used until the next iteration of the m-loop. It also requires an additional array, thereby increasing the working set of the algorithm. It is therefore not the scheme of choice, and we do not discuss it further in this paper.
• The GS method uses the newly computed value of an element in computing the new values of the succeeding elements in the same iteration. This eliminates the need for the additional array to store the computed values. The code for the five-point GS method is shown in Figure 1 (b). The immediate propagation of an updated value in GS makes it converge faster than Jacobi. There is also no need for a temporary array. The combination of these two factors makes it preferable to Jacobi as a component of multigrid.
• The RBGS method conceptually assigns colors to each element. The elements are colored in such a way that every four-neighbor of a red element is a black element, and vice versa. The algorithm first updates all the red elements, and then updates all the black elements using the new values at the red elements. This requires two passes over the matrix, but has parallelism. The code for the five-point RBGS method is shown in Figure 1 (c).
MULTIGRID
The error in the approximate solution can be decomposed into oscillatory and smooth components. Linear relaxation methods can rapidly eliminate the oscillatory components, but not the smooth components. For this reason, they are generally not used by themselves to solve linear systems, but are used as building blocks for multigrid (Briggs, 1987) . Multigrid improves convergence by using a hierarchy of successively coarser grids. In the multigrid context, linear relaxation methods are called smoothers and are run for a small number of iterations (2-8). We call this quantity NITER.
In addition to the smoother, multigrid employs projection and interpolation routines for transferring quantities between fine and coarse grids. Figure 2 shows the Full Multigrid V-cycle (FMV) algorithm that we consider in this paper. Of these three components, the smoother dominates in terms of the number of computations and memory references. (For NITER = 4, we have found it to take about 80% of total time.)
The 3C model (Hill and Smith, 1989) of cache misses classifies misses incurred by a memory access sequence in a given cache into three categories: compulsory misses, which represent the misses from initial access to data; capacity misses, which arise from a working set that is too large to fit into cache; and conflict misses, which arise from the restrictions on data placement in cache imposed by limited associativity. We now consider the memory system behavior of smoothers in terms of the 3C model.
• The classical GS algorithm makes NITER sweeps over the whole array (2*NITER sweeps in the case of RBGS), accessing each element NITER times. Accesses to any individual element are temporally distant; since the array size is larger than the capacity of the cache, the element is likely to have been evicted from the cache before its access in the next iteration. The multiple sweeps of the array thus result in capacity misses in the data cache.
• The computation at an element in the array involves the values at the adjacent elements. So there is some spatial locality in the data. However, the data dependences make it difficult for compilers to exploit this spatial locality. • There could be conflict misses between the V and f arrays in Figure 1 . • The repetitive sweeps across the array cause address translation information to cycle through the (highly associative) Translation Lookaside Buffer (TLB), 1 which is deleterious to its performance. As the matrix dimension n grows, a virtual memory page will hold only Θ(1) rows or columns, requiring Θ(n) TLB entries to map the entire array. The resulting capacity misses in the TLB can be quite expensive given the high miss penalty.
The above observations motivate the algorithmic changes described in Section 3 that lead to cache-efficient multigrid algorithms.
Cache-Efficient Multigrid Algorithms
Our improvements to the efficiency of FMV stem exclusively from improvements to the memory behavior of the underlying smoothers. Two characteristics of these schemes are critical in developing their cache-efficient versions. First, we exploit the fact that the relaxation is run for a small number of iterations (2-8) by employing a form of iteration-space tiling (Wolfe, 1989) to eliminate the capacity misses incurred by the standard algorithm. Secondly, we exploit the spatial locality in the relaxation by retaining as many values in the registers as possible, using stencil optimization (Bromley et al., 1991) to reduce the number of memory references. We describe our cache-efficient algorithms for two-dimensional, fivepoint GS and RBGS schemes. We call these cache-efficient algorithms temporal blocking algorithms (Bassetti et al., 1998) , because they partition the array into blocks and process blocks lexicographically to enhance temporal proximity among memory references. Note that these techniques preserve all data dependences of the standard (cache-unaware) algorithm. Hence our cache-efficient algorithm is numerically identical to the standard algorithm.
CACHE-EFFICIENT GAUSS-SEIDEL ALGORITHM
The key idea in temporal blocking is to smooth a subgrid of the solution matrix NITER times before moving on to the next subgrid; this clusters the NITER accesses to a particular element in time. We choose the subgrid size to fit in L1 cache; hence there are no capacity misses, as long as we touch only the elements within that subgrid, while working on that subgrid. Subgrids are square, of size K * K; boundary subgrids are possibly rectangular. GS requires elements to be updated in lexicographic order, requiring subgrids to also be visited the same way.
Consider the lowermost leftmost subgrid. All the elements of the subgrid can be updated once, except the elements at the right and top boundaries (to update them we need their neighbors, some of which lie outside the subgrid). Similarly, among the elements that were updated once, all the elements-except those on the right and top boundaries-can be updated again. Thus, for each additional iteration, the boundary of the elements with updated values shrinks by one along both dimensions. As a result, we have a wavefront of elements of width NITER that were updated from 1 to NITER-1 times. This wavefront propagates from the leftmost subgrid to the rightmost subgrid and is absorbed at the boundary of the matrix, through overlap between adjacent subgrids. Figure 3 (b) shows the layout of overlapping subgrids, with NITER+1 rows and columns of overlap. The effect of NITER relaxation steps is illustrated for a subgrid in Figure 3 (a) and for the entire matrix in Figure 4 .
The temporal blocked algorithm and the standard algorithm are numerically identical. The important performance difference between them comes from their usage of the memory system. Each subgrid is brought into the L1 cache once, so working within a subgrid does not result in capacity misses. There is some overlap among subgrids, and the overlapping regions along one dimension are fetched twice. Since NITER is 2-8, the overlapping region is small compared to the subgrid size, and the temporal blocking algorithm effectively makes a single pass over the array, independent of NITER. In contrast, the standard algorithm makes NITER passes over the array even if a compiler tiles the two innermost loops of Figure 1 (b).
STENCIL OPTIMIZATION
Temporal blocking propagates the wavefront in a subgrid and pushes it to the beginning of the next subgrid. This shifting of the wavefront by one column at a time is a stencil operation where each element is updated using its neighbors and the elements are updated in lexicographic order. Each element of the subgrid is referenced five times in a single iteration of the m-loop in Figure 1 (b): once for updating each of its four neighbors and once for updating itself. Note that, except for debugging situations, the intermediate values of the V array are not of interest; we care only about the final values of the elements after performing NITER steps of relaxation. This suggests that we might be able to read in each element value once, have it participate in multiple updates (to itself and to its neighbors) while remaining register-resident, and write out only the final updated value at the end of this process. If the value of NITER is small and the machine has enough floating-point registers, then this optimization is in fact feasible. What we have to do is to explicitly manage the registers as a small cache of intermediate results. The purpose of this stencil optimization is therefore to reduce the number of memory references.
A stencil operation is a pattern of computation which updates an element in terms of the values at its neighbors in the matrix, occurring at all elements in an array. The computation may be elided on certain portions of the matrix, like the boundary elements. The computation performed by the GS algorithm is a typical example of a stencil operation. To illustrate a stencil operation, consider the following pseudo-code, which is very similar to the GS computation.
for (i = 1; i < 3; i++) for (j = 1; j < 6; j++)
The computations performed by the above code are illustrated by Figure 5 . There are many redundant loads in the naïve code. Each element will be accessed five times: once for itself, and once for each of its neighbor in the same row and same column. This corresponds to a number of redundant memory reads for an element. The unnecessary loads can be avoided by carefully managing the values in temporary scalar variables (which the compiler should retain in registers). We can achieve this by setting up a stencil kernel, as illustrated in Figure 6 , that propagates through the elements and computes all the values in one pass. The values are read once into the kernel and written back once from the kernel. The following pseudo-code illustrates this idea. The register-resident scalar variables r11-r23 form the stencil kernel. The stencil optimization technique described above can be used to eliminate the redundant memory references for stencil computations. In the temporal blocking algorithm, the wavefront propagates through the subgrids one column at a time. This shifting of the wavefront by a column is similar to the stencil operation. Applying the stencil optimization technique to the propagation of the wavefront, we can eliminate a number of redundant memory references. Since the width of the wavefront is NITER, the size of the stencil kernel is proportional to NITER.
The success of stencil optimization depends on the number of registers available and whether the compiler actually allocates the stencil kernel variables to registers as opposed to the run-time stack. Given the small value of NITER, the live variables fit within the register files available on most modern machines, and hence stencil optimization is very effective.
CACHE-EFFICIENT RED-BLACK GAUSS-SEIDEL
Temporal blocking for RBGS is similar to that for GS. The only difference is that the edges of the wavefront in this algorithm are sawtooth lines rather than straight lines, for the following reason. As we need the updated red elements to update the black elements, the boundary of the maximum number of elements that can be updated once is determined by the red elements in the subgrid, and the line joining the red elements has a sawtooth pattern. As a result, the width of the wavefront is 2*NITER. Other details of temporal blocking, like the propagation of the wavefront, remain unchanged. Stencil optimizations discussed above also apply in this case.
Experimental Results
In this section we compare the performance of the standard and cache-efficient implementations of FMV with experimental results on a number of machines. We experimented on five commonly used modern computing platforms-UltraSPARC 60, SGI Origin 2000, AlphaPC 164LX, AlphaServer DS10, and Dell workstation-with both GS and RBGS smoothers. Table 1 lists the configurations for the machines. Our test case is a two-dimensional Poisson problem of size 1025×1025, with ν 0 = 4 and ν 1 = ν 2 = NITER in Figure 2 . The temporal blocking algorithm has one other parameter: K, the size of the subgrid. We are primarily interested in execution times of the algorithms. We use L1 cache misses, L2 cache misses, and TLB misses to explain the trends in execution time. Table 2 summarizes the overall performance improvement across platforms. Figure 7 shows the execution time plots comparing the standard FMV with the cache-efficient FMV for both GS and RBGS relaxation schemes on the Sparc. Each graph plots subgrid size versus running time, one curve for each value of NITER. The subgrid size parameter does not apply to the standard algorithm, and so each line in the plot for the standard version is essentially a single data point. The plots clearly demonstrate that the temporal blocking algorithm outperforms the standard algorithm. The temporal blocked algorithm runs about 35% faster than the standard algorithm with GS, and about 2.4 times faster with RBGS. The greater speedup in the case of RBGS is because the standard algorithm make two passes over the solution array during each relaxation iteration. Moreover, the order of updates in RBGS gives rise to complex data dependences, which make the compiler optimization of the standard algorithm difficult. Figure 8 shows the execution time plots on the SGI. The temporal blocked algorithm runs about 35% faster than the standard algorithm with GS, and about 2.4 times faster with RBGS. Figure 9 shows the execution time plots on the Alpha 21164, and Figure 10 shows the execution time plots on the Alpha 21264. The temporal blocked algorithm with GS runs about two times faster than the standard algorithm on both the Alphas, while the temporal blocked algorithm with RBGS runs about 2.7 times faster on the 21164 and about two times faster on the 21264. Figure 11 shows the execution time plots on the Pentium II. The temporal blocked algorithm with GS runs about 15% faster than the standard algorithm, and the RBGS temporal blocked version runs about two times faster. On the Pentium II, the number of floating-point registers seems to be a bottleneck for GS, since the success of the temporal blocking algorithm depends on having a large number of registers available. While we use double precision FP representation in all the other platforms without any problem, using double precision on the Pentium II results in worse performance of the temporal blocking algorithm than the standard algorithm. Hence, we use the float data type on the Pentium II. We do not see the same effect in the case of RBGS for two reasons. The standard algorithm, because of the complex data dependences and two sweeps of the array during each iteration, has non-optimal performance. Moreover, 
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MEMORY BEHAVIOR
The running time of the cache-efficient FMV on the different machines above varies as a function of subgrid size.
This variation arises from the way the code exercises different components of the memory system. We now explore these effects using data gathered from memory system simulations on the Sparc and SGI machines. The Sparc memory hierarchy simulations were performed using Lebeck's fast-cache and cprof simulators (Lebeck and Wood, 1994) . Cache simulations on the SGI machine were performed using the perfex tool, which uses the hardware performance counters (Zagha et al., 1996) on the SGI. All simulations were done for NITER = 4. Figure 12 shows the plot of TLB misses, which correlates with the degradation in running times for large subgrid sizes. The reason for the increase in the TLB misses is as follows. Since the size of the solution array is large, each row gets mapped to one or more virtual memory pages. When the temporal blocking algorithm works within a subgrid, the TLB needs to hold all the mapping entries of elements in that subgrid in the solution array (and the array of function values) in order to avoid additional TLB misses. Beyond a particular grid size, the number of TLB entries required exceeds the capacity of the TLB, leading to TLB thrashing. The SGI running time plots show a degradation in the running time as the subgrid size increases, similar to the trend in the Sparc. Again, this trend is also explained by TLB misses, as seen from Figure 13 . However, the degradation in the running time curve in the SGI occurs at higher values of subgrid size compared to the trend in the 
Sparc. This is a result of the larger page size on the SGI (16 KB). The plots on the Alphas also show a similar degradation trend in the running times, similar to the Sparc and the SGI. The degradation on the 21264 starts at higher values of subgrid size compared to the 21164 (and the Sparc), because the TLB on the 21264 has 128 entries compared to 64 entries on the 21164.
The TLB effect that results in the degradation of performance for large subgrid size on other platforms is not present on the Pentium II, because the Pentium II has a four-way set-associative TLB. This effect is an example of the anomalous phenomenon known as anti-conflict misses. Figure 14 shows the L1 cache misses for both GS and RBGS versions on the Sparc. The number of cache misses for the temporal blocking algorithm is lower than the standard algorithm, but the plot shows an increase in the number of L1 cache misses with increase in the subgrid size, which is due to an 
L1 Data Cache
increase in the conflict misses. Figures 15 and 16 contain the plots for L1 capacity and conflict misses for GS and RBGS, respectively. From the plot, we see that the conflict misses increase with an increase in grid size, while capacity misses remain flat. We have confirmed that the conflict misses are due to cross interference between the V and f arrays, by running a cache simulation for a version of the code without the reference to f in the stencil. L1 cache misses remained constant in this simulation. Figure 17 shows the L1 cache misses for both the GS and RBGS versions on the SGI. The temporal blocking algorithm has fewer cache misses than the standard algorithm. However, the trend for the L1 cache misses for the temporal blocked version in the SGI is different from that on the Sparc. The plots do not show an increase in the number of L1 cache misses with increase in the subgrid size, as in the Sparc. This is because the L1 cache in the SGI is a two-way set-associative cache, which removes the conflict misses between the V and f arrays. 
The performance of the temporal blocking algorithm is largely insensitive to the value of N, except at certain isolated points. For instance, on the Sparc for N = 1365, the temporal blocking algorithm ran much slower than the original algorithm. The reason for such poor performance is the large number of self-interference misses on the array V resulting from the access pattern and the row-major array layout. Cache simulations confirmed this, showing an L1 cache miss rate of 50%. We feel this case worthy of mention because it occurs at a value of N that is nowhere near a power of two. It is probably related to the recent result of Frumkin and Van Der Wijngaart (2001) on short interference vectors. This behavior disappears on the SGI machine which has a two-way set-associative cache. Figure 18 shows the L2 cache misses for the standard and temporal blocked algorithm for both GS and RBGS on the Sparc. The plots show that the temporal blocked version has lower L2 cache misses compared to the standard version. Figure 19 shows the L2 cache misses for the standard and temporal blocked algorithm for both the GS and RBGS relaxation schemes on the SGI. The plots show that the temporal blocked version has fewer L2 cache misses compared to the standard version. Figure 20 compares the memory references of the standard GS and the temporal blocked GS version on the Sparc, for different values of NITER. The plot shows an increase in the memory references for the temporal blocked version for larger values of NITER, due to lack of a sufficient number of registers to hold the values in the stencil kernel, which causes some of these values to be spilled into memory locations. (a) (b) Figure 21 contains the dynamic instruction count for the temporal blocked GS version. This plot correlates with the running time plot for temporal blocked GS version, which has a jump in the running time curve for NITER = 6 compared to NITER = 5. The increase in the instruction count for higher values of NITER is due to lack of sufficient registers, resulting in register spilling.
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SUMMARY
The experimental results clearly demonstrate that the temporal blocked multigrid algorithm performs significantly better than the standard implementation. The performance gain of the temporal blocked algorithm comes from its good memory behavior, for most values of parameters. 5 Related Work Leiserson et al. (1997) provide a graph-theoretic foundation for efficient linear relaxation algorithms using the idea of blocking covers. Their work, set in the context of out-of-core algorithms, attempts to reduce the number of I/O operations. Bassetti et al. (1998) investigate stencil optimization techniques in a parallel object-oriented framework and introduce the notion of temporal blocking. In subsequent work (Bassetti et al., 1999) , they integrate the blocking covers (Leiserson et al., 1997) work with their framework for the Jacobi scheme. Stals and Rüde (1997) studied program transformations for the RBGS method. They explore blocking along one dimension for (a)
two-dimensional problems, but our work involves twodimensional blocking. Douglas et al. (2000) investigate cache optimizations for structured and unstructured multigrid. They focus only on the RBGS relaxation scheme. Povitsky (1999) discusses a different wavefront approach to a cache-friendly algorithm to solve PDEs. Frumkin and Van Der Wijngaart (2001) provide some tight lower bounds on cache misses for stencil computations based on geometric insights. Bromley et al. (1991) developed a compiler module to optimize stencil computations on the Connection Machine CM-2. To facilitate this, they worked with a particular style of specifying stencils in CM Fortran. They report performance of over 14 gigaflops. Their work focuses on (a)
optimizing a single application of a stencil, but does not handle the repeated application of a stencil that is characteristic of multigrid smoothers. Moreover, their technique does not handle cases when the stencil operations are performed in a non-simple order, like the order of updates in RBGS.
Conclusions
We have demonstrated improved running times for multigrid using a combination of algorithmic ideas, program transformations, and architectural capabilities. We have related these performance gains to improved memory system behavior of the new programs. We see two promising directions for future research: demonstrating improved performance in other contexts like three-dimensional problems and nine-point stencils, and further improving the memory behavior of the temporal blocking algorithm using nonlinear data layouts (Chatterjee et al., 1999) . Such layouts are likely to have better memory behavior than canonical layouts like row-major or column-major, because they provide more spatial locality among the array elements, and can significantly reduce TLB misses and conflict misses in the temporal blocking algorithm.
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