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Dunkl andWilliams showed that for any nonzero elements x, y in a
normed linear space X∥∥∥∥∥ x‖x‖ −
y
‖y‖
∥∥∥∥∥ 4 ‖x − y‖‖x‖ + ‖y‖ .
Pecˇaric´ and Rajic´ gave a reﬁnement and, moreover, a generalization
to operators A, B ∈ B(H) such that |A|, |B| are invertible as follows:
|A|A|−1 − B|B|−1|2
 |A|−1
(
p|A − B|2 + q(|A| − |B|)2
)
|A|−1,
where p, q > 1 with 1
p
+ 1
q
= 1.
In this note, we shall investigate the inequality and also equality
conditions under the assumption that the existence of |A|−1 and
|B|−1 is not required.Moreover,we give a reﬁnement of the equality
conditions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this note, letB(H)be the algebra of all bounded linear operators actingona complexHilbert space
H. For A ∈ B(H), we denote the absolute value operator of A by |A|, that is, |A| = (A∗A) 12 , where A∗
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stands for the adjoint operator ofA.Wedenote the closure ofAH by [AH] and the orthogonal projection
onto [AH] by P[AH]. Let A = U|A| be the polar decomposition of A ∈ B(H) with U∗U = P[|A|H].
In [1], Dunkl and Williams showed that for any nonzero elements x, y in a normed linear space X∥∥∥∥∥ x‖x‖ −
y
‖y‖
∥∥∥∥∥ 4 ‖x − y‖‖x‖ + ‖y‖ . (1.1)
Pecˇaric´ and Rajic´ gave the following reﬁnement of (1.1): For any nonzero elements x, y in a normed
linear space X∥∥∥∥∥ x‖x‖ −
y
‖y‖
∥∥∥∥∥
√
2 ‖x − y‖2 + 2(‖x‖ − ‖y‖)2
max{‖x‖ , ‖y‖} . (1.2)
Furthermore they generalized the inequality (1.2) to the (invertible) operator case and studied its
equality conditions (cf. [4, Theorem 2.1]):
Theorem A. Let A, B ∈ B(H) be operators where |A| and |B| are invertible, and let p, q > 1with 1
p
+ 1
q
=
1. Then
|A|A|−1 − B|B|−1|2  |A|−1(p|A − B|2 + q(|A| − |B|)2)|A|−1. (1.3)
The equality in (1.3) holds if and only if
p(A − B)|A|−1 = qB(|A|−1 − |B|−1). (1.4)
We shall show that the inequality (1.3) can be generalized by using polar decompositions of opera-
tors A, B ∈ B(H). As a result, TheoremA is extendedwithout demanding the invertibility of |A| and |B|.
Moreover, we investigate the equality condition (1.4) and give a reﬁnement of the equality conditions
without additional assumptions related to inverse conditions. The obtained results are generalizations
of [4].
2. Main results
We begin with two lemmas.
Lemma 2.1 [2, Corollary 1]. Let A, B ∈ B(H), and let p, q > 1 with 1
p
+ 1
q
= 1. Then
|A − B|2  p|A|2 + q|B|2, (2.1)
with equality if and only if pA = −qB.
Lemma 2.2. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q ∈ R with 1
p
+ 1
q
= 1. Suppose that p(A − B) = qV(|B| − |A|). Then
p|A − B|2  q(|A|2 − |B|2).
In particular, if p > 1, then |A| |B| and U∗U  V∗V . Further if U∗U = V∗V, then p|A − B|2 = q(|A|2 −
|B|2).
Proof. The equality p(A − B) = qV(|B| − |A|) is equivalent to p(A − qB) = −qV |A|. It follows that
|p(A − qB)|2 = | − qV |A||2 = q2|A|V∗V |A| q2|A|2.
On the other hand, we have
|p(A − qB)|2 = p2{|A|2 + q2|B|2 + q(|A|2 − A∗B − B∗A + |B|2) − q(|A|2 + |B|2)}
= p2{(1 − q)|A|2 + (q2 − q)|B|2 + q(|A − B|2}.
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So we have
p2{−(q − 1)|A|2 + q(q − 1)|B|2 + q(|A − B|2} q2|A|2.
It follows from q − 1 = q
p
and by multiplying 1
pq
to both sides that
−|A|2 + q|B|2 + p|A − B|2  q
p
|A|2, that is, p|A − B|2  q(|A|2 − |B|2).
If p > 1, then |A|2  |B|2. Hence we have |A| |B|. If U∗U = V∗V , then V∗V |A| = |A|. So we have
p|A − B|2 = q(|A|2 − |B|2). 
The inequality (2.1) is an operator version of the Bohr inequality [3, p. 312]. By this lemma, we get
our main result.
Theorem 2.3. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Then
|(U − V)|A||2  p|A − B|2 + q(|A| − |B|)2. (2.2)
The equality in (2.2) holds if and only if
p(A − B) = qV(|B| − |A|) and U∗U = V∗V . (2.3)
Proof. We have
|(U − V)|A||2 = |U|A| − B + B − V |A||2 = |A − B − V(|A| − |B|)|2.
Applying Lemma 2.1 to operators A − B and V(|A| − |B|), we have
|(U − V)|A||2  p|A − B|2 + q|V(|A| − |B|)|2 (2.4)
= p|A − B|2 + q(|A| − |B|)V∗V(|A| − |B|)
 p|A − B|2 + q(|A| − |B|)2 (by V∗V  I). (2.5)
By Lemma 2.1 the equality in (2.4) holds if and only if p(A − B) = qV(|B| − |A|). The equality in (2.5)
holds if and only if V∗V(|A| − |B|) = |A| − |B|, that is V∗V |A| = |A| by V∗V |B| = |B|. This implies
U∗U  V∗V . On the other hand, the condition p(A − B) = qV(|B| − |A|) gives U∗U  V∗V by Lemma
2.2. Hence we have U∗U = V∗V .
Conversely, the condition U∗U = V∗V gives V∗V(|A| − |B|) = U∗U|A| − V∗V |B| = |A| − |B|. So
equalities in (2.4) and (2.5) hold, which implies equality in (2.2). 
Corollary 2.4. Theorem 2.3 gives Theorem A.
Proof. The polar decompositions of A and B are represented by A = U|A| and B = V |B|, respectively.
Then we have U = A|A|−1, V = B|B|−1, U∗U = V∗V = I. This implies
|A|A|−1 − B|B|−1|2 = |U − V |2
= |A|−1 · |A||U − V |2|A| · |A|−1
= |A|−1|(U − V)|A||2|A|−1
 |A|−1(p|A − B|2 + q(|A| − |B|)2)|A|−1 (by (2.2)).
The equality in (1.3) holds if and only if
p(A − B)|A|−1 = qV(|B| − |A|)|A|−1
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= qB|B|−1(|B| − |A|)|A|−1
= qB(|A|−1 − |B|−1).
Hence we have Theorem A. 
Remark 2.5. In Theorem 2.3, we replace A and B by B and A, respectively. Then
|(U − V)|B||2  p|A − B|2 + q(|A| − |B|)2. (2.6)
The equality in (2.6) holds if and only if p(A − B) = qU(|B| − |A|) and U∗U = V∗V .
Putting p = q = 2 in (2.2) and taking the square root of each side of it, we have the following
corollary.
Corollary 2.6. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|. Then
|(U − V)|A|| √2(|A − B|2 + (|A| − |B|)2) 12 , (2.7)
|(U − V)|B|| √2(|A − B|2 + (|A| − |B|)2) 12 . (2.8)
3. Equality conditions in Theorem 2.3
In this section, we give a reﬁnement of the equality conditions (2.3) in Theorem 2.3.
First we have the following proposition which is related to the equality in Theorem 2.3.
Proposition 3.1. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Suppose that U∗U = V∗V . Then the following statements are equivalent:
(i) p(A − B) = qV(|B| − |A|).
(ii) |A| = |B| + p
q
|A − B| and A − B = −V |A − B|.
Proof. (i) ⇒ (ii) We have
p2|A − B|2 = |p(A − B)|2 = |qV(|B| − |A|)|2 = q2(|B| − |A|)2
from U∗U = V∗V . Moreover, since the condition (i) gives |A| |B| by Lemma 2.2, we have q(|A| −
|B|) = p|A − B|. Thus the ﬁrst condition of (ii), |A| = |B| + p
q
|A − B| holds. On the other hand, since
A − B = q
p
V(|B| − |A|) = −V |A − B|by (i)and theﬁrst conditionof (ii),wehave thesecondcondition
of (ii).
(ii) ⇒ (i) We have p(A − B) = −pV |A − B| = qV(|B| − |A|). 
By the equality condition of Theorem 2.3 and Proposition 3.1, we have the following corollary.
Corollary 3.2. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Suppose that
|(U − V)|A||2 = p|A − B|2 + q(|A| − |B|)2.
Then
|A| = |B| + p
q
|A − B| and A − B = −V |A − B|.
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Next we will give characterizations of the equality in (2.2). For this purpose, we need the following
lemmas.
Lemma 3.3 [4, Lemma 2.9]. Let S, T ∈ B(H) be positive operators such that ST + TS = tS2 for some
t ∈ R. Then the following statements hold:
(i) If t < 0, then S = 0.
(ii) If t  0, then ST = TS = 1
2
tS2.
Proof. For the sake of convenience, we give a simple proof. The operator S2T(= S(tS2 − TS) is self-
adjoint. So, since S2 and T are commuting, from S, T > 0 we have S and T are commuting. If t < 0,
then 2ST = tS2  0. So we have S = 0. On the other hand, if t  0, then 2ST = tS2. 
Lemma 3.4. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Suppose that
|(U − V)|A||2 = p|A − B|2 + q(|A| − |B|)2. (3.1)
Then
|B||A − B| + |A − B||B| = (2 − p)|A − B|2. (3.2)
Proof. Putting C = A − B, the equality (3.1) implies C = −V |C| by Corollary 3.2. So we have
B∗C = −B∗V |C| = −|B|V∗V |C| = −|B||C| (by V∗V |B| = |B|).
Hence we have
|C + B|2 = |C|2 + C∗B + B∗C + |B|2 = |C|2 − |C||B| − |B||C| + |B|2.
On the other hand, by Corollary 3.2 we have
|C + B|2 = |A|2 =
(
|B| + p
q
|C|
)2
= |B|2 + p
q
|B||C| + p
q
|C||B| + p
2
q2
|C|2.
The combination of above two equalities gives
(
p2
q2
− 1
)
|C|2 +
(
p
q
+ 1
)
|B||C| +
(
p
q
+ 1
)
|C||B| = 0.
It follows from
p
q
− 1 = p − 2 that
|B||C| + |C||B| = (2 − p)|C|2,
and this lemma is proved. 
Nowwe give a characterization of the equality in (2.2) by dividing the real numbers p > 1 into two
cases (p 2 and (1 <)p < 2) according to Lemma 3.3.
Theorem 3.5. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Suppose that p 2. Then the following statements are equivalent:
(i) |(U − V)|A||2 = p|A − B|2 + q(|A| − |B|)2.
(ii) A = B.
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Proof. (i) ⇒ (ii) Putting C = A − B, the condition (i) gives the following inequality by Lemma 3.4:
|B||C| + |C||B| = (2 − p)|C|2.
If p > 2 (2 − p < 0), then A − B = 0 by Lemma 3.3 (i). Nextwe suppose p = 2 (t = 2 − p = 0). Then
it holds |C||B| = 0 and so |C|V∗V = 0 by V∗V = P[BH]. Since C = −V |C| from Corollary 3.2, we have
|C|2 = C∗C = |C|V∗V |C| = 0. So we have |C| = 0, and hence C = 0.
(ii) ⇒ (i) It is obvious that A = B gives U = V by the uniqueness of the polar decomposition. 
Theorem 3.6. Let A, B ∈ B(H) be operators with polar decompositions A = U|A| and B = V |B|, and let
p, q > 1 with 1
p
+ 1
q
= 1. Suppose that 1 < p < 2 Then the following statements are equivalent:
(i) |(U − V)|A||2 = p|A − B|2 + q(|A| − |B|)2.
(ii)
⎧⎨
⎩
A = B(I − 2
2−pW
∗W),
|A| = |B|
(
I + 2p
(2−p)qW
∗W
)
,
where A − B = W|A − B| is the polar decomposition of A − B.
Proof. (i) ⇒ (ii) We put C = A − B. The condition (i) gives equalities
C = −V |C| and |B||C| + |C||B| = (2 − p)|C|2
by Corollary 3.2 and Lemma 3.4, respectively. We put S = |C|, T = |B| and t = 2 − p in Lemma 3.3.
Then we have from 1 < p < 2 (t = 2 − p > 0)
|B||C| = |C||B| = 1
2
(2 − p)|C|2.
So it holds B|C| = V |B||C| = 1
2
(2 − p)V |C|2 = 1
2
(p − 2)C|C|, that is, A|C| = p
p−2B|C|. It follows from
W∗WH = [|C|H] that
AW∗W = p
p − 2BW
∗W .
On the other hand, we have (I − W∗W)H = KerC. This implies
A(I − W∗W) = B(I − W∗W).
So we have
A = AW∗W + A(I − W∗W) = p
p − 2BW
∗W + B(I − W∗W) = B
(
I − 2
2 − pW
∗W
)
and so the ﬁrst equality of (ii) holds.
Next we have
−V |C| = A − B (by Corollary 3.2)
= − 2
2−pBW
∗W (by the ﬁrst equality of (ii))
= − 2
2−pV |B|W∗W .
(3.3)
Here, since the condition (i) impliesU∗U = V∗V by Theorem 2.3, we note that V∗V W∗W . It follows
from U∗U = V∗V that [A∗H] = [B∗H]. So we have [|C|H] = [(A − B)∗H] ⊂ [B∗H] = [|B|H], and so
V∗V W∗W . Hence the equality (3.3) gives |C| = 2
2−p |B|W∗W . By Corollary 3.2, we have
|A| = |B| + p
q
|C| = |B| + 2p
(2 − p)q |B|W
∗W = |B|
(
I + 2p
(2 − p)qW
∗W
)
,
that is, the second equality of (ii),
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(ii) ⇒ (i) We obtain that
qV(|B| − |A|) = − 2p
(2 − p)V |B|W
∗W = − 2p
2 − pBW
∗W = p(A − B).
Moreover, since theoperator I + 2p
(2−p)qW
∗W
(
= (I − W∗W) +
(
1 + 2p
(2−p)q
)
W∗W
)
is invertible,we
have [|A|H] =
[
|B|
(
I + 2p
(2−p)qW
∗W
)
H
]
= [|B|H]. Hence we have U∗U = V∗V . And so we get the
condition (i) from Theorem 2.3. 
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