New perspectives for wireless communications have brought new techniques, such as a very large number of antennas at a base station (BS) serving multiple user terminals (UTs) with a single antenna each, known as massive MIMO (M-MIMO). M-MIMO linear detectors, such as maximal-ratio combining (MRC), zero-forcing (ZF) or minimum-mean-square error (MMSE) can achieve excellent performance with low complexity due to the channel hardening property. However, imperfect channel estimation produces a penalty in the performance. An average bit error rate (BER) performance analysis over time-invariant channel is presented for M-MIMO systems under imperfect channel estimation in contrast with most of M-MIMO literature that uses the ergodic capacity approach. Closed-form expressions and bounds to evaluate the average BER are derived for MRC, ZF and MMSE detectors in a unicellular environment considering M -QAM modulation. Furthermore, an expression to evaluate the normalized signal-to-noise ratio (E b /N 0 ) penalty due to the imperfect channel estimation is presented. Montecarlo numerical simulations are used to verify the tightness of the derived equations which are a function of the number of BS antennas, number of users, coherence time interval, number of pilot symbols and the E b /N 0 of pilot and data symbols used for channel estimation and data detection.
I. INTRODUCTION
The technological transition to fifth generatio (5G) systems is expected to increase a thousand-fold higher throughput [1] - [3] . Massive MIMO (M-MIMO) has emerged as one of the most promising technologies towards this direction, because M-MIMO includes a very large number of antennas at the base station (BS) serving a reduced number of user terminals (UTs) which are tipically equipped with one antenna. Thus, offers more degrees of freedom at BS multiplying the cellular throughput [4] , [5] .
Several works show that M-MIMO had brought benefits over ordinary MIMO, allowing reliable communication, higher throughput, and power efficiency by using simple The associate editor coordinating the review of this manuscript and approving it for publication was Chenhao Qi . linear processing. In a unicellular scenario, linear detectors, such as maximal-ratio combining (MRC), zero-forcing (ZF) and minimum-mean-square error (MMSE) behave nearly optimal 1 , as the number of BS antennas goes to infinity [4] - [7] . M-MIMO take advantage of two concepts: the channel favorable propagation regime [8] , defined by the mutual orthogonality among channels and the channel hardening [9] , which means that the channel randomness impact is negligible on the communication performance, i.e. the channel behaves as if there is no fading.
By taking advantage of the M-MIMO properties, some algorithms to reduce the complexity of linear detectors are proposed in [10] and [11] . In particular, in [10] is proposed a low-complexity MMSE detector algorithm based on the Damped Jacobi method to determine the optimum and quasi-optimum damped parameter by exploiting the massive MIMO channel property of asymptotic orthogonality. Moreover, in [11] , the authors propose a novel computationally efficient data detection algorithm based on the modified Richardson method that outperforms the existing methods and achieves near-MMSE performance with a significantly reduced computational complexity.
In most of the literature, the performance of M-MIMO is evaluated in terms of the ergodic capacity, where the bit error rate (BER) and modulation do not take part [4] - [7] , [12] - [15] . However, other more practical performance evaluations could be used, such as the BER, pair-wise error probability (PEP) or outage probability [16] - [19] . Furthermore, those performance measures are a function of the signal-to-interference plus noise ratio (SNIR) [20] , [21] . For M-MIMO, the SNIR is derived in [8] for MRC, ZF and MMSE detectors and it is used to assess the ergodic capacity. In contrast, in this work, the SNIR is used to evaluate the average BER.
The BER performance of MIMO with perfect channel estimation (or perfect channel state information -PCSI) for MRC and ZF detectors is analyzed in [22] and [23] , respectively. For the MMSE detector, with PCSI, a closed-form BER expression is derived in [24] and a symbol error rate (SER) in [25] .
For M-MIMO, the BER is evaluated in [26] for the MRC detector considering PCSI. The authors derive a SNIR expression and present an approximate expression to evaluate the BER for multilevel quadrature amplitude modulations (M -QAM). For the ZF detector with PCSI, the SER is obtained in [18] and [27] , considering multilevel quadrature amplitude modulations (M -QAM) and phase-shift keying (M -PSK), respectively.
In a real scenario, it is not possible to have PCSI and channel estimation is performed to obtain an imperfect channel state information (ICSI). The channel estimation can be performed by using the maximum-likelihood (ML) estimator or the minimum-mean-square (MMSE) estimator over a set of pilot symbols known at the receiver [28] . For channel estimation, one technique consist in transmitting pilot symbols multiplexed with data symbols. The multiplexed pilot estimation technique is studied in [29] , it shows how many pilot symbols are required for a reliable communication in MIMO and the effects on the ergodic capacity.
In [30] , an approximated expression is derived to evaluate the average BER of the MRC detector with ICSI, with this aim the MMSE channel estimator is employed considering the minimum number of pilot symbols in a relay network with M-MIMO. On the other hand, in [31] , the ZF detector is studied, and a simple average BER expression is presented for scenarios with ICSI and M -QAM modulation. The derived expression is valid for MIMO and M-MIMO. However, in [31] , the ICSI depends on an arbitrary parameter introduced to model the channel estimation error. In addition, MMSE channel estimation is not considered in the analysis.
Finally, in [32] , the PEP is evaluated for ZF and MMSE detectors considering ICSI using the MMSE detector with a fixed number of pilot symbols. In this work, M-MIMO is considered in a multi-cell scenario where M -PSK modulation is used.
By the above, in the literature, there is a lack of studies of linear detectors for M-MIMO systems at bit-level, evaluating studying the BER for M-QAM modulation, under the effects of ICSI using the MMSE channel estimator for different number of pilot symbols. Besides, in the literature we have not found expressions that shows the penalty in E b /N 0 when ICSI systems are compared with PCSI systems. Finally, for systems with ICSI it is necessary to the energy expended during channel estimation and data detection, and the tradeoff between the BER and the spectral efficiency.
In this paper, the average BER for the uplink of unicellular M-MIMO systems using MRC, ZF and MMSE detectors under ICSI for flat fading time-invariant channel is presented. The MMSE estimator is employed for channel estimation using orthogonal pilot symbol sequences of different lengths. Simple and exact expressions are derived for each detector in order to evaluate the average BER. For this purpose, M-QAM modulation, N antennas at the BS and K UTs are considered. Besides, BER lower bounds for M-MIMO systems, i.e. N K , by considering the channel hardening properties are introduced, as well as BER upper bounds in the asymptotic region. Furthermore, expressions that evaluate the system performance loss due to the ICSI, in terms of E b /N 0 , are derived for the ZF detector. Finally, an study of channel estimation with pilot symbol sequences of different lengths, in order to maximize the system spectral efficiency and minimize average BER is presented.
The average BER expressions show similar performance between ZF and MMSE detector for N K and poor performance for the MRC detector which presents BER floor. Furthermore, the lower bounds are tighter as the ratio N /K → ∞. Besides, as the channel estimation quality worsens, the BER performance can be improved by increasing the energy at no cost of spectral efficiency or increasing the number of pilot symbols at the cost of spectral efficiency.
The remainder of this paper is organized as follows. Section II presents the system and channel models. Section III shows the channel estimation strategy and the system model considering imperfect channel estimation. Section IV presents the SNIR of MRC, ZF and MMSE detectors. The exact performance evaluation in terms of the average bit error rate is derived in Section V. Section VI presents the BER bound for M-MIMO systems. Numerical results and simulations are presented in Section VII. Finally, the conclusions are drawn in Section VIII.
Notation: Column vector and matrices are represented by lower, x, and upper case boldface X. In addition, (·) T , (·) H , (·) −1 , (·) + , Tr [·] and · denote transpose, conjugate transpose, matrix inversion, pseudo-inverse matrix, matrix trace and vector norm, respectively. I N represents the N × N identity matrix and x ij is the i-th row, j-th column element of matrix X. Finally, E {·} or x denotes expectation, Var {·} variance and Cov {·} covariance operators of its argument.
II. SYSTEM AND CHANNEL MODELS
Consider the uplink of a unicellular M-MIMO system employing N antennas at the BS to simultaneously serve K single-antenna UTs, where N K . Thus, at each symbol time interval, the received signal vector, y of dimension N ×1, at the BS is given by 2 :
where A j is the signal amplitude and M is the modulation order. H = [h 1 h 2 · · · h K ] is the N × K slow flat Rayleigh fading channel matrix, whose entries h i,j = α i,j exp jφ i,j are independent and identically distributed (i.i.d.) complex Gaussian random variables, i.e. h i,j ∼ CN 0, α 2 , where α i,j is the Rayleigh fading amplitude with second moment α 2 , φ i,j is the uniformly distributed phase over the interval [0, 2π ) and j = √ −1. Finally, w represents the complex additive white Gaussian noise (AWGN) vector, whose entries are i.i.d random variables with distribution CN 0, σ 2 , where σ 2 = N 0 2T s is the noise variance 3 , N 0 is the one-sided noise power spectral density and T s is the symbol time interval.
A. TIME-INVARIANT FADING CHANNEL MODEL
The time-invariant channel model considers that the fading remains invariant during a time-interval T B = LT s , which is known as coherence-time interval, where L = L p + L d is the block of transmitted symbols from each UT to the BS with L p pilot symbols and L d data symbols. The pilot symbols are employed to perform channel estimation and they do not convey information, reducing the effective average symbol energy used in data transmission and the spectral efficiency.
B. AVERAGE SYMBOL ENERGY
For comparing systems with perfect channel estimation and imperfect channel estimation, it is necessary define the average symbol energy of each one of them.
1) PERFECT CHANNEL ESTIMATION
For ideal PCSI, the total block energy of the jth UT transmitted symbols is given by 4 :
2 The 1 2 factor is introduced by carriers of bandpass transmission. 3 The complex variance is
is the noise variance per dimension. 4 For easiest notation the susbscript j it is not written down. This is reasonable for perfect power control systems, where the signals of all UT are received with same power, which is considered in this work. where L D is the block length, |x| 2 is mean power of data symbol and T s is the symbol time period. The average symbol energy of the jth UT is given by:
where E s = |x| 2 2 T s is the symbol energy. The average energy per bit is given by
The block symbols time-interval duration is given by:
For MP channel estimation, data symbols are time multiplexed with pilot symbols as shown in Fig. 1 . The total block energy of the jth UT transmitted symbols is given by:
where E s p = |x p | 2 2 T s is the pilot symbol energy 5 ,
2 T s is the data symbol energy and T s is the symbol time period with imperfect estimation.
For a fair comparison between systems with PCSI and ICSI, note that both systems must transmit the same number of data symbols, i.e., L D = L d . Furthermore, by considering the same T B for PCSI and ICSI, the time symbol period is:
where η = L p L d . Observe that the time symbol period T s for MP is reduced which represents a bandwidth expansion.
For a fixed E s T the relation between energies of PCSI and ICSI is given by 6 :
Finally, by introducing the ratio µ = E sp E s d , the jth UT pilot symbol energy in terms of the average symbol energy is given by:
and the multiplexed data symbol energy is: 5 The pilot symbol is deterministic because it is known at the receiver. 6 In terms of the symbol power
C. SPECTRAL EFFICIENCY
The spectral efficiency defined as the ratio between the total throughput and the total system bandwidth and evaluated in bits/s/Hz, is given by:
where K is the number of user terminals in the cell, R b,j is the kth user bit rate and B is the system bandwidth.
1) PREFECT ESTIMATION
The cellular spectral efficiency for a system with PCSI is given by:
where the K users transmit at the same bit rate R b = log 2 M , the bandwidth B = 1/T s = 1 is normalized and M is the modulation order.
2) MULTIPLEXED PILOT
For MP the bandwidth is B = 1/T s . There is a bandwidth expansion as shown in (6), and the bandwidth increases to B = 1+η. By considering the increased bandwidth, the spectral efficiency is given by:
III. CHANNEL ESTIMATION
For performing coherent detection the channel state information is required by the receiver at the BS. In practice, this is obtained by estimating α i,j and φ i,j from the channel matrix H. From estimation theory, channel estimation can be performed by using the maximum-likelihood (ML) estimator or the minimum-mean-square (MMSE) estimator. At the cost of some a-priory knowledge and complexity, the MMSE estimator presents better performance [28] and is used in this work. For the MP estimation technique, the multiplexed pilot symbols are orthogonal sequences of length L p ≥ K , which guarantee a reliable MMSE channel estimation free of interference [29] . Thus, the received pilot matrix Y p of dimension N × L p is given by:
where X p is a K ×L p matrix whose elements are the transmitted pilot symbols from K users, which are known by the BS, and W is an N × L p complex additive white Gaussian noise matrix.
Applying the MMSE estimator [28] , the conjugate transpose of the estimated channel matrix is given by:
where
the covariance matrices. Using (14) and the covariance matrices in (15) , the conjugate transpose of the estimated channel matrix is:
where we have considered that E H H H = α 2 N I K and E W H W = σ 2 N I L p . Notice that a-priory knowledge of the noise variance σ 2 and the fading second moment α 2 are required to evaluate (16) .
Considering perfect power control, the transmitted pilot symbols matrix X p that minimize the channel estimation error and eliminates the interference during the channel estimation is an orthogonal matrix (e.g. a Hadamard matrix) satisfying the condition X p X H p = |x p | 2 L p I K , where K must be a power of 2 that is K = 2 n for n ≥ 0 and L p = mK for m ≥ 1.
Applying the matrix inversion theorem 7 , considering orthogonal pilot symbols matrix and performing the conjugate transpose operation in (16) , the estimated channel matrix is given by:
Accordingly to the MMSE estimator principles [28] , the estimated channel matrix H and the estimation error matrix H = H− H are independent random matrices with the same distribution of H. This aspect is shown in Appendix A. Therefore, the entries of H and H have distributions:
where α 2 is the variance of the estimated channel and is the imperfection introduced by the channel estimation, defined in Appendix A as:
The channel estimation imperfection is bounded by 0 < ≤ 1, where the upper bound stands for perfect channel estimation and the lower bound for completely imperfect channel estimation.
A. SYSTEM WITH CHANNEL ESTIMATION ERROR
The received signal vector, given by (1), during the data detection, can be rewritten in terms of the estimated channel VOLUME 7, 2019 and the channel estimation error as:
Observe that the channel estimation errorh can be seen as an additional interference.
IV. LINEAR DETECTION
Linear detectors are presented in this section. In particular, MRC, ZF and MMSE detection can be performed after the channel estimation, H is known by the receiver at the BS.
A. MAXIMAL RATIO COMBINING DETECTOR
The detected data symbol vector at MRC output is given by:
The detection of the kth user data symbol can be rewritten as:
which is equivalent to:
where (22) was substituted in (24) . In (25) the first term is the kth user signal, MAI is the the multiple access interference, CEEI is the channel estimation error interference and the last term is the noise. Appendix B shows that the instantaneous SNIR conditioned on the kth user vector channel is given by:
where ĥ k 2 ∼ χ 2 (2N ) follows a chi-square distribution with 2N degrees of freedom.
It is clear that the SNIR also follows a chi-square distribution γ s ∼ χ 2 (2N ). Previously, we have indicated that σ 2 = N 0 2T s and since perfect power control is considered,
Employing these results in (26) , the mean SNIR can be written as:
and the mean SNIR per channel is γ c = γ s /N .
The SNIR can be reduced to the PCSI scenario by using = 1 µ = 1 and η = 0 which is equivalent to the SNIR expression derived in [26] .
B. ZERO FORCING DETECTOR
The detected data symbol vector at the ZF output is given by:
The detection of the kth user symbol can be rewritten as:
or equivalently,
where (22) was substituted in (29) andĥ + k is the kth row of H + . Notice that the MAI is eliminated due to the channel inversion. Specifically, it has been employed that:
Appendix C shows that the instantaneous SNIR conditioned on the kth user vector channel is given by:
] follows a chi-square distribution with 2(N − K + 1) degrees of freedom [33] .
The SNIR also follows a chi-square distribution γ s ∼ χ 2 [2(N − K + 1)], where the mean SNIR is given by:
and the mean SNIR per channel is γ c = γ s /(N − K + 1).
Just as for the MRC detector, the SNIR of ZF detector can be reduced to the PCSI scenario by using = 1, µ = 1 and η = 0. In this case, our derived SNIR expression is equivalent to the SNIR given in [18] and [27] for unicellular systems.
C. MINIMUM-MEAN-SQUARE ERROR
The detected data symbol vector at the MMSE output is given by:
where A = R x d y d R −1 y d y d is the compensation matrix, which is the MMSE estimator, defined by product of the covariances matrices R x d y d and R y d y d . By using (21) , the covariance matrices are given respectively by:
The detection of the kth user data symbol, can be rewritten as:
where (22) was substituted in (37) and a k is the kth row of A. Appendix D shows that the instantaneous SNIR conditioned on the kth user vector channel is given by:
where λ j is the jth eigenvalue of H k H H k and H k is defined as H without its kth column.
The SNIR follows a generalized chi-square distribution [25] . The SNIR is also conditioned on the eigenvalues λ j and since the eigenvalues distribution is an elaborated expression [34] , obtaining the mean SNIR is a quite complex task as shown in [25] . However, from the results of [24] , for our scenario, it is possible to show that the mean SNIR per channel is γ c = γ s /(N −K +1) where γ s is the same obtained for the ZF detector in (33) . For the PCSI scenario, it must be used = 1, µ = 1 and η = 0 on the SNIR expressions.
In M-MIMO systems, the SNIR distribution of the MMSE detector given by (39) can be approximated by a chi-square distribution γ s ∼ χ 2 [2(N −K +1)]. Notice that (39) is divided in two summations depending on j, where the denominator of the first sum depends on the eigenvalues λ j = 0 and the denominator of the second sum on λ j = 0, as indicated in the Appendix D. Thus, the elements of the second summation are greater than the elements on the first summation. Besides, the first summation has K − 1 terms and the second summation N − K + 1 terms. Finally, by the above and considering N K the second summation has more elements, and hence, this sum is dominant, and the first summation can be considered negligible compared with the second summation. As a consequence, the SNIR distribution of the MMSE detector in M-MIMO systems is equivalent to the chi-square distribution of the ZF detector given by (32)
V. EXACT AVERAGE BIT ERROR RATE
Closed-form expressions to evaluate the exact average BER are derived in this section. Linear detectors are presented in this section. Using the SNIR, it is possible to derive the average BER by [21] :
where P (b|γ s ) is the bit error probability conditioned on the instantaneous SNIR and f s (γ s ) is the probability density function (PDF) of the SNIR. For a M -QAM modulation using Gray mapping, the exact BER, conditioned on the instantaneous SNIR is given by [35] :
where erfc(x) = 2 √ π ∞ x e −t 2 dt is the complementary error function and x is floor operation, that is, the greatest integer less than or equal to x.
Using (41) in (40), the average BER is given by:
where I(ν i ) is an integral defined as:
which depends on the SNIR PDF and on ν i = 2(M −1) 3(2i+1) 2 .
A. BER FOR MRC DETECTOR
For the MRC detector, the solution of (43) is obtained employing the SNIR PDF given by (26) . Hence, from [33] the solution of (43) is:
where p = 1 2 1 − γ s N ν i +γ s , γ s is given by (27) and ( n x ) = n!
x!(n−x)! is the binomial expansion. Consequently, the average BER for the MRC detector is obtained by substituting (44) in (42). Performing asymptotic expansion of (44), it is easy to show that the diversity order of the MRC detector is N .
B. BER FOR ZF DETECTOR
For the ZF detector, the solution of (43) using the SNIR PDF given by (32) is:
where p = 1 2 1 − γ s (N −K +1)ν i +γ s and γ s is given by (33) . The average BER for the ZF detector is obtained by substituting (45) in (42). Note that the solution of (43), given by (45), is similar to (44), except for the diversity order of N − K + 1.
C. BER FOR MMSE DETECTOR
For the MMSE detector, the solution of the integral expression given in (43) is quite complex. Nevertheless, it is solved in [24] using the channel reliability approach 8 , which is given by:
(·) is the gamma function, 1 F 1 (·; ·; ·) is the confluent hypergeometric function [36] and γ s is given by (33) for our scenario.
VI. MASSIVE MIMO BER
In the Section V, the derived average BER expressions are exact and they are function of N and K for MRC, ZF and MMSE detectors. In this section, a lower bound of the average BER is derived for M-MIMO systems by considering that N K . Exploiting the channel hardening properties of M-MIMO [8] , it is possible to apply Jensen's inequality 9 in (40). Therefore, the lower bound of the average BER is given by:
(49) 8 The integral can also be solved by using the SNIR PDF approach shown in [25] . However, the resulting expression is more elaborated.
Hence, it has been employed that P (b|E {γ s }) ≤ E {P(b|γ s )}.
By using (49) in (41), the average BER lower bound for M-MIMO systems is given by:
The average BER lower bound for the MRC detector is obtained by replacing (27) in (50) and for the ZF detector by replacing (33) in (50). For the MMSE detector, the average BER lower bound is similar to the ZF detector, because both mean SNIR are equivalent.
The average BER expressions derived in Sections V and VI are also valid to evaluate the performance with perfect CSI by using = 1, µ = 1 and η = 0 on the SNIR expressions.
A. PENALTY DUE TO IMPERFECT ESTIMATION
In this section, the penalty in SNR for comparing M-MIMO systems with PCSI and ICSI at the same average BER is presented. The penalty analyzes for the ZF detector is performed in the asymptotic region, that is, the high SNR region 10 Appendix E shows that for high E b /N 0 , the asymptotic average BER for the ZF detector with ICSI is approximated by:
where γ s,I is given by (33) . For PCSI the asymptotic average BER is approximated by:
where γ s,P is the ZF detector mean SNIR for PCSI, obtained by using = 1 and η = 0 in (33). On the asymptotic region, for the same average BER, P b,I = P b,P , the Appendix E shows that the penalty due to the ICSI in dB is given by:
Note in (53) that penalty depends on η, µ, L p and K and is independent on the number of antennas N at BS and on the modulation order M . From (53) observe that a penalty of 0 dB is present for η → 0 (since η = L p /L d , for L d → ∞ then η → 0) by considering L p K and µ = 1 or L p = K and µ 1. However, by limiting L p = K and µ = 1 there is a penalty of 3 dB. Besides, for a bounded L d there is always a penalty.
VII. NUMERICAL RESULTS
In this section, simulation and numerical results are presented for M-MIMO in a unicellular scenario. For this, the fading second moment is normalized, that is α 2 = 1. Fig. 2 presents the average BER as a function of E b /N 0 for the MRC, ZF and MMSE detectors in M-MIMO systems with ICSI considering N = 128 antennas at the BS, K = 16 UTs, L = 250 symbols, L p = 16 pilot symbols, µ = 1 and M -QAM modulation with M = 4, 16, 64. In M-MIMO systems, MMSE and ZF detectors have similar perform, 11 because for N K , the SNIR of the MMSE detector given by (39) is similar to the SNIR of the ZF detector given by (32) . Since the average BER depends on the SNIR, both performances are similar. This result for M-MIMO contrast with the well-known result of MIMO systems where the MMSE detector has better performance than the ZF detector [37] . On the other hand, both MMSE and ZF detectors, present superior performance over MRC. In particular, there is a BER floors caused by the MAI when MRC is used. Besides, the MAI is eliminated and there is no BER floors when ZF and MMSE is employed. Moreover, as expected, as the modulation order increases, more E b /N 0 is necessary in order to maintain the same BER. The M-MIMO lower bounds are also plotted. Notice that for the ZF detector, the lower bound is tighter in the low E b /N 0 region. The same lower bound is valid for ZF and MMSE detector. Finally, the results are validated through Monte Carlo simulations. 11 In Fig. 2 the curves for ZF and MMSE detectors are superposed Once the theoretical expressions are validated by simulation in Fig. 2 , in the reminder of this paper, for simplicity, only theoretical curves will be plotted to analyze the performance. Fig. 3 shows the average BER as a function of E b /N 0 for MRC detector in a unicellular M-MIMO system with PCSI and ICSI for N = 128, 512, 1024 antennas at the BS, K = 16 UTs, L = 250 symbols, L p = 16 pilot symbols, µ = 1 and 16-QAM modulation. Observe that the BER improves as N grows and achieves lower floor at the cost of a huge number of antennas. Furthermore, the BER penalty due to ICSI vanishes as E b /N 0 increases. It occurs because the BER is limited by the MAI and not by the imperfect estimation ( ). This can be verified in (27) . As a consequence of that, the BER floor appears even for low E b /N 0 dB. This result is also presented in [26] .
In the next figures we focus only on the ZF performance. Fig. 4 compares the exact closed-form BER expression and the M-MIMO BER lower bound obtained in (42) and (50), respectively, with the average BER expressions derived in [18, Eq. (53) ] and [27, Eq. (25) ] for the PCSI case. Notice that the cited works present approximations. Specifically, [18] presents an upper bound, and [27] presents a BER lower bound. In [27] , the general expression is derived for M -PSK modulation and multi-cell scenario. Hence, our comparison is limited to 4-QAM modulation and unicellular scenario. Fig. 5 shows the average BER as a function of E b /N 0 for M-MIMO systems with PCSI and ICSI for N = 64 and 128 antennas at the BS, K = 16 UTs, L = 250 symbols, L p = 16 pilot symbols, µ = 1 and 16-QAM. Observe that in the asymptotic region the penalty is independent of the number of BS antennas and it is approximately 3 dB as shown in (53). Furthermore, due to the high diversity, note the upper bound is tighter when the BER is lesser than 10 −N . For example, for N = 128 antennas the upper bound is tight for P b < 10 −128 . On the other hand, in the low E b /N 0 region, the penalty is slightly greater than that in the higher E b /N 0 region as shown in the inside box of Fig. 5 . Notice that in the low SNR region, a BER in the order of 10 −4 it is achieved using the ZF or MMSE detector 12 , focusing in that operation region, M-MIMO it is considered energy efficient. Besides, in that the lower bound given by (50) it is a good approximation. Fig. 6 presents the average BER as a function of the ratio η = L p /L d for M-MIMO systems with PCSI and ICSI N = 128 antennas, K = 16 UTs, L = 250, 1000, 10000, µ = 1, E b /N 0 = 0 dB and 64-QAM. As η decreases, the BER performance becomes closer to the PCSI performance and the loss in spectral efficiency becomes negligible as shown by (13) . Hence, as the block length L d increases, the number of pilots L p must increase too, but at a lesser rate. Observe in Fig. 6 that there is an optimum number of pilot symbols that minimize the BER meeting the condition of the pilot matrix, that is orthogonality. In practice L can not grow 12 Lower BER can be achieved performing channel coding. unbounded and L = 10000 is an ideal scenario for timeinvariant channels. Fig. 7 shows the average BER as a function of E b /N 0 for M-MIMO systems with N = 128 antennas, K = 16 UTs, L = 250 symbols, L p = 16, 32, 64, 128 pilot symbols, µ = 1 and 64-QAM. Observe that for low value of L there is a trade-off between spectral efficiency and BER, Furthermore, increasing the pilot symbols too much cause loss of performance in both BER and spectral efficiency. Thus, for BER equal to 10 −6 and L p = 16, it is observed a penalty of around 3.5 dB which is validated by using (53) and the spectral efficiency is ε = 90.2 [bits/s/Hz] obtained by using (13) . Increasing the number of pilot symbols to L p = 64, the penalty is minimized to approximately 2 dB at a cost of reduction in the spectral efficiency to ε = 76.43 [bits/s/Hz]. Observe that for L p = 64 and µ = 1, the penalty is minimized and the spectral efficiency is ε = 71.4 [bits/s/Hz]. However, for L p = 16 and µ = 3.8, and the spectral efficiency is ε = 89.7 [bits/s/Hz]. Notice that in the second case the penalty at a lesser cost in spectral efficiency. This is explained, because more Es p is being employed in order to improve the channel estimation quality. Note that increasing both E s p and L p , is not a good choice, as shown for µ = 2.3 and L p = 64, because the penalty increases, as most energy is expended in the channel estimation and less energy is available for data transmission. For choosing the ratio between, L p and µ, that minimize the penalty and maximize the spectral efficiency use (53).
VIII. CONCLUSION
In this paper, closed-form and lower and upper bounds of the average bit error rate for MRC, ZF and MMSE detectors were obtained for unicellular M-MIMO systems for a timeinvariant channel. The lower bounds for M-MIMO are simpler than the closed-form BER expressions and tight in the low E b /N 0 region, while the asymptotic upper bound due to the great diversity is tight for P b < 10 −N in the high E b /N 0 region. Furthermore, an expression to evaluate the penalty in E b /N 0 due to the imperfect CSI was derived, showing that the penalty is independent of N in the asymptotic region. In the low E b /N 0 region it was observed that there is a slight variation on the penalty which increases with N . Moreover, increasing the number of pilot symbols decreases the E b /N 0 penalty, but at a cost in the spectral efficiency. However, by using µ > 1, it is possible to maximize the spectral efficiency with a slight loss in the E b /N 0 penalty. Finally, as M-MIMO is a key technique of 5G systems along with low-density-parity-check-codes (LDPC) and polar codes, it is suggested to evaluate the impact of ICSI on the average BER and the spectral efficiency in coded M-MIMO systems in future works.
APPENDIXES APPENDIX A DISTRIBUTION OF H AND H
Since the channel matrix H entries are independent and identically distributed (i.i.d.) complex Gaussian random variables with distribution h i,j ∼ CN 0, α 2 , it is easy to show that the mean of H is given by E {H} = 0 where 0 denotes the null matrix and the covariance matrix is given by:
Thereby, the channel matrix has Gaussian distribution, that is H ∼ CN 0, α 2 K I N . As the noise W is Gaussian, the received pilot matrix (14) is also Gaussian because is the sum of two independent Gaussian matrices [28] . Therefore, the estimated channel matrix H given in (17) that is function of Y p is also Gaussian with mean E H = 0 and covariance matrix given by: (20) . Thus, the estimated channel matrix has Gaussian distribution H ∼ CN 0, α 2 K I N with entriesĥ i,j given by (18) .
The channel estimation error matrix H = H− H is the sum of two independent Gaussian random matrices. Therefore, is independent of H and H and has the same distribution of them [28] . Thus, E H = 0 is the mean and the covariance matrix is given by:
In this sense, the estimation error matrix has Gaussian distribution H ∼ CN 0, α 2 (1 − ) K I N with entries h i,j given by (19) .
APPENDIX B SNIR OF MRC DETECTOR
The SNIR γ s conditioned on the kth user channel is given by [38] :
Notice that the elements in the denominator corresponds to variances of complex random variables.
From (25) , the kth user signal power is given by:
By considering that all UTs arrive with same power, the MAI variance is given by:
where was considered that all UT transmit with the same power. The variance of the interference due to the imperfect estimation is given by:
Finally, the noise variance is given by:
By using (58)-(61) in (57), the SNIR γ s|ĥ k is finally given by (26) .
APPENDIX C SNIR OF ZF DETECTOR
Before deriving the SNIR of ZF detector, some properties of the pseudo inverse matrix are presented. The pseudo-inverse matrix H + = H H H −1 H H has covariance matrix given by [34] :
The variance of the kth row vectorĥ + k is given by:
Furthermore, accordingly with [33] , 1 ĥ + k 2 follows a chisquare distribution with 2(N − K + 1) degrees of freedom.
The SNIR conditioned on the kth user channel vector γ s|ĥ k is given by:
where the kth user signal power is given by:
The variance of the interference due to imperfect channel estimation is given by:
Finally, the noise variance is:
By using (65)-(67) in (64), the SNIR γ s|ĥ k is finally written as (32) .
By replacing (71) and (72) in (70), the SNIR can be rewritten as:
By using (69) in (73) and by considering that the product by an orthonormal matrix does not change the statistics of a random matrix, after some algebraic manipulation, the conditioned SNIR can be rewritten as:
Finally, the SNIR of the MMSE detector in (39) is (74) split into two summations.
APPENDIX E PENALTY
Evaluating the SNR penalty using the exact average BER expression it is a quite complex task due to the presence of summations. For easiest approach, we evaluate the penalty on the asymptotic region by deriving an approximated average BER for high SNR.
For ZF detector, the solution of the integral expression given in (45) for high SNR, can be approximated by:
where it has been employed series expansion over p, that is 13 :
Besides, that 1 − p 1 and that N −K j=0 N −K +j j = 2(N −K +1)−1 N −K +1
. By replacing (75) in (42) and taking the first term of the sum over i, the approximated average BER on the asymptotic region 14 for the ZF detector is given by:
Considering ICSI in (77), the SNIR is given by (33) and γ s = γ s,I . Thus, the asymptotic average BER for ICSI is given by (51).
Furthermore, the expression (77) is valid for PCSI, by considering that the SNIR is γ s = γ s,P , which is given by: γ s,P = α 2 (N − K + 1) log 2 13 We have used the first two terms of the Maclaurin series 1 1+x = 1 − x 2 + 3x 2 8 − 5x 3 16 + · · · . 14 The BER on the asymptotic region is considered an upper bound where it has been used = 1 and η = 0 in (33) . Thus, using (78) in (77), the asymptotic average BER for PCSI is given by (52).
On the asymptotic region considering that P b,I = P b,P , using (51) and (52) it is possible to show that γ s,P = γ s,I , which can be written as:
by using (20) in (79) and after some mathematical manipulation, it can be rewritten as:
The dB representation of (80) is given by: 
