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We perform a thorough study of an extended Hubbard model featuring local and nearest-neighbor
Coulomb repulsion. Using dynamical mean-field theory we investigated the zero temperature phase-
diagram of this model as a function of the chemical doping. The interplay between local and
non-local interaction drives a variety of phase-transitions connecting two distinct charge-ordered
insulators, i.e., half-filled and quarter-filled, a charge-ordered metal and a Mott insulating phase.
We characterize these transitions and the relative stability of the solutions and we show that the
two interactions conspire to stabilize the quarter-filled charge ordered phase.
PACS numbers: 71.30.+h,71.10.Fd,71.27.+a,71.10.-w
I. INTRODUCTION
Strongly correlated materials are characterized by the
relevance of the Coulomb interactions which competes
with the kinetic energy, leading to a tendency towards
localization of the carriers1,2. The simplest theoretical
description of this competition is obtained from the Hub-
bard model3 in terms of conduction band electrons ex-
periencing a local screened Coulomb repulsion. Despite
its simplicity, the approximate solutions of this model
revealed an incredibly rich physics which has been the
object of extensive investigations (e.g. Refs. 4–9). This
model is also the starting point to take into account other
important effects by including additional interactions,
e.g. phonon coupling, orbital ordering or longer-range
interaction.
A great deal of attention has been devoted to un-
derstand the effects of non-local short-range electron-
electron repulsion, which favors a spatial charge order-
ing10. The possible existence of inhomogeneous distribu-
tion of charges was firstly predicted in two dimensional
(2D) electron gas11, as a result of the tendency to form a
Wigner crystal as soon as the energy gain from the elec-
tronic localization tendency exceeds that in the kinetic
energy for an homogeneous electron distribution. This
possibility has been experimentally realized in various
semiconductor structures12–14. The effective importance
of the electronic interaction for the 2D electrons gas, e.g.
layers of liquid Helium, has been recently reconciled with
the original Wigner crystallization scenario15–17. How-
ever other, and somehow more conventional, examples
of materials in which charge order interplays with Mott
physics can be found in narrow-band correlated systems
such as transition-metal dichalcogenides18,19, or other ox-
ides (e.g. manganites, nickelates, cuprates, bismuthates,
and cobaltates)20–24 as well as low-dimensional organic
conductors25–27 and heavy-fermion systems28,29.
From a theoretical perspective all these evidences moti-
vated a careful analysis of the Extended Hubbard Model
(EHM), i.e. a Hubbard model supplemented with non-
local density-density interaction term. The direct com-
petition of local and non-local interactions in the EHM
captures both the effects of strong correlations and the
tendency of the system to form inhomogeneous charge
distributions. The EHM has been extensively studied
in many different regimes, e.g. strong coupling limit,
quarter- and half-filling, and by means of different meth-
ods30–32, such as Hartree-Fock mean-field30,32–35, Monte
Carlo simulations36–38, variational based cluster pertur-
bation theory39, lattice exact diagonalization40–43, two
particle self-consistent approach44, density matrix renor-
malization group45,46. as well as dynamical mean-field
theory16,17,47–49 (DMFT) and its extensions50–55.
A seminal study of the EHM within DMFT has been
reported in Ref. 47 in the quarter-filling case (i.e. for
a total density n = 0.5). Using a combination of nu-
merical tools it was demonstrated the existence, at large
values of the non-local interaction, of a charge-ordered
phase separated from the Fermi liquid metal at weak
coupling. The origin of such symmetry broken state
was interpreted in terms of the effect of strong cor-
relation, signalled by the enhancement of the effective
mass. For filling smaller than n = 0.5 and specific values
of the local and non-local interaction the occurrence of
phase-separation between the Fermi liquid and the or-
dered phase has also been addressed in Ref. 48. How-
ever, the existence of a genuine Mott driven Wigner in-
sulating state has been demonstrated only later16 in the
quarter-filling regime. The study of the finite tempera-
ture phase-diagram revealed the existence of a strongly
correlated charge-ordered metal, separating the Wigner-
Mott insulator from the Fermi liquid phase16,17. The
existence of a T = 0 charge-ordered metallic state at
quarter-filling has been also shown using cluster exten-
2sion of DMFT (CDMFT), which takes into account the
role of short-ranged spatial correlation50. In particular
the onset of charge-order was shown to be concomitant
with the occurrence of short range anti-ferromagnetism.
More recently, the effects of non-local interaction has
been studied in two- and three-dimensional cubic lat-
tice using a combination of GW and Extended DMFT
(GW+EDMFT) approach51–53. This approach enabled
a systematic investigation of the screening effect and the
role of longer-range interaction, up to the third near-
est neighbor53. The solution the EHM by means of
GW+EDMFT contributed to clarify the phase-diagram
of this model at and near the half-filling regime (n = 1)53,
associating the interplay between charge-ordering and
correlation to changes in the screening modes.
The emergence of charge-order in strongly correlated
systems is also largely affected by geometric frustration
factor, which in turn plays a relevant role in different sys-
tems, e.g. the charge-transfer salts θ-(BEDT-TTF)2X
or the dichalcogenide 1T -TaS2 both characterized by a
triangular-lattice geometry. In this context the inter-
action driven charge-ordered metal at quarter-filling is
associated to the emergence of a quantum phase, i.e.
pinball liquid. This state is characterized by quasi-
localized charges coexisting with more itinerant elec-
trons, which gives rise to strong quasi-particles renormal-
ization with a mechanism analogous to the heavy fermion
compounds49. In the multi-orbital case56, which is rel-
evant for transition-metal oxides, the onset of a pinball
phase has been associated to the a finite value of the
Hund’s exchange57.
Motivated by the experimental findings and the in-
creasing theoretical work to understand the nature of
strongly correlated electronic phases in presence of charge
ordering, in this paper we investigate the ground state
properties of the EHM. We solve the model using DMFT
with zero temperature Lanczos-based exact diagonaliza-
tion algorithm. We present a thorough investigation of
the evolution of the phase-diagram as a function of the lo-
cal and non-local interaction for an arbitrary occupation
of the system. We unveil the properties of the different
phase-transitions among the multiple phases character-
izing the phase-diagram of the system, in a full range of
variation of the model parameters. In particular, we ad-
dress the first- or second-order nature of the transitions
separating the charge-ordered states from normal (disor-
dered) phases. We study the behavior of the order pa-
rameter and other relevant quantities including the evo-
lution of the spectral functions. By evaluating the grand-
canonical potential, we also determine the meta-stability
of the solutions across the phase-transitions and unveil
the existence of phase-separation in the phase-diagram.
The rest part of this paper is organized as follows. In
Sec. II, we introduce the model and the method of so-
lution. We also discuss the solution of the model in two
limiting case. In Sec. III we briefly present the half-filling
n = 1 solution of the model and discuss the evolution of
the phase-diagram as a function of the chemical potential
for an increasing value of the interactions. In Sec. IV we
present a detailed analysis for each of the multiple phase-
transitions occurring in the system. Finally in Sec. V we
summarize the results of this work and provide some fu-
ture perspectives.
II. MODEL AND METHOD
We consider the EHM, which describes the effects of
the Coulomb repulsion onto conduction band electrons in
terms of a local and a nearest-neighbour density-density
interaction. The model Hamiltonian reads:
Hˆ=−t
∑
〈i,j〉,σ
cˆ+iσ cˆjσ+U
∑
i
nˆi↑nˆi↓+
W
2
∑
〈i,j〉
nˆinˆj−µ
∑
i
nˆi
(1)
where 〈i, j〉 indicates summation over nearest-neighbor
(NN) sites independently. The parameter t is the hopping
amplitude, cˆ+iσ (cˆiσ) denotes the creation (destruction)
operator of an electron of spin σ =↑, ↓ at the site i. The
operators nˆi =
∑
σ nˆiσ, nˆiσ = cˆ
+
iσ cˆiσ, denote the occupa-
tion number. Finally µ is the chemical potential. The
Hamiltonian terms proportional to U and W describe,
respectively, the local and the non-local (NN) part of the
screened Coulomb interaction. The competition between
these two terms enables to capture the interplay of strong
correlation with charge-ordering effects.
DMFT solution – We study the solution of the model
(1) using DMFT6. In order to allow for a long-range
charge ordered phase (check-board type) the lattice is
divided into two sub-lattices, indexed by α=A,B. The
local nature of the DMFT approach does not allow to
accurately describe non-local interaction terms51,52. To
overcome this problem we treat theW term at the mean-
field level. The corresponding decoupled Hamiltonian
reads:
HˆMF = −t
∑
〈i,j〉,σ
cˆ+iσ cˆjσ (2)
+
∑
α=A,B
∑
i∈α
[Unˆi↑nˆi↓ − (µ−Wnα¯) nˆi] + C,
with C=− 12W (n2 −∆2) an inessential constant term.
To fix ideas and to further simplify the treatment we
shall consider the case of the Bethe lattice, i.e. a Cayley
tree with coordination number z → +∞. The DMFT
approximation becomes exact in this limit, provided t
and W are rescaled, respectively, as t→ t/√z and W →
W/z58. In the same limit the decoupling of theW term is
exact, since only Hartree diagram survives59. The Bethe
Lattice is characterized by a semi-elliptic density of states
(per spin):
ρ0(ǫ) =
2
πD2
√
1− (ǫ/D)2 for |ǫ| < D. (3)
Where D = 2t is the half-bandwidth (or typical kinetic
energy) D = 2
√∫ +∞
−∞
ǫ2ρ0(ǫ)dǫ. In the following we set
D = 1 as the energy unit.
3Within DMFT the quantum many-body lattice prob-
lem (2) is mapped onto two distinct effective impu-
rity problems, one per sub-lattice. The effective baths
are described in terms of frequency dependent Weiss
Fields G−10 (iωn)=Diag
[G−10A (iωn),G−10B (iωn)], which are
self-consistently determined by requiring to the impu-
rity problems to reproduce the local physics of the lat-
tice system. In this framework the self-energy matrix
Σ(iωn), describing the effects of interaction at the one-
particle level, is approximated by its local part. For each
sub-lattice the self-energy function is determined by the
solution of the corresponding quantum impurity prob-
lem. In terms of the matrix self-energy the DMFT self-
consistency condition reads:
G
−1(iωn) = G
−1
loc(iωn) +Σ(iωn) (4)
where Gloc is the diagonal matrix of the local interact-
ing lattice Green’s function. This equation relates the
bath properties, expressed by the Weiss Field, to the lo-
cal physics of the lattice problem. In terms of the lat-
tice density of states the components of the local Green’s
function are:
Gloc,α(iωn) = ζα¯(iωn)
∫
ρ0(ǫ)dǫ
ζA(iωn)ζB(iωn)− ǫ2 , (5)
where α=A,B and ζα(iωn) = iωn+µ−W 〈nˆα¯〉−Σα(iωn).
In this work we solve the effective quantum impurity
problem using the Exact Diagonalization technique at
T = 060,61. The effective bath is discretized into a fi-
nite number Nb of levels. The ground-state of the cor-
responding Hamiltonian as well as the impurity Green’s
functions are determined using the Lanczos technique.
Throughout this work we use Nb = 9. The whole DMFT
algorithm proceeds as follow. For a given bath func-
tion G−10 the effective quantum impurity problems are
solved. The resulting self-energy function Σ is used to
determine the local interacting Green’s function Gloc by
means of Eq. (5). Finally, using the self-consistency rela-
tion Eq. (4), a new updated Weiss Field is obtained. The
self-consistent DMFT equations are solved iteratively un-
til the convergence is reached, usually in few tens itera-
tions. A critical slowing down of the convergence can be
observed near a phase-transition.
In the following we restrict our attention to the case
U ≥ 0 and W ≥ 0 and to the non-magnetic phases. Fur-
thermore, the model (1) exhibits particle-hole symmetry
(for any U and W ), so our results for n ≤ 1 (µ¯ < 0)
are holds identically also for n > 1 (µ¯ > 0) (see, e.g.
Ref. 34). Finally, we checked that the occurring phases
in this work are solutions with the lowest grand canonical
potential (per site).
A. Non-interacting limit
For U = 0 (W > 0) the model (2) is solved using a
standard broken-symmetry Hartree-Fock approximation.
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Figure 1. (Color online) (a) Phase diagram for U = 0 as a
function ofW and µ¯ = µ−W/2. The boundary between Fermi
Liquid (FL) and half-filled charge-ordered insulator (HCOI)
is discontinuous. (b) Phase diagram for t = 0 (atomic limit)
as a function of the interaction ratio W/U and µ¯/U , µ¯ = µ−
U/2−W . Each phase is labeled by values of (nA, nB). All the
phases are insulating and all the boundaries are discontinuous.
The mean-field Hamiltonian is diagonalized by means of a
Bogoliubov transformation30,33,62–68. The resulting self-
consistent equations for the total occupation n and the
charge polarization ∆= 12 (nA−nB) are:
n =
1
2
∫ D
−D
dǫρ0(ǫ) [f(E1(ǫ)) + f(E2(ǫ))] , (6)
∆
W
= ∆
∫ D
−D
dǫρ0(ǫ)
[
f(E1(ǫ))− f(E2(ǫ))
2Q(ǫ)
]
, (7)
where f(x) is the Fermi function, E1,2(ǫ) = Wn−µ ∓
Q(ǫ) and Q(ǫ)=
√
W 2∆2 + ǫ230,33. The grand canonical
potential has the form:
Ω = C¯ − 1
β
∑
α=1,2
∫
dǫρ0(ǫ) ln [1+exp (−βEα(ǫ))] , (8)
with C¯ = − 12W (n2 −∆2).
The non-interacting ground-state phase diagram of
model (see Fig. 1(a)) shows the existence of two phases,
namely a Fermi liquid metallic state (FL) and a half-
filled, i.e. n = 1, charge-ordered insulating (HCOI). The
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Figure 2. (Color online) Phase diagram in the W -U plane
at half-filling, i.e. n = 1. The solid line (black) at W/U ≃
1 denotes the first-order transition separating the half-filled
charge-ordered insulator (HCOI) from the non-ordered phase.
The latter includes a Fermi Liquid (FL) metal and a Mott
Insulator (MI). The dashed line (red) delimites the region
of meta-stability of the HCOI phase. Similarly the dotted
line (green) indicates the region of meta-stability for the non-
ordered phases.
transition between these two states is of first-order, char-
acterized by a discontinuous change of both the occupa-
tion n and the polarization ∆ and phase separation for
a definite range of n. For U=0 any n 6=1 charge-ordered
metallic (COM) phase is not stable, i.e. ∂n/∂µ<062–68.
In this limit model (1) is equivalent with the spinless
fermion model62–68.
B. Atomic limit
In the t = 0 limit the model (2) has been studied in
great details (see for example Refs. 69–74 and references
therein). Here, we review briefly the rigorous results in
the limit z → +∞ obtained using a variational approach,
which treats the on-site U interaction exactly and the in-
tersite W interactions within the mean-field approxima-
tion (MFA)69,72,74. The ground-state phase diagram for
t = 0 is reported in Fig. 1(b).
The diagram features different COI phases: a quarter-
filling one (QCOI) (n = 0.5) and a HCOI solution. In
addition two non-ordered phases are present: a band-
insulator for n=0 and a Mott insulating phase at n=1.
Notice that although all transitions are discontinuous,
the homogeneous phases occurring for fixed n 6= 0.5 or
n 6=1 are degenerated with phase separated states. Finite
temperature or longer-range intersite interactions how-
ever can remove this degeneracy72,74.
III. PHASE DIAGRAM
We now turn our attention to the combined effect of
the local and non-local interaction in the model (2). We
first investigated the case of the half-filling, i.e. µ¯ = 0 and
n = 1. The phase-diagram in the plane U -W is reported
in Fig. 2. The figure shows the existence in this regime
of three distinct solutions. A HCOI is found for U .W
separated from the normal (non-ordered) solution by a
boundary line just belowW/U = 1. The normal solution
includes a FL metal at small U and a MI for large enough
U . In our approach the FL–MI transition line is roughly
independent on W . More accurate calculations, taking
into account the non-local interaction beyond the mean-
field level, have pointed out that a weak dependence of
the Mott transition line on W 52. In the same diagram of
Fig. 2 we also denote the region of meta-stability of the
ordered and normal phases enclosed within two spinodal
lines. While the HCOI phase extends little into the nor-
mal region, we observe that the coexistence region of the
non-ordered solution with the HCOI phase rapidly grow
with increasing W already for small values of U .
We shall now study the competition of strong correla-
tion and charge-ordering at finite values of the chemical
potential µ¯. Our main result is summarized in the phase-
diagrams in the planeW -µ¯, reported in Fig. 3. The figure
shows the evolution of the diagrams upon increasing the
local correlation strength U . For a finite value of U we ob-
serve the presence of two additional phases with respect
to the non-interacting regime (cf. Fig. 1(a)), namely a
charge-ordered metal (COM) and a quarter-filled charge-
ordered insulator (QCOI), i.e. n = 0.5 (Figs. 3(a) and
3(b)). These two phases generically separate the HCOI
solution from the Fermi liquid metallic state. A change
in the chemical potential µ¯ first destabilizes the HCOI to-
wards the charge ordered metal, occurring at filling n< 1
and for intermediate values of the non-local interaction
W . Further increasing the chemical potential the system
reaches the second charge-ordered insulating state, i.e.
the QCOI.
The slope of the boundary line of the HCOI is gov-
erned by the width of the symmetry related gap, which
is linear in W . Upon increasing the strength of the lo-
cal correlation we observe a substantial modification of
the COM and the QCOI regions, with the latter increas-
ing its extension. This is in agreement with the fact
that for larger values of U it becomes easier for the de-
pleted system to pin the occupation of a single sub-lattice
to a commensurate value, which ultimately favours the
formation of a charge-ordered solution. Correspondingly
the HCOI region moves towards higher values ofW , with
the FL-HCOI transition always occurring at U≃W . In-
terestingly, the evolution of the boundary line separat-
ing the two metallic phases (Fermi liquid and charge-
ordered) is not monotonous in U (see Fig. 3). The nega-
tive slope of the boundary line in the weak interaction
regime (Fig. 3(a)) is progressively transformed into a
large positive one at strong coupling (Fig. 3(c)). This
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Figure 3. (Color online) The T = 0 phase diagrams in the
W -µ¯ plane for an increasing value of the local interaction:
U = 1, 2, 4 (as labeled). The diagrams show the existence of
a Fermi Liquid (FL) metallic state at small W , of a charge-
ordered metal (COM) for incommensurate occupation as well
as different insulating states: a quarter-filled (QCOI), a half-
filled charge-ordered insulator (HCOI), and a Mott insulating
phase near the µ¯ = 0 point. The solid lines (C and E) cor-
responds to a continuous, i.e. second-order, transitions while
the dotted lines (A, B, D and F) indicate the first-order char-
acter of the phase-transitions. The letters associated to each
boundary line correspond to the paragraphs in Sec. IV. The
lines within each diagram are iso-density lines, colored accord-
ing to the value of the total density n in the right column.
change follows directly the evolution of the total occupa-
tion behavior as outlined by the iso-density lines in the
diagrams of Fig. 3. By increasing the strength of the
local interaction U , the occupation near the FL-COM
boundary line becomes nearly independent on W . This
behavior is associated to the more localized nature of the
metallic state (at small doping) near the Mott insulating
phase, occurring for U & 2.92 near the µ¯= 0 point (see
Fig. 3(c)).
IV. PHASE TRANSITIONS
In this section we discuss the properties of the tran-
sitions among the different phases of the system. To
this end, we shall introduce other distinctive quanti-
ties, beside the afore mentioned charge polarization ∆,
e.g. the spectral densities at the Fermi level, ρα(0) =
− 1piℑGloc,α(ω = 0), and the renormalization constants
Zα =
(
1− ∂Σα(ω)∂ω |ω=0
)−1
(α=A,B).
A. The MI-HCOI transition
To start with we discuss the transition between the
Mott insulator and the HCOI (see Fig. 3(c)). This tran-
sition occurs between two phases at half-filling (n = 1)
and for a large enough value of U in order to guaran-
tee the existence of the Mott insulator. The behavior
of the charge polarization ∆ as a function of the non-
local interaction strengthW is reported in Fig. 4(a). The
evolution of the order parameter exhibits a discontinuity
at the transition point, indicating its first-order nature
as expected for a symmetry related transition between
two insulating states of different origin. Accordingly, the
transition shows a remarkable hysteresis of ∆, associated
with the existence of metastable phases on the both sides
of the transition (see Fig. 4(a)). The metastable Mott in-
sulating region extends to large values ofW even beyond
the limit of the figure.
In panels (b)-(c) of Fig. 4 we compare the spectral
densities ρα(ω) = − 1piℑGloc,α(ω) (α = A,B) in the two
phases. In the Mott region the spectral functions are
characterized by the two contributions at high energy,
separated by a gap of the order of U hallmark of the Mott
nature of the solution. The asymmetry of the spectrum
is associated with the finite value of the non-local term
W .
In the HCOI region (see Fig. 4(c)) the spectral density
is characterized by a band gap, separating the completely
filled sub-lattice A (nA≈2) from that of the empty sub-
lattice B (nB ≈ 0). The gap is related to charge-order
phenomenon and has a width of ≃ 2(W − U/2)∆. Be-
cause of its mean-field nature with respect to symme-
try breaking transition, the DMFT description of charge-
ordered state closely reminds the mean-field solution of
the problem62.
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Figure 4. (Color online) The behavior of quantities in the
neighborhood of the MI-HCOI boundary. (a) ∆ as a function
of W for U =4 and µ¯=−0.5. The solid, dashed, and dotted
lines corresponds to stable, metastable MI, and metastable
HCOI solutions, respectively. (b) spectral densities for W =
3.6 (MI, n = 1). (c) spectral densities for W = 4.4 (HCOI,
n= 1). Solid and dotted lines corresponds to different sub-
lattices (on (b) and (c) panels). The Fermi level is at ω=0.
B. The FL-HCOI transition
At finite doping the system admits a transition be-
tween the Fermi liquid metal and the HCOI solution.
Differently from the previous case this transition occurs
between states at different fillings. The behavior of the
order parameter ∆ and the occupation n across the tran-
sition boundary are reported in Fig. 5(a). Both quantities
exhibit an abrupt change at the transition. In particu-
lar, n evolves discontinuously from n = 1, in the ordered
phase, to n ≈ 0.92 < 1 in the normal metallic region.
The first-order character of the FL-HCOI transition is
further underlined by the hysteresis of ∆. Analogously
to the Mott phase, the region of metastability of the FL
phase extends to large values of W (beyond the range of
the figure).
The spectral functions of the two solutions for the U =
4 case are reported in Fig. 5(b)-(c). In the FL phase the
spectral densities, identical for both sub-lattices ρA(ω)=
ρB(ω), have a finite weight at the Fermi level (ω = 0)
obtained by small doping (µ¯=−1.5) the Mott insulating
solution. The quasi-particle resonance at the Fermi level
flanks the lower Hubbard band which in turn is separated
by a gap of order U from the upper one. In the panel (c)
we show the spectral densities for the HCOI phase. The
rigid shift with respect to Fig. 4(c) is due the different
value of the chemical potential. However the properties
of this phase remains unchanged.
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Figure 5. (Color online) The behavior of quantities in the
neighborhood of the FL-HCOI boundary. (a) ∆ (solid line)
and n (dashed-dotted line) as a function of W for U = 4
and µ¯ = −1.5. The dashed and dotted lines corresponds to
metastable FL and metastable HCOI solutions, respectively.
(b) spectral densities for W/D = 3.6 (FL). (c) spectral den-
sities for W/D = 4.4 (HCOI, n= 1). Solid and dotted lines
corresponds to different sub-lattices (on (b) and (c) panels).
The Fermi level is at ω=0.
C. The FL-COM transition
Similarly, the FL metal can be destabilized towards
a COM phase by either increasing the non-local inter-
action W or the doping value. The symmetry breaking
transition relating these two phase at incommensurate
filling is continuous, i.e. of second order. Further insight
in the continuous character of the transition can be in-
ferred from the behavior of the iso-density lines across
the boundary line, see Fig. 3. Approaching the tran-
sition from both phases, the density evolves smoothly
enabling for the continuous formation/destruction of the
charge-polarization. The behavior of the densities nA,B
and of the order parameter ∆ as a function of W for
U = 2 is reported in Fig. 6(a). Crossing the transition
line (see the phase-diagram in Fig. 3) by decreasing W
from the COM solution, the order parameter ∆ gets con-
tinuously reduced to zero. In proximity of the critical
point W = Wc the order parameter exhibits the char-
acteristic square-root behavior ∆ = (W − Wc)1/2 (see
Fig. 6(a)) as expected from a mean-field description of
the phase-transition.
In the charge-ordered phase the unbalanced occupa-
tions among the two sub-lattices give rise to different
degrees of correlation. We quantify this by showing the
behavior of the renormalization constants ZA,B across
the phase-transition in Fig. 6(b). In particular, the
sub-lattice A becomes nearly half-filled (nA ≃ 1) while
the other B gets slightly depleted. Correspondingly
ZA < ZB, i.e. the metallic state at A becomes signif-
icantly more correlated than the other, less occupied,
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Figure 6. (Color online) The behavior of quantities in the
neighborhood of the FL-COM boundary. (a) ∆ (solid line),
nA (dashed-dotted line), and nB (dotted line) as a function
of W for U/D = 2.0 and µ¯/D = −1.5. (b) zA (solid line)
and zB (dotted line) as a function of W for the same values
of the other parameters. (c) spectral densities for W = 1.25
(FL) . (d) spectral densities for W =1.35 (COM). Solid and
dotted lines corresponds to different sublattices (on (c) and
(d) panels). The Fermi level is at ω=0.
sub-lattice.
The different nature of the metallic states at the two
phases is also evident from the corresponding spectral
functions, reported in Fig. 6(c)-(d). A large featureless
spectral weight, reminiscent of the non-interacting (semi-
elliptic) distribution, characterizes both sub-lattices in
the FL phase. The effect of the large correlation U man-
ifests itself in the contribution at high-energy (Fig. 6(c)).
In the charge-order phase the two spectral functions show
the formation of a tiny gap slightly away from the Fermi
level (ω=0), as result of the incommensurate filling and
to the metallic character of the solution. In this regime
the two sub-lattices distributions are nearly specular one
with respect to another, with a relative shift of about
2W∆. The strongly correlated nature of the sub-lattice
A solution is further underlined by the narrow resonance
at the Fermi level characterizing the spectral function at
low energy (see Fig. 6(d)). Likewise, precursors of the
Hubbard bands are visible in the higher energy region.
D. The FL-QCOI transition
For even larger values of the chemical potential µ¯, i.e.
doping, the effect of non-local interaction W is to trans-
form the Fermi liquid metal directly into a QCOI. The
transition occurs through the pinning of the occupation
to a commensurate value for one sub-lattice with the con-
comitant opening of a charge-order gap, while the other
sub-lattice gets nearly empty. The discontinuous nature
of the transition can be further appreciated by looking at
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Figure 7. (Color online) The behavior of quantities in the
neighborhood of the FL-QCOI boundary. (a) ∆ (solid line)
and n (dashed-dotted line) as a function of W for U = 2.0
and µ¯ = −2.5. The dashed and dotted lines corresponds to
metastable FL and metastable QCOI solutions, respectively.
(b) spectral densities for W =1.70 (FL). (c) spectral densities
for W = 1.85 (QCOI, n=0.5). Solid and dotted lines corre-
sponds to different sub-lattices (on (b) and (c) panels). The
Fermi level is at ω=0.
the evolution of the iso-density lines near the boundary
line. As reported in Fig. 3, near the transition the FL
metal has a small occupation while the QCOI is pinned
to n=0.5. This prevents the continuous transformation
of one state into the other and the only way to connect
the two phases is through a first-order jump.
The behavior of the density n and of the order parame-
ter ∆ as a function ofW across the transition is reported
in Fig. 7(a). The occupation n undergoes a jump to
n = 0.5 for a critical value of the non-local interaction
W =Wc. At the critical point the charge-polarization ∆
suddenly acquires a finite value. The figure also shows
the hysteresis cycle of the order-parameter, demonstrat-
ing the first-order nature of this transition.
In the panels (b)-(c) of the figure we report the evolu-
tion of the spectral functions across the phase-transition.
In the FL phase (see Fig. 7(b)), the distribution is char-
acterized by a large featureless spectrum. In this low-
density regime and for small W the effects of the local
correlation are rather weak. Entering the QCOI region
both spectral functions exhibit a gap of the order of
Max{2W∆, U} at the Fermi level, associated with the
charge-order and Mott localization occurring in the sys-
tem. The spectral weight of the sub-lattice B is located
above the Fermi level, corresponding to an almost de-
pleted regime, while the other sub-lattice is nearly half-
filled due to intersite repulsion W .
The interplay between both U andW interaction has a
strong impact on this phase and, as discussed in Sec. III
and Ref. 17, they both contribute to stabilize the QCOI
phase. Thus, the occurrence of the QCOI phase is as-
sociated with the conventional Mott scenario for the lo-
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Figure 8. (Color online) The behavior of quantities in the
neighborhood of the QCOI–COM boundary. (a) ∆ (dashed-
dotted line), ρA(EF ) (solid line), and ρB(EF ) (dotted line)
as a function of W for U = 2.0 and µ¯ = −2.5. (b) spectral
densities for W =2.75 (QCOI, n=0.5). (c) spectral densities
for W = 3.00 (COM). Solid and dotted lines corresponds to
different sublattices (on (b) and (c) panels). The Fermi level
is at ω=0.
calization of the electrons in nearly half-filled sub-lattice
A, whereas almost empty sub-lattice B is rather band
insulator17.
E. The QCOI-COM transition
The charge-ordered insulating phase at quarter filling
can be destabilized by either reducing the doping (i.e.
reduce the chemical potential) or increasing W . The re-
sulting insulator to metal transition however occurs with-
out destroying the long range charge order. In Fig. 8(a)
we demonstrate this by tuning the non-local interaction
W , driving the QCOI into a COM state. In this figure
we show that charge polarization ∆ remains finite across
the transition. We characterize the metallization process
through the behavior of the spectral weights at the Fermi
level ρA,B(EF ≡0) across the transition. These quantities
show a continuous evolution, corresponding to a second-
order phase-transition. In particular, the sub-lattice A
which is near the half-filling occupation, rapidly gain a
substantial amount of spectral weight at Fermi level de-
veloping continuously into a strongly correlated metal,
i.e. ZA≃ 0 (not shown in the figure) in agreement with
the Wigner-Mott transition scenario for the electrons at
the sub-lattice A16,17.
The spectral distributions across the transition are re-
ported in Fig. 8(b)-(c). The two cases are characterized
by the presence of a large charge-order gap. Within our
solution, increasing of the interaction term W cause a
small change of the chemical potential, which is sufficient
to destabilize the charge-order insulator into a metallic
3.3 3.4 3.5 3.6 3.7 3.8
0.4
0.5
0.6
0.7
0.8
0.9
1.0
HCOI 
  n=1
 
 n
 , n
W
COM
0
1
2
3
(b) COM
-2 -1 0 1 2 3 4 5
0
1
2
3
(c) HCOI 
  n=1
 
 A
 B
(a)
Figure 9. (Color online) The behavior of quantities in the
neighborhood of the COM–HCOI boundary. (a) ∆ (solid
line) and n (dashed-dotted line) as a function of W for
U =2.0, µ¯=−2.5. The dashed and dotted lines corresponds
to metastable COM and metastable HCOI solutions, respec-
tively. (b) spectral densities for W =3.5 (COM). (c) spectral
densities for W = 3.8 (HCOI, n= 1). Solid and dotted lines
corresponds to different sub-lattices (on (b) and (c) panels).
ω = 0 corresponds to the Fermi level.
state. However, in a presence of sufficiently strong local
and non-local correlation a small doping is not enough to
suppress completely the long range ordering, leading to
the formation of the COM.
F. The COM-HCOI transition
We finally discuss the properties of the transition from
the COM state to the HCOI phase. In Fig. 9(a) we re-
port the behavior as a function of the interaction W of
both the total density n and the charge-polarization ∆
across the transition line. Differently from the COM-
QCOI case discussed previously, the transition from the
charge-ordered metallic state to the HCOI has a first-
order character. As reported in the figure at the critical
point the total density jumps to the n=1 value. Corre-
spondingly, the order parameter discontinuously reaches
its maximum value. The hysteresis of this quantity is
also reported in the figure.
The spectral densities across the transition are shown
in Fig. 9(b)-(c). The evolution of the spectra reveals that
the metal-insulator transition is driven by a shift of the
spectral weight below the Fermi level, i.e. the interaction
W drives a shift in the chemical potential increasing the
total occupation and a concomitant transfer of the spec-
tral weight. In this regime the large value of W main-
tains the long range charge order. The HCOI spectrum
displays the distinctive features already discussed in the
previous sections.
9V. CONCLUSIONS
In this work we studied the competition between local
and non-local electronic interaction within the paradig-
matic extended Hubbard model. We solved the model
non-perturbatively using dynamical mean-field theory,
with a Lanczos Exact Diagonalization technique. In
particular we thoroughly investigated the interplay of
charge-ordering and Mott physics as a function of the
chemical potential which in turn controls the particle
density. We determined the zero temperature phase-
diagram as a function of the non-local interactionW and
chemical potential µ¯. For any value of local correlation
U we reported the existence of both an insulating charge
ordered solution at quarter filling and a incommensurate
charge ordered metal. These two phases, which have no
counterpart in the non-interacting regime, get stabilized
by the interplay of local and longer range interaction.
The evolution of the phase-diagram as a function of U
has shown the increasing stability of the quarter-filled
charge-ordered solution.
We studied in details the nature and the properties of
the different phase-transitions occurring among the mul-
tiple phases of the system. In particular we unveiled the
characteristics of the continuous metal-insulator transi-
tion separating the charge-ordered metal and the n=0.5
insulator, which extends to the incommensurate case pre-
vious results available in the recent literature. Moreover,
we showed that the small W Fermi liquid metal is sep-
arated from the charge-ordered metallic state by a con-
tinuous transition and from the quarter-filled charge or-
dered insulator by a first-order one. The analysis of the
iso-density lines enabled us to associate the difference
in the transition character to distinct behavior of the
occupation in the two regimes. Thus, for example the
incommensurate filling of the charge ordered metal can
be continuously connected with the Fermi liquid state
through the progressive reduction of the charge polar-
ization. On the contrary in the large doping regime,
the severe difference in the occupation between the quar-
ter filled charge-ordered insulator and the almost empty
Fermi liquid leaves room only to a first order phase-
transition.
Although the simple nature the Extended Hubbard
Model cannot be regarded as a realistic or quantitatively
accurate representation of the real system, its solution in
a controlled non-perturbative framework allows to shed
light on the microscopic mechanism behind several ex-
perimental observations. Notice also that the immense
development of experimental techniques in cold atomic
Fermi gases on the optical lattices in the last years has
opened new opportunities for research of strongly cor-
related systems and beyond. The ability to precisely
control the interactions via Feshbach resonances75–77 sets
new perspectives for experimental realization and study
of many different theoretically well-described system, in
particular various non-standard Hubbard models (for re-
view see, e.g., Refs. 78 and 79).
Our study demonstrates how the tendency to charge
ordering favors and strengthens the transformation of
conduction electrons into localized particles in the pres-
ence of long-range charge-order. The analysis of the
phase-transitions and the destruction of the charge-order
at an arbitrary filling can be useful to understand recent
experiments on the 2D electron gas from deposed liquid
He3 on a substrate, which corresponds to incommensu-
rate density80–85.
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