Abstract. We consider an equation
Introduction
In the present paper, we consider an equation Further, we assume conditions (1.2) are satisfied, without special mention. Our general goal is to study some asymptotic properties (as |x| → ∞) of solution of equations (1.1).
In order to give a concrete statement of the problem, we need the following known facts (see [7, Ch. XI, §6], [2] ). First we note that equation (1.1) has a fundamental system of solutions The solutions u(x), v(x) from a PFSS of (1.1) are related as follows:
(1.7)
From (1.7), it follows that the function ρ(x)
does not depend on the choice of a PFSS and is determined uniquely by equation (1.1),
i.e., by the function q(x). Therefore, the Davies-Harrell representation (1.9) for a PFSS of equation (1.1) (see [6] ) is very important for the theory of equation (1.1) u(x) = ρ(x) exp − 1 2 Harrell's formulas was proposed in [2] ). Thus for all x ∈ R, any PFSS of (1.1) can be expressed via ρ(x), and the choice of a particular PFSS of (1. Remark 1.1. The function d(x) was introduced by M. Otelbaev (see, for example, [9] ). It is well-defined (see §2, Lemma 2.1). Inequalities of type (1.10) were first obtained in [8] (under requirements of q(x) stronger than (1.2)), and therefore we relate them and the function d(x) to M. Otelbaev. Note that in [8] another auxiliary function, more complicated than d(x), was used. See [2] for the proof of estimates (1.10) under conditions (1.2).
The study of ρ(x) started in [2] was continued in [4, 3] . In [4] more precise inequalities of type (1.10) were obtained, and in [3] , under some additional requirements of (1.2) to q(x), an asymptotic formula for computation of ρ(x) as |x| → ∞, was obtained. We shall need this formula later. To state it, let us introduce the following Definition 1.2. [3] Suppose that condition (1.2) holds. We say that q(x) belongs to the class H (and write q(x) ∈ H) if there exists a continuous function k(x) in x ∈ R with properties:
1)
k(x) ≥ 2, x ∈ R; k(x) → ∞ as |x| → ∞; (1.12)
2) there is an absolute positive constant c 1 such that for all x ∈ R the following inequalities hold:
(1.13)
3) there is an absolute positive constant c 2 such that for all x ∈ R the following estimate holds:
(1.14)
In the sequel we assume that if q(x) ∈ H, we denote by k(x) the function from Definition Here (see (1.15)):
Here are some comments on Theorem 1) . In addition, they are applied, for example, in the spectral theory of the Sturm-Liouville operator and in the theory of the Riccati equation (see [4, 3] ).
Therefore, their further development may be useful for equation (1.1) as well as for its applications. Note that relations (1.17)-(1.18) and (1.10)-(1.11) do not completely agree with one another. In particular, Otelbaev's inequalities are local because to estimate the function ρ(x) in a point x ∈ R, one only uses the values q(t) for all t from the finite segment
. In contrast, asymptotic estimates (1.17) are not local because to estimate ρ(·) in a point x (|x| ≫ 1) one uses the values q(t) for all t belonging to one of the infinite
, ∞) (see (1.11) and (1.18)). Analysis of the examples to Theorem 1.3 from [4, 3] shows that in formula (1.17), the estimates of the remainder term ε(·) in a point x (|x| ≫ 1) are always formed from the values q(t) related to some local neighborhood of x. This means that in (1.17)-(1.18), when estimating ε(x), perhaps we impose redundant conditions on the function q(·).
Now, that we have clarified some disadvantages of the relations (1.17)-(1.18), we are able finally to formulate the main goal of this paper: to obtain an asymptotic formula with a local estimate of the remainder term for computing ρ(x) as |x| → ∞. This problem is solved in Theorem 1.4 which is the main result of the present paper, as follows:
Then for all |x| ≫ 1 estimates (1.16) hold, and we have the following relations:
We give here Theorem 1.5 containing a more detailed variant of formula (1.19) which is intended for the following particular application. We plan to apply (1.19) for constructing approximations to the solutions of the equation
) and q(x) ∈ H. To solve this problem, we need a more detailed version of Theorem 1.4. It is convenient to state it here as a separate assertion. First note that the functions q(x) ∈ H have the following property. For every q(x) ∈ H there is an absolute positive constant c 3 such that (see §2, Lemma 2.7)
We introduce some notation:
Denote by S 0 a point on the number axis such that for all |x| ≥ s 0 the following inequalities hold (see (1.12 ) and (1.16)):
26)
and set s 1 = s 0 + d 0 + 1. Then the following relations hold:
(1.28) Remark 1.6. Theorems 1.4 and 1.5 will be proved together in § §2-4. Each section contains a separate part of the proof accompanied by necessary comments. The proof of formula (1.19) for a concrete equation, along with technical details, is contained in §8.
Let us now compare Theorems 1.3 and 1.4. Theorem 1.3 contains the requirement q(x) ≥ 1 for x ∈ R which is not contained in Theorem 1.4. This restriction is not essential since relations (1.17)-(1.18) can also be obtained by the method of [3] using only condition (1.2) and the condition q(x) ∈ H. Nevertheless, in order to reveal the principal difference between Theorems 1.3 and 1.4, in our comments below we assume that the condition q(x) ≥ 1, x ∈ R holds true. This convention immediately implies that a new "local" version of (1.19)-(1.20) of asymptotic estimates at infinity for the function ρ(x) is obtained under the same assumptions on which, in Theorem 1.3 only guaranteed a "non-local" form of estimates (1.17)- (1.18 an estimate of the same remainder terms ε(x) in the asymptotic formula
Here both functions are constructed by the function q(x), x ∈ R, are continuous for x ∈ R and satisfy the relations We give here an example of an application of Theorem 1.4. Consider a Riccati equation
In §6, we prove the following theorem which complements one of the results of [4] .
Then the following assertions hold:
A) There exists a unique solution y 1 (x) (y 2 (x)) of equation (1.32) defined for all x ∈ R and satisfying the equalities lim Note that an example of Theorem 1.8 is contained in §8.
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Technical assertions
In this section, we present some auxiliary assertions on the properties of the function d(x) (see (1.11) ). Most of these lemmas were obtained in [3] under the assumption
To pass from condition (2.1) to condition (1.2), we have to prove that the "old" assertions remain true under the "new" assumptions. Our new proofs are simpler and shorter than the previous ones and significantly differ from those presented in [3] . 
Proof. The functions
have the following properties:
1) the function ϕ 1 (d) is monotone decreasing from infinity to zero on (0, ∞);
2) the function ϕ 2 (d) is non-decreasing and non-negative on (0, ∞) and, in addition,
From 1)-2) and the continuity of the two functions, it follows that their graphs intersect at one point.
Proof of Lemma 2.2. Necessity.
Proof of Lemma 2.2. Sufficiency.
Assume the contrary:
Hence η = d(x) by Lemma 2.1. Contradiction.
For a given x ∈ R, consider an equation in d ≥ 0 : 
In addition,d(x) has a continuous derivative for x ∈ R, and
Remark 2.4. The functiond(x) was introduced in [1] under condition (2.1).
Since we have, in addition,
equation (2.3) has at least one solution d 0 > 0.
The obvious relations (see (2.7)) 
The second inequality in (2.4) also follows from Lemma 2.2:
Finally, the estimate (2.5) coincides with (2.8), and it remains to check (2.6). Let us regardd(x) as an implicit function, i.e., as the positive solution of the equation
In a neighborhood of the point (x,d(x)), the function F (x, z) is continuous together with its partial derivatives
In addition, according to (2.6), we have
Henced(x) is differentiable, and
From (2.10) and (2.5), it now follows that
Proof. From (1.12) and (2.4), we get
Therefore, according to (2.16), (1.14) and (2.12), we have
.
In what follows, we often us an obvious general assertion which, for convenience, will be stated as a separate lemma.
Lemma 2.6. Let ϕ(x) and ψ(x) be positive and continuous for functions f ∈ R. If there is the constant from (2.13). Thenc
Lemma 2.7. Let q(x) ∈ H and
(2.14)
Then there exists an absolute positive constant c 3 such that for all x ∈ R and t ∈ ω(x), the following inequalities hold:
Proof. By (1.12), there is x 0 ≫ 1 such that k(x) ≥ 36(c 1 c 2 ) 2 for |x| ≥ x 0 (see (1.13) and (1.14)).
In the following relations, we assume that |x| ≥ x 0 , t ∈ ω(x) and use (2.11), (1.13) and (2.4):
With the notation of (2.17), inequalities (2.16) have the following form:
According to (2.18), from Lemma 2.6 it follows that there exists a constantc such that
The estimates (2.19) immediately imply the inequalities
The relations (2.15) with c 3 = 3c follow from (2.20) and (2.4):
Proof. The equalities in (2.21) are checked in a similar way. Let us prove, for example, the second one. We show that
Assume the contrary. Then there exists a number a ∈ R and a sequence {x n } ∞ n=1 such that
From (2.23) it follows that there is n 0 ≫ 1 such that for all n ≥ n 0 , the following inequalities hold:
Then using (2.23), (2.24) and (1.11), we get
Clearly, (2.23) and (2.25) contradict (1.2), which leads to (2.22) . But this implies the statement of the lemma because
Main asymptotic formula
In this section, our goal is to prove the following assertion.
Lemma 3.1. Suppose that condition (1.2) holds and
Then we have
and the following relations hold:
Denote by z 0 a point on the number axis such that (see (3.1))
Suppose that in addition to (1.2), (3.1), we have d 0 < ∞ (see (1.23)). Then equality (3.2) holds, and
To prove Lemma 3.1, we need the following auxiliary assertions.
Lemma 3.2. For x ∈ R the following relations hold:
Then from (1.2) and (1.3) it follows that
The second inequality from (3.9) can be checked in a similar way. To prove (3.8), it suffices to differentiate (1.9). Inequality (3.7) follows from (3.8) and (3.9).
Lemma 3.3. For x ∈ R, we have
Proof. From (3.9) and (1.1) for t ∈ R, it follows that
These inequalities imply
When substituting (3.8) into (3.11), we get
Furthermore, according to (1.9) we have
(3.13)
To prove (3.10), it remains to substitute (3.13) into (3.12).
Lemma 3.4. Suppose that condition (1.2) holds. Then
Proof. By Lagrange's formula,
The point ξ in (3.15) lies between t and x. Then (3.15), together with (3.7) and (3.10), lead to (3.14):
In the sequel, we assume that conditions (1.2) and (3.1) hold and do not mention them in the statements.
Lemma 3.5. For all |x| ≫ 1, the following inequalities hold:
Proof. In the following transformations, we use the definition of d(x) (see (1.11)):
Below, in the estimate of the first integral of (3.17), we use (3.15) and the definitions of h(x), ∆(x) and d(x) (see (3.4), (1.11)):
Let us estimate the second integral from (3.17). From (2.21), it follows that there is
Indeed, with such a choice ofz 0 , we have
Below, for |x| ≥z 0 , we use (3.19), (3.14), (3.5) and (1.11): 
Proof. Letz 0 be the number from Lemma 3.5. In the following transformation, we use (3.15):
(3.22)
Consider the integrand in (3.22). Let us check the estimate
Indeed, for |x| ≥z 0 from (1.10), it follows that
Below, for |x| ≥z 0 , we use (3.23), (1.10) and the definition of h(x) (see (3.4)):
To finish the proof of (3.21), it remains to apply (3.22), (3.24) and (1.10) for |x| ≥z 0 :
Proof 3.5 ) and the definition of h(x) (see (3.4)):
Below, in the transformation of the exponent in (3.10), we use inequalities (3.16) and (3.21):
Thus, (see (3.25) and (3.26)) equality (3.10) is reduced to
From Lagrange's formula, (3.5) and (3.25) it follows that
According to (3.27 ) and (3.28), we now obtain
Let us rewrite (3.29) in the following way:
Therefore, from (3.30), (3.31) and (3.32), we get
from (3.32) and (3.34), we get
In the following estimate of |ε(x)|, we use (3.35), (3.32), (3.30) and (1.10):
Lemma 3.1 now follows from (3.33), (3.35) and (3.36).
Proof of the main result
In this section we finish the proof of formula (1.19). Note that this part more or less coincides with the corresponding fragment of [3] and is reproduced here, with minor changes, only for the sake of completeness.
Lemma 4.1. For x ∈ R, we have the inequality
Proof. From (1.3), (1.4) and (3.9), it follows that
Lemma 4.2. For x ∈ R, the formula
determines the solution of the Cauchy problem
3)
In addition, the following inequalities hold: 
Hence y(t) = 0 because y(x 0 ) = y ′ (x 0 ) = 0. Contradiction.
Since y(t) > 0 for ≥ x, according to (1.2) and (4.3)-(4.4) we get
The case t ≤ x is treated in a similar way.
Let q(x) ∈ H. Let us introduce the functions (see (2.14))
(4.6)
In (4.6), we assume that y(t) is the solution of the problem (4.3)-(4.4).
Lemma 4.3. The functions (4.6) are solutions of equation (4.3) and satisfy the relations
Proof. The relations (4.7) are obvious. Equality (4.8) is checked by a straightforward calculation.
Lemma 4.4. For x ∈ R, we have the equalities
(4.10)
Here y(·) is the solution of problem (4.3)-(4.4).
Proof. The equalities (4.9)-(4.10) follow from (1.9), (4.2) and (4.6). For example,
The equality (4.10) is checked in a similar way.
Lemma 4.5. Suppose q(x) ∈ H.
Then for x ∈ R we have the equality (see (2.15):
Proof. By Lemma 4.4, to prove (4.11) it is enough to show that for x ∈ R, the following inequality holds:
By (4.5), (1.9), (1.10) and (2.15), we have
The second inequality of (4.12) is checked in a similar way.
To studyũ(x)/ṽ(x), let us look at the solution y(t) of problem (4.3)-(4.4) more closely than in Lemma 4.2. Suppose q(x) ∈ H. Denote
In problem (4.3)-(4.4), we change variables:
14)
It is easy to see that y 1 (z) and y 2 (z) are solutions of the following Cauchy problems, respectively:
Lemma 4.6. Suppose q(x) ∈ H, and let t 0 be a positive number such that k(x) ≥ 64c 2 2 for all |x| ≥ t 0 (see (1.12), (1.14)). Then for |x| ≥ t 0 and z ∈ χ(x) (see (4.13)), the following relations hold:
Proof. Let us introduce some notation:
By (4.5), we get y
Integrating by parts, we get
Since for z ∈ χ(x) the function ψ(x) satisfies the inequalities (see (1.14)) 
Since β(0) = 1, from (4.22) we get
Let us check that F (x) → 0 as |x| → ∞. According to (1.14) and (1.15), we have
Let now |x| ≥ t 0 . Then from the assumption of the lemma and (4.24), it follows that
From (4.26), we get
The lemma follows from (4.26), (4.27) and (4.23).
Lemma 4.7. Suppose q(x) ∈ H, let y(t) be the solution of problem (4.3)-(4.4), and let t 0 be the number from Lemma 4.6. Then for |x| ≥ t 0 , the following relations hold (see (2.14)):
Proof. By the definition of t 0 , for |x| ≥ t 0 and z ∈ χ(x), we have the following estimate for |γ(z)| (see (4.18)):
From (4.18) and (4.29), we get
It remains to prove the estimate |τ (x)| from (4.28). We use relations (4.29) and (4.18):
Lemma 4.8. Suppose q(x) ∈ H, and let t 0 be the number from Lemma 4.6. Then for |x| ≥ t 0 , the following inequalities hold:
Proof. Below when estimating κ(x), we use (4.11), (4.6) and (4.28):
From (4.28) and (4.26), we get
Inequality (4.33), together with (4.32), (4.28) and (4.11), lead to the estimates:
Inequalities (4.31) follow from (4.34) and (4.1).
Proof of Theorems 1.4 and 1.5. Suppose q(x) ∈ H. Then (4.31) implies (1.16) for |x| ≫ 1.
In addition, (4.31) and (1.12) lead to (3.1). Hence by Lemma 3.1 we get (3.2). We estimate |ǫ(x)| in (3.3) using the estimate for h(x). Below for |x| ≫ 1 we use (4.31) (4.31), (1.13) and (4.24):
From (4.35) and (3.3), we get (1.19). From (4.24) and (1.13), we obtain
Thus Theorem 1.4 is proved.
To prove Theorem 1.5, we set |x| ≥ s 1 > s 0 (see (1.26) -(1.27)). Then s 0 > t 0 because of (1.26), where t 0 is the number from Lemma 4.6. Hence |ρ ′ (x)| ≤ 10 −3 according to (4.31) and (1.26). Formula (3.2) is proved similarly to Theorem 1.4. Since (4.31) coincides with (1.27), it remains to estimate |ε(x)| using (3.6). We use one of the inequalities (4.35) and obtain:
Theorem 1.5 is proved.
Comparison of two asymptotic formulas
In this section we prove Theorem 1.7.
Proof of Theorem 1.7. Suppose q(x) ∈ H and q(x) ≥ 1 for x ∈ R. Consider (1.17) and (1.19).
In these relations α(x) and β(x) are positive, continuous for x ∈ R functions, β(x) ≤ α(x) for x ∈ R and α(x) → 0, β(x) → 0 as |x| → ∞. Therefore the theorem will be proved if (see
Note that to prove (5.1), it suffices to give an example of the function q(·) which, on the one hand, satisfies the above-mentioned assumptions and, on the other hand, for the functions α(x) and β(x) constructed by q(·) the following equality holds:
Let us construct such a function. Denote
Suppose q(−x) = q(x) for x ≥ 0 and
We show that q(x) ∈ H. We need to estimate the function d(x). Since
by (1.11) we have
We introduce the function
Let us check that in case (5.7) all the assumptions of Definition 1.2 are satisfied. From (5.6) and (5.7), we get relations (1.12) and (1.13). In particular, (1.12) immediately follows from (5.7). We prove (1.13). Let x ≥ 9. Then
Thus for x ≥ 9, inequalities (1.13) are true.
The estimates proved for |x| ≥ 9 can be easily extended to the whole number axis using Lemma 2.6. It remains to check (1.14). Consider Φ(x) (see (1.14)) for x ∈ σ n , n ≥ 2. Clearly, if x ∈ σ n , then
Now from the condition x ∈ σ n and (5.8), (5.4), (5.7), (5.6) and (1.14), we get
Since the following inequalities hold (see [10, Section I, problem 170]):
by (5.9) and (5.10), we obtain
We omit the obvious proof of (1.14) using (5.11). Thus q(x) ∈ H, and it remains to prove (5.2). Let (see (5.3))
Let us compute sup t∈∆(xn) F (t). Note that if t ∈ ∆(x n ), then (5.6) implies elementary inequalities
Furthermore, according to (5.13) and (5.4), we have
and therefore sup t∈∆(xn)
F (t) = 0 (see (1.15)). By (1.20), this implies
Now we consider the valuẽ
Since for t ∈ 0, k σ
, we have
n − t)) = q n , using (5.10), (5.6) and (5.7), we get
The last inequality yields the estimates
From (5.15) and (1.18), we finally get
Relations (5.14) and (5.15) imply (5.1). Indeed,
Properties of solutions of the Riccati equation
In this section, we prove Theorem 1.8. Below we use the following assertion. 
Here {u(x), v(x)} is a PFSS of equation (1.1), c 1 , c 2 are arbitrary constant, |c 1 | + |c 2 | = 0.
Proof of Theorem 1.8. Let q(x) ∈ H. Set
Then by (3.8) and Theorem 1.4, we get (1.33):
Consider the second part of assertion A). Suppose that there exists a solution y(x) of equation (1.33) which satisfies the following properties of the solution y 2 (x) :
1) the solution y(x) is defined for all x ∈ R;
2) the following equalities hold:
Let us show that 1) and 2) imply y(x) ≡ y 2 (x) for x ∈ R.
We need the following assertion.
Lemma 6.2. Suppose that conditions (1.2) hold, and let y(x) be a solution of equation (1.32) such that y(x) = y 1 (x), y(x) = y 2 (x). Then if the solution y(x) is defined for all x ∈ R, then
Proof. Suppose that y(x 0 ) > y 2 (x 0 ) for some x 0 ∈ R. By the hypothesis of the lemma, in representation (6.1) we have c 1 = 0, c 2 = 0, and therefore
According to (1.3), (1.4) and (1.5), this function satisfies
Hence there exists x 1 such that ϕ(x 1 ) = −θ −1 , or, equivalently,
Together with equality (6.6), the following inequality holds:
(see (3.9) ). From (6.6), (6.7) and (6.5), it follows that the solution y(x) is not defined for
for all x ∈ R. But y(x) = y 2 (x) by hypothesis which leads to the upper estimate in (6.4). The second inequality of (6.4) can be checked in a similar way. Proof. Taking into account all that was mentioned above, it only remains to check that θ > 0. From (6.4), (1.3) and (1.4), it follows that
The first inequality implies v(x) + θu(x) > 0, x ∈ R. Then θ > 0 in view of the second inequality.
We can now finish the proof of assertion A). First note that if q(x) ∈ H, then in addition to (1.5) we have the relations
Indeed, from (3.9), (3.8), (1.16), (1.12) and (1.5), it follows that
The second equality of (6.8) can be proved in a similar way. Let y(x) be a solution of (1.32) which does not coincide with y 2 (x) for x ∈ R and satisfies properties 1)-2) (see above).
Then by Corollary 6.3 the solution y(x) is of the form (6.5) with θ > 0. In the following relations, we use (6.3), (6.5), (3.9), (1.4), (6.8), (1.5) and
Contradiction. Hence y(x) = y 2 (x), x ∈ R. The part of assertion A) related to y 1 (x) can be proved similarly.
Let us prove B). Note that y + (x) = y 1 (x) if and only if c 1 = 0 in (6.1). In fact, for
Thus the condition y + (x) = y 1 (x) implies that in this case we have c 1 = 0 in (6.1). Hence, as in the proof of A) given above, we obtain
The converse statement is an obvious consequence of (1.34). Assertion C) can be proved in the same way as assertion B).
Asymptotics of the Otelbaev function at infinity
The problem that is considered in this section arises as a result of attempts to use Theorems 1.4 and 1.5 in order to study concrete equations (1.1) and (1.32). It is easily seen that to study theoretical problems related to asymptotic behaviour of the function ρ(x)
at infinity, one can use formula (1.19) without additional restrictions to q(x). (See, for example, Theorem 1.8. Another such example was given in [3] where (1.17) helped to find asymptotics at infinity of the distribution function of the spectrum of the Sturm-Liouville operator.) However, to apply Theorems 1.4 and 1.5 to concrete equations, one has to know the asymptotic estimates of d(x) for |x| → ∞. The proof of such estimates is a separate technical problem which is not at all related to the initial question on the properties of ρ(x)
for |x| → ∞. To solve this problem, additional requirements different from the conditions of Theorem 1.4 are imposed on the function q(x). In [3] , such a requirement is condition (2.1).
In the following theorem, we find an asymptotics of d(x) at infinity under condition (1.2) and some additional requirements which are more convenient for practical checking than the corresponding conditions from [3] .
x ∈ R and one can represent the function q(x) in the form
where q 1 (x) is positive for x ∈ R and twice differentiable for |x| ≫ 1 and
2)
Then if the following condition holds: 
Proof of Theorem 7.1.
We need the following lemma.
Lemma 7.2. Suppose that q 1 satisfies the hypothesis of Theorem 7.1. For a given x ∈ R, consider the following equation ind ≥ 0 :
Equation (7.8) has a unique positive solutiond(x); moreover (see (7. 3))
This implies that for every x ∈ R equation (7.8) has a unique positive solutiond(x). To estimated(x), let us write the function S(d) in the form (7.11):
Set (see (7. 3))
By (7.5), κ 1 (x) ≤ 1 for all |x| ≫ 1, and therefore η(x) ∈ A(x) for all |x| ≫ 1 (see (7.2)).
Then from (7.11) and (7.3), it follows that
By Lemma 2.2, (7.12) implies the inequalitŷ
for all |x| ≫ 1. (7.13) Let now
Then, as above, we have η(x) ∈ A(x) and using (7.11) and (7.3), we obtain
(7.14)
By Lemma 2.2, (7.14) implies the inequalitŷ
for all |x| ≫ 1. (7.15) Estimates (7.13) and (7.15) yield (7.9). Inequalities (7.10) follows from (7.9) and Lemma 2.6.
We now prove Theorem 7.1. Consider the following equation in d ≥ 0 :
and |x| ≫ 1 (see (7.4) ). From (7.5) and (7.9), it follows that η(x) ∈ A(x) for all |x| ≫ 1. For such an x, Lemma 7.2 and Lemma 7.4 imply From (7.5) and (7.9), it follows that η(x) ∈ A(x) for all |x| ≫ 1. Then according to (7.4 Then using the facts proved above, we obtain |α(x)| ≤ κ 2 (x) for all |x| ≫ 1. Therefore, taking into account (7.9), for all |x| ≫ 1, we get d(x) = (1 + α(x))d(x) = (1 + α(x))(1 + δ 1 (x)) q 1 (x) := 1 + δ(x) q 1 (x) ⇒ |δ(x)| ≤ |α(x)| + |δ 1 (x)| + |α(x)δ 1 (x)| ≤ 2(|α(x)| + |δ 1 (x)|) ≤ 2(κ 1 (x) + κ 2 (x)) ⇒ (7.6). Inequalities (7.7) follows from (7.6) and Lemma 2.6.
Example
In this section, we consider equation ( Denote a(x) = x − 2x α/2 , x + 2x α/2 for x ≫ 1. In the following estimate for κ 2 (x) (see 
The following assertions hold for this equation:
A) There exists a unique solution y 1 (x) (y 2 (x)) of equation ( Proof. This is a consequence of Theorems 8.3, 8.1 and 1.8.
