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ABSTRACT 
 
Assessing the Risk of Engineered Nanomaterials in the Environment: Modeling Fate, 
Exposure, and Bioaccumulation 
 
by 
 
Kendra L. Garner 
 
Engineered nanomaterials (ENMs) are a relatively new class of material for which the 
risks of negative environmental impacts are still being determined. A comprehensive 
assessment of the environmental risks of ENMs entering the environment is essential, in part 
due to the continued increase in ENM production and release to the environment. The 
technical difficulty in measuring ENM fate and toxicity in complex and dynamic 
environmental media necessitates the use of mathematical models. In this research, the 
environmental risks of ENMs are assessed through: (i) the collection and analysis of 
emerging information on significant fate and transport processes; (ii) development of an 
ENM-specific fate and transport model to predict the accumulation of ENMs and their 
exposure to organisms in the environment; (iii) development of a statistical model to predict 
the distribution of species toxicity from specific ENMs in freshwater; and (iv) development 
of a bioaccumulation model to predict the long-term accumulation of ENMs through a food 
chain.  
  x 
The NanoFate model, which was developed as part of the research described in this 
paper, is used to predict the temporal variability in fate across a broad range of complex 
environmental media at various spatial scales using both traditional fate and transport 
processes such as advection, deposition, and erosion, but also using ENM-specific processes 
and transformations such as heteroaggregation, sedimentation, and dissolution. A case study 
on San Francisco is then used to explore how fate and accumulation may vary among 4 
different metallic ENMs, n-CeO2, n-CuO, n-TiO2, and n-ZnO, because the rates of fate 
processes and the toxicity are known to vary among these four ENMs.  
Chapter 1 specifically explores how these processes and toxicities vary among different 
types of ENMs. Chapter 2 explores how species sensitivities vary between different ENMs 
within a freshwater ecosystem. A species sensitivity distribution (SSD) is a cumulative 
probability distribution of a chemical’s toxicity measurements obtained from single-species 
bioassays that can be used to estimate the ecotoxicological impacts of that ENM. The SSD 
results indicate that size, formulation, and the presence of a coating can alter toxicity, and 
therefore the corresponding range of toxic concentrations. Chapter 3 describes the 
development of the NanoFate model and explores the implications of the San Francisco case 
study. By investigating both the range in rate processes and release scenarios, ENM fate was 
found to vary by multiple orders of magnitude among different environmental media and 
that even with an improved understanding of ENM fate, predictions of environmental 
concentrations are still very uncertain. We compare the predicted environmental 
concentrations for San Francisco Bay across many different release scenarios with the 
results of the SSDs and found that while CuO, TiO2, and ZnO are likely to exceed No 
Observed Effect Concentrations (NOEC) in freshwater, this is not the case for soils. The 
  xi 
worst-case scenario, where the predicted concentrations would exceed lethal concentrations 
(LC50), was not found in any scenario explored within the case study. Chapter 4 explores the 
range in bioaccumulation that could result from the NanoFate predictions for a freshwater 
ecosystem. A toxicokinetics model, using as much species-specific and ENM-specific 
uptake, biotransformation, and elimination rates as were available for CuO, TiO2, and ZnO 
is used to predict the likelihood of bioconcentration and biomagnification through a simple 
food chain. Though bioconcentration was found for most species, biomagnification was not 
predicted to be significant with increasing trophic levels. Uncertainty analysis indicates that 
these results may vary by as much as two orders of magnitude. A parameter sensitivity 
analysis highlights key biological and environmental parameters that can be used to focus 
future research. While further developments will improve these predictions as our 
understanding of ENM fate and toxicity progresses, current understanding indicates that risk 
is likely low for most ENMs at predicted environmental concentrations though there is some 
concern that under high and localized release scenarios, toxic impacts will occur. 
  xii 
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Introduction 
Engineered nanomaterials (ENMs) are a relatively new and wide ranging class of 
emerging materials with unique properties and largely unknown impacts. Although the risks 
of ENMs to human and the environment are poorly understood, over 1800 consumer 
products currently on the market contain at least one ENM and the list continues to grow 
exponentially. The use of most of these products will lead to release of ENMs into many 
different ecosystems and several studies have demonstrated that ENMs can have adverse 
ecological impacts. As they enter ecosystems, their unique properties make identifying how 
they will interact with the environment and the organisms present difficult to predict. We do 
not yet understand the scale at which they will accumulate in ecosystems; the exposure 
concentrations they will represent within ecosystems; or the extent to which they will 
accumulate in and impact biota. Understanding all of these variables is necessary in order to 
fully appreciate the risks of ENMs.  
In this doctoral research, the following questions are addressed: (i) What is the range of 
probable environmental concentrations under different production and release scenarios for 
different ENMs? (ii) How does the fate of ENMs vary across ecosystems and different 
ENMs? (iii) Which processes cause these variations? (iv) What concentrations of ENMs are 
toxic? (v) Are ENMs likely to bioaccumulate and biomagnify? Based on answers to these 
questions, we can identify when and where we are likely to see impacts from ENMs, 
particularly as production, use, and release quantities increase with time. We can also 
compare across nanomaterials to identify those which may pose a relatively greater risk 
from both a fate and a toxicity perspective. In addition, this research helps to identify some 
of our biggest limitations in understanding and improving the quality of ENM fate and 
  2 
toxicity predictions. 
To answer these five main questions, we focus on a subset of high-use ENMs, 
specifically engineered metallic nanomaterials, for which release into the environment is 
expected to be high and interactions with the environment and biota may be substantial since 
metallic ENMs tend to be highly reactive. We start by identifying and quantifying key 
parameters effecting fate and toxicity. We then develop a series of three predictive models. 
The first is a statistical model that predicts ecosystem toxicity across a range of exposure 
concentrations for each ENM through species sensitivity distributions (SSDs). The second 
model, is a dynamic multimedia fate and transport model using mass balance equations to 
predict the variability in long term fate of specific ENMs in different geographic regions. 
Finally, the third model is a simple bioaccumulation model to predict how much and in what 
form bioaccumulation and biomagnification of ENMs will occur in a freshwater food chain, 
based on the limited information we have on biological interactions with ENMs. Then by 
integrating the results of these models, we are able to investigate the broader implications of 
releasing ENMs into specific ecosystems over different time periods. 
Predicting potential environmental exposure of ENMs using models is currently 
necessary because technology for environmental detection and measurements of ENMs in 
situ is still in development. Fate and transport models are used by risk assessors to estimate 
the movement and chemical alteration of contaminants as they move through environmental 
media (e.g., air, soil, water, and groundwater). There are two basic goals of these fate and 
transport models: to predict where a contaminant will go and to predict how fast it will get 
there. To predict where it will go, we use a series of equations describing the chemical and 
physical processes that occur in the environmental compartments. Common methods for this 
  3 
include (i) materials flow analysis (MFA) which predicts environmental concentrations 
based on production, use, and release; and (ii) fugacity modeling, where mass balance 
calculations are completed using chemical-specific partition coefficients. For nanoparticles, 
however, traditional MFA and multimedia fugacity models cannot be applied with sufficient 
accuracy to predict the environmental concentrations of ENMs, because they are unable to 
account for the unique properties of ENMs.  
To address such deficiencies, our nanomaterials fate and transport model (NanoFate) is 
designed to predict dynamic environmental concentrations in a complex environment using 
nanomaterial specific transport and transformation processes. The fate and transport model 
can be run under various release scenarios and at various spatial and temporal scales. 
Because this model is designed to have just a single box per medium (air, water, soil, etc.), it 
may prove more useful for predicting local scale scenarios rather than continental or global 
scale scenarios, although the design of the model does allow for any scenario. Because it is a 
dynamic model, both short-term and long-term exposure concentrations are predicted, which 
allows for better insight into both the possibility of short-term acute toxicity under an 
accidental release scenario as well as long-term chronic toxicity.  
While other researchers have developed a few other models to predict ENM fate in the 
environment, those models greatly simplify the environment and do not effectively predict 
interactions with biota. To address this, we pair our NanoFate model with our nanomaterials 
bioaccumulation model. This provides predictions of bioaccumulation within a freshwater 
food chain at somewhat more realistic exposure scenarios than have previously been 
explored in bioaccumulation studies for ENMs. The bioaccumulation model also accounts 
for multiple sources of exposure to ENM, including the water column and free or 
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agglomerated particles, dietary, and sedimentary exposure. Given the limited understanding 
of ENM uptake and transformation processes within organisms, a full Monte Carlo analysis 
also is also conducted on the bioaccumulation model in order to determine the uncertainty in 
predictions and sensitivity in biological and environmental parameters.  
We use a case study to explore the immediate risk of releasing different ENMs into the 
environment, looking specifically at the San Francisco Bay. This is done by exploring the 
long term environmental concentrations resulting from releasing ENMs at different rates 
into the Bay Area using the NanoFate model. These results are then compared with 
freshwater and soil SSDs for the corresponding ENMs, which tell us at what concentrations 
a fraction of species in a specific ecosystem (e.g. freshwater, marine, benthic, etc.) will 
experience acute or chronic toxicity or alternatively will show ‘no observed effect’. This 
comparison provides an indication of risk across ENMs with various release scenarios that 
can be ranked by the relative risk within that specific ecosystem. These exposure 
concentrations are then incorporated into the bioaccumulation model to predict the range in 
likely bioaccumulation and biomagnification occurring in a simplified freshwater ecosystem 
in the Bay Area.  
While we explore only one case study, we hypothesize that there are likely to be 
localized and regional toxic impacts from nanomaterials that will vary across ENMs, 
environmental locations, and media, which makes predicting bioaccumulation rather 
complicated. Because of this complexity, our goal was to develop simple-to-use models that 
do not require substantial data inputs that can also provide early exposure and accumulation 
predictions for environments and ecosystems so we can begin to determine risk in real time.  
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Outline of chapters 
Chapter 1 is a literature review to identify key environmental fate processes and 
synthesize observed patterns in the rates of these processes as well as how they may impact 
fate and toxicity across a range of environmental media. 
Chapter 2 develops a statistical model (species sensitivity distribution) using literature-
based laboratory toxicity data to predict the ENM exposure concentrations that will cause 
toxicity to x% of the species in a given ecosystem. We focus specifically on the HC5, the 
concentration at which 5% of species will be harmed. 
Chapter 3 involves developing a nanomaterial fate model (NanoFate) and exploring the 
possible range of multimedia concentrations for four metallic nanomaterials under realistic 
release scenarios using a case study based on releases into the San Francisco Bay. 
Chapter 4 includes the development of a metallic nanomaterial bioaccumulation model 
to estimate the range in bioaccumulation and biomagnification that is possible with different 
ENMs in a freshwater ecosystem.  
 
 
 
 
 
 
 
 
  6 
Chapter 1. Emerging Patterns for Engineered Nanomaterials in the 
Environment: A Review of Fate and Toxicity Studies 
A comprehensive assessment of the environmental risks of engineered nanomaterials 
(ENMs) entering the environment is necessary, in part due to the recent predictions of ENM 
release to the environment and because ENMs have been identified in waste leachate. 
Emerging information on the environmental fate and toxicity of many ENMs also provides a 
better understanding of their implications. The technical complexity of measuring ENM fate 
and transport processes in all environments necessitates identifying trends in ENM processes 
across environments. We collected data on the most significant fate and transport processes 
and toxicity of ENMs. Little research has been conducted on the fate of ENMs in the 
atmosphere; however, most studies indicate that ENMs will in general have limited transport 
in the atmosphere due to rapid settling. Studies of ENM fate in aquatic media indicate that in 
general, ENMs are more stable in freshwater and stormwater than in seawater or 
groundwater, which indicates that both transport and exposure risk might be higher in 
freshwater than in seawater. ENMs in saline waters will sediment out rapidly (hours to 
days), with a potential for increasing ENM concentrations in sediments over time. 
Dissolution is significant for specific ENMs (e.g. Ag, ZnO, copper ENMs, nano zero valent 
iron), which can result in their disappearance over time, but releases metal ions which may 
be more toxic than the ENM. In soil, the fate of ENMs is strongly dependent on the size of 
the ENM aggregates, groundwater chemistry, as well as the pore size and soil particle size. 
Most groundwater studies have focused on unfavorable deposition conditions, but that is 
unlikely to be the case in many natural groundwaters with significant ionic strength due to 
hardness or salinity. While much still needs to be better understood, emerging patterns with 
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regards to ENM fate, transport, and exposure combined with emerging information on 
toxicity indicate that risk of hazard is low for most ENMs at predicted environmental 
concentrations.  
1.1 Introduction 
Until a few years ago, little was known about the fate of nanomaterials in the 
environment, but recent studies suggest important emerging patterns. There are still major 
strategic knowledge gaps for even the most widely used nanoparticles (NPs) involving their 
post-production life cycles, including entry into the environment, environmental pathways, 
eventual environmental fate, and potential ecotoxicological effects. Actual environmental 
concentrations of engineered nanomaterials (ENMs) are almost unknown1, although 
estimates of release to various environmental compartments have recently been conducted2–5 
and there is emerging evidence that manufactured NPs of less than 100 nm, including TiO2, 
are present in waste leachate6.  
By most definitions, ENMs encompass NPs synthesized and modified to enhance their 
performance for technical or industrial purposes that have at least one dimension less than 
100 nm. They are increasingly used in a variety of consumer products including electronics, 
textiles, cosmetics, medicine, and food.1,4 ENMs are released into the environment; either 
during their use, by accidental spill, by intentional release for environmental remediation 
applications, or as end-of-life waste.4 Studies estimate that more than 1,300 products on the 
market today contain NPs7 and production estimates of major ENMs range from 270,000 to 
320,000 metric tons per year, of which as much as 17% may be release to soils, 21% to 
water, and 2.5% to air, with the balance ending in landfills.8 Thus understanding the 
environmental and health risks associated with ENMs is of great importance. The fact that 
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some ENMs are known to be toxic emphasizes the need for a comprehensive assessment of 
the environmental risks of large quantities of ENMs entering our environment.9,10  
Once released, ENMs will interact with the environment in several ways. These 
interactions are controlled by the inherent properties of the ENMs (solubility in water, 
colloidal stability, reactivity, etc.) and the properties of the environment into which they are 
released (temperature, flows of air, water, and solids, and the physicochemical 
characteristics of each phase).11 Properties such as ionic strength, pH, the presence of 
organic matter, and compartment composition are all important parameters that will modify 
ENM behavior9,12–14 It is important to understand both how ENMs interact with their 
environment and how their environment alters the expected interactions.  
The objective of this review is to identify the emerging trends in fate and toxicity to 
understand the behavior of ENMs under a variety of environmental conditions as a 
preliminary step in understanding the general trends in the environmental impacts of ENMs. 
Since it will be virtually impossible to conduct a full battery of tests on each ENM that 
adequately describes interactions among environmental compartments and biological 
systems,15 the focus must be on identifying patterns in data that allow us to simplify our 
understanding of the complex interactions among ENMs and abiotic and biotic 
compartments across a range of conditions.15 A review of the literature on fate and toxicity 
of ENMs in water, soil, and air showed that patterns are emerging that begin to characterize 
rates of aggregation, sedimentation, dissolution, and toxicity in various aquatic media 
including stormwater, freshwater, groundwater, and seawater; as well as more general 
patterns in air and soil. By comparing fate and transport patterns with potential 
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environmental release concentrations and toxicity data, one may assess which ENMs are of 
greatest concern. 
1.2 ENM Fate and Transport 
There are many fate and transport processes that need to be considered to understand 
ENM mobility, bioavailability and ultimate fate (Figure 1.1). These include emissions to air, 
water, and soil; advection out of the system; diffusive transport; volatilization to air; 
transformation into other ENMs or compounds; aggregation; sedimentation; dissolution; 
filtration; and sorption to suspended particles and the subsequent deposition to sediment.16  
 
Figure 1.1 Conceptual Model of Key ENM Fate Processes 
At the nanometer scale, materials exhibit unique properties due to effects resulting from 
high surface area to volume ratios. Many processes are important to ENMs that may not be 
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relevant to the environmental behavior of traditional contaminants,16 such as aggregation, 
dissolution, deposition and sorption. These are all functions of their size, surface properties, 
and ambient environmental characteristics. Further, because some ENMs dissolve, they may 
be present in aquatic environments as both suspended particles and their dissolution 
products.17 In addition, some transformation processes, such as aggregation, will create an 
altered state where the NP may behave in unexpected ways.18 For example, NP 
agglomerates with complex fractal dimensions are likely to interact in different ways and at 
different rates in the environment compared with individual NPs and their dissolution 
products.19,20 Most ENMs will undergo transformation processes (e.g. oxidation, sulfidation) 
that alter their original properties.18 These transformations include acquiring coatings that 
will alter their chemical properties and environmental behavior.18 Some important 
challenges to understanding the role of these processes on the fate of ENMs in the 
environment include managing uncertainties regarding NP emissions into the environment, 
ENM coatings, interactions with natural colloids and natural organic matter (NOM), and the 
effect of ambient environmental properties.21  
1.2.1 Fate and Transport in Air 
Atmospheric ultrafine particles (UFP) are those with diameters less than 100 nm.22 UFPs 
are typically formed via nucleation in one of three ways: (i) at high temperature sources that 
are then emitted directly to the atmosphere; (ii) processes that emit hot supersaturated vapors 
which undergo nucleation and condensation while cooling; and (iii) chemical reactions in 
the atmosphere that can create NPs through a variety of nucleation processes.22 These 
processes can be broken down into coagulation, condensation, and evaporation.  
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Coagulation is the process in which particles collide due to random Brownian motion 
and coalesce to form larger aggregates and agglomerates.23 Brownian motion is enhanced by 
van der Waals forces, viscous forces, and fractal geometry of aggregates.23 Coagulation is 
especially efficient between particles of different sizes, with smaller particles having high 
mobility and larger particles providing a larger cross-section with which to attach.23 As with 
aggregation, coagulation reduces the number of smaller particles while it preserves the total 
mass.  
Condensation is a diffusion-limited mass transfer process between the gas phase and the 
particle phase governed by the high vapor pressure of condensable species in the air around 
the particles.23 Condensation causes an increase in the volume of particles, but does not 
change number concentrations.23 Whereas evaporation is the reverse process of 
condensation because it reduces the volume concentration of particles.23 It occurs when 
molecules on a particle surface change to the gas phase and diffuse away from the surface 
because of the lower vapor pressure of the air.24 NPs will evaporate faster than coarse 
particles due to the Kelvin effect,25 and lose more volume because of their reactive nature.26 
However, most ENMs have negligible evaporation rates.  
ENMs in the atmosphere will be removed via wet or dry deposition. Dry deposition 
removes particles through transfer to air-surface interfaces. This process is mainly driven by 
Brownian diffusion and inertial impaction.22 Under dry deposition, the size of the ENMs and 
their aggregates contribute to the rate of removal.19 This is because gravitational 
sedimentation velocities are proportional to the particle’s diameter and density.19 Thus 
sedimentation rates should correlate with aggregation rates, much as in aquatic systems, and 
will be lower for smaller particles than for larger particles. Wet deposition is the removal of 
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particles through precipitation.27 This can occur by nucleation scavenging (rain out meaning 
the inertial capture of dust particles by falling rain drops) and aerosol-hydrometeor 
coagulation (i.e. washout through formation of raindrops around particles as condensation 
nuclei).19,28 Particle size also determines the efficiency of washout of airborne particles by 
rain.19 Typically, the rainfall washout coefficient is likely to be larger for 100 nm size 
particles than for 5 µm size particles.19 Dry and wet deposition from air to water and to soil 
occurs approximately according to the ratio of land areas covered by water and soil.29  
The size of NPs will increase in the atmosphere due to the condensation of organic and 
inorganic vapors on the particle nuclei as a result of condensation/evaporation and dilution, 
with some contribution from coagulation and deposition.30 Environmental factors, such as 
temperature, relative humidity, and atmospheric turbulence, will affect the size and 
concentration of ENMs in the atmosphere.31 One study found that higher particle number 
concentrations persisted at high temperatures.32 Others found that higher particle 
concentrations were observed in winter because of the combination of lower temperatures 
and less dilution.33,34  
Little is known about the rates of aggregation and deposition of specific ENMs in the 
atmosphere, due largely to the complex nature of the system and the lack of instrumentation 
for measuring ENMs at such small sizes and concentrations. However, one study suggests 
that if we assume a 10 day retention time for UFPs in the lower atmosphere, approximately 
1/36th of the ENM input to the air compartment constantly remains in the lower 
atmosphere.29 This indicates that a majority of ENMs will likely settle very quickly, even 
given their small size. Transport within the atmosphere will likely be limited as 
concentrations in the atmosphere are predicted to be low because most nanomaterials do not 
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volatilize and aggregation and sedimentation will be relatively rapid.16 Recent release 
estimates suggest that as much as 8,300 metric tons of ENMs per year may be released to 
the air around the world,8 mostly in urban areas. Yet, while some studies indicate that ENM 
release to the atmosphere is small,8,35 we essentially do not know to what extent ENMs may 
contribute to the presence of NPs in the atmosphere or how long they will reside in the 
atmosphere.31 In addition, not enough data were available to determine the rates of 
aggregation and sedimentation in the atmosphere for specific ENMs. 
1.2.2 Fate and Transport in Water 
Current predictions indicate that as much as 66,400 metric tons of ENMs are released 
directly to global surface waters every year.8 The fate and transport of ENMs in water 
largely depends on the chemical properties of the water. In this review, we consider the 
effects of freshwater, stormwater, groundwater, and seawater on rates of aggregation, 
sedimentation, and dissolution. Some studies did not specifically use any of the above four 
water types; where necessary we categorized the water using the ionic strength (IS) or 
concentration of NOM according to the ranges in.12,36 Differences in aquatic characteristic 
can significantly impact the rate of many fate and transport processes. For example, the 
ionic strength and concentration of NOM present in seawater versus freshwater will impact 
rates of aggregation, sedimentation, and dissolution for some ENMs. Dissolved or 
particulate organic matter can sorb to ENM surfaces and thus influence particle properties in 
various ways. For example, NOM is generally found to have a stabilizing effect on many 
ENMs in aqueous suspension, thus potentially slowing aggregation and sedimentation as a 
result of its negative charge.16  
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1.2.2.1 Aggregation in Water 
Particle aggregation refers to the formation of clusters in colloidal suspension. This is 
most likely to occur during the use phase of the ENMs while the ENM concentration is high. 
During this process, particles dispersed in a liquid adhere to one another, and form irregular 
particle clusters - aggregates or agglomerates. Following release to water most NPs will 
aggregate to some degree and the behavior of the resulting aggregates is expected to be very 
different from that of primary NPs.19,20 The degree of aggregation and the size range of the 
aggregates depend on the characteristics of the particle, the concentration of the particles, 
and the characteristics of the environmental system.19 NP aggregation and deposition 
behavior will dictate particle transport potential and thus the environmental fate, 
bioavailability, and potential ecotoxicological impacts of these materials.19,37,38  
Aggregation of spherical NPs can generally be described using extended Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory.17,39–41 The basic DLVO theory predicts that the 
stability of NPs suspended in aqueous environments can be evaluated as the balance 
between attractive van der Waals (VDW) forces and repulsive electrical double layer (EDL) 
forces.39,40 A stable suspension requires a dominant repulsive force to maintain dispersion of 
particles. However, if attractive forces dominate, or particles collide with sufficient energy 
to overcome repulsion, they will form aggregates that then sediment out of suspension.42 
Extended DLVO theory takes into account non-electrostatic ion-specific forces such as acid-
base, steric, magnetic, and hydrodynamic forces,17,38,43,44 all of which can play important 
roles in the aggregation of ENMs. Additional considerations need to be made for non-
spherical NP morphologies.45–47  
In theory, aggregation rate can be calculated using the ENM collision rate and 
attachment efficiency.16,18 The attachment efficiency represents the fraction of collisions 
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between particles that result in attachment,48 since simply making contact with another 
particle does not ensure that aggregation will occur as various forces (such as the EDL) may 
prevent aggregation.48 Attachment efficiency depends on environmental conditions such as 
pH, IS, ion valence, temperature, and ENM and other particle concentrations.21  
The stability of NPs in aquatic environments depends on the properties of the ENM itself 
(size, charge, zeta potential, coatings, ENM point of zero charge (PzC), particle density, and 
magnetization), the ambient environmental characteristics (pH, ionic strength, NOM), and 
the initial ENM concentration. In general for uncoated ENMs, the further the environmental 
pH is from the ENM’s PzC, the higher the charge (and corresponding zeta potential) on the 
particle. This increases their stability, since like charges will repel.49–52 However, high IS 
can minimize the forces keeping NPs separate and cause aggregation and sedimentation9,53 
even for a pH that is far from the PzC. Divalent ions, such as calcium and magnesium, are 
prevalent in many aquatic systems, and affect aggregation of ENMs by compressing the 
electric double layer surrounding the NPs.9,53 This allows attractive forces to dominate, so 
that the primary particles floc and form aggregates that eventually sediment out of 
solution.42 Thus, the zeta potential is a key parameter for predicting whether an ENM will be 
stable or will tend to aggregate in a given aqueous matrix. Zeta potentials for Ag, CeO2, and 
NiO, and nZVI, and TiO2 are generally fairly negative, particularly in freshwater.54–58 
Surprisingly, the zeta potential for nZVI remains relatively negative even at high IS and pH 
ranging from 7 to 10.49,59 Similarly, the zeta potential for Al2O3 is generally fairly negative 
even in the presence of some IS at pH ranging from 4 to 9.55,60 Conversely, the zeta potential 
for TiO2 at 10 mM CaCl2 is close to zero at pH 7.61 The zeta potential for ZnO seems to vary 
significantly from very positive to very negative at pH values ranging from 4 to 10.51,61–63 
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The zeta potentials for Au and Cu/CuO tend to be close to zero for a pH between 5.5 and 
8.5, except in groundwater for Au and in algal growth media for Cu/CuO.50,52,55,64  
Aggregation is generally regarded as irreversible.21 Zhang et al. (2008) found that it is 
very difficult to disaggregate metal oxide NPs and neither sonication nor dispersants were 
effective in fully disaggregating these ENMs. However, Zhou et al. (2012) found that fractal 
agglomeration of TiO2 and other metal oxide ENMs was partially reversible during exposure 
to sunlight and diurnal temperature variations. Silver agglomerates were also found to break 
apart with agitation and the primary particles were easily resuspended.42 Thus partial 
disaggregation can occur under natural conditions. 
Stabilization of ENMs by surface coatings may cause them to remain in the water 
column and increase their transport distances.65 Stabilizers may be used in the 
manufacturing process to reduce aggregation and enhance the dispersion of engineered NPs, 
which decreases the collision efficiency.19 Stabilizers work either by electrostatic repulsion 
(where a charged stabilizer is adsorbed to the particle increasing repulsion between 
particles) or steric hindrance (where a bulky stabilizer is used to impede particle 
attraction).19 A wide range of stabilizers have been found to be effective including thiols, 
carboxylic acids, surfactants, and polymers. The stabilizers not only affect the behavior of 
the NP within a product but can also enhance the mobility of ENMs in the environment.19  
The effect of NOM on aggregation is complex since it can both enhance and reduce 
aggregation, and is usually interconnected with other ambient environmental properties.21 
The presence of NOM generally results in a more negatively charged particle because NOM 
can form a surface coating that enhances particle stability via electrosteric stabilization 
mechanisms.66–68 ENM interaction with NOM is best described as a heteroaggregation 
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process, where ENMs collide with NOM on the basis of their respective diffusion velocities 
and will adhere to the NOM depending on the surface properties of both.18 NOM can also 
affect the structure of aggregates. For example, iron oxide in the absence of NOM forms 
porous aggregates, whereas in the presence of NOM, it forms compact aggregates.69 High 
concentrations of NOM have been shown to induce full disaggregation of iron oxide (50 – 
100 mg NOM L-1) and partial disaggregation of Ag (10 mg NOM L-1). However, these 
concentrations of NOM are not frequently observed in the environment and thus full 
disaggregation by NOM alone is unlikely.  
Studies conducted on the aggregation rates of ENMs in various types of waters with a 
range of IS and NOM concentrations can be categorized by rate (hours, days, weeks, months 
or greater) and water type (Figure 1.2). The ENMs are listed alphabetically within each rate 
category. Deviations and exceptions to these categorizations are identified in Appendix 
Table A1.2. Faster aggregation indicates that NPs will not remain in the water column for 
long (hours to days) and thus exposure to many pelagic aquatic species will be limited. In 
addition, aggregation will lower the transformation and reactivity of NPs since less effective 
surface area is exposed.  
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Figure 1.2 Rate of Aggregation of ENMS in Different Water Types 
Most NPs are largely stable in freshwater and stormwater with some aggregation 
observed for Al2O3,70 NiO,71 nZVI,10,72 and SWCNTs.73,74 Sorption and change in 
electrophoretic mobility have been shown to occur on exposure of NOM to metal and metal 
oxide NPs.67 Keller et al. (2010) found that NOM adsorbed onto TiO2, ZnO, and CeO2 and 
significantly reduced their aggregation, stabilizing them under many conditions. This is 
consistent with our findings that many metal oxides are less likely to aggregate in 
stormwater and freshwater given their high NOM content. However, with the exception of 
SiO2,75 most NPs will aggregate fairly rapidly in seawater. This is due to the high ionic 
strength, which compresses the EDL, and low presence of NOM, which does not provide 
sufficient electrosteric stabilization in seawater. Groundwater had the most variable results 
with some ENMs aggregating rapidly, such as FeO/Fe2O3,20 nZVI,10,59 and ZnO,20,46,62 while 
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others remained fairly stable over the long term, such as Au,76,77 C60,78,79 FeOOH,68 
MWCNTs,80 SiO2,20,75 and SWCNTs.73 This likely is due as much to an individual ENM’s 
characteristics as it is to the high variability in the ionic strength of groundwater and 
difficulty categorizing water samples as groundwater equivalent. Many groundwater studies 
are conducted in the laboratory with artificial groundwater under unfavorable aggregation 
conditions that may not be representative of natural systems. For ZnO and nZVI, the fast 
aggregation in groundwater is similar to the fast aggregation in seawater, and thus may be 
explained by the IS of groundwater. However, aggregation of FeO/Fe2O3 was much slower 
in seawater81 than in groundwater,20 so there may be other factors at work.  
 
1.2.2.2 Sedimentation in Water 
ENMs can be deposited to the sediment compartment via discrete settling of primary 
NPs, gravitational settling of aggregates, or settling of ENMs sorbed to NOM or other 
suspended particles. There is a strong correlation between aggregation and sedimentation 
since particle size is such a strong determining factor in the rate of sedimentation. However, 
particle buoyancy is also a factor. Generally there is a delay between aggregation and 
sedimentation, which results in rates of sedimentation that are slightly slower than those for 
aggregation. In many instances, initial aggregation is so fast that it results in almost 
simultaneous sedimentation. Aggregate particle size is a major factor affecting the rate of 
sedimentation along with ambient environmental characteristics, such as the presence of 
NOM or other stabilizing agents and the ionic strength or presence of different electrolytes 
as well as the viscosity of the fluid and the initial ENM concentration.16,82 The rate of 
sedimentation depends on the density and size of the particles, regardless of whether they 
are primary particles or complex aggregates, as well as the density of the fluid.18 Discrete 
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settling can be estimated using Stoke’s law.16 For sedimentation to occur, the settling 
velocity must be equal to or greater than the critical settling velocity for the system.18,83 This 
is valid for aggregates as well as primary particles. Phenrat et al (2007) found that the rate of 
sedimentation tends to follow three phases: an initial slow phase as aggregation is still 
occurring; a fast phase; and then another slow phase where the overall concentrations of 
particles is low as a result of sedimentation.  
In addition to ENM aggregation, collisions of ENMs with suspended particles, such as 
clays, can lead to accelerated sedimentation.84 This is dependent on the nature of the 
suspended particle and whether attachment of the ENM to the suspended particle is highly 
favorable, unfavorable, or somewhere in between. For example, at low pH values and 
intermediate IS, clay particles with positive surface charges reduce the stability of negatively 
charged Ag and positively charge TiO2 ENMs.84  
As with aggregation, a review of the literature was conducted on the sedimentation rates 
of ENMs in various types of waters based on their IS and NOM concentration. These were 
categorized by rate and water type (Figure 1.3) with details on specific sources provided in 
Appendix Table A1.3. Faster sedimentation (i.e. within hours to days) generally may result 
in lower exposure doses to species living in the water column, with corresponding 
accumulation in sediment.85 Slower sedimentation (i.e. multiple weeks or longer) indicates 
greater transport distances, but with increasing dilution over time as the ENMs move away 
from the source via advection and dispersion. 
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Figure 1.3 Rate of Sedimentation of ENMs in Different Water Types 
In general, sedimentation is faster in seawater than in the other water types, much as 
with aggregation. Also, there are fewer notable differences in rates of sedimentation for 
stormwater, freshwater, and groundwater than there are for aggregation. This is because of 
ENMs such as NiO,20,55 nZVI,72,86,87 and ZnO12,14,20,46,88 have similar sedimentation rates for 
groundwater, stormwater, and freshwater. Further, Ag,55,89,90 nZVI,87 and ZnO12,14,46,88 
appear to have sedimentation rates that are marginally faster than the rate of aggregation in 
both freshwater and stormwater (weeks instead of months, or days instead of weeks). 
CeO212,14,57 and FeO/Fe2O391 have sedimentation rates that are faster than the rate of 
aggregation in freshwater (days or weeks instead of months). This may be a result of 
different ENM primary particle sizes or coatings in the various studies.  
Much as with aggregation, these results indicate that sedimentation will occur more 
quickly in seawater than other natural waters, whereas in freshwater and stormwater, 
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particles are likely to remain suspended for extended lengths of time. This will lead to 
higher exposures of freshwater aquatic species to ENMs and higher exposures of benthic 
marine species to ENMs.  
1.2.2.3 Dissolution in Water 
Dissolution is important for some ENMs, though it is very specific both to the ENM and 
environmental medium. It involves the release of dissolved ions from the NP, even within an 
aggregate.16 Dissolution is a surface controlled process that is dependent on the surface area 
of the ENM and the concentration of the dissolved ions near the particle’s surface.16 Greater 
surface to volume ratios of NPs generally result in increased dissolution.16 Additionally, 
most metal NPs show increased dissolution at extreme pH values, particularly low pH.16  
NOM can act as a complexing agent that decreases the dissolution of some ENMs. For 
example, ENMs can bind to NOM (or sediments) while dissolution is still occurring.92 One 
study found that small size of fulvic acid results in little impact on Ag particle dissolution; 
however, larger molecular weight humic acids appear to decrease stability and increase 
dissolution.93 As with NOM, ENM surface oxidation or sulfidation can decrease dissolution 
rates for ENMs such as Ag, which can also decrease toxicity.94 This is because oxidation 
and sulfidation can produce coatings on the ENMs which hinder the release of the metal ions 
from the inner core of the ENM. 
Many studies have been conducted on the dissolution rates of ENMs in various types of 
waters based on their IS and NOM concentration. These were categorized by rate (hours, 
days, weeks, months or greater) and water type (Figure 1.4). Carbonaceous NPs such as C60, 
MWCNTs, and SWCNTs do not dissolve and thus were not included in this study. However, 
in many cases carbonaceous NPs include metal catalyst residuals, which can leach ions to a 
significant extent.73 The carbonaceous NPs are not included in Figure 1.4, since the type of 
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metal ions depends on the method of synthesis. The ENMs are listed alphabetically within 
each rate category. The categories are based on many different studies and there are 
deviations and exceptions to some of these categorizations, identified in Appendix Table 
A1.4. Faster dissolution means decreased NP concentrations and increased dissolved ions.  
 
Figure 1.4 Rate of Dissolution of ENMs in Different Water Types 
With the exception of ZnO in seawater95–99 and freshwater51,62,88,96,100, dissolution is 
generally very slow, occurring over the course of weeks or months, if at all. Dissolution of 
ZnO is highly pH dependent and the presence of phosphate can significantly alter the rate of 
dissolution so that it can be either very high or very low.101,102 ENMs such as Au,55,64 
CeO2,102–104 and TiO212,55,97 are not expected to dissolve to any significant extent, even over 
long periods of time regardless of water type. There is a slight increase in rate of dissolution 
from weeks to months as IS increases and NOM decreases, but this could also be driven by 
the presence of Cl- and other ions that enhance precipitation of the dissolved ions, as in 
saline media. These studies also indicate that most NPs are unlikely to dissolve in 
stormwater, particularly due to the short residence times in this medium. Additionally, ENM 
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with coatings, such as PVP-coated Au, are less likely to dissolve, regardless of the water 
type.64  
It is also worth noting that the toxic effect observed with some of these ENMS, such as 
CuO and ZnO, strongly correlate with the fraction of ENMs dissolved in the aquatic 
media.96,98,101,105 While faster dissolution may mean that the NPs are not remaining in 
particle form, the ionic form of a metal is often toxic and this may have as much or more 
significant effects if dissolved than in particle form. At the same time, dissolution of ENMs 
can decrease the hydrodynamic diameter of the NPs, which may increase their toxicity.93  
These results indicate that dissolution may occur marginally faster in seawater and 
groundwater than in stormwater or freshwater, with some exceptions (e.g. Ag). This means 
that many ENMs will remain in NP form, within aggregates, for significant periods of time. 
If they remain suspended, as they do in some water for Au, CeO2, Cr2O3, CuO, NiO, SiO2, 
and TiO2 (Figure 1.3), this will lead to high exposure of aquatic species to particulate ENMs 
rather than dissolved ENMs. However, if they tend to sediment quickly in some waters, as 
with Ag, FeO, and nZVI (Figure 1.3), this will lead to high exposure of benthic marine 
species to particulate ENMs rather than dissolved ENMs. The exception is ZnO, which is 
the only ENM predicted to dissolve rapidly, specifically in seawater and freshwater. Given 
the slower sedimentation rates relative to the dissolution rates of ZnO, one can expect that 
water column species will have a higher probability of exposure to dissolved Zn2+ ions. 
However, Zn2+ can form precipitates with phosphate,106 which can moderate the dissolve 
Zn2+ concentrations. 
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1.2.3 Fate and Transport in Soil 
Soils are characterized by the presence of a heterogeneous mixture of gas, liquid and soil 
phases, the interfaces between them, and the presence of organic matter and microbial 
communities. The complex nature of soil systems mean that our understanding of processes 
affecting the fate of ENMs in soil is limited, especially in unsaturated soils. This is due in 
part to the complexity of measuring how ENMs interact with unsaturated soil as opposed to 
groundwater.107,108 As in water, most ENMs in soil are likely to aggregate, sorb to surfaces, 
sediment and dissolve,19,88,108,109 which can be determined by the estimated rates of 
aggregation, sedimentation, and dissolution in groundwater (Figures 1.2-1.4), with some 
possible exceptions. In unsaturated soil, work with colloids suggests that ENMs will likely 
be trapped in the air/water interface.110  
Transport in porous media can be described by three mechanisms: i) direct interaction of 
ENMs with soil; ii) sedimentation due to gravity; and iii) diffusion due to Brownian motion. 
109,111 Gravitational sedimentation will be negligible without significant aggregation.111 For 
transport to occur, forces that cause ENMs to attach to soil particles, such as electrostatic 
forces, London van der Waals forces, hydrodynamic forces, hydration/structural forces, 
hydrophobic forces, and steric interactions must be minimized.87,112 A number of studies 
have determined that the fate of ENMs in soil is strongly dependent on primary particle 
size,113,114 aggregate particle size,113 and surface charge, as well as environmental conditions 
such as pH, ionic strength, the presence of organic matter, clay content, and flow velocity.108 
These characteristics will affect physical and chemical processes that affect ENMs such as 
aggregation and dissolution.108  
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Transport is strongly dependent on the size of the ENMs; it is the aggregate size, not the 
primary particle size, which tends to correlate with mobility.113 One study with Al2O3 found 
that at larger primary particle size and larger aggregate size, ENMs are less mobile.113 
Another study confirmed that attachment efficiency increased with increasing particle size 
for latex NPs.114 Conversely, a study with SiO2 found that smaller NPs resulted in higher 
relative retention in column experiments, which could be caused by the relative charge on 
the NPs.115 There are likely two mechanisms responsible for this observed size effect: (i) 
size directly affects the interaction energy between ENMs and soil surfaces, and (ii) size 
may influence the physical and chemical properties of ENMs, so that smaller particles are 
more reactive.115 Surface charge can affect particle-particle interactions as well as particle-
soil interactions.72 As with water, when an ENM is in a system where the pH causes the zeta 
potential to be close to zero, the ENM is likely to aggregate because the surface charges 
causing repulsion between particles is minimized.  
Transport also explicitly depends on the size of the soil particles and the pore size. If the 
aggregate size is of similar dimensions or larger than the soil pore throats and is trapped, 
transport will likely be reduced by straining,110,116 and by filtration if the particle is removed 
by interception, diffusion, and/or sedimentation.109,111,112,117 As a result, it is possible that 
larger aggregates will be retained in the upper soil layers.111 The presence of clay particles 
and humic acid in soil can also cause adsorption of the ENMs if there are opposing surface 
charges between the ENMs and the surface mineral or organic deposits.108 Sorption can be 
caused by electrostatic attraction, surface bridging, hydrogen bonding, or hydrophobic 
interactions,19 which in turn are influenced by soil properties such as pH, metal oxide 
content, ionic strength, organic fraction, and cation exchange capacity.19 However, if the 
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ENM is similarly charged to the clay or NOM, such as nZVI doped with carbon or poly-
acrylic acid (PAA), both of which have anionic surface charges, transport through soil will 
be facilitated because the similar charge causes repulsion between the ENM and soil 
constituents.87 Similarly, positively charged Al2O3 has little mobility and deposits rapidly in 
soils because the NPs sorb to the negatively charged soil particles. A phosphate coating on 
the Al2O3, however, creates a negative charge and thus greater mobility.113  
Much as in water, soil pH affects the aggregation of ENMs by altering surface charge, 
which strongly modulates ENM mobility in soils.109 For example, when the pH is near the 
point–of-zero-charge for both ZnO and TiO2, transport is low.118,119 In one set of column 
experiments, a neutral pH prevented transport of TiO2, whereas at most other pH values 
(such as 1, 10, and 12), 90 to 100% of the TiO2 NPs were transported the entire length of the 
soil column.109 This was also the case for Cu0 NPs, which are positively charged at a neutral 
pH and thus essentially immobile, whereas at high pH, surface charge becomes more 
negative, allowing transport by decreasing attachment efficiency.120  
The ionic strength can also affect the surface charge of ENMs; when the IS is high it 
compresses the EDL, which decreases repulsive forces and mobility by increasing 
aggregation and sorption.108,111 For example, the presence of sodium chlorate reduced the 
electrostatic repulsion between particles and soil for CuO, Fe2O3, latex, TiO2, nZVI, and 
ZnO, due to aggregation and reduced mobility.72,111,114,121 Another study found that the 
compression of the EDL caused by increasing IS created a net attractive force for CeO2, C60, 
and MWCNTs NPs, which caused both increased aggregation and deposition.122–125 
Similarly, studies with TiO2 and ferrihydrite NPs indicated that mobility was high in low 
ionic strength soils and low in high ionic strength soils.111,126  
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Several studies have indicated that the species of electrolyte matters significantly, much 
as it does in water.125,127–129 For C60, little aggregation occurred in the presence of NaCl, but 
significant aggregation occurred in the presence of CaCl2, and mobility was equally affected 
by both.125 Similarly deposition and filtration of C60 and MWCNTs increase with both 
increasing ionic strength and also from monovalent to divalent cations.125,127–129 However, at 
high IS (>30 mM), this effect can disappear and mobility will be minimal regardless of the 
electrolyte species, such as for CNTs.125 Thus, in groundwater that has traveled through 
calcareous deposits or with increased salinity, ENM transport is likely to be significantly 
decreased. Similarly, in marine or estuarine sediments one would expect very limited 
mobility due to high attachment efficiencies to the sediments. 
Much as in water, in soils dissolved or particulate organic matter can sorb to ENM 
surfaces, which can influence the fate of ENMs in soil. Soil organic matter may enhance the 
stability of ENMs and thus increase their mobility in soil.111,121,125,127,130 This is in part 
because humic substances tend to be negatively charged at typical environmental pH values, 
which can create an overall negative charge on an ENM-NOM agglomerate.131 For example, 
NOM in soil suspensions was found to have a stabilizing effect on TiO2, nZVI, and 
SWCNTs, thus increasing their mobility.21,111,129,130,132 The presence of 2 to 20 mg L-1 NOM 
greatly increased the mobility of nZVI over the absence of NOM.130 It also decreased the 
attachment efficiency of both latex and Cu0 ENMs.114,120,130 Similarly, deposition of TiO2 
was highest in the absence of NOM or bacteria and lowest in the presence of both NOM and 
bacteria, with NOM having a greater impact.133 Under some conditions, however, the 
presence of NOM may destabilize particle dispersions.108 For example, the presence of 
polysaccharide-based natural organic matter, which is produced by algae or bacteria, may 
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have the opposing effect to humic-based organic matter and thus may cause deposition and 
limit mobility.127  
The liquid flow rate in soil has also been shown to affect the mobility of ENMs.108 A 
low flow rate reduces ENM transport due to increase probability of collision, whereas a 
higher flow rate increases mobility in part due to the reduced likelihood of attachment.121,134 
For example, at the low flow velocity typical of groundwater (0.38 m/day), C60 NPs showed 
limited mobility.135 Conversely, another study determined that while doubling the flow 
velocity did increase the transport of TiO2, this increase was not significant.118  
Transport estimates vary by NP and also by characteristics of the soil and flow. Thus, 
comparing transport rates across very different experiments has limited use. Most studies 
show some transport for all ENMs. The highest transport is predicted for ferrihydrite (30 m) 
and functionalized fullerenes (10 m).126,136 Silica is also expected to have a high mobility, in 
part because of the limited aggregation that occurs in soil.137 TiO2 transport is expected to 
range from 41 to 370 cm, which may allow TiO2 ENMs to reach deeper soil layers.111 
SWCNTs are expected to experience some mobility in low IS soils (1.7 m), but transport 
could also be as low as 5 – 20 cm.128,129 CNTs, MWCNTs, and Ag are expected to be 
relatively mobile, approximately to the same extent as natural clay colloids.138,139 Al2O3 and 
uncoated nZVI, on the other hand, are expected to experience very little transport.87,113,128  
These studies suggest that under some conditions, such as a neutral pH, high ionic 
strength, low NOM, and low flow, many ENMs may have limited mobility and will be 
unlikely to enter deeply into groundwater aquifers or transport laterally to other water 
bodies.122 Conversely, in areas with high NOM, ENM transport may be significant during 
periods of saturation due to heavy rain. This is especially the case for ENMs that have 
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coatings to make them less reactive, less likely to aggregate, and more mobile, such as 
functionalized fullerenes or iron doped NPs, as well as certain other ENMs including TiO2, 
Silica, MWCNTs, and Ag.  
1.3 Toxicity 
Many studies have been conducted on the toxicity of ENMs in many different systems. 
Most tests have been conducted on freshwater or marine species, with only a few on soil 
organisms. Toxic effects have been observed for many NPs at a range of concentrations to 
many different species. Studies use various measures of toxicity including: no observed 
effect concentration (NOEC), minimum inhibitory concentration (MIC), least observed 
effect concentration (LOEC), median lethal dose (LD50), median lethal concentration (LC50), 
half maximal effective concentration (EC50). For the purposes of this screening analysis, no 
distinction was made between chronic and acute toxicity.  
The results of 61 ENM toxicity studies were put into context by comparing them against 
the high end of the predicted environmental concentrations2,8 in freshwater and seawater 
media (Figure 1.5), in order to estimate the level of risk an ENM poses in each media. 
Release concentration estimates for ENMs considered in this review range from the low ng 
L-1 to ug L-1.2,8 There will likely be some hotspots and other exceptions for instances where 
nZVI is directly injected into soil for groundwater remediation, or for accidental spills or 
improper disposal of ENMs outside of landfills. We grouped the risk of hazard, based on 
maximum predicted environmental concentrations and toxicity to the most sensitive species, 
into five categories: (1) toxic at maximum predicted environmental concentrations; (2) toxic 
at 100 times the maximum predicted environmental concentrations; (3) toxic at any 
concentration up to 10 mg L-1; (4) toxic at concentrations > 10 1; and (5) non-toxic at all 
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tested concentrations. Details for the studies considered in Figure 1.5 are provided in 
Appendix Table A1.5.  
 
Figure 1.5 Toxicity of ENMs in Freshwater and Marine Systems 
None of the ENMs considered are expected to cause toxicity at environmentally relevant 
release concentrations (Figure 1.5). Even if current production and subsequent release 
quantities were to increase 100-fold, only three ENMs would raise concern. These include 
Ag, nZVI, and ZnO. Of these, ZnO is the greatest concern since all studies indicate ZnO is 
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toxic at some concentration to all species tested.88,96–98,101 If production of ZnO were to 
increase significantly, it is clear that its release and effects on the environment would need 
to be monitored closely. Also, special care should be given to the use of nZVI in soil and 
groundwater remediation as toxicity is observed at concentrations > 0.5 to 1 mg L-1,10 and 
typical remediation concentrations can range as high as g L-1.82,140 Additionally, while the 
production of Ag is currently quite low,4 most studies indicate some level of toxicity to a 
variety of species and thus consideration should be given should production increase.  
Carbon-based NPs, including C60, SWCNTs, and MWCNTs show some toxicity at 
concentration below 10 mg L-1,141–143 and all other studies indicate some toxicity though not 
at concentrations likely to occur in the environment. Similarly, Cu/CuO, Fe2O3/Fe3O4, and 
NiO also caused some toxicity at all tested concentrations. Some studies indicated toxicity at 
concentrations less than 10 mg L-1,55,105,144–146 while others indicated toxicity at far greater 
concentrations.71,91,101,147,148 
Al2O3, CeO2, and TiO2 ENMs cause some toxicity at concentrations below 10 mg L-1, 
and are clearly toxic at greater concentrations, although some studies indicated no toxicity at 
any tested concentration ranging from 25 mg L-1 to 20 g L-1.63,97,99,141,146 Interestingly for 
CeO2, studies done on the same species and at similar concentrations occasionally resulted 
in toxic effects occurring at fairly different concentrations, which resulted in them being 
placed in different categories in this study.104,144,149,150 A similar variety of concentrations of 
TiO2 caused differing toxic effects.142,144,146,151,152 
Au, Cr2O3, Sb2O3, SiO2, and ZrO2 exhibit very low toxicity. Au caused toxicity only at 
70 mg L-1.153 Cr2O3 and ZrO2 did not cause any toxicity at concentrations up to 100 mg L-
1.141,154,155 Sb2O3 caused toxicity only at concentrations greater than 140 mg L-1.147 SiO2 
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caused toxicity at very different concentrations for the same species; the lowest being 20 mg 
L-1.63,151  
Most of these studies focused on toxicity of ENMs to aquatic organisms. A few, 
however, considered toxicity to terrestrial organisms in soil. A number of studies have 
indicated toxicity of ENMs to soil organisms as well as the ability for ENMs such as Au and 
Ag to enter terrestrial food webs and biomagnify.50,90,156 At high exposure concentrations, 
reproduction of E. fetida decreased for both Au and Al2O3.77,157 Along with harming 
reproduction in E. fetida, Ag was found to cause acute toxicity at 7.41 mg kg-1 in soil.158 
Both CuO and Fe3O4 were found to cause changes in soil microbial communities, caused by 
toxicity, at 1 and 5% w/w dry soil.159 Conversely C60 caused no change in the functioning of 
microbial soil communities, even at very high concentrations, suggesting that toxicity may 
be strongly connected with bioavailability and thus solubility.160 While these are clearly 
toxic effects at both the acute and chronic level, specifically for bioavailable ENMs, there is 
virtually no information on actual exposure to ENMs in soils. 
1.4 Conclusions 
While there is still a need to better understand the implications of ENMs, emerging 
patterns with regards to ENM fate, transport, and exposure combined with emerging 
information on toxicity indicate that risk is low for most ENMs at predicted environmental 
concentrations.  
In the atmosphere, removal of ENMs will likely be via either wet or dry deposition, both 
of which correlate strongly with both the size of the particles as well as environmental 
factors such as temperature, relative humidity, and atmospheric turbulence. A majority of 
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ENMs are expected to settle very quickly, in spite of their small size. This will limit 
transport in the atmosphere.  
The fate and transport of ENMs in natural waters is dependent on the characteristics of 
the ENM and the chemical properties of the water, specifically the ionic strength and the 
presence of NOM. We found that there are clear differences in the fate of ENMs and the rate 
of ENM specific processes in different types of water, such as stormwater, freshwater, 
groundwater, and seawater.  
Aggregation and sedimentation generally have similar time scales for most ENMs across 
the different water types. Faster aggregation indicates that NPs will not remain in the water 
column for long (residence times of hours to days) and thus exposure to many aquatic 
species will be limited, whereas slower aggregation, such as in stormwater or freshwater, 
may result in greater likelihood of exposure. Faster sedimentation (hours to days) generally 
indicates lowered exposure to species living in the water column, but increased and 
prolonged exposure to benthic species. Slower sedimentation (> weeks) indicates that ENMs 
will be transported over greater distances, but it may also mean greater dilution over time. 
ENMs will most likely exhibit low mobility in marine systems because of the higher rates of 
aggregation and sedimentation observed for many ENMs relative to freshwater. Areas near 
points of release (e.g. wastewater effluent discharge) may develop higher ENM 
concentrations in sediments over time, and may need to be monitored carefully for 
environmental impacts.  
In most cases, dissolution does not vary significantly by water type, but is highly 
dependent on ENM composition. Over relevant time scales (days to weeks), ENMs such as 
Ag, Al2O3, CuO, and NiO will dissolve, while ZnO dissolves even faster (hours to days). 
  35 
This results in the release of the metal ions and disappearance of the NP, although under 
some conditions the ENM may acquire a coating that slows down dissolution. Currently 
available data suggests that NPs that dissolve require close monitoring and merit more 
intensive follow-up research compared to those that do not dissolve. This is because, in 
many instances, the ionic form of a metal is very toxic and may have more significant 
effects if dissolved than in particle form. Frequently there is a strong correlation between 
toxicity and dissolution. The ENM may also be ingested by an organism and then dissolve, 
resulting in a high toxic dose. NPs that do not dissolve (e.g. SiO2, TiO2) tend to be much less 
toxic than those that do.  
The fate of ENMs in soil is expected to be similar to those of traditional chemicals and 
colloids. For transport to occur, forces that cause ENMs to attach to soil particles must be 
minimized. In saturated soils rates of aggregation, sedimentation, and dissolution are 
predictable based on their behavior in groundwater. In unsaturated soils, work with colloids 
suggests that ENMs will be trapped at the air/water interface.110 The fate is strongly 
dependent on both primary particle size and aggregate particle size, as well as soil pore size, 
soil particle size, and soil characteristics. Under neutral pH, high ionic strength (e.g. high 
salinity or hardness), low NOM, and low flow conditions, ENMs are unlikely to be 
transported great distances and are thus unlikely to enter groundwater aquifers to a 
significant depth. This information can be used to design ENM removal mechanisms in soil 
applications. 
Toxicity is not expected at current predicted environmental concentrations for the ENMs 
considered in this study. However, direct use of ENMs in the environment (e.g. nZVI) or 
spills and other direct releases may have significant local effects. Even if current production 
  36 
and release were to increase 100-fold, only Ag, nZVI, and ZnO are of significant concern. 
Generally, toxicity was highest for Ag, CuO, NiO, nZVI, and ZnO, as expected based on 
their dissolution behavior. Additionally, while fewer studies have been conducted on the 
toxicity of ENMs to soil organisms, in part because of the complexity with which organisms 
are exposed to ENMs in the different soil phases, studies do indicate that ENMs such as Ag, 
Au, Al2O3, CuO, and Fe3O4 will cause toxicity if ENM concentrations in soil become high 
enough.  
The results from these 61 toxicity studies, combined with emerging exposure 
predictions, indicate that there are some areas of concern. ENMs such as Ag, nZVI, and ZnO 
are all relatively well studied and may pose risks under some release scenarios. After these, 
research should be directed towards the possible effects of C-based NPs, Cu ENMs, Fe 
ENMs, and NiO since all will cause toxicity but only if production and release quantities 
increase by several orders of magnitude. In additional, because Al2O3 and TiO2 both have 
high production levels that are likely to increase, their risk should be carefully evaluated as 
well. 
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1.5 Appendix 
Many studies were considered for determining the merging patterns for fate and toxicity 
represented in Figures 1.2-1.5. These sources are summarized in Table A1.1. Some of these 
sources provided direct process rate information, while others provided additional conditions 
or exceptions to the generalized results, as discussed in the main manuscript. 
Table A1.1 References for Rate of Aggregation, Sedimentation, Dissolution, and 
Interactions 
NP Specific Process References 
Aggregation Rates 9,10,12,17,20,36,42,45,46,48,49,52,54–56,59–62,66,67,69–82,87–
89,91,93,95,97,98,103,105,109,111,120,132,141,149,152,153,161
–182 
Sedimentation Rates 12,14,17,20,36,43,44,46,49,55–57,59,62,68,72–76,79,86–
91,95,97,102,105,111,120,132,143,163,164,168,174,175,179–
181,183–186 
Dissolution Rates 12,17,37,42,49–52,55,59,61,62,64,67,69,70,88,93–
104,111,152,156,165,170,172–174,176,182,187–197 
Interactions with NOM 43,46,48,52,54,56,57,59,60,62,64,67,69,73–76,83,86,88–
90,101,120,132,158,162,167,170,171,177,179–181,185,191,198 
Zeta Potential 9,42,49–64,74,183,186,199  
Fate and Transport in 
Porous Media 
19,48,61,72,87,107,108,111–115,118–131,134–
139,158,164,173,181,200–208 
Toxicity 4,10,50,55,63,67,70,71,73,86,88,91,96–101,104,105,141–
155,157–160,176,182,183,185,189,190,199,203,209–223 
 
Figure 1.2 was created using Table A1.2, which considers aggregation rates observed in 
many different waters. For ENMs with multiple studies on the rates of aggregation in a 
water type, we used the most common rate provided, meaning that if two sources estimated 
the rate of aggregation as days and one sources as weeks, we put days, and noted in the 
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footnotes that the third source estimated weeks. Red indicates aggregation within hours, 
orange indicates aggregation within days, yellow indicates aggregation within weeks, and 
green indicates minimal aggregation over months or longer. These categorizations are solely 
with respect to the rate of aggregation without evaluating exposure or risk. Key details, 
deviations and exceptions are noted in the footnotes. Asterisks indicate the presence of a 
coating on the ENMs. 
Table A1.2 Aggregation Rates by Water Type 
NP Stormwater (low 
IS, high NOM) 
Freshwater (low 
IS, mid NOM) 
Groundwater (mid 
IS, low NOM) 
Seawater (high 
IS, low NOM) 
Ag 67, 170*, 89* 67, 170*, 89* 170*, 89* 172a, 89*b 
Al2O3  70   
Au 76* 76*, 153 77, 161*c, 76* 161* 
CeO2 12 12, 103* 12 12, 149 
CuO    120d  
C60 224, 78 224, 78 224e, 79, 78 224f, 163, 79, 
78 
FeOOH   68g 68h 
FeO/Fe2O3 162 162 20 81* 
Latex   48  
MWCNTs 177 177 80i 80j 
NiO   71  20  
nZVI 72* 10*k 10*, 59 10*, 59* 
SiO2 75 75 75, 20 75 
                                                
a Aggregation of coated Ag is on the order of weeks at IS below 400 mMol NaCl 
b Aggregation of Ag in seawater occured within hours 
c Coated Au aggregates within hours in the presence of common groundwater cations 
d Aggregation of CuO in groundwater ranges from days to weeks 
e Significant C60 aggregation occurs within hours in groundwater 
f Significant C60 aggregation occurs within hours in seawater 
g Tests completed at g L-1 concentrations 
h Tests completed at g L-1 concentrations 
i Tests completed at 200 mg L-1 
j Tests completed at 200 mg L-1 
k Uncoated nZVI will aggregate within minutes in freshwater 
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SWCNTs 73, 74 73, 74 73 73 
TiO2  166, 180, 178 141a, 12, 179, 166, 
180, 178 
179, 20, 9b, 132, 
180, 178 
12, 164, 166, 9, 
132, 180, 152, 
178 
ZnO 46 46, 12, 88c 46, 20d, 62 46, 12, 97, 95, 
62, 98 
 
Figure 1.3 was created using the Table A1.3, which considers sedimentation rates 
observed in different studies. Colors follow Table A1.2. Categorizations do not evaluate 
exposure or risk. Key details, deviations and exceptions are noted in the footnotes.  
Table A1.3 Sedimentation Rates by Water Type 
NP Stormwater (low 
IS, high NOM) 
Freshwater (low 
IS, mid NOM) 
Groundwater (mid 
IS, low NOM) 
Seawater (high 
IS, low NOM) 
Ag 89* 90, 89*, 55, 36*  17*, 89*, 36*e 
Au 76* 76* 76* 184 
CeO2 12, 57, 56 12f, 14, 57, 36 12 12, 95, 102, 57, 
56, 36g 
CuO  55   
C60 224, 79, 44  224, 79, 44, 36h 224i, 79, 44 224j, 163, 79, 44, 
36 
FeOOH   68  68 
FeO/Fe2O3  91k 20  
MWCNTs 74, 43, 171, 80 74, 43, 171, 80  44, 43, 80 
NiO  55 20  
                                                
a No significant aggregation of TiO2 occurred in pond water over the course of weeks 
b TiO2 aggregates in hours in the presence of any IS 
c ZnO aggregates within 6 hours for in freshwater 
d ZnO aggregates within days in tap water 
e Ag will sediment over the course of weeks to months 
f CeO2 sedimentation takes more than weeks in freshwater 
g CeO2 sediments in seawater over the course of days to weeks 
h C60 sediments within days in freshwater 
i Significant sedimentation of C60 occurred within 8 days 
j Some C60 was still found in seawater after 8 days, indicating sedimentation over the course of weeks 
k Uncoated Fe2O3 settles within days in zebrafish culture medium 
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nZVI 87* 87* 86*, 72* 86, 59*a 
SiO2 75 75 75, 20b 75 
SWCNTs 74 74   
TiO2 12, 181, 180 12, 14c, 181, 180, 
183d 
12, 20, 132, 111e, 
180 
12, 95, 132 
ZnO 12,  46, 12f, 14, 88g 12, 20h 46, 12, 97i, 95 
 
Figure 1.4 on dissolution rates was created using the studies in Table A1.4. Red indicates 
dissolution within hours, orange indicates dissolution within days, yellow indicates 
dissolution within weeks, and green indicates minimal dissolution over months or longer. 
These categorizations do not evaluate exposure or risk. Key details, deviations and 
exceptions are noted in the footnotes. Asterisks indicate the presence of a coating on the 
ENM. 
Table A1.4 Dissolution Rates by Water Type 
NP Stormwater (low 
IS, high NOM) 
Freshwater (low 
IS, mid NOM) 
Groundwater (mid 
IS, low NOM) 
Seawater (high 
IS, low NOM) 
Ag 
 188*j, 67, 170*, 
55, 104, 36*k 
158*, 191*, 156 191*l, 93*, 
36*m 
Al2O3  55, 70  152, 195 
Au 
64*n 64* 77, 64*, 50* 64* 
                                                
a Coated nZVI sedimented in the presence of IS over the course of hours 
b SiO2 sediments over the course of weeks in tap water 
c TiO2 sediments over weeks in low IS freshwater 
d TiO2 sediments within hours in natural lake water 
e TiO2 sediments in days to weeks in soil water  
f ZnO did no aggregate in 8 hours in freshwater 
g ZnO sedimentation occurred with 6 hours in freshwater 
h ZnO sedimented in tapwater within days 
i ZnO sediments in seawater within hours at ZnO concentrations above 10 mg L-1, but may take a week at 
lower concentrations 
j In river water, only half of the coated Ag dissolved over four months 
k Coated Ag dissolution may take months in freshwater 
l Ag dissolved in seawater between 6 and 125 days 
m Coated Ag dissolution in seawater will take from weeks to months 
n PVP-stabilized Au is essentially insoluble in all media 
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CeO2  103*, 104, 36 103* 102, 36 
CuO 
52 101, 105, 55, 52, 
100 
52 52 
FeO/ 
Fe2O3 
69 69   
NiO 
193a 55, 193 193  193 
nZVI   49*  
PbS  173   
TiO2 
12, 97 97, 55 12, 97 12, 97 
ZnO 
96 96, 62, 101b, 88, 
51, 100 
51, 203,  97, 95, 96, 98, 99, 
102c, 187 
 
Table A1.5 includes a summary of toxicity tests for various ENMs on various species in 
different media. Toxicity observed at environmentally relevant concentrations are 
highlighted in red. Toxicity observed at environmentally relevant concentrations if they 
were to increase 100-fold are highlighted in orange. Toxicity observed at < 10 mg L-1 are 
highlighted in yellow. Minimal toxicity observed at concentrations > 10 mg L-1 are 
highlighted in light green. When no toxicity was observed at all tested concentrations, the 
cells are highlighted in dark green. White indicates that not enough data were given to place 
the study into one of the above categories. Asterisks indicate the presence of a coating on the 
ENM. 
Table A1.5 Toxicity of ENMs to Various Species 
NP Species Toxic Concentration Ref. 
Ag E. coli Minimum inhibitory concentration 100 µM 189* 
Ag Hemolytic 
toxicity 
All AgNPs caused at least 75% hemolysis at the 
highest concentration of 100 ug ml-1, and caused 
no additional hemolysis compared to the 
182* 
                                                
a NiO dissolution is negligible between pH7-11, even in presence of salts for all media 
b ZnO at 10 mg L-1 dissolved over hours to days 
c ZnO at concentrations below 10 mg L-1 dissolves over the course of days 
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NP Species Toxic Concentration Ref. 
DMEM at the lowest concentration of 10 ug ml-1. 
Ag P. fluorescens Ag reduced bacterial growth entirely at 2000 ppb 
(19 µM) under all conditions and adversely 
affected growth at 200 ppb (1.9 µM) under some 
conditions, indicating some toxicity 
67 
Ag E. fetida Toxicity observed at 7.41 mg kg-1 in sandy loam 
soil 
158* 
Ag E. coli Dissolved Ag concentrations measured in the E. 
coli growth inhibition media with AgNP 
concentrations equal to 50 mg L-1 were 8−10 µg L-
1 for the unsulfidized and lowest sulfidized AgNP 
(agg) samples 
176* 
Ag D. magna LC50 ~ 3 ug L-1 153 
Ag D. pulex, D. 
rerio, P. 
kirchneriella 
LC50 0.04-7.2 mg L-1 55 
Ag D. magna Acute toxicity 56% death at 0.1 mg L-1, 100% 
death at 1 mg L-1, chronic toxicity at 0.001 mg L-1 
104 
Ag Thalassiosira 
weissflogii 
Photosynthesis and chlorophyll were severely 
suppressed beyond around 1*10^-11 M. 
220 
Al2O3 Microtox 
(bacteria), pulse-
amplitude 
modulation 
(algae), 
Chydotox 
(crustaceans), 
and Biolog (soil 
enzymes) 
No effects were observed up to 100 mg L-1 141 
Al2O3 C. metallidurans 
CH34 and E. coli 
MG1655 
Toxic at all concentrations (10 – 500 mg L-1) 
 
152 
Al2O3 B. subtilis, E. 
coli and P. 
fluorescens 
36-70% of bacteria died at 20 mg L-1  63 
Al2O3 D. magna EC50 ~114.357 mg L-1, LC50 LC50 LC50 ~162.392 142 
Al2O3 D. pulex, D. 
rerio, P. 
kirchneriella 
LC50 3.99 - >10 mg L-1 55 
Al2O3 E. fetida No mortality occurred in subchronic exposures, 
although reproduction decreased at ≥3,000 mg kg-1 
nano-sized Al2O3 
157 
Au E fetida Bioavalable and reproduction was negatively 
affected at 8 and 3.4% of bulk soil concentrations 
77 
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NP Species Toxic Concentration Ref. 
Au D. magna LC50 ~ 70 mg L-1 153 
Au M. sexta biomagnification factor 6.2 - 11.6 50* 
Au Mytilus edulis Oxidative stress occurred within 24 hours at 750 
ppb 
223 
CeO2 Microtox 
(bacteria), pulse-
amplitude 
modulation 
(algae), 
Chydotox 
(crustaceans), 
and Biolog (soil 
enzymes) 
No effects were observed up to 100 mg L-1 141 
CeO2 P. subcapitata, 
D. magna, and T. 
platyurus, and 
embryos of D. 
rerio 
No acute toxicity was observed for the two 
crustaceans and D. rerio embryos, up to test 
concentrations of 1000, 5000, and 200 
mg L-1, respectively. In contrast, significant 
chronic toxicity to P. subcapitata with EC10s 
between 2.6-5.4 mg L-1 was observed.  
149 
CeO2 RAW 264.7 and 
BEAS-2B cell 
lines 
CeO2 (25 ug mL-1) NPs were taken up intact the 
cells without inflammation or cytotoxicity 
99 
CeO2 D. magna LC50 ~0.012 mg ml-1 144 
CeO2 P. subcapitata LC50 10.3 mg L-1 150 
CeO2 D. magna No acute toxicity. Chronic toxicity at 10 mg L-1 104 
Cr2O3 E. coli As the concentration of Cr2O3 (100 nm) in the 
culture media increased from 0 – 100 ug mL-1, the 
percentage of live cells decreased linearly 
155 
Cr2O3 Human lung 
carcinoma A549 
cells and human 
keratinocyte 
HaCaT cells 
HaCaT cells showed a greater reduction in cell 
viability by Cr2O3 exposure than A549 cells. In 
particular, the cytotoxicity of NPs was 
higher than that for fine particles at a high 
concentration of Cr2O3 (0.5 mg mL-1) 
154 
Cu D. rerio LC50 1.56 mg L-1 145 
CuO D. magna, T. 
platyurus, and T. 
thermophila 
The L(E)C50 values of nanoCuO for both 
crustaceans in natural water ranged from 90 to 224 
mg Cu L-1 
101 
CuO P. subcapitata EC50 = 0.71 mg Cu L-1 105 
CuO Soil microbe 
community 
soil microbe community changed, indicating 
toxicity at 1 and 5% w/w dry soil 
81 
CuO E. coli, B. EC50 ranged from 28.6 – 65.9 mg L-1 147 
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NP Species Toxic Concentration Ref. 
subtilis, and S. 
aureus 
CuO V. fischeri, D. 
magna, and T. 
platyurus 
L (E)C50 ~ 2.1 – 79 mg L-1 146 
CuO D. pulex, D. 
rerio, P. 
kirchneriella 
LC50 0.06 - 0.94 mg L-1 
 
55 
CuO S. cerevisiae 8-h EC50 were 20.7 mg L-1 and 24-h EC50 were 
13.4 mg L-1 
190 
CuO T. thermophila EC50 128 mg L-1 100 
CuO Mytilus 
galloprovincialis 
CuO NPs induced oxidative stress in mussels by 
overwhelming gills antioxidant defense system at 
10 ug L-1 
213 
C60 Microtox 
(bacteria), pulse-
amplitude 
modulation 
(algae), 
Chydotox 
(crustaceans), 
and Biolog (soil 
enzymes) 
Toxic effects were observed at greater than 1 mg 
L-1 
141 
C60 P. subcapitata 
and D. magna 
The mobility of daphnids was not affected in the 
tested concentrations (≤50 mg C60 L-1). The algal 
growth rate was inhibited up to 30% at 90 mg C60 
L-1, but no reproducible concentration–response 
relationships could be established  
209 
C60 D. rerio C60 at 1.5 mg L-1 delayed zebrafish embryo and 
larval development 
143 
C60 D. magna EC50 ~9.344 mg L-1 and LC50 ~ 10.515 mg L-1 142 
C60 Soil microbe 
community 
No effect on structure, function, or processes 160 
C60 Crassostrea 
virginica 
Significant toxicity at 10 ppb 222 
C60 Mytilus 
galloprovincialis 
Some effects observed at 5 mg L-1 210 
Fe2O3 D. rerio EC50 ~ 36.06 mg L-1, LC50 ~ 53.35mg L-1 91 
Fe2O3 Mytilus 
galloprovincialis 
no significant effect was detected following 
exposure of embryos to Fe up to 8 mg L-1 
215 
Fe3O4 Soil microbe 
community 
minimal changes to microbial community, 
indicating limited toxicity at 1 and 5% w/w dry 
soil 
81 
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NP Species Toxic Concentration Ref. 
Fe3O4 D. magna LC50 ~23·10-4 mg mL-1 144 
Latex O. latipes Survival decreased under some conditions at 1 mg 
L-1 
218 
MWCNTs C. metallidurans 
CH34 and E. coli 
MG1655 
50 – 60% viability loss at 100 mg L-1 
 
152 
MWCNTs C. dubia, L. 
plumulosus and 
H. azteca 
Aqueous exposures to raw MWNTs decreased C. 
dubia viability, but such effects were not observed 
during exposure to functionalized MWNTs (>80 
mg L-1). Sediment exposures of the amphipods 
indicated mortality increased as particle size 
decreased, although raw MWNTs induced lower 
mortality (LC50 50 to >264 g kg-1) than carbon 
black (LC50 18–40 g kg-1) and activated carbon 
(LC50 12–29 g kg-1). 
185 
MWCNTs D. magna EC50 ~8.723 mg L-1 and LC50 ~22.751 mg L-1 142 
NiO C. vulgaris NiO NPs had severe impacts on the algae, with 72 
h EC50 values of 32.28 mg NiO L-1 
71 
NiO E. coli, B. 
subtilis, and S. 
aureus 
EC50 ranged from 121.1 – 160.2 mg L-1 147 
NiO Human 
keratinocyte 
HaCaT cells, 
Human lung 
carcinoma A549 
cells 
The cell proliferation was completely inhibited by 
50 µg mL-1 Ni2+ 
148 
NiO D. pulex, D. 
rerio, P. 
kirchneriella 
LC50 0.35 - >10 mg L-1 
 
55 
nZVI I. galbana, D. 
tertiolecta, T. 
pseudonana, P. 
subcapitata, and 
D. magna 
Growth was suppressed between 0.4 and 12 mg L-1 10* 
nZVI E. coli Minimum inhibitory concentration (MIC) after 24 
h was 5 mg L-1for uncoated nZVI. MIC for coated 
nZVI ranged from 100-500 mg L-1 
86* 
nZVI O. latipes Toxicity observed at 0.5 mg L-1 216* 
Sb2O3 E. coli, B. 
subtilis, and S. 
aureus 
EC50 ranged from 144.7 – 324 mg L-1 147 
SiO2 B. subtilis and E. 
coli 
SiO2 at 5000 mg L-1 resulted in 99% growth 
reduction of B. subtilis, but only 48% growth 
151 
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NP Species Toxic Concentration Ref. 
reduction of E. coli at 5000 mg L-1 
SiO2 B. subtilis, E. 
coli and P. 
fluorescens 
40-70% of bacteria died at 20 mg L-1 63 
SiO2 Mytilus 
galloprovincialis 
Some negative effects at 10 mg L-1 211 
SiO2 Mytilus 
galloprovincialis 
No effect observed up to 5 mg L-1 210 
SiO2 Chlorella sp. No toxic effect observed up to 1000 mg L-1 214 
SWCNTs P. subcapitata Exposure to 10 mg L-1 CNT does negatively 
influence the growth of algae across most 
treatments. However, decreased growth was 
observed compared with the control. 
73 
SWCNTs D. magna EC50 ~1.306 mg L-1 and LC50 ~2.425 mg L-1 142 
SWCNTs A. abdita, A. 
bahia, L. 
plumulosus 
No significant mortality to any species via 
sediment or food matrices was observed at 
concentrations up to 100 ppm. 
221 
TiO2 Microtox 
(bacteria), pulse-
amplitude 
modulation 
(algae), 
Chydotox 
(crustaceans), 
and Biolog (soil 
enzymes) 
No effects were observed up to 100 mg L-1 141 
TiO2 T. pseudonana, 
and S. marinoi, 
D. tertiolecta 
and I. galbana 
No toxic effects up to g L-1 concentrations 97 
TiO2 B. subtilis and E. 
coli 
72% growth reduction in E. coli exposed to 5000 
mg L-1 and 75% growth reduction in B. subtilis 
exposed to 1000 mg L-1 
151 
TiO2 C. metallidurans 
CH34 and E. coli 
MG1655 
Significant loss of viability was observed after 
exposure to the smallest TiO2 NP (10 to 25 nm) 
and viability decreased from 15-52% at 100 mg L-
1  
152 
TiO2 RAW 264.7 and 
BEAS-2B cell 
lines 
TiO2 (25 ug mL-1) did not elicit any adverse or 
protective effects 
99 
TiO2 P. subcapitata EC50 =5.83 mg Ti L-1 105 
TiO2 Phytoplankton 
and Biofilms 
24 h of exposure nano-TiO2 (initial concentration, 
5.3mg L-1) had significantly damaged cell 
membranes. Similar, but less damaging effects 
183 
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NP Species Toxic Concentration Ref. 
were observed in biofilms 
TiO2 B. subtilis, E. 
coli and P. 
fluorescens 
TiO2 NPs did not affect bacterial populations 63 
TiO2 V. fischeri, D. 
magna, and T. 
platyurus 
Not toxic even at 20 g L-1 146 
TiO2 D. rerio Not toxic up to 100 mg L-1 199 
TiO2 D. magna EC50 ~ 35.306 mg L-1 and LC50 ~ 143.387 mg L-1 142 
TiO2 D. magna LC50 ~0.016 mg mL-1 144 
TiO2 D. pulex, D. 
rerio, P. 
kirchneriella 
LC50 >10 mg mL-1 
 
55 
TiO2 S. cerevisiae Not toxic even at 20000 mg L-1 190 
ZnO T. pseudonana, 
and S. marinoi, 
D. tertiolecta 
and I. galbana 
NEC 428 µg L-1 for S. marinoi, 233 µg L-1 for T. 
pseudonana. NEC for other two species around 
500 - 1000 µg L-1 
97 
ZnO E. coli Toxic in soft water at 1.2 mg L-1, no toxicity 
observed at 100 mg L-1 in hard water 
96 
ZnO S. costatum, T. 
pseudonana,  
T. japonicas, E. 
Rapax, and O. 
melastigma 
96 hour LC50 values ranged from 0.85 – 4.56 mg 
L-1 
98 
ZnO B. subtilis and E. 
coli 
At 10 mg L-1, ZnO resulted in 90% growth 
reduction of B. subtilis but only 48% growth 
reduction in E. coli resulted at 1000 mg L-1 ZnO 
151 
ZnO D. magna, T. 
platyurus, and T. 
thermophila 
L (E)C50 values for nanoZnO were 1.1–16 mg Zn 
L-1 
101 
ZnO P. subcapitata 72-h LC50 value near 60 µg Zn L-1, attributable 
solely to dissolved zinc 
88 
ZnO RAW 264.7 and 
BEAS-2B cell 
lines 
ZnO (25 ug mL-1) induced toxicity in both cells, 
leading to the generation of reactive oxygen 
species (ROS), oxidant injury, excitation of 
inflammation, and cell death. 
99 
ZnO P. subcapitata 72 h EC50 ~0.04 mg Zn L-1 105 
ZnO E. coli, B. 
subtilis, and S. 
aureus 
EC50 ranged from 85.5 - >125 mg L-1 147 
ZnO E. coli All media exhibited strong toxicity with 3 h LC50 
at lower than 0.1 mg Zn L-1.The bacterial 
217 
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NP Species Toxic Concentration Ref. 
mortality all exceeded 90% at concentrations of 
zinc higher than 1.0 mg L-1 
ZnO B. subtilis, E. 
coli and P. 
fluorescens 
All bacteria died at 20 mg L-1 63 
ZnO V. fischeri, D. 
magna, and T. 
platyurus 
L(E)C50 ~ 0.18 – 3.2 mg L-1 146 
ZnO D. magna EC50 ~ 0.622 mg L-1 and LC50 ~1.511 mg L-1 142 
ZnO S. cerevisiae 8-h EC50 121–134 mg ZnO L-1and 24-h EC50 131–
158 mg L-1 
190 
ZnO T. thermophila EC50 5 mg L-1 100 
ZnO F. candida No effect up to 6400 mg kg-1. Reproduction was 
affected at just under 2000 mg kg-1 
203 
ZrO2 Microtox, algae, 
Chydotox, and 
Biolog 
No effects were observed up to 100 mg L-1 141 
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Chapter 2. Species	Sensitivity	Distributions	for	Engineered	
Nanomaterials	
Engineered nanomaterials (ENMs) are a relatively new strain of materials for which 
little is understood about their impacts. A species sensitivity distribution (SSDs) is a 
cumulative probability distribution of a chemical’s toxicity measurements obtained from 
single-species bioassays of various species that can be used to estimate the ecotoxicological 
impacts of a chemical. The recent increase in the availability of acute toxicity data for 
ENMs enabled the construction of 10 ENM-specific SSDs, with which we analyzed (1) the 
range of toxic concentrations, (2) whether ENMs cause greater hazard to an ecosystem than 
the ionic or bulk form, and (3) the key parameters that affect variability in toxicity. The 
resulting estimates for hazardous concentrations at which 5% of species will be harmed 
ranged from < 1 ug L-1 for PVP-coated n-Ag to >3.5 mg L-1 for CNTs. The results indicated 
that size, formulation, and the presence of a coating can alter toxicity, and thereby 
corresponding SSDs. Few statistical differences were observed between SSDs of an ENM 
and its ionic counterpart. However, we did find a significant correlation between the 
solubility of ENMs and corresponding SSD. Uncertainty in SSD values can be reduced 
through greater consideration of ENM characteristics and physiochemical transformations in 
the environment. 
2.1 Introduction 
Engineered nanomaterials (ENMs) represent a new and emerging class of pollutants but 
we understand relatively little about their effects in the environment. ENMs are used in a 
variety of consumer products including electronics, textiles, cosmetics, medicine, and food 1. 
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They are also used in energy, aeronautics, and military applications. The International 
Organization for Standardization (ISO) classifies ENMs into three main groups: (i) 
nanoparticles, for which all three dimensions are between 1 and 100 nm; (ii) nanoplates, for 
which only one dimension is between 1 and 100 nm; and (iii) nanofibers, for which two 
dimensions are between 1 and 100 nm.225 Seven major classes of ENMs are carbonaceous 
nanomaterials (e.g. CNTs), semiconductors (ex. Quantum dots), metals (ex. n-Ag), metal 
oxides (ex. TiO2), nanopolymers (ex. dendrimers), emulsions (ex. acrylic latex), and 
nanoclays. Various ENMs exist as single, aggregated, or agglomerated particles and can be 
manufactured with different shapes, coatings, and surface functionalities. Additionally, some 
ENMs dissolve in the environment, which can result in toxic effects similar to those of the 
dissolved ion, while other ENMs may not dissolve. In the latter case, toxic effects are 
usually related to ENM size, reactivity, and coating,226 resulting in toxicity from the ENM 
that can exceed that of the ionic or bulk form signifying a nanotoxic effect.227  
ENMs are released into the environment either during their use, through spillages, by 
intentional release for environmental remediation applications, or as end-of-life waste.4 
Increasing production and use of ENMs enhances the potential for release into the 
environment, thus increasing environmental exposures and incentives to better understand 
and quantify the ecosystem impacts of ENMs.228 Substantial effort is now being made to 
quantify releases, exposures, and toxicity of ENMs throughout their industrial 
lifecycle.3,229,230  
A few studies have developed preliminary estimates of the range of ENM exposure 
concentrations8,29,228 and the few environmental concentrations that have been measured 
empirically fall within the same order of magnitude as those predicted by models.90,229,231,232 
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What we do not yet adequately understand is the impacts of exposure to biological receptors 
under natural environmental conditions. To provide predictions of the potential biological 
impacts in nature the relatively large volume of information from laboratory toxicity tests 
with ENMs can be used to generate Species Sensitivity Distributions (SSDs), which model 
the range in sensitivities of different species to a wide range of ENMs.233 SSDs provide an 
estimate of the potentially affected fraction (PAF) of species that will be harmed from 
exposure to ENMs, and are used to establish threshold concentrations, which, when 
exceeded, indicate that management actions should be taken. For example, the lower 5th 
percentile of the SSD indicates that 95% of species are not impacted by a pollutant and thus, 
hypothetically, provides environmental concentrations that are expected to safeguard most 
species, and thus an ecosystem’s structure and function.233 While our understanding of ENM 
toxic effects is still relatively limited, progress is being made in determining toxic 
concentrations for a wide-variety of both terrestrial and aquatic species.  
Single species toxicity data from multiple species can be combined to predict the 
exposure concentrations at which a percent of species in an ecosystem will be affected.13 
Specifically, SSDs are models of the variation in sensitivity of species to a particular 
stressor,233 and are generated by fitting a statistical or empirical distribution function to the 
proportion of species affected as a function of stressor concentration or dose. Traditionally, 
SSDs were created using data from single-stressor laboratory toxicity tests, such as median 
lethal concentrations (LC50). The key assumption in applying SSDs is that the species 
toxicity data represent a random sample from a statistical distribution that is representative 
of a community or ecosystem, with the idea that limited toxicity testing of only a handful of 
species can allow us to extrapolate to a community level of risk associated with a specific 
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toxicant. As more data become available for various species, the accuracy of SSDs in 
predicting ecosystem toxicity effects will increase. 
Many SSDs have been developed for a variety of organic and inorganic pollutants234,235 
with many focused on pesticides236–239 and herbicides.240,241 There are a few examples of 
SSDs constructed specifically for metals. SSD and the corresponding predicted hazardous 
concentration at which no species are harmed (HC0) and at which 5% of species are harmed 
(HC5) were created for zinc for aquatic species with the goal of finding the best cumulative 
distribution function.242 SSDs have also been developed for specific taxonomic groups for 
copper to estimate acute-chronic ratios for different taxa.243 An acute toxicity SSD was 
developed for mercury to estimate HC5 and the predicted no effect concentration (PNEC) for 
freshwater species.244 SSDs can also be used in life cycle assessments (LCAs) to determine 
characterization factors (CFs) for ecotoxicity.245,246 CFs for toxic pollutants are substance-
specific, quantitative factors that convert life-cycle emissions of toxic substances to the 
common unit of the toxic impact indicator.247 As LCAs are being developed for 
nanoparticles, SSDs can provide the information on PAF needed to calculate the CF.247–249  
SSDs are used in ecological risk assessment to derive maximum acceptable 
concentrations of pollutants in the environment from a limited set of laboratory based 
ecotoxicity data.238,244,245 The utility of an SSD depends on the quality and relevance of the 
data used, which usually are secondary data taken from literature or a database. The 
objective of this study is to develop SSDs for as many nanoparticles as possible and to 
determine if, according to the SSDs, the ENMs cause greater toxicity than the ionic or bulk 
form. The results of this work can be used to begin to make judgments regarding the risk of 
using and releasing different ENMs into the environment. 
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2.2 Methods 
Data were collected from >300 published articles that explicitly provided single species 
toxicity data including median lethal concentration (LC50), half maximal effect 
concentration (EC50), median lethal dose (LD50), lowest observed effect concentration 
(LOEC), no observed effect concentration (NOEC), and the half maximal inhibitory 
concentration (IC50). If a published article did not specifically state one of these values, even 
if they provided dose-response curves, the information was not used in our analysis. Our 
initial search did not limit the types of nanoparticles that could be included, as we needed to 
determine the extent of available data across both environmental media and ENMs. Not all 
ENMs or environments had enough data points to create an SSD. However, as research 
progresses and more data become available, they can be combined with the data provided in 
Appendix Table A2.1 to create improved SSDs.  
While there was sufficient data to build SSDs from EC50 values, there were more data 
available across all types of ENMs to build SSDs using LC50 values. These studies varied in 
length from 15-minute to 28-day exposures depending on the species and end-points. We 
elected not to account for the time range by using dose as our SSD metric because 
concentration is the standard metric used in SSDs. In addition, because the data cover a 
range of species with very different life histories and life spans, dose is not always a 
comparable metric. 
SSDs are frequently based on chronic, sub-lethal toxic effects because exposure to toxins 
in the environment is typically at low concentrations over the long term. However, we only 
had sufficient data to develop SSDs for acute freshwater toxicity because of the limited data 
available in both marine and terrestrial toxicity and the limited number of studies conducted 
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to date on chronic ENM toxicity.248–251 In some cases, short term toxicity data can make use 
of an extrapolation factor to accurately describe the chronic SSD.149,252 One approach for 
converting data from acute to chronic is to simply use a factor of 10 [i.e., a left shift of SSD 
based on LC50 to obtain an SSD for the no observed effect concentration (NOEC)].252 
Another study found that using an acute to chronic ratio ranging from 1.6 to 4.4 was more 
accurate.149 We determined that there is not yet sufficient evidence to implement a 
conversion factor based on data available for ENMs. 
We also collected toxicity data on freshwater species for both the ions of the associated 
metals and nominal data on bulk particles to compare to the ENM data. We did this by 
reviewing data collected for the ENMs where comparative tests were often done on ionic or 
bulk equivalents, through a general literature review, and querying the EPA’s ECOTOX 
database by compound. We limited the search to studies completed in a lab as opposed to 
field research so as to match the ENM dataset, in freshwater systems that reported LC50 
values.  
To build SSDs, we implemented the Species Sensitivity Distribution Generator, 
provided by the Environmental Protection Agency (EPA), which has been used for many 
other chemicals.203,240,253–255 The process requires a list of exposure intensities at which 
different species exhibit a standard response to a stressor. The reported LC50 values are then 
ranked and plotted along the x-axis. The cumulative probability, calculated as the fraction of 
species affected at a certain concentration, is plotted along the y-axis, along with the 95% 
confidence interval, using a probability density function (PDF). We then calculated the 
hazardous concentration at which 5% of species will likely be harmed (HC5),247 indicating 
that 95% of species in an ecosystem will be protected provided that the environmental 
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concentration remains below that associated with the HC5. A minimum of four data points 
are needed to generate an SSD, though the predictive power of SSD models greatly 
increased with 10 or more data points from published studies.90,245,247 Our ENM SSD data 
varied from 8 – 64 data points from published studies covering a range of species, though 
they did not always include a wide range of taxa, which is also preferred when creating a 
SSD.233  
2.3 Results  
A comprehensive review of the literature on Web of Knowledge and Google Scholar 
using a range of search terms to cover all types of ENMs, environments, toxicity tests, and 
species resulted in over 300 studies, although only 101 studies reported data adequate in 
quality for our analysis (Appendix Table A2.1). Sufficient data were collected to build SSDs 
for uncoated n-Ag, PVP-coated n-Ag, n-Al2O3, n-C60, CNTs, n-Cu, n-CuO, n-TiO2, and n-
ZnO using acute LC50 values. For n-CeO2, we collected sufficient data to build an SSD 
using only acute EC50 values.  
The SSD for uncoated n-Ag (Figure 2.1) indicates that the ENM was toxic to some 
species at ug L-1 concentrations, while other species tolerate concentrations three or more 
orders of magnitude higher, at g L-1 concentrations with a range of one order of magnitude 
for the 95% confidence interval (shown in grey around the curve in Figure 2.1).  
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Figure 2.1 Species Sensitivity Distribution for uncoated n-Ag, Based on 10 Species  
We constructed separate SSDs for PVP-coated n-Ag (Appendix Figure A2.1) and ionic 
silver from either AgCl or AgNO3 (Appendix Figure A2.2). Ag+ derived from dissolving 
AgNO3 was considerably more toxic than when AgCl was used, but given that the toxicity is 
probably due to metal ion exposure rather than the salt, we chose to combine the datasets to 
develop a more robust SSD. The ENM SSDs were then compared to the Ag+ ion SSD to 
determine whether the toxicities varied (Figure 2.2). While Ag+ is generally more toxic than 
coated or uncoated n-Ag, at low exposure concentrations, there are only minor differences 
between Ag-PVP and Ag+. For most species, uncoated n-Ag was considerably less toxic 
than PVP-coated Ag, most likely due to increased aggregation and reduced 
bioavailability.246 Uncoated n-Ag has a higher toxicity threshold than Ag+, particularly at 
higher exposure concentrations.  
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Figure 2.2 Comparison of Silver SSDs, including uncoated n-Ag, PVP-coated n-Ag, and 
Ag+ Derived from Dissolving AgCl and AgNO3 
We then constructed SSDs for two copper nanoparticles, n-Cu (Appendix Figure A2.3) 
and n-CuO (Appendix Figure A2.4), and Cu2+ derived from combining toxicity endpoints 
for CuCl2, Cu(NO3) 2 and CuSO4 (Appendix Figure A2.5). The difference in Cu2+ toxicity 
between the various copper salts was smaller than observed for the silver salts (Appendix 
Figure A2.5), possibly due to the larger number of data points for each Cu2+ SSD. However, 
the toxicity threshold was significantly lower for Cu2+ from CuCl2 than from Cu(NO3) 2 and 
CuSO4. A comparison of the nano and ionic copper SSDs indicated that the toxicity 
thresholds for n-CuO were much higher than for n-Cu or Cu2+ (Figure 2.3). Additionally, the 
difference between the SSDs for n-Cu and Cu2+ was smaller than between n-CuO and Cu2+, 
with n-CuO consistently less toxic than either n-Cu or Cu2+. As expected, given the much 
smaller number of data points for the two nanoparticles, the confidence intervals were much 
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wider than for Cu2+. The lower toxicity of n-CuO in freshwater may reflect its slower 
dissolution at low ionic strength and in the presence of organic matter (present in any 
aquatic system with biota).256 
 
Figure 2.3 Comparison of Copper SSDs, including n-Cu, n-CuO, and Cu2+ Derived 
from Dissolving CuCl2, Cu(NO3)2 or CuSO4 
For zinc, we compared n-ZnO (Appendix Figure A2.6), bulk ZnO (Appendix Figure 
A2.7), and Zn2+ derived from ZnCl2 and ZnSO4 (Appendix Figure A2.8). There were 
minimal differences in the SSDs for Zn2+ derived from ZnCl2 and ZnSO4. A comparison 
shows that the SSDs for n-ZnO and Zn2+ are nearly identical, and that of bulk ZnO is also 
similar (Figure 2.4), indicating that for this ENM most of the toxicity is due to dissolved 
Zn2+. There was little statistical difference between the three lines because the small sample 
size results in low statistical power.  
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Figure 2.4 Comparison of Zinc SSDs, including ZnO, bulk-ZnO, and Zn2+ Derived 
from Dissolving ZnCl2 and ZnSO4 
The SSDs of n-Al2O3 (Appendix Figure A2.9) and Al3+ (Appendix Figure A2.10) 
indicate that except at high concentrations, n-Al2O3 is less toxic that Al3+ (Appendix Figure 
A2.11). There are some difference in toxicity between Al3+ derived from AlCl3 and 
Al2(SO4)3 (Appendix Figure A2.10), with AlCl3 slightly more toxic than Al2(SO4)3, although 
there is overlap in their confidence intervals which are broad due to the lower number of 
data points. For n-CeO2 (Appendix Figure A2.12) and n-TiO2 (Appendix Figure A2.13) n-
CeO2 appears to be more toxic than n-TiO2 (Appendix Figure A2.14), even though n-TiO2 
has shown phototoxicity while n-CeO2 generally quenches photoactivity. A recent review of 
n-CeO2 provides a more detailed analysis of the behavior and toxicity of this 
nanomaterial.257 
We collected sufficient data to develop SSDs for two carbonaceous nanomaterials, n-C60 
(Appendix Figure A2.15) and CNTs (Appendix Figure A2.16), though not enough to create 
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distinct SSDs for single-walled carbon nanotubes (SWCNTS) or multi-walled carbon 
nanotubes (MWCNTs). Overall n-C60 is more toxic than CNTs, with overlap in the 
confidence intervals only in the higher concentrations (Figure 2.5). C60 has a notably lower 
toxicity threshold than CNTs. It is important to note that CNTs have a very wide range of 
properties (e.g. tube diameter, tube length, surface functionalization, residual metals, 
chirality) that complicate the analysis. As more toxicity information becomes available, 
separate SSD may be needed for different classifications of CNTs. 
 
Figure 2.5 Comparison of Carbonaceous Nanoparticle SSDs, including n-C60 and 
CNTs 
One approach for considering the relative toxicity of the ENMs is to compare their HC5. 
For the ENMs considered in this study, HC5 values range over four orders of magnitude 
(from <1 ug L-1 for silver nanoparticles to >3.5 mg L-1 for CNTs) (Figure 2.6). The results 
confirm the hypothesis that nanoparticle solubility, with the corresponding release of metal 
ions, is a strong predictor of toxicity, as seen for n-Ag, n-ZnO, n-Al2O3 and nano-copper 
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compounds. For Ag and Zn there was little to no difference between the mean of the HC5 for 
a nanoparticle and the HC5 for the corresponding metal ion. For Cu and Al, the differences 
are more significant, reflecting the slower dissolution rates of these nanomaterials, 
particularly Al2O3. For the ENMs that are less likely to dissolve (C60, CNTs, CeO2, and 
TiO2) the HC5 values range from 0.1 – 10 mg L-1, which are concentrations that are less 
likely to be encountered, on average, in aquatic systems based on recent estimates.8,228,232 
The breadth of the range is largely a result of availability of data; compounds with more data 
generally had a much smaller range than those with fewer data available. 
 
Figure 2.6 Mean and 5th and 95th Percentile HC5 for Nanomaterials in Black and 
Corresponding Ions in Grey 
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2.4 Discussion 
ENMs are released into the environment at various stages during their life-cycle, but our 
understanding of the environmental implications is still quite limited.226 Our results serve to 
identify concentrations of concern for various ENMs with regard to freshwater ecological 
toxicity. While these SSDs are preliminary estimates, they represent the first attempt at 
predicting the PAF of species at various exposure concentrations in the aquatic environment 
for multiple ENMs. Exposure models that estimate the exposure of individuals or 
populations can be compared with the HC5 values estimated here to predict the 
ecotoxicological effects of ENMs and give an idea of how significant the risk associated 
with their use could be.  
When working with ENMs, consideration must be made for the various possible 
configurations (e.g., size, shape, charge, and presence of a coating or functional group) that 
can all alter chemical behavior in the environment and impact toxicity.226 For example, if 
two different Ag nanoparticles have different primary diameters and one is spherical while 
the other is cubic, the LC50 values for each could be as different as if they were entirely 
different chemicals (See Table A2.1 for examples). In addition, transformations of the ENM 
during toxicity tests,10,256 or the presence of species that can alter how ENMs interact with 
biota, can influence the outcomes of single species laboratory assays.224,258 Thus, it is 
important to take into consideration both ENM characteristics and possible environmental 
transformations that increase the uncertainty and reliability in toxic outcomes that underlie 
the SSDs. As such, it would be preferable to separate ENMs by type and structure as well as 
dispersion media before building SSDs from the data. Given data limitations, we were only 
able to do this for uncoated versus PVP-coated n-Ag (Figure 2.2). We did not have quite 
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enough data to also build a separate SSD for citrate-coated n-Ag, which would have 
improved our understanding of how toxicity is affected by the presence of a coating. There 
was also insufficient data to separate particles by size group (e.g., 1-10 nm, 10-50 nm, and 
50-100 nm). The accuracy of the SSDs will likely improve by incorporating some of these 
distinctions. For example, the SSD for uncoated n-Ag and PVP-coated n-Ag are statistically 
different at the higher exposure concentrations, but this distinction would not have been 
clear had we combined all the Ag ENMs into one SSD (Figure 2.2). Because we only have 
limited examples of each ENM variable, our conclusions are limited in their strength. 
However, as more data become available to separate ENMs into clearly defined physico-
chemically distinct groups (e.g. those based on size, shape, or coating) when developing 
SSDs, we will better be able to distinguish between the extent of toxic effects as physico-
chemical characteristics are altered. 
The accuracy and utility of an SSD depends on the quality and relevance of the data 
used, which in this case are secondary data taken from literature and the ECOTOX database. 
Ideally, an SSD should be not generated from the synthesis of results from experiments that 
used a wide variety of protocols, for example, by combining impacts from chronic sub-lethal 
effects on reproduction with the impacts on survival or with acute lethal test results, all of 
which are commonly reported toxicity endpoints.254 This limits the generation of SSDs for 
ENMs, especially for aquatic species where there is a bias towards acute mortality data, 
despite the likelihood that chronic sub-lethal effects may have enormous impacts on the 
individual survival and reproduction, of populations and thus population abundance and 
persistence.259 This is in part due to the difficulty in maintaining a constant state and 
concentration of a nanoparticle in an aquatic experiment over the long term. As such, we 
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limited our study to short term acute toxic effects due to the scarcity of chronic toxicity 
information. More useful SSDs would be generated for each ENM using a variety of 
species, for instance those that vary in their sensitivity across a range of taxa and trophic 
levels, for a specific ecosystem or region of concern. Distinguishing SSDs between early 
and late life stages of a species would also be useful as the values can differ in sensitivity 
with each life stage. While there are a reasonable number of species represented in these 
SSDs, the diversity in taxa and life stage is not comprehensive. It is important to recognize 
the uncertainty associated with our results as the range of sensitivities of the species we 
included is quite variable from ENM to ENM, and no SSD was constructed with enough 
species to represent a comprehensive ecosystem. Despite these limitations, our results are 
useful in gauging and comparing the ecotoxicological impact of different ENMs. Useful 
next steps would include generating SSDs for ENMs based on chronic toxicity data, 
254,260,261 and developing a robust framework for predicting long-term effects on populations, 
communities, or ecosystems.  
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2.5 Appendices 
Table A2.1 Data on all nanoparticles for all toxicity endpoints 
Available in Excel Spreadsheet. References include: 55,88,95,96,98,100,101,105,141,142,144–
146,149,150,153,185,190,192,203,217,252,253,262–292,292–341 
 
Figure A2.1 SSD for PVP-coated n-Ag
 
Figure A2.2 Comparison of SSDs for AgCl and AgNO3 
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Figure A2.2 is a comparison of SSDs for AgCl and AgNO3 to determine whether it was 
appropriate to combine compounds when creating an SSD for Ag+. The numbers correspond 
to Table A2.2 where we have provided a list of the species in rank order that were used to 
build each SSD. There are cases where multiple species hold the same rank, in which case 
the x can represent multiple species.  
Table A2.2 List of Species in Rank Order used to Build Silver Ion SSD 
 AgCl Species AgNO3 Species 
1 Lepidocephalichthys guntea 1 Daphnia pulex 
 Pimephales promelas  Daphnia magna 
 Daphnia magna  Hyalella azteca 
 Culicoides furens  Leuctra sp. 
 Chironomus plumosus 5 Leptophlebia sp. 
  Ceriodaphnia dubia 
 Fundulus heteroclitus 
 Stenonema modestum 
 Gammarus pulex 
10 Isonychia bicolor 
 Duttaphrynus melanostictus 
 Cambarus diogenes 
 Radix luteola 
 Daphnia pulex 
15 Lithobates pipiens 
 Lithobates palustris 
 Gastrophryne carolinensis 
 Spirostomum ambiguum 
 Pimephales promelas 
20 Ictalurus punctatus 
 Oncorhynchus mykiss 
 Puntius sophore 
 Rana catesbeiana 
 Carassius auratus 
25 Jordanella floridae 
 Poecilia reticulata 
 Gambusia affinis 
 Euphlyctis hexadactylus 
 Channa punctata 
30 Anguilla 
 Nephelopsis obscura 
 Actinonaias pectorosa 
 Micropterus salmoides 
 Lepomis macrochirus 
  67 
35 Aplexa hypnorum 
 Pseudokirchneriella subcapitata 
 Bufo woodhousei ssp. fowleri 
 Ambystoma opacum 
 Psephenus herricki 
40 Tanytarsus dissimilis 
 Oryzias latipes 
 Orconectes immunis 
 Danio rerio 
  Chironomus tentans 
 45 Caenorhabditis elegans 
 
 
Figure A2.3 SSD for n-Cu 
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Figure A2.4 SSD for n-CuO 
 
Figure A2.5 Comparison of SSDs for CuCl2, Cu(NO3)2, and CuSO4 
Figure A2.5 is a comparison of SSDs for CuCl2, Cu(NO3)2, and CuSO4 to determine 
whether it was appropriate to combine compounds when creating an SSD for Cu2+. The 
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numbers correspond to Table A2.3 where we have provided a list of the species in rank 
order that were used to build each SSD. 
Table A2.1 List of Species in Rank Order used in Copper Ion SSD 
 CuC2 Species Cu(NO3)2 Species CuSO4 Species 
1 Blepharisma 
americanum 
1 
Hyalella azteca 
1 
Cirrhinus mrigala 
 Drepanomonas 
revoluta 
 
Pimephales promelas 
 Villorita cyprinoides 
ssp. cochiensis 
 Spirostomum teres  Biomphalaria glabrata  Daphnia magna 
 Moina irrasa  Utterbackia imbecillis  Daphnia similis 
 Fluminicola virens 5 Ceriodaphnia dubia  Prosopium williamsoni 
 
Halteria grandinella 
 
Gambusia affinis 
 Spirostomum 
ambiguum 
 Euplotes aediculatus  Pseudambassis ranga  Daphnia ambigua 
 Paramecium 
caudatum 
 Lumbriculus 
variegatus 
 
Ceriodaphnia dubia 
 Euplotes patella  Cyprinus carpio  Thymallus arcticus 
10 
Colpidium campylum 
10 
Etroplus maculatus 
 Craterocephalus 
stercusmuscarum 
 Uronema nigricans  Gammarus pulex  Brachionus rubens 
 
Juga plicifera 
 Oreochromis 
mossambicus 
 
Hydra viridissima 
 Ptychocheilus 
oregonensis 
 
Danio rerio 
 
Dreissena polymorpha 
 Ceriodaphnia dubia  Daphnia magna  Moina macrocopa 
 Oncorhynchus mykiss 15 Lepomis macrochirus  Macrobrachium rude 
 Oncorhynchus 
tshawytscha 
 
Chironomus tentans 
 Posthodiplostomum 
minimum 
 
Daphnia magna 
  Paratya compressa ssp. 
improvisa 
 
Daphnia pulex 
 Oncorhynchus clarkii 
ssp. stomias 
 Chironomus riparius  Cyclops viridis 
20 Colpidium colpoda 20 Daphnia carinata 
 
Euplotes affinis 
 Acrossocheilus 
paradoxus 
 Oreochromis niloticus  Medionidus conradicus 
 Eurytemora affinis  Fusconaia masoni 
 Hexagenia sp.  Oncorhynchus kisutch 
 Scapholeberis sp.  Physastra gibbosa 
 Ephoron virgo  Lampsilis teres 
 Corophium sp.  Brachionus calyciflorus 
 Gammarus pulex  Spirostomum teres 
 Oncorhynchus kisutch  Lampsilis fasciola 
30 Gammarus sp.  Stenocypris major 
 
Acrocheilus alutaceus 
 Streptocephalus 
texanus 
 Tubifex  Prochilodus scrofa 
 Dexiotricha granulosa  Lampetra tridentata 
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 Gammarus italicus  Tubifex 
 Nitocra spinipes  Utterbackia imbecillis 
 Chydorus sphaericus  Alosa sapidissima 
 Aspidisca cicada  Villosa vibex 
 Brachionus patulus  Actinonaias pectorosa 
 Hyalella azteca  Daphnia pulex 
40 
Corbicula manilensis 
40 Oncorhynchus 
tshawytscha 
 Rhinella arenarum  Etheostoma fonticola 
 
Cyprinus carpio 
 Moinodaphnia 
macleayi 
 Pila globosa  Pomacea paludosa 
 
Dreissena polymorpha 
 Lampsilis straminea 
ssp. claibornensis 
 Trochilia minuta  Hyalella azteca 
 Ambystoma 
jeffersonianum 
 
Lymnaea acuminata 
 
Pimephales promelas 
 Ichthyophthirius 
multifilis 
 
Chilodonella uncinata 
 Oncorhynchus clarkii 
ssp. henshawi 
 Enchytraeus buchholzi  Villosa iris 
50 Tilapia zillii  Euphlyctis hexadactylus 
 Echinogammarus 
berilloni 
 
Daphnia longispina 
 Anguilla japonica  Cottus bairdi 
 Cyrnus trimaculatus  Physella gyrina 
 Chironomus tentans  Potamopyrgus jenkinsi 
 
Panagrellus silusiae 
  Mesocyclops 
pehpeiensis 
 Hydropsyche 
angustipennis 
 Epioblasma 
capsaeformis 
 Oryzias latipes  Candidia barbatus 
 
Lepomis macrochirus 
 Streptocephalus 
rubricaudatus 
 Nemata  Branchiura sowerbyi 
60 Euplotes sp. 60 Hydra vulgaris 
 Aspidisca lynceus  Macrobrachium sp. 
 Chlorella vulgaris  Pyganodon grandis 
 Vorticella sp.  Erimonax monachus 
 Culicoides furens  Galaxias maculatus 
 Echinogammarus 
tibaldii 
 
Danio rerio 
 Chironomus plumosus  Morone sp. 
 Parreysia cylindrica  Acipenser oxyrhynchus 
 Oreochromis 
mossambicus 
 
Radix luteola 
70 
Chironomus maddeni 
 Macrobrachium 
carcinus 
 
Pristionchus sp. 
 Cyprinus carpio ssp. 
communis 
 Caenorhabditis 
elegans 
 
Acipenser brevirostrum 
 Oziotelphusa senex  Notropis mekistocholas 
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ssp. senex 
 Notemigonus 
crysoleucas 
 Thamnocephalus 
platyurus 
 Panagrellus redividus  Tetrahymena pyriformis 
 Barbus gonionotus 
 Bellamya bengalensis 
 Bufo boreas ssp. boreas 
 Epidalea calamita 
80 Paratya australiensis 
 Cnesterodon 
decemmaculatus 
 Melanotaenia nigrans 
 Rhithrogena hageni 
 Etheostoma rubrum 
 Lasmigona subviridis 
 Gammarus pulex 
 Penaeus chinensis 
 Anaxyrus boreas 
 Radix natalensis 
 Bidyanus 
 Chironomus plumosus 
 Odontesthes 
bonariensis 
 Oncorhynchus gilae 
ssp. apache 
 Macquaria ambigua 
  Hediste diversicolor 
 Caridina africana 
 Biomphalaria glabrata 
 Anodonta imbecillis 
 Streptocephalus 
proboscideus 
100 Catostomus latipinnis 
 Caridina nilotica 
 Leporinus obtusidens 
 Drunella grandis 
 Gambusia affinis 
 Morone saxatilis 
 Brotia sp. 
 Ctenopharyngodon 
idella 
 Lumbriculus variegatus 
 Corbicula manilensis 
 Ambassis sp. 
 Lithobates 
sphenocephalus ssp. 
sphenocephalus 
 Poeciliopsis 
occidentalis 
 Melanotaenia splendida 
ssp. inornata 
 Onychostoma barbata 
 Tilapia guineensis 
 Macrobrachium 
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rosenbergii 
 Scaphirhynchus 
platorynchus 
 Oncorhynchus mykiss 
 Hyalella sp. 
120 Hyalella curvispina 
 Physella acuta 
 Hybognathus amarus 
 Poecilia vivipara 
 Etheostoma lepidum 
 Dugesia dorotocephala 
 Girardia tigrina 
 Duttaphrynus 
melanostictus 
 Planorbella trivolvis 
 Gila elegans 
 Daphnia lumholtzi 
 Ceriodaphnia rigaudi 
 Macrobrachium 
lamarrei 
 Etheostoma flabellare 
 Melanotaenia splendida 
ssp. splendida 
  Gammarus fasciatus 
 Canthocamptus sp. 
 Jenynsia multidentata 
 Elimia livescens 
 Carassius auratus 
140 Anguilla japonica 
 Planorbis 
 Gasterosteus aculeatus 
 Danio malabaricus 
 Ptychocheilus 
oregonensis 
 Etheostoma nigrum 
 Xyrauchen texanus 
 Ptychocheilus lucius 
 Rasbora daniconius 
neilgeriensis 
 Clarias gariepinus 
 Pimephales promelas 
 Cyprinodon variegatus 
 Perca fluviatilis 
 Noemacheilus 
montanus 
 Biomphalaria 
alexandrina 
 Aphelenchus avenae 
 Ictalurus furcatus 
 Peprilus triacanthus 
 Bulinus globosus 
 Hoplobatrachus 
tigerinus 
160 Viviparus bengalensis 
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 Chironomus decorus 
 Xenopus laevis 
 Macrobrachium 
dayanum 
 Diacypris compacta 
 Lymnaea stagnalis 
 Morone saxatilis ssp. x 
chrysops 
 Rutilus 
 Uronema marinum 
 Cephalobus persegnis 
 Palaemonetes 
paludosus 
 Diaphanosoma 
brachyurum 
 Bulinus tropicus 
 Aspidisca cicada 
 Colisa fasciata 
 Lepomis macrochirus 
 Oreochromis niloticus 
 Catostomus 
commersoni 
  Leuciscus 
 Chironomus tentans 
180 Cyprinodon bovinus 
 Oryzias latipes 
 Cambarus robustus 
 Mystus vittatus 
 Mystus bleekeri 
 Lepomis gibbosus 
 Chironomus 
crassiforceps 
 Channa marulius 
 Cichlasoma facetum 
 Macrobrachium 
hendersodayanus 
 Labeo rohita 
 Cyprinus carpio 
 Chironomus riparius 
 Esomus danricus 
 Cherax destructor 
 Cyclops sp. 
 Barbus arulius 
 Acineria uncinata 
 Tilapia aurea 
 Oreochromis 
mossambicus 
200 Pelophylax perezi 
 Helisoma duryi 
 Barbus ticto 
 Dugesia tigrina 
 Tetrahymena sp. 
 Barilius vagra 
 Melanoides tuberculata 
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 Vorticella microstoma 
 Caquetaia kraussii 
 Lepomis cyanellus 
 Clarias lazera 
 Lamellidens marginalis 
 Polypedilum nubifer 
 Poecilia reticulata 
 Microhyla ornata 
 Channa punctata 
 Colpoda steinii 
 Clarias anguillaris 
 Parreysia favidens 
 Schistosoma mansoni 
220 Heteropneustes fossilis 
 Tympanotonus fuscatus 
 Ictalurus punctatus 
 Lepidocephalichthys 
thermalis 
  Obliquaria reflexa 
 Chironomus luridus 
 Corbicula australis 
 Asellus intermedius 
 Velesunio angasi 
 Chironomus sp. 
 Procambarus clarkii 
 Barytelphusa 
cunicularis 
 Spiralothelphusa 
hydrodroma 
 
Figure A2.6 SSD for n-ZnO 
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Figure A2.7 SSD for bulk-ZnO 
 
Figure A2.8 Comparison of SSDs for ZnCl2 and ZnSO4 
Figure A2.8 is a comparison of SSDs for ZnCl2 and ZnSO4 to determine if it was 
appropriate to combine compounds when creating an SSD for Zn2+. The numbers 
  76 
correspond to Table A2.4 where we provide a list of the species in rank order that were used 
to build each SSD. 
Table A2.4 List of Species in Rank Order used to Build the Zinc Ion SSDs 
ZnCl2 Species ZnSO4 Species 
1 Moina irrasa 1 Pseudambassis ranga 
 Ceriodaphnia dubia  Etroplus maculatus 
 Chilodonella uncinata  Cirrhinus mrigala 
 Villosa vibex  Oncorhynchus tshawytscha 
 Trochilia minuta  Mesocyclops hyalinus 
 Daphnia pulex  Oncorhynchus clarkii 
 Drepanomonas revoluta  Macrobrachium carcinus 
 Morone saxatilis  Daphnia similis 
 Lampsilis straminea ssp. claibornensis  Ceriodaphnia dubia 
 Actinonaias pectorosa  Mesocyclops pehpeiensis 
10 Epioblasma capsaeformis 10 Daphnia carinata 
 Thymallus arcticus  Cottus bairdi 
 Vorticella sp.  Oncorhynchus clarkii ssp. virginalis 
 Spirostomum teres  Heliodiaptomus viduus 
 Nitocra spinipes  Streptocephalus texanus 
 Daphnia magna  Daphnia pulex 
 Hydra viridissima  Macrobrachium rosenbergii 
 Oncorhynchus mykiss  Anodonta imbecillis 
 Moina macrocopa  Moina macrocopa 
 Blepharisma americanum  Prosopium williamsoni 
20 Ceriodaphnia rigaudi 20 Hyalella azteca 
 Cyprinus carpio  Oncorhynchus clarkii ssp. pleuriticus 
 Physa gyrina  Streptocephalus rubricaudatus 
 Brachionus calyciflorus  Craterocephalus stercusmuscarum 
 Gammarus pulex  Oreochromis mossambicus 
 Colpidium campylum  Thamnocephalus platyurus 
 Oreochromis mossambicus  Oncorhynchus clarkii ssp. stomias 
 Ranatra elongata  Macrobrachium lanchesteri 
 Oncorhynchus kisutch  Clarias submarginatus 
 Brachionus havanaensis  Paratya compressa ssp. improvisa 
30 Hydra vulgaris 30 Daphnia magna 
 Euplotes sp.  Anaxyrus boreas 
 Paramecium caudatum  Brachionus calyciflorus 
 Uronema nigricans  Salmo trutta 
 Euplotes affinis  Fundulus heteroclitus 
 Cypris sp.  Tetrahymena pyriformis 
 Ptychocheilus oregonensis  Spirostomum ambiguum 
 Culicoides furens  Acrossocheilus paradoxus 
 Vorticella convallaria  Noemacheilus montanus 
 Daphnia sp.  Ceriodaphnia reticulata 
40 Oncorhynchus tshawytscha 40 Oncorhynchus mykiss 
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 Catostomus commersoni  Cyclops sp. 
 Clarias gariepinus  Bryocamptus zschokkei 
 Ptychocheilus lucius  Stenocypris major 
 Rhinella arenarum  Penaeus chinensis 
 Xyrauchen texanus  Rhinichthys cataractae 
 Poecilia reticulata  Pimephales promelas 
 Danio rerio  Diacypris compacta 
 Lumbriculus variegatus  Gammarus pulex 
 Pimephales promelas  Leptoxis dilatata 
50 Gila elegans 50 Hyalella curvispina 
 Gammarus italicus  Catostomus latipinnis 
 Chironomus plumosus  Platygobio gracilis 
 Lymnaea stagnalis  Girardia tigrina 
 Opercularia coarctata  Parastenocaris germanica 
 Carassius auratus  Clarias gariepinus 
 Aspidisca cicada  Streptocephalus proboscideus 
 Caenorhabditis elegans  Lepomis macrochirus 
 Echinogammarus berilloni  Macrobrachium rude 
 Cnesterodon decemmaculatus  Ancylus fluviatilis 
60 Oryzias latipes 60 Erpobdella octoculata 
 Echinogammarus tibaldii  Stenocypris malcolmsoni 
 Chironomus riparius  Gambusia affinis 
 Euplotes patella  Caridina nilotica 
 Aspidisca lynceus  Euphlyctis hexadactylus 
 Channa punctata  Chlorella vulgaris 
 Opercularia minima  Melanotaenia splendida ssp. inornata 
 Chironomus sp.  Ambassis sp. 
 Heteropneustes fossilis  Corbicula manilensis 
 Tubifex  Echinogammarus meridionalis 
70 Parreysia cylindrica 70 Cyprinus carpio 
  Radix luteola 
 Macrobrachium hendersodayanus 
 Atyaephyra desmarestii 
 Melanotaenia nigrans 
 Lirceus alabamae 
 Ptychocheilus lucius 
 Hydra viridissima 
 Spirostomum teres 
 Cichlasoma facetum 
80 Anguilla japonica 
 Xyrauchen texanus 
 Baetis tricaudatus 
 Gammarus fasciatus 
 Lymnaea acuminata 
 Galaxias maculatus 
 Paratya australiensis 
 Channa punctata 
 Chanos 
 Lumbriculus variegatus 
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90 Chasmagnathus granulata 
 Bellamya bengalensis 
 Nephelopsis obscura 
 Hydra vulgaris 
 Duttaphrynus melanostictus 
 Caecidotea sp. 
 Leporinus obtusidens 
 Microhyla ornata 
  Asellus intermedius 
 Oreochromis niloticus 
100 Poecilia reticulata 
 Adenophlebia auriculata 
 Tilapia zillii 
 Xenopus laevis 
 Planorbella trivolvis 
 Dugesia tigrina 
 Lepidocephalichthys guntea 
 Chironomus plumosus 
 Channa marulius 
 Barbus javanicus 
120 Puntius sophore 
 Clarias lazera 
 Poecilia vivipara 
 Aphelenchus avenae 
 Lepidostoma sp. 
 Rasbora daniconius neilgeriensis 
 Rhithrogena hageni 
 Cyprinus carpio ssp. communis 
 Drunella doddsi 
 Panagrellus silusiae 
130 Danio rerio 
 Ephemerella sp. 
 Cinygmula sp. 
 Chloroperlidae 
 Notopterus 
 Colpoda steinii 
 Labeo rohita 
 Heteropneustes fossilis 
 Rasbora heteromorpha 
 Cherax tenuimanus 
140 Chironomus sp. 
 Tetrahymena sp. 
 Cephalobus persegnis 
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Figure A2.9 SSD for n-Al2O3 
 
 
Figure A2.10 Comparison of SSDs for AlCl3 and Al2(SO4)3 
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Figure A2.10 is a comparison of SSDs for AlCl3 and Al2(SO4)3 to determine if it was 
appropriate to combine compounds when creating an SSD for Al3+. The numbers correspond 
to Table A2.5 where we have provided a list of the species in rank order that were used to 
build each SSD. 
Table A2.5 List of Species in Rank Order used to Build Aluminum SSDs 
AlCl3 Species Al2(SO4)3 Species 
1 Hyla cinerea 1 Duttaphrynus melanostictus 
 Salmo salar  Pimephales promelas 
 Lithobates pipiens  Stenocypris major 
 Bufo americanus  Oreochromis mossambicus 
5 Oncorhynchus mykiss 5 Dracunculus medinensis 
 Daphnia pulex  Ceriodaphnia dubia 
 Pseudokirchneriella subcapitata  Rhabditis sp. 
 Ceriodaphnia sp.  Dreissena polymorpha 
 Danio rerio  Plectus parietinus 
10 Ceriodaphnia dubia   
 Physa sp.   
 Rhabditis sp.   
 Plectus parietinus   
 
 
Figure A2.11 Comparison of SSDs for Al2O3 and Al3+ Derived from Dissolving AlCl3 
and Al2(SO4)3 
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Figure A2.12 SSD for n-CeO2 Derived from EC50 Data 
 
 
Figure A2.13 SSD for n-TiO2 
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Figure A2.14 Comparison of n-CeO2 and n-TiO2 SSDs 
 
 
Figure A2.15 SSD for n-C60 
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Figure A2.16 SSD for CNTs 
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Chapter	3.	Assessing	the	Risk	of	Engineered	Nanomaterials	in	the	
Environment	Using	the	NanoFate	model		
We developed a multimedia fate and transport model (“NanoFate” model) to predict the 
long-term accumulation of engineered nanomaterials (ENMs) across a range of 
environmental media. Previous studies on the fate of ENMs have focused largely on steady-
state conditions of single nanomaterials in simplified environments, and the range of fates 
across ENMs is not fully understood. The new NanoFate model was designed around key 
fate and transformation processes that metal and metal oxide ENMs typically experience. 
While the processes are the same, the rates of transformations can vary significantly among 
ENMs. Thus the new model was designed to predict the temporal variability in fate across a 
broad range of environmental media at various spatial scales. We use a case study of the 
Greater San Francisco Bay Area into which we release n-CeO2, n-CuO, n-TiO2, and n-ZnO 
at different rates over the course of a decade to demonstrate the applicability and variability 
resulting from predicting dynamic nanomaterial fate at a regional scale. Within the case 
study scenarios that were explored, CuO, TiO2, and ZnO are likely to exceed No Observed 
Effect Concentrations (NOEC) in freshwater but not in soils. None of the freshwater or soil 
release scenarios result in exposures that exceeds the hazardous concentrations at which 5% 
of species would be harmed (HC5) at lethal concentrations (LC50). However, given that both 
TiO2 and ZnO exceed the freshwater NOEC, there is some concern that toxic impacts may 
already be occurring especially under localized release scenarios. More generally, the results 
show that even when soluble, metal oxide ENMs can accumulate in the environment over 
the long term in sufficient concentrations to cause potential toxicity. Furthermore, the 
fluctuations in the climatic variables such as precipitation could cause circumstances where 
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ENM concentrations reach toxic levels. By investigating both the range in rate processes and 
release scenarios, we have shown just how wide, and arguably how uncertain environmental 
concentrations may be. The results call for further identification and calibration of key ENM 
fate processes to improve the accuracy of these and other nanomaterial fate predictions in 
order to fully determine the risk of ENMs entering our environment. 
3.1 Introduction 
Engineered Nanomaterials (ENMs) are a growing class of environmental pollutants, and 
relatively little is understood about their impacts on our environment. Since the emergence 
of nanotechnology in the 1980s, ENMs have been used with increasing frequency and 
volume in industrial applications and in consumer and medical products. The increasing use 
and associated environmental emissions of ENMs creates a compelling need to understand 
and predict their distributions and likely concentrations in the environment in order to 
understand their potential impacts.4,8,226,228  
ENMs are particles for which at least one dimension falls between 1 and 100 nm in 
length,225 though in the environment they will transform and accumulate at different sizes 
and rates. ENMs can exist as single, aggregated, or agglomerated particles and can be 
manufactured with various shapes, coatings, and surface functionalities making it a 
challenge to predict their impact on the environment. Further, nanoparticles can undergo a 
number of potential transformations that depend on both the properties of the ENM and the 
local environment, such as aggregation, dissolution, oxidation, sulfidation, and other surface 
alterations.85,226,229,342–346 These variables complicate our understanding of what happens to 
ENMs when they enter the environment and what their long term fate may be.  
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Field measurements of the concentrations of ENMs ([ENM]) would be valuable for 
assessing their environmental distribution. However, methods for environmental detection 
and measurement of ENMs in situ are not yet reliable.18,347 Therefore, determining potential 
environmental exposure must rely on model-driven and lab-based estimates of fate. Because 
of their particulate nature, traditional multimedia fate and transport models or material flow 
analysis models (MFA) can be limited in their ability to predict the long-term environmental 
distribution of ENMs.348–351 While some methods have been developed, we expand on them 
to improve the specificity [ENM] estimates for a range of ecosystems that include sufficient 
nano-specific rates and processes to reflect likely nanoparticle fate and [ENM] in various 
media.  
Multimedia environmental fate models can provide a powerful framework to help to 
understand the behavior of pollutants in the environment. The conceptual challenge is to 
incorporate ENM specific properties into the model. While a few models have already been 
published,2,18,19,21,36,342–344,352 they make limited use of material-specific descriptors and are 
relatively generic or limited regarding the properties, transport, and transformations they 
include and the spatial scale and environmental compartments they consider. From a 
methodological standpoint, in most of the existing models the processes affecting the behavior 
and transport of an ENM in any compartment are parameterized and combined into a system 
of mass balance equations. The mathematical setup is also similar: (i) various rate constants 
are multiplied by compartment specific concentrations in order to determine transport between 
compartments; (ii) rate constants for transformation processes are also dependent on 
compartment concentrations (which thus vary with time); and (iii) ENMs are released to each 
compartment.  
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A model developed by Praetorius et al. (2012) estimates the downstream steady state 
[TiO2] in moving freshwater, stagnant freshwater, and sediment for the Rhine River through a 
series of boxes that include transport through them in a single direction. While the model is 
designed to be used with a variety of ENMs, no specific examples are provided regarding the 
variability allowed within the model.18 Another model developed by Liu and Cohen (2014) 
includes six compartments for air, water, soil, sediment, terrestrial biota, and aquatic biota. 
The model was designed to work at various spatial scales including large regional, small 
regional, and local scales. It can be run with Al2O3, CeO2, CuO, Fe3O4, TiO2, ZnO, Ag, SiO2, 
nanoclays, and CNTs. Both Praetorius et al (2012) and Liu and Cohen (2014) use multiple 
size classes of nanoparticles, with the same series of mass balance equations applied to each 
size class using first-order differential equations to express the changes in concentration over 
time. A screening level model (SimpleBox4Nano) developed by Meesters et al. (2014) 
considers the transfer of ENMs in air, surface water, soil, and sediment.232 The processes are 
modeled mechanistically using first-order rate constants for all processes.232 Rather than size 
classes, this model tracks three states of the nanoparticle: (1) freely dispersed; (2) ENMs 
heteroaggregated with natural colloidal particles (<450 nm); and (3) ENMs attached to larger 
natural particles (>450 nm).232 
Many fate and transport processes need to be considered in order to understand ENM 
mobility, bioavailability, and ultimate fate. These processes include ENM emissions to air, 
water, and soil from the manufacturing, use and disposal of these materials; advection in and 
out of the main environmental compartments; diffusive transport; resuspension to air and 
attachment to aerosols; transformation into other ENMs or compounds; in natural waters 
aggregation, sedimentation, dissolution, filtration, and sorption to suspended particles and the 
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subsequent deposition to sediment,16 many of which are not considered in traditional fate 
models for organic chemicals.353–356 Further, some transformation processes, such as homo- or 
heteroaggregation, create an altered state that change how the particles interact with their 
environment.20 Since some ENMs also dissolve over time, the long term accumulation needs 
to account for both nanoparticles and dissolved metal ions.17 Most ENMs will also undergo 
other transformation processes (e.g., oxidation, sulfidation, adsorption of natural organic 
matter, loss of the original coating) that can alter their chemical properties and environmental 
behavior.226,13,18,90  
Our goal is to develop a multimedia box model that can calculate the [ENMs] in specific 
environmental compartments over time assuming well-mixed compartments. While a few 
models have already been developed, those that exist are either material flow analysis 
models (MFA) that lack the ability to include nano-specific considerations or mechanistic 
fate models that take into account only some key nano fate processes.348,357,358 The NanoFate 
model presented here is unique because of: (i) the type and structure of compartments 
included; (ii) the inclusion of key fate processes that have not previously been considered; 
(iii) separately tracking the accumulation of multiple states of the ENM; and (iv) the 
approach taken to calculate fate and transport rates in the face of limited data and 
mechanistic uncertainty. As observed in a recent study, models developed up to 2015 
consider only steady-state, over large regions, ignore surface runoff, and do not track ENM 
reaction by-products (such as the dissolved ion).357 We attempted to address all these 
considerations in this new nanomaterial fate model.  
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In addition, because of the rapid progress being made in ENM production and 
applications, we explore the result of a range of release scenarios and how they can alter the 
long-term estimates of environmental [ENM]. 
3.2 Methodology 
This model predicts the fate of ENMs in the atmosphere (including air and aerosols), soil 
(including agricultural, urban and natural soils with surface soil solids, surface soil pore 
water, and deep soil compartments for each soil type), water (including freshwater, coastal 
water, and suspended sediment in both), and sediment (for both freshwater and marine) 
(Figure 3.1). The model predicts transfers between compartments as well as transformations 
to other forms. It tracks three states of the ENM including: (i) free particles and small 
homoaggregates; (ii) ENM particles heteroaggregated with other particulate matter in the 
environment; and (iii) the products of dissolution of ENMs in the various waters. The key 
processes considered are summarized in Figure 3.1. The NanoFate model was coded in 
Matlab 2014a and it incorporates a number of distinct environmental compartments and 
calculates transfers between compartments using functions that estimate mass transport 
between each compartment via distinct processes including wet and dry deposition (of air 
and aerosols), attachment to aerosols from air, advection caused by wind, runoff and erosion 
during precipitation events, sedimentation in water and of suspended sediment, sorption 
from water to suspended sediment, dissolution in freshwater and marine water column and 
sediment, flow from freshwater into coastal areas of water, suspended sediment and 
sediment bed, advection out of the marine zone, resuspension and burial in sediment, wind 
erosion from surface soil, splash back from seawater in coastal zones, transfer between soil 
solids and soil pore water, sorption to soil particles, dissolution in soil pore water, and 
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sedimentation to deep soil. Details on all processes are provided in the Appendix User 
Guide, Section 2. Differential equations are used to express the change in concentration over 
time (mass transfer equations are available in Appendix User Guide, Section 3). 
Additionally, the model uses a daily time-step and does not assume steady-state, which 
allows the model to capture the variability of [ENM] due to seasonal trends and flow-
dependent patterns.359 
 
Figure 3.1 Model System with Compartments, Transfers, and Transformations 
In addition to requiring dimensions and characteristics of the environment, the model also 
incorporates observed daily hydro-meteorological data for precipitation, wind speed, and river 
flow, which improves the regional specificity of the model. A traditional fate and transport 
model for organic chemicals considers partitioning coefficients (e.g. Henry’s constant, 
octanol-water partitioning),353 which are not applicable for ENMs. Instead, we assume that 
ENMs transfer continuously from one compartment to another at a rate controlled by ENM 
specific processes and [ENM].346,360 Unlike previous models, we distinguish between the fate 
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of ENMs in freshwater and coastal systems to account for the differences in physicochemical 
characteristics between the two environments.2,18,231,232,352,361–365  
The Greater San Francisco Bay Area, defined by its contributing watersheds, was 
selected for this case study in part because detailed release predictions for various 
nanomaterials to specific environmental media were developed by Keller and Lazareva 
(2013).8 The region consists of 14,419 km2 of which 11.1% is freshwater, 0.8% is marine, 
24.2% is urban, 11.1% is agricultural, and 52.5% is undeveloped natural lands (Figure 3.2). 
Most of the environmental parameters and physical characteristics of the region were 
collected from the USEPA, using BASINs (v4.1) software to access the data; NOAA 
(meteorological data); and the USGS (observed hydrology, SSURGO for soils; and NLCD 
2011 for land use). Temporal data extended over ten years from 2005 – 2014. (See 
Appendix Table A3.1 for environmental input parameters). 
 
Figure 3.2 Case Study Region of the Greater San Francisco Bay Area 
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The region is divided into environmental compartments included within the NanoFate 
model. The agricultural regions include both pasture and cropland, the urban regions include 
developed high intensity (e.g. apartment complexes, row houses, commercial and industrial 
regions), developed medium intensity (e.g. single family house units), developed low 
intensity (e.g. single family houses with large plots of land), and developed open space (e.g. 
parks, golf courses, etc.), and the undeveloped regions include barren land, deciduous 
forests, evergreen forests, mixed forests, scrub, shrub, grassland/herbaceous, and wetlands. 
Land use was computed using the 2011 NLCD (See Appendix User Guide Section 1.1.2.2). 
The environmental release estimates were developed using published production, use, 
disposal and distribution estimates.8 The regional population and development level was 
used to narrow the original global estimates to the region of interest. Because these estimates 
involve annual release to bulk compartments (air, water, and soil), we assumed constant 
daily release values except in test scenarios for an accidental spill and increasing production 
and release (Appendix Table A3.3).8 We also use a ratio of 46% to 54% for ENM release via 
treated wastewater effluent to freshwater relative to marine, based on the total effluent flows 
to water bodies in the San Francisco Bay area.366 ENMs in biosolids (estimated in Lazareva 
and Keller 2014) are assumed to be directly released to the agricultural soil compartment.367  
Scenarios considered include both the low and high end ENM release estimates (specified 
in Appendix Table A3.3); a third scenario where the high end estimate release is increased by 
an order of magnitude (ten times higher); a fourth scenario with a 10% annual increase in the 
release quantity every year starting in 2011 based on the high end release estimate to 
investigate potential future environmental exposure as production and release increase; and 
two accidental spill scenarios hypothesized to occur on Jan 1, 2013, one considering 1000 kg 
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to freshwater and another considering 1000 kg to urban soils with the high daily release 
scenario in the background. 
Methodologically, processes affecting the behavior and transport of a nanoparticle in each 
compartment are parameterized and then combined into a system of mass balance equations. 
Rate constants that are dependent on the current compartmental concentration determine the 
transport and transformation within and between compartments. Data to parameterize the 
processes for different ENMs were collected from the available literature and rate constants 
were estimated for each ENM (Table 3.1). Key nano-specific rates include heteroaggregation, 
sorption, dissolution, and sedimentation for a range of environments and characteristics for 
each environment.226 Many of these parameter values are specific to the ENM and the 
environmental medium.357 
Table 3.1 ENM-Specific Parameters used for the Greater San Francisco Bay Area 
Scenario  
Parameter  CeO2 CuO TiO2 ZnO 
Average Primary Diameter (nm) dENM 30 30 60 30 
Average Aggregate Diameter in FW 
(nm)  
dagg 
600 400 1,000 800 
Density (kg/m3) ρENM 7130 6400 3900 5600 
Dissolution in FW (d-1) kdis,F 0 3.84*10-2 0 3.02*10-1 
Dissolution in FW Sediment (d-1) kdis,Fsed 0 3.84*10-3 0 3.02*10-2 
Dissolution in MAR (d-1) kdis,M 0 5.28*10-2 0 6.89 
Dissolution in MAR Sediment (d-1) kdis,Msed 0 5.28*10-3 0 0.689 
Dissolution in Soil GW (d-1) kdis,S 0 0.005 0 0.0384 
Sedimentation Rate in FW (m/d) ksed,F 0.0348 0.0409 0.1350 0.3327 
Sedimentation Rate in MAR (m/d) ksed,M 0.6941 0.0840 0.5884 0.4177 
Heteroaggregation in Air (m3/kg-d) khet,A 0.0073 8.918 1.1489 29.4 
Heteroaggregation in FW (m3/kg-d) khet,F 7.3 8917.5 1148.9 29443.6 
Heteroaggregation in MAR (m3/kg-
d) 
khet,M 
8940.3 9339.9 2254 41426.2 
Soil-water partitioning UNDEV Soil kelu,1 0.96 0.99 0.99 0.99 
Soil-water partitioning AG Soil kelu,2 0.95 0.99 0.99 0.95 
Soil-Water partitioning URBN Soil kelu,3 0.97 0.99 0.95 0.99 
Enrichment Factor EF 1 5 1.4 2.5 
Note: References are available in Appendix Table A3.4  
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FW = freshwater, MAR = coastal marine waters, GW = groundwater, UNDEV = 
undeveloped, AG = agricultural, URBN = urban; enrichment factor and soil-water 
partitioning defined in text. 
Aggregation, dissolution, and other surface transformations of ENMs result in transfer to 
new forms or chemical species that are represented in parallel to the ENM. We generally 
assume that, once a nanoparticle has aggregated, dissolved, and/or adsorbed to other 
particulate matter, the transfers are not reversible and are thus tracked as separate species. 
We assumed homoaggregation after release is negligible relative to heteroaggregation at 
realistic environmental [ENM] and suspended particles, and as such only include 
heteroaggregation in our model (Appendix User Guide Section 2.3.1).12,36,45,46,179,368,369 We 
follow the approach provided by Quik et al. (2014) to model heteroaggregation relative to 
current water and suspended sediment concentrations.36 We do not assume that complete 
heteroaggregation occurs as several studies have shown that individual nano-scale particles 
can be present in surface waters.370,370,371 
In the air, wet and dry deposition is calculated for both ENMs and ENMs associated 
with aerosols. ENM attachment to aerosols or suspended sediments is assumed irreversible. 
Dry deposition is calculated using Stoke’s Law for both free nanoparticles and those 
associated with aerosols (Appendix User Guide Section 2.1.1).372 For wet deposition of 
aerosols, we use a scavenging ratio (i.e. the mass mixing ratio or volume concentration of 
the chemical in precipitation relative to the chemical in air) provided by Mackay (2001), and 
a conversion factor of 0.01 for raindrop scavenging of nanoparticles (Appendix User Guide 
Section 2.1.2). This is because studies have found that particles in the 0.01 µm range can 
have a scavenging ratio of up to 2 orders of magnitude smaller than those in the 1-5 µm 
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range.373 Advection both into and out of the system via wind was also included for both the 
free ENMs in the air and those associated with aerosols (Appendix User Guide Section 
2.1.3). Heteroaggregation of ENMs with aerosols has not been studied for specific ENMs. 
As such, our approach was to take the rate of aggregation used in water systems and assume 
a lower probability of collision because of different fluid densities and dynamics, 
specifically three orders of magnitude lower than the rate of heteroaggregation in freshwater 
because the fluid densities tend to vary by three orders of magnitude (Appendix User Guide 
Section 2.1.4).226  
Aerosolization of ENMs from marine splash in the coastal zone and resuspension of 
ENMs attached to surface soil particles during wind events result in transfer back to the 
aerosols compartment. Transport from seawater to the aerosol compartment was computed 
using a flux equation that relies on enrichment factors of trace metals,374–381 which we 
assume are comparable to that of their ENM counterparts (Appendix User Guide Section 
2.3.5). For wind erosion of surface soil, we use the saltation equation and the vertical flux 
conversion to estimate total transport of soil particles to aerosols (Appendix User Guide 
Section 2.2.1).382–385 
Sedimentation of individual and aggregate nanoparticles was also modeled. Deposition 
of suspended sediment (and thus the nanoparticles attached to suspended sediment) was 
estimated using Stoke’s Law (Appendix User Guide Section 2.3.2). This accounts for the 
density of the suspended particles, the density and dynamic viscosity of the fluid (freshwater 
v. marine), and the concentration of nanoparticles present in the suspended particle 
compartment.353 Sedimentation of free nanoparticles and small homoaggregates was 
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calculated using rate constants estimated from published literature that measured 
sedimentation over time for corresponding media (Appendix User Guide Section 2.3.3). 
The equilibrium dissolution concentration was estimated for soluble ENMs under 
various water conditions and pH values. Dissolution was modeled using predictions of the 
maximum dissolution for a given metal or metal oxide and the rate at which dissolution 
occurs in specific waters for a given ENM (Appendix User Guide Section 2.3.4). Visual 
MINTeq (version 3.1) was used to predict metal speciation in various natural waters (e.g. 
freshwater, marine, soil water) because the environmental characteristics of a water type will 
result in different rates of dissolution.386 This was combined with experimental data on the 
dissolution rate in specific waters for each ENM (Appendix Table A3.4).187 Lacking 
experimental data, dissolution of ENMs in freshwater and marine sediment was assumed to 
occur at one tenth of the rate of dissolution in the water column. 
The transfer of ENMs and suspended sediment from freshwater to coastal waters and the 
transfer from coastal waters to the marine compartment (out of the modeled system) is 
considered an advective flux, estimated using regional flow data (Appendix User Guide 
Section 2.3.6). The advective flux of ENMs associated with suspended sediment is 
dependent on the flow of water and concentration of suspended sediment in water. The 
advective flux of ENMs in sediment via bedload transport is assumed to depend on water 
flow rate. ENM mass in sediment is calculated based on additions by sedimentation and 
losses from resuspension and burial (Appendix User Guide Section 2.4.1 and 2.4.2). This is 
because once an ENM is associated with particulate matter, we assume that it will remain 
associated with that particulate matter; in sediment, all ENMs are associated with sediment, 
and transfer between compartments is exclusively via sediment processes.18  
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Runoff and erosion during storm events allow for transfer from the landscape to 
receiving waters. Infiltration transports ENMs to the soil compartments and their 
corresponding waters. Runoff was calculated using the United States Department of 
Agriculture’s (USDA) Soil Conservation Service (SCS) runoff equation, which uses the 
USDA’s Natural Resources Conservation Service (NRCS) curve number, a value ranging 
from zero to one hundred used to indicate the amount of runoff or infiltration that will occur 
during a precipitation event (Appendix User Guide Section 2.2.2).387 Soil loss resulting from 
erosion was calculated using the Revised Universal Soil Loss Equation (RUSLE), which 
accounts for amount of precipitation, soil erodibility, regional slope, cover management, and 
support practices (Appendix User Guide Section 2.2.3). Dissolution of ENMs in soil water 
was assumed to occur as the same rate as dissolution in groundwater studies, with the 
maximum equilibrium dissolved concentration dependent on the soil pH (Appendix User 
Guide Section 2.2.6). Leaching allows for transfer from the surface soil to the deep soil 
using the default leaching rate reported in Mackay (2001) (Appendix User Guide Section 
2.2.5).353 
In addition, unlike previous models that consider only soil solids and estimate 
attachment,232 we include a factor for partitioning between surface soil solids and surface 
soil water, using breakthrough curve (BTC) data to estimate the fraction of nanoparticles 
that attach to the soil solids relative to the soil water (Appendix User Guide Section 
2.2.4).61,72,111,120,121,123,132,135–137,164,181,200,203,207,388–396 In using the BTCs, we assume that the 
retention rate is equivalent to the fraction of ENMs that sorb to soil solids (regardless of 
what form those soil solids take) because evidence indicates that once an ENM is in the 
solid soil phase, it is attached (either adsorbed or agglomerated) to soil solids.346,397 The 
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fraction that exits with water at the end of a column experiment is the mass that we consider 
remains in soil water as it infiltrates. We do not consider a maximum attachment capacity in 
soils, even with continuous and increasing ENM application via biosolids or from the 
atmosphere, due to a lack of experimental data. However, post-hoc analysis of several 
extreme scenarios reveals that under the scope of designed scenario use, attachment is very 
unlikely to exceed viable attachment quantities. 
To estimate the risk to ecosystems, we compared the predicted environmental [ENM] 
from the various release scenarios to published Species Sensitivity Distributions (SSDs) for 
freshwater and soil systems where available, and to individual species endpoints (e.g. No 
Observed Effect Concentration (NOEC) or lethal concentration (LC50)) when SSDs were not 
available.398–400 SSDs are models of variations in species sensitivity to a particular stressor 
and can be used to predict the potentially affected fraction (PAF) of species under exposure 
to a particular concentration of chemical.233 Specifically, we compare the predicted exposure 
concentrations (PECs) to the hazardous concentration at which 5% of species will be harmed 
(HC5) at both the No Observed Adverse Effect Level (NOAEL) and the lethal concentration 
required to kill 50% of the population (LC50).270,398,399,401 
3.3 Results  
The most conservative release scenario considers continuous daily release to air, 
freshwater, marine, and agricultural soil compartments under the low release prediction. In a 
few weeks, even under the low-end release scenario, ENMs transfer to all of the 
environmental compartments, but accumulation is highest in aerosols, freshwater and marine 
suspended sediment and sediment beds, dissolved in sediment, and agricultural surface soil 
solids (Figure 3.3; Appendix Figures A3.1-A3.3). This is primarily because 
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heteroaggregation (at varying rates for each environment and ENM) is assumed and can be 
quite substantial for certain ENMs in specific media. The magnitude of these transfers for 
compartments without direct releases is, however, generally quite low, ranging from less 
than 1 pg transfer per day up to multiple g per day (with the higher end resulting from 
heteroaggregation processes). For nano ZnO and CuO, there is also substantial dissolution in 
the water column and sediment for freshwater and marine systems (with a difference of 
approximately an order of magnitude in concentration between the two aquatic media), and 
soil waters (Figure 3.3B and 3.3C; Appendix Figure A3.2B and A3.2C). 
 
Figure 3.3 ZnO Accumulation across Environmental Media, including (A) Air, (B) 
Water, and (C) Soil under the Low-End Daily Release Scenario over the First 365 Days 
of the Model Simulation 
In this run, initial concentrations are zero in all media. 
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Over the long term (e.g. ten years), [ENM] reach a relative steady level, with most 
concentrations varying less than 15% for all ENMs by the final (10th) year of each scenario. 
The exception to this is aerosols and freshwater suspended sediment where the natural 
fluctuation of environmental processes (e.g. precipitation, runoff) and heteroaggregation 
cause substantial variability. These temporal variations allow for inter-annual concentrations 
to vary by more than an order of magnitude. These trends are noticeable in the long-term 
distribution of ZnO under the high release scenario where high variability in the [ZnO] 
attached to aerosols and freshwater suspended sediment is predicted (Figure 3.4A). Soils 
exhibit the highest long term relative increase in concentration, though predicted 
concentrations are not as high as previous studies predicted, likely because the model allows 
for loss to a deeper soil compartment and in some cases dissolution (Figure 3.4A).232,349–351 
Although the ENM mass fraction associated with aerosols is small, this compartment has 
the highest ENM concentrations (Figure 3.4B). Similarly, [ENM] in suspended sediments in 
freshwater and coastal waters is high, although the overall ENM mass fraction is also small. 
As expected, the model predicts several orders of magnitude higher ENM concentrations in 
agricultural soils, due to the continuous application of biosolids with ENMs, while the 
loading onto urban soils is much smaller, mostly from atmospheric deposition. This may be 
revised as better models for release of ENMs from paints and coatings used in buildings and 
transportation are developed, but is unlikely to reach the levels of agricultural solids. 
Overall, the most common fate of ENMs is to be associated mostly with agricultural soils 
and freshwater or marine sediments, either aggregated (homo and hetero) or in dissolution 
products. 
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Figure 3.4 (A) Long-Term [ZnO] across all Environmental Compartments and (B) the 
Mass Fraction Relative to Each Compartment under the High-End Daily Release 
Scenario. 
Each row represents an environmental compartment, daily time progresses on the x-axis, 
and [ENM] or its transformation products within the compartment is differentiated by color. 
This figure presents results from a continuous low daily release for ten years. It is worth 
noting that because of the range in concentrations depicted, a variation of less than half an 
order of magnitude is not easily visible in compartmental concentrations; variations are 
more noticeable in the mass fraction (For example, the time lag between increased 
suspended sediment concentrations and the corresponding sediment concentrations that 
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follow is much more variable in 3.4B). Daily concentration values for all release scenarios 
for ZnO, CeO2, CuO, and TiO2 are provided in Appendix Figure A3.4, A3.7-A3.9.  
Because of the probability that ZnO is likely to dissolve during wastewater treatment, 
one additional scenario was explored in the supplemental materials (Figure A3.5-A3.6). We 
assumed that 90% of the ZnO in the high release scenario would dissolved prior to entering 
the environment, thus only 10% was release as an ENM. To account for the dissolved 
component entering the environment, we set the background concentration of the freshwater 
dissolved, marine dissolved, and agricultural soil water dissolved compartments to the ten-
year average from the high release scenario. We found that while the freshwater and 
freshwater suspended sediment concentrations of nanoparticles both decreased (Appendix 
Figure A3.5A-B) because releases were lower, the decrease was greater for suspended 
sediment (Appendix Figure A3.6), indicating less aggregation resulting from lower 
concentrations and more free/small aggregates. The same was found to be true for marine 
systems. This also suggests that nano toxic effects depend heavily on the form the ENMs 
take once in the environment; for example the free ENM and small aggregates concentration 
is much closer to the concentrations predicted by the low release scenario and thus much 
closer to the NOAEC concentration than the LC50 concentration. Also, since the equilibrium 
dissolution is being reached in freshwater, marine, and agricultural soils, no further 
dissolution occurs (Appendix Figure A3.5).  
Compartments with substantial fluctuations in concentration are important for two 
reasons: (1) any single day with a sharp increase in concentration could result in short term 
toxicity; and (2) seasonal trends can be seen from these daily variations that could have short 
term impacts if the release of ENMs also corresponds with the seasonal variations. For 
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example, if the release of an ENM also varies by season (e.g. higher concentrations tend to 
accumulate in aerosols in summer, and environmental releases are higher in summer, see 
Figure 4) then this would exacerbate seasonal peaks to the point at which toxicity could 
occur under a cyclical scenario. 
For each release scenario, the average concentration in each compartment is calculated 
over the final year of a model run. In comparing across the release scenarios, the low-end 
release scenario tends to result in concentrations that are mostly one order (though 
occasionally up to three orders) of magnitude lower than the high release scenario (Figure 
3.5A; Appendix Figures A3.10-A3.12). For ZnO (Figure 3.5A) as well as for the other 
ENMs, there is not much difference between the constant-level high release scenario, the 
increasing high release scenario, and the high release scenarios with accidental spills. The 
impact of an accidental spill is most visible in the increased mass fractions, although there is 
no substantial change in the environmental concentration at the end of the simulated period 
(Figure 3.5B). Increasing the high release scenario by an order of magnitude (x10) (Figure 
3.5A, column 4) increases the environmental concentrations by slightly more than a factor of 
three across most compartments, although this is limited if the equilibrium dissolution 
concentration is reached. Exceptions to these findings include: (i) dissolved Zn in 
freshwater; (ii) CuO in freshwater suspended sediment; (iii) Cu dissolved in freshwater 
sediment; and (iv) copper in all soil compartments (Appendix Figure A3.11), where the 
increase ranges from a factor of 3.5 to 7. These increases are not proportional because of 
advective losses from the system and concentration dependent dissolution. TiO2 tends to 
increase slightly more under the highest release scenario relative to all other release 
scenarios, largely because dissolution does not occur for TiO2 (Appendix Figure A3.12A). 
  104 
 
Figure 3.5 Comparison in (A) Average Concentration and (B) Average Mass Fractions 
of ZnO across All Compartments and Release Scenarios over the Final Year of Each 
Simulation 
Each row represents an environmental compartment, each column represents a different 
release scenario (column 1 - low release scenario, column 2 - high release scenario, column 
3 - annually increasing high release scenario, column 4 - ten times higher than the high 
release scenario, column 5 - the high release scenario with an accidental spill to freshwater 
on Jan 1, 2013, and column 6 – the same accidental spill but released to urban soils), and 
concentration of the ENM within the compartment is differentiated by color. 
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Comparing across ENMs indicates how important the release estimates are to the 
resulting long-term concentrations across most compartments. For example, because TiO2 is 
produced and released in far higher quantities than any of the other ENMs in this study, the 
resulting long term concentrations are much higher than CuO, whose estimated release is 
lower by several orders of magnitude (Figure 3.6). In addition, the release patterns to air, 
water and agricultural soils vary by ENM due to differences in how ENMs are used in 
various applications (e.g. paints, personal care products, fuel catalysts, pesticides). For the 
soluble ENMs (CuO and ZnO) there is also a significant amount of dissolution in 
freshwater, marine, and agricultural soil water (Figure 3.6), which can result in the 
formation of Cu and Zn precipitates. Conversely, the white blocks in the CeO2 and TiO2 
columns indicate that no or minimal dissolution of these ENMs occurs in the water and soil 
water compartments (Figure 3.6).  
 
Figure 3.6 Average Long-Term Concentration of ENMs by Compartment under the 
High Release Scenario 
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Each row represents an environmental compartment; each column represents a different 
ENM. The concentration of the ENM within the compartment is differentiated by color and 
ranges over multiple orders of magnitude. 
A comparison of long-term concentrations in freshwater environments with predicted 
hazardous concentration at which 5% of species in a freshwater ecosystem will be harmed 
(HC5) indicates that even under the highest release scenario considered in this study CeO2 
will likely be well below the NOAEC (Figure 3.7A). However, because the NOAEC line is 
built upon a very limited number of observations (Appendix Figure A3.13A) and has high 
uncertainty, the lowest observed LOAEC from an SSD (yellow line) was also included.270 
Under all release scenarios, CuO does not exceed the NOAEC HC5 (Figure 3.7B). However, 
because the NOAEC line is also built upon a very limited number of observations 
(Appendix Figure A3.13B), and thus is highly uncertain, the single species NOAEC line 
(light green line, D. magna) indicates that under the considered scenarios it is unlikely that 
toxic effects would be observed in freshwater (Figure 3.7B).401 TiO2 may occasionally 
exceed the freshwater NOAEC HC5 in all scenarios except the low release scenario, and 
every day for the 10x high release scenario (Figure 3.7C).400 While the predicted freshwater 
[ZnO] are likely to be several orders of magnitude less than the HC5 LC50, ZnO still poses 
the highest concern because under all release scenarios (including the lowest predicted 
releases), the daily freshwater concentrations are expected to exceed the HC5 NOAEC, 
indicating that some effect from ZnO may already be noticeable in the Greater San 
Francisco Bay Area, particularly because these release scenarios are based on 2013-2014 
estimates, which have likely continued to increase over time (Figure 3.7D).400  
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Figure 3.7 Comparison among the Range of Predicted Daily Freshwater 
Concentrations and Several Toxicity Endpoints above which a Toxic Effect would be 
Observed for 5% of Species in a Freshwater Ecosystem, either the NOEC, LOEC or 
LC50, for (A) CeO2, (B) CuO, (C) TiO2, and (D) ZnO 
Each box and whiskers plot shows the range in daily concentrations for each release 
scenario (i.e. low release, high release, increasing high release, four times higher than the 
high release, and the accidental spill scenario) with the mean depicted as a thicker black 
horizontal line. Because this graphic shows such a wide range in environmental 
concentrations, the full boxes are difficult to visualize although the boxplot includes the full 
set of quartiles (2.5%, 25%, 50%, 75%, 97.5%).  
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In agricultural and urban soils, neither TiO2 nor ZnO exceed the NOEC for soil 
ecosystems under even the most extreme release scenarios (Figure 3.8A and 3.8B).400 CeO2 
and CuO were not included in this graph because no specific toxic endpoints for soil 
organisms could be identified in the literature for comparison. The most significant 
difference is that ZnO is only about two orders of magnitude lower that the NOEC whereas 
TiO2 is many orders lower than the NOEC. However, typical background concentrations of 
Zn range from 10-300 mg Zn kg-1 soil, which is substantially higher than the predicted 
concentrations of ZnO in the model, suggesting limited concern for impacts resulting from 
these predicted concentrations. 
 
Figure 3.8 Comparison among the Range in Daily Agricultural Soil Concentrations 
HC5 NOEC (green line) for a Soil Ecosystem Taken from Coll et al. 2015 and Single 
Species EC50 for C. elegans (red line) (a soil dwelling nematode), for (A) TiO2, and (B) 
ZnO 
Each box and whiskers plot shows the range in daily concentrations for each release 
scenario (i.e. low release, high release, increasing high release, 10x times higher than the 
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high release, and the accidental spill scenarios) with the mean concentration depicted as the 
thicker black horizontal line in the middle of each box.  
3.4 Discussion 
Our results point to several significant findings. (i) Soluble nanoparticles, such as ZnO 
and CuO can accumulate in the aquatic environment over the long term in sufficient 
concentrations to potentially cause toxicity (as observed for the freshwater ecosystem within 
the San Francisco Bay case study), even with a model that accounts for dissolution in 
aquatic media. Solubility, often assumed to be a primary driver of ENM toxicity, is not the 
only determining factor for toxicity. (ii) The highest concentrations and mass fractions of 
ENMs will be found in agricultural soils, freshwater, and marine sediments, which continue 
to increase slowly over time; aerosol concentrations are also high but their mass fraction is 
always quite small because the quantity of aerosols in low and the extent of attachment is 
thus also low (iii) If production and release of TiO2 into the environment are substantial, the 
corresponding environmental concentrations likely may exceed the observed toxicity 
thresholds. (iv) However, even at very low release volumes, such as with CuO, the 
nanoparticle itself may still reach toxic concentrations regardless of solubility. (v) 
Environmental fluctuations (e.g. rainfall) and release fluctuations (e.g. accidental spills) 
have the potential to cause short-term toxic effects. Steady state fate or MFA models are 
unable to predict these spikes in daily concentrations. In addition, previous models have not 
considered the effects of accidental releases on the environment, which is something that we 
chose to explore and found that while the release can cause temporary spikes in 
environmental concentrations that may cause localized short term toxicity, an accidental 
spill does not appear to cause significant long term concentration increases at the regional 
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level. However, if current release increases and a substantial spill occurs, the effects would 
be of concern, primarily for ZnO and secondarily for TiO2 and CuO.342 In addition, while 
our air concentrations are generally predicted to be quite low under these specific scenarios, 
localized releases that result in ambient concentration spikes could cause chronic toxic 
effects in humans and animals.402 Finally, we found that the environment may have some 
capacity to assimilate large releases of ENMs since increasing by 10x the high release 
scenario does not result in a corresponding increase in compartmental concentrations. 
Models are always simplifications developed for specific objectives. In this case, the 
objective was to development a model that could evaluate the large-scale regional fate of 
specific ENMs, simplifying the individual particle-to-particle interactions. While we explored 
large scale release scenarios, no model validation is currently feasible because of a lack of 
experimental data designed to cover the range of environmental conditions in a large scale fate 
model and a lack of field observations against which one could compare the results.357 In fact, 
there is a lack of field data even at small scales to validate these models.357 
Instead, we compared the NanoFate model to existing fate models and other PECs, to 
determine if our range in predictions fell within the range of previous predictions (Figure 3.9). 
For CeO2, for example, our range is dissimilar to two previous predictions for freshwater and 
sediment, but is quite similar for all the other environmental compartments (Figure 
3.9A).352,362,364 For CuO, our range in predictions overlap with all compartments, though we 
predict slightly higher air concentrations and slightly lower sediment concentrations than other 
models, which may be a result of including dissolution in sediment (Figure 3.9B).352 TiO2 is 
the most commonly modeled ENM, and the range in predicted results is quite wide (Figure 
3.9C).2,18,29,232,352,361,363,365 Our results fall well within the predicted range for other existing 
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models, though ours were on the lower end for most compartments, except in air and 
sediments where our results tend to be somewhat higher (Figure 3.9C). For ZnO our 
predictions fall within previous predicted ranges except for suspended sediment, where the 
NanoFate model predicts much higher concentrations (Figure 3.9D).2,231,352,365  
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This comparison includes results from MFA PECs2,348–351,361, and mechanistic fate 
models.18,232,352 Comparisons are for (A) CeO2, (B) CuO, (C) TiO2, and (D) ZnO. The 
NanoFate model’s results are presented as a box and whiskers plot which includes the full 
range of predicted concentrations from all release scenarios.  
The NanoFate model sediment [ENM] predictions tend to be on the low end relative to 
previous models, likely resulting from the inclusion of dissolution in freshwater and marine 
sediment, which is quite significant for ZnO (Figure 3.5). The differences also reflect that the 
various models often do not consider the same ENM sources, release amounts, routes, and 
time periods. This figure also highlights environmental media where we are able to begin to 
fill in gaps regarding [ENM] predictions. 
A comparison with the Gottschalk et al. (2013) review of MFA PEC also shows good 
agreement with the NanoFate model’s results for surface water concentrations for TiO2, 
ZnO, and CeO2, though our predictions for sediment concentrations tend to be somewhat 
lower for both TiO2 and ZnO.403 This may be a result of the fact that MFAs do not typically 
account for nano-specific processes that might limit transfer to sediment (e.g. dissolution). 
Differences may also reflect that these MFAs do not account for runoff and erosion, and the 
downward movement of particles with infiltrating soil water. For air, our predictions also 
fall within the same range of results indicated by the PEC study.403 For soils and soils treated 
with biosolids (as with the agricultural soil compartments included in this model), the range 
in PECs tends to be quite wide, with our estimates being much lower than most MFA 
estimates for both CeO2 and ZnO, though our TiO2 predictions fall well within the middle 
range of predicted concentrations.403  
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Another important consideration that we did not include in our model is the extent to 
which the release of ENMs into the environment is actually as nanoparticles as opposed to 
large agglomerates or particulate matter that is not in the nano-scale. In the model, we 
assumed that ENM release was as pristine or small homoaggregates whereas improved end-
of-use release estimates would allow us to differentiate between size fractions and chemical 
species. In the Supplemental Materials, we discuss the impact of assuming significant 
transformation of ZnO to dissolved Zn prior to release from WWTPs (Appendix Figures 
A3.5, A3.6). 
 Finally, the most important conclusion from the model development process is the need 
for more experimental investigations to determine medium-dependent fate processes and 
rates.357 When rate constants are for specific nanomaterials, if a different type of nanomaterial 
is considered or the environment is very different from the one(s) used to estimate the average 
rate, then the short-term fate may vary considerably. We believe that the long-term 
accumulation will still be reasonably accurate, because long-term averages do not change 
substantially as a result of a moderate change in rate or ENM characteristics. Fate is also very 
dependent on the transfer processes that are considered within any mechanistic model. For 
example, while we did not run the model for nano-Ag, if we had, it would be important to 
include sulfidation as a transformation mechanism because without it, the nano-Ag would 
remain as free nanoparticles for much longer than they have been observed to in realistic 
environments.94,404,405 
Humans and ecosystems are already being exposed to ENMs as they are released into the 
environment over their lifecycle.4,8,226 Once released, there is sufficient understanding to know 
that transport will occur and that physical transformations such as aggregation, agglomeration, 
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and adsorption and surface transformation such as oxidation, dissolution, and sulfidation will 
all alter when, where, and how exposure occurs.85,226,345,359 This study begins the process of 
predicting the implications of releasing ENMs into our environment and determining whether 
that exposure will result in hazardous concentrations. The fate and transport model estimates 
the environmental distribution and accumulation of ENMs under a range of release scenarios. 
Comparison with SSDs indicates whether we are likely to see an ecosystem-wide toxic effect 
resulting from exposure to a given ENM in freshwater and soil systems.  
The benefit of our approach is that we do not need to wait for data-limited areas of 
research to be developed. We are starting to close the gap between experimental research and 
its incorporation into fate modeling in order to improve the predictive power of our results.359 
By using a case study of ENM release into the Greater San Francisco Bay Area region, we 
have begun to identify which ENMs are of concern right now, and which may become a 
concern if production and release rates increase for a particular ENM.  
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3.5 Appendices 
 
Figure A3.1 CeO2 Concentrations under Low Release Scenario over First Year of 
Model Simulation in (A) Air, (B) Water, and (C) Soil  
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Figure A3.2 CuO Concentrations under Low Release Scenario over First Year of 
Model Simulation in (A) Air, (B) Water, and (C) Soil 
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Figure A3.3 TiO2 Concentrations under Low Release Scenario over First Year of 
Model Simulation in (A) Air, (B) Water, and (C) Soil 
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Figure A3.4 Comparison of Daily Concentrations after First Year of Model Simulation 
under all Six Release Scenarios for ZnO including (A) Low Release, (B) High Release, 
(C) High Annual Increasing Release, (D) 10x High Release, (E) High Release with 
Accidental Spill to Freshwater, and (F) High Release with Accidental Spill to Urban 
Soil Scenarios 
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Figure A3.5 Comparison of Range in Predicted Concentrations from High Release 
Scenario of ZnO and High Release Scenario assuming 90% of ZnO Dissolves prior to 
Release from WWTP so that 10% of the High Release Scenario enters the 
Environment as n-ZnO and the Rest is Released as Dissolved Zn2+ in Freshwater, 
Marine, and Agricultural Soils. 
The resulting range in concentrations is presented from (A) freshwater and 
subcompartments, (B) marine and subcompartments, and (C) agricultural soils and 
subcompartments. 
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Figure A3.6 Comparison of Mass Fraction between (A) High Release Scenario of ZnO 
and (B) High Release Scenario assuming 90% of ZnO Dissolves prior to Release from 
WWTP with Average Mass Fractions Presented at the 10 Year Average  
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Figure A3.7 Comparison of Daily Concentrations after First Year of Model Simulation 
under all Six Release Scenarios for CeO2, including (A) Low Release, (B) High Release, 
C) High Annual Increasing Release, (D) 10x High Release, (E) High Release with 
Accidental Spill to Freshwater, and (F) High Release with Accidental Spill to Urban 
Soil Scenarios 
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Figure A3.8 Comparison of Daily Concentrations after First Year of Model Simulation 
under all Six Release Scenarios for CuO, including (A) Low Release, (B) High Release, 
C) High Annual Increasing Release, (D) 10x High Release, (E) High Release with 
Accidental Spill to Freshwater, and (F) High Release with Accidental Spill to Urban 
Soil Scenarios 
Note that the concentration scale on this figure values substantially from the other 
figures because the release scenarios are typically far lower for CuO. 
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Figure A3.9 Comparison of Concentrations after First Year of Model Simulation 
under all Six Release Scenarios for TiO2, including (A) Low Release, (B) High Release, 
C) High Annual Increasing Release, (D) 10x High Release, (E) High Release with 
Accidental Spill to Freshwater, and (F) High Release with Accidental Spill to Urban 
Soil Scenarios 
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Figure A3.10 Comparison of (A) Average Concentration and (B) Mass Fraction over 
Final Year of Simulation across all Compartments for all Simulations for CeO2 
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Figure A3.11 Comparison of (A) Average Concentration and (B) Mass Fraction over 
Final Year of Simulation across all Compartments for all Simulations for CuO. 
Note that the scales vary somewhat from corresponding figures for the other ENMs as 
the quantity of CuO entering the environment in much lower for all scenarios than the other 
ENMs. 
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Figure A3.12 Comparison of (A) Average Concentration and (B) Mass Fraction over 
Final Year of Simulation across all Compartments for all Simulations for TiO2 
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Figure A3.13 Freshwater Species Sensitivity Distributions for (A) CeO2 and (B) CuO 
based on NOEC.104,105,146,149,339 
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3.6 User Guide for NanoFate Model 
This tool is designed to allow a user to predict the long-term environmental 
concentration of a specific metallic engineered nanomaterial (ENM) in the environment. By 
most definitions, ENMs encompass nanoparticles (NPs) synthesized and modified to 
enhance their performance for technical or industrial purposes that have at least one 
dimension less than 100 nm. They are increasingly used in a variety of consumer products 
including electronics, textiles, cosmetics, medicine, and food.1 ENMs are released into the 
environment; either during their use, by spillages, by intentional release for environmental 
remediation applications, or as end-of-life waste.4 Studies estimate that more than 1,300 
products that are on the market today contain NPs and production estimates of major ENMs 
as of 2010 range from 270,000 to 320,000 metric tons per year, of which estimates suggest 
that 8-28% may be released to soils, 0.4 - 7% to water, and 0.2 – 1.5% to air, with the 
balance entering landfills.7,8 This model provides the ability to predict long-term fate at 
various environmental scales, as well as the expected concentrations in various 
environmental compartments. This information can be used to estimate the implications of 
releasing ENMs into the environment. The fact that some ENMs are known to be toxic 
emphasizes the need for comprehensively assessing the environmental risks of the large 
quantities of ENMs that increasingly enter our environment.9  
3.6.1 Model Configuration 
3.6.1.1 The Environment 
The environment is composed of a series of compartments where each has dimensions, 
densities, and characteristics that represent specific environmental media. Examples include 
air, freshwater, and agricultural soil. 
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We have developed a selection of default environments to be used for the model, so that 
the user can quickly evaluate the fate of a given ENM, without spending too much effort 
collecting the information. As of the initial release, these environments include the San 
Francisco Bay (Figure B3.1), the greater Los Angeles Basin (User Guide Appendix 1-1), the 
5 boroughs of New York City (User Guide Appendix 1-2), Miami and the surrounding 
Everglades (User Guide Appendix 1-3), Des Moines and its surrounding agricultural region 
(User Guide Appendix 1-4), and Salem, Oregon (User Guide Appendix 1-5). Each 
environment is meant to represent a distinct climate range and set of land cover types, with 
specific characteristics, which can have significant impacts on the rate of fate and transport 
processes, and the corresponding distribution and concentrations. 
 
Figure B3.1 The Greater San Francisco Bay Area 
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The agricultural regions include both pasture and cropland, the urban regions include 
developed high intensity (e.g. apartment complexes, row houses, commercial and industrial 
regions), developed medium intensity (e.g. single family house units), developed low 
intensity (e.g. single family houses with large plots of land), and developed open space (e.g. 
parks, golf courses, etc.), and the undeveloped regions include barren land, deciduous 
forests, evergreen forests, mixed forests, scrub, shrub, grassland/herbaceous, and wetlands. 
3.6.1.2 Environmental Parameters 
The following are tables for the environmental data that are unique to the San Francisco 
Bay Region including air (Table B3.1), freshwater and coastal marine (Table B3.2), and 
undeveloped, agricultural, and urban soils (Table B3.3).  Section 4 covers development of 
new environments for the model including the data collection process needed to populate 
these tables.   
Table B3.1 Input Format for Air Compartment Characteristics 
Characteristic Default Value Units 
Air Height 1,000 m 
Air Density 1.185 kg/m3 
Dynamic Viscosity of Air 1.846*10-5 kg/m s 
Aerosols Density 2,000 kg/m3 
Aerosols Concentration 3.0*10-8 kg/m3 
Average Aerosols Particle Radius 2.5*10-5 m 
Wet Deposition Aerosols Scavenging Ratio 200,000 -- 
Wet Deposition ENMs Scavenging Ratio 2,000 -- 
Table B3.2 Input Format for Freshwater and Marine Compartments 
Characteristic Freshwater Marine Units 
Area 1.596*109 1.657*108 m2 
Depth 1 6 m 
Density 1,000 1,027 kg/m3 
pH 7 8.4 -- 
Dynamic Viscosity 1.002*10-3 1.004*10-3 kg/ms 
Coastal Area -- 3.24*107 m2 
Suspended Sediment Density 1,500 1,500 kg/m3 
Suspended Sediment Concentration 0.01 0.01 kg/m3 
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Average Suspended Sediment Particle Radius 2.5*10-5 2.5*10-5 m 
Sediment Depth 0.05 0.25 m 
Sediment Density 1,280 1,280 kg/m3 
pH 7 8.4 -- 
Burial Rate  4.19E-08 4.5*10-8 m3/m2hr 
Resuspension Rate 3*10-7 2*10-7 m3/m2hr 
Sediment advective flow ratio  0.01 0.005 -- 
Table B3.3 Input Format for Soil Compartment 
Characteristic    Units 
Soil Site undeveloped agricultural urban  
Soil Area 7.575*109 1.595*109 3.487*109 m2 
Depth Surface Soil 0.358 0.393 0.38 m 
Density of Soil 1,500 1,500 1,500 kg/m3 
Initial Soil Water 
Content 0.4 0.2 0.3 % 
Soil Water pH 7.5 7 8.2 -- 
Initial Soil Air Content 0.2 0.2 0.2 % 
Organic Carbon Content 
Soil 0.059 0.059 0.031 % 
Runoff Curve Number 
for Soil 82.2 91 90 -- 
Depth Deep Soil 1 1 1 m 
Hydraulic Conductivity 
Soil 2.984 13.498 0.599 m/day 
Saltation fitting 
Parameter 1 1 1 -- 
Threshold wind Velocity 
to Cause Erosion Soil 0.716 0.55 1.416 m/s 
Minimum Threshold 
Shear Velocity 30 30 30 m/s 
Height at which wind 
measurements are taken 1.5 1.5 1.5 m 
Roughness of Soil 2.4*10-3 0.1 0.6 m 
K constant for Soil 1.99*10-2 3.16*10-3 1.995*10-4 m-1 
Ratio of hours per day 
with sufficient wind for 
wind erosion 0.417 0.417 0.417 h/24-h 
Consistency of Wind 
Throughout Day 0.05 0.05 0.05 % 
Percent Land Uncovered 
and Available for Wind 
Erosion 0.01 0.02 0.005 % 
Percent Particles that 
remain suspended  0.01 0.01 0.01 % 
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Soil Erodibility Factor 0.286 0.306 0.289 
hundreds feet-ton-
in/acre-hr-year 
Slope of Soil 11.726 8.388 11.843 % 
Crop management Factor 
for Soil 0.026 0.3 0.15 -- 
Support Practice Factor 
for Soil 0.5 0.6 0.3 -- 
Leaching Rate for Soil 6.25*10-5 6.25*10-5 6.25*10-5 m3/m2hr 
 
3.6.2 Fate and Transport Processes 
Conceptually, ENMs are release into the environment either into the air, the water, or the 
soil.  They then transfer between compartments based on environmental processes, some of 
which are generic to all chemicals in the environment and some, which are specific to 
particles and nanoparticles (Figure B3.2).  Rates of all processes vary accordingly and are 
discussed in the following section.   
 
Figure B3.2 Division of Environment by Water Type 
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Using the environmental parameters specified in Tables B3.1-3, the model predicts the 
fate of ENMs in air (including air and aerosols), soil (including agricultural soil, urban soil 
and natural soil with surface soil solids, surface soil pore water, and deep soil for each), 
water (including freshwater, marine water, and suspended sediment in both), and sediment 
(for both freshwater and marine). The model predicts both transfers between compartments 
as well as transformation(s) to other forms. It tracks three states of the ENM including (i) 
free particles and small homoaggregates; (ii) ENM particles heteroaggregated with other 
particulate matter in the environment; and (iii) the resulting dissolution of ENMs in metal 
ions in the water phase. Note that in the natural environment, free ENM particles are 
unlikely but small aggregates are expected to be a common state for ENMs.226 
3.6.2.1 Air 
The atmosphere in this model contains two compartments, one representative of the air, 
and an aerosol compartment that is fully contained within the air compartment. An ENM (or 
an aggregate of ENMs) can be either freely suspended in air or it can be attached to an 
aerosol. Aerosols can be mostly water (e.g. fog), mineral (e.g. dust) or organic (e.g. broken 
leaf material). The model only considers the type of aerosol that is mostly water, since other 
types of aerosols either settle out quickly or are adsorbed into the water aerosols. The user 
can modify the properties of the aerosol compartment to best describe local conditions. 
Transfer processes modeled for ENM fate in air include wet and dry deposition of both free 
ENMs and those attached to aerosols and transfers into and out of the system via advection. 
Transformation processes include adsorption of the free ENMs and small aggregates to 
aerosols (heteroaggregation).  
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3.6.2.1.1 Dry Deposition 
Dry deposition is the removal of vapors and particulate matter from the atmosphere as a 
result of gravitational settling, interception, impaction, diffusion, Brownian motion, and 
turbulence.22,406 Stoke’s law is used to estimate the deposition velocity of both aerosols and 
ENMs out of the air compartment.353 Stokes’ Law refers to the velocity at which a spherical 
object (e.g. a particle) with a small Reynolds number (i.e. very small particles; e.g. 
nanoparticles) falls through a fluid. This rate is controlled by a balance between drag force 
(which keeps the particle suspended) and gravitational force (which is a function of particle 
size).201 Dry deposition is thus calculated as:  
k!"# = 29 ρ! − ρ!µ g ∗ R!!  
where kdep is the dry deposition velocity (m/s), ρp is the density of the aerosols or ENM 
(kg/m3), ρa is the density of the air (kg/m3), µ is the dynamic viscosity of the air (kg/m s), g 
is acceleration due to gravity (m/s2), and Rp is the radius of either the aerosols or the mean 
aggregate radius of the ENMs. Because both the density and the radius vary substantially 
between aerosols and ENMs, the result is distinctly different deposition rates. 28,407,408 In 
addition, the rates can vary regionally if the user alters the diameter and density of aerosols 
and the density and viscosity of air based on local conditions. Total dry deposition is then 
divided based on the relative surface area of each of the receiving compartments (soils and 
waters).  
3.6.2.1.2 Wet Deposition 
Wet deposition is the removal of vapors and particulate matter associated with 
precipitation (rainfall or snowfall) in the atmosphere by gravitational settling, Brownian, 
and/or turbulent coagulation with water droplets.406 
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Wet deposition is modeled using approximately the same technique used for dry 
deposition. The volume fraction of aerosols is calculated accounting for adsorption of 
ENMs. This is then multiplied by the area (m2), the daily regional precipitation (m/day) and 
a scavenging ratio of 200,000,353 which indicates that a typical single raindrop sweeps 
through 200,000 times its volume of area. To convert to mass removal per day (kg/day), the 
result is multiplied by the normalized density of the aerosols with ENMs adsorbed to them. 
Wet deposition of free ENMs in air is calculated as the precipitation (m/day) multiplied 
by the area (m2), the scavenging ratio (again assuming a fraction of the scavenging rate), the 
volume fraction of ENMs in air, and the density of the ENMs. The scavenging ratio for 
ENMS was adjusted to be two orders of magnitude smaller than the scavenging ratio for 
aerosols because research indicates that particles in the 0.01 um range can have a scavenging 
ratio up to two orders of magnitude smaller than those in the 1-5 um range.10  
3.6.2.1.3 Advection 
Advection is the movement of a chemical results from the movement of media, in this 
case air currents.353 The flow rate (Qadv) is calculated as  Q!"# = V! ∗ h ∗ a 
where Vw is the windspeed (m/s), h is the thickness of the atmosphere (m), and a is the 
area over which the air flows. This is used to estimate the flow of free ENMs in air (and 
those attached to aerosols) into and out of the system as a result of wind. 
3.6.2.1.4 Heteroaggregation in Air 
Heteroaggregation is the term we use for the collision and adsorption of ENMs with 
aerosols and other particulate matter in the atmosphere. We assume that the majority of 
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collisions will result in heteroaggregation rather than homoaggregation because of the higher 
concentration of aerosols relative to ENMs in the atmosphere.  
Heteroaggregation of free ENMS to aerosols has not been well monitored for specific 
ENMs or even for individual larger particles beyond that of specific size classes such as 
PM2.5 (particulate matter of 2.5 um or less) and PM10. As such, our approach was to take the 
rate of aggregation used in water systems and assume a lower probability of collision, 
specifically three orders of magnitude lower than the rate of heteroaggregation in freshwater 
because fluid densities vary by approximately that much.226 
3.6.2.2 Soil 
We have incorporated the option to predict the fate of ENMs in up to three distinct soil 
compartments within this model. The model was designed to distinguish between 
agricultural soils, urban soils, and natural soils, so that release and fate to each can be better 
understood. However, because the model is fully customizable, there is the option of 
modeling three agricultural soil compartments with different soil characteristics or including 
only one single soil compartment. Then within each soil compartment, there are sub-
compartments for surface soil, surface soil pore water, and a deep soil compartment. Note 
that it is particularly important to capture the fate in ENMs in the active, organism rich 
surface layer of the soil. 
Soils are characterized by the presence of a heterogeneous mixture of gas, liquid, and 
soil phases, the interfaces between them, and the presence of organic matter and microbial 
communities.226 The complex nature of soil systems means that our understanding of 
processes affecting the fate of ENMs in soil is limited, especially in unsaturated soils.226,409 
In surface soil, transfer processes include erosion by wind, erosion resulting from water 
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movement, and leaching to the deep soil. In the soil pore water, transfer processes include 
runoff resulting from precipitation. Transformation processes include sorption to and 
desorption from the soil particles (this is considered a transformation because the 
nanoparticle is no longer assumed to be nano as a result of the attachment to soil particles) 
and dissolution of the ENM particle in soil pore water.  
A number of studies have determined that the fate of ENMs in soil is strongly dependent 
on primary particle size, aggregate particle size, surface charge, as well as environmental 
conditions such as pH, IS, the presence of NOM, clay content, and flow velocity.108,113,114 
Transport also explicitly depends on the size of the soil particles and the pore size. If the 
aggregate size is of similar dimensions or larger than the soil pore throats, then transport will 
likely be reduced by straining and/or by filtration if the particle is removed by interception, 
diffusion, and/or sedimentation.109–112,116,117 As a result, it is likely that larger aggregates will 
be retained in the upper soil layers.111 Sorption can be caused by electrostatic attraction, 
surface bridging, hydrogen bonding, or hydrophobic interactions, which in turn are 
influenced by soil properties such as pH, metal oxide content, IS (ionic strength), organic 
fraction, and cation exchange.410  
3.6.2.2.1 Wind Erosion 
Wind erosion is erosion of the top layer of soil caused by high winds when soil is 
relatively dry. We use the saltation equation, (given in Kelly et al., 2004) and the vertical 
flux conversion to estimate the total transport of soil between soil and aerosols and thus the 
ENMs associated with them. We chose not to use the wind erosion equation (WEQ) which 
estimates the average annual mass of soil transport off the downwind edge of an agricultural 
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field because this method does not allow spatial or temporal partitioning between wind 
erosion events.411,412 
Wind erosion is assumed to occur only in natural or agricultural soils because of the 
frequent lack of large, open, unpaved or unvegetated spaces in urban areas. It can be 
estimated using Owen’s saltation mass flux, which is given as: Q!"# = Apg u∗(u∗! − u∗!!!∗ )∆T 
The saltation mass flux (g/cm s) is representative of the mass flowing past a pane one 
length unit wide, perpendicular to both the wind and the ground.385 QTot is the total 
horizontal mass flux, A is a dimensionless fitting parameter, generally set to 1 but adjustable 
to regional variations413,414, p is the density of air (kg/m3), g is the acceleration of gravity 
(m/s2), u* is the wind shear velocity (m/s), and u*t is the threshold shear velocity (m/s).  
Threshold shear velocity is the minimum wind speed necessary to cause erosion of soil 
particles on the surface.415 In order to calculate the daily flux of soil particles transported to 
the air by wind erosion, we first need to know if precipitation occurred recently. If 
precipitation did occur in the last day, the minimum threshold shear velocity (u*t) is set to 30 
(m/s) because wind erosion is unlikely, though not impossible, when the soil is saturated 
(this minimum can be altered by the user).416 This effect is limited only to the previous day 
because the effect is generally small and temporary.416 Otherwise, the threshold shear 
velocity is dependent on the soil texture (Table B3.4).384,417 
Table B3.4 Threshold Shear Velocity by Soil Type (u*t) 
Surface Soil Texture Threshold Velocity According to Soil Condition 
(cm/s) 
Smooth, Loose Soil 
Sand 25 
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Loamy Sand 30 
Sandy Loam 35 
Clay 55 
Silty Clay 55 
Loam 75 
Silt Loam 75 
Clay Loam 75 
Silty Clay Loam 75 
Sandy Clay Loam 75 
Table recreated from Gillette and Passi (1988).384  
Wind speed for the NOAA data is collected using anemometers situated at 1.5 m above 
the surface. u! = u∗k ln zz!  
The wind shear velocity (u*) is then calculated from the existing wind speed uz (m/s) at 
height z (1.5 m), where k is the von Karmen constant (0.41, unitless), and z0 is the roughness 
height (cm).418 The measured wind height (z) must be greater than the roughness height (z0) 
or the equation is not valid.384,419 In simple terms, a larger z0 would indicate a downward 
momentum flux, and thus no transfer from soil to air.419 The roughness height is 
representative of the roughness of the soil, which has the effect of trapping soil particles and 
thus limiting the extent of vertical transfer. The roughness value is determined based on the 
predominant surface coverage of the soil as derived from the Davenport roughness 
classification (Table B3.5).420 These values are representative of the roughness height 
characteristic of the surface of the soil.  
Table B3.5 Roughness by Land Cover Type 
Surface Cover Type Roughness (m) 
Open Water 0.0002 
Open Smooth Terrain 0.0024 
Rangeland 0.03 
Big Agriculture 0.055 
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Medium Agriculture 0.1 
Orchards 0.2 
Suburbs 0.4 
Urban 0.6 
Taken from Wieringa et al. 1992.420 F! = Q!"#K 
Lastly a conversion factor (K) is needed to convert from horizontal mass flux to the 
vertical mass flux (Fa – g/cm2 s).385 Fa is representative of the mass of soil leaving the 
surface per unit time that remains suspended in the air. The constant K reflects an observed 
linear relationship between Fa and QTot, which is also based on soil type (Error! Reference 
source not found.).  
Table B3.6 K Constant for Variations in Fa/QTot 
Soil Type K constant (cm-1) 
Clay 10^-6.4 
Loam 10^-5.7 
Sandy Loam 10^-3.7 
Loamy Sand 10^-4.5 
Sand 10^-5.7 
Table taken from Gillette et al. 1997 and Kelly et al. 2004.385,421  
In addition, we make a few limiting assumptions. Because wind tends to decrease 
substantially at night (~10 hrs) and is not consistent throughout the day, we assume that on 
average for only 5% of that time is there sufficient wind to cause erosion (though both 
parameters are adjustable within the model).416 In addition, this effect is limited to occurring 
only over that fraction of the soil area that is uncovered due to the absence of any plant 
material (stubble or weeds or plant matter) that covers the surface of the soil. When 
vegetation is present it affords substantial protection to the whole soil surface and 
significantly increases the threshold velocity.416 In addition, we assume that only 1% of the 
particles remain in suspension because it is only particles in the dust size range (0.1 – 0.15 
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mm) that remain in suspension once lifted off the ground by wind (again this value can be 
adjusted within the model).416,422,423 Because the model does not make a distinction between 
free nanoparticles in the soil and nanoparticles associated with individual soil grains, the 
model does not separate the amount that remains in suspension by size class, though the 
smaller free nanoparticles are more likely to remain suspended in the air for longer.424 
3.6.2.2.2 Runoff 
Runoff and wet erosion were both estimated from the SCS runoff equation.425 The 
equation is based on the premise that all water that enters and leaves a system is equal.  Rainfall = Runoff+ Losses ∴ Runoff = Rainfall− Losses 
The water balance equation is given as:  Q = P− (I! + F) 
Where Q is the direct runoff (m), P is the rainfall (m/day), Ia is the sum of all losses 
before the beginning of runoff (m) and F is the retention after runoff begins (m). P is 
provided by the daily precipitation data in the climate data set. Two assumptions go into 
estimating Ia and F. The first is that the ratio of the percent water that has been retained to 
the maximum potential retention is the same as the ratio of the percent water than ran off to 
the maximum rainfall available for the runoff.387,425 FS = Q(P− I!) 
Where F is the amount of rainfall retained (after runoff begins), S is the maximum 
potential retention (after runoff begins); and P-Ia is the maximum rainfall available for 
runoff. At the limit where P is exceptionally large, both sides of the equation are essentially 
equal to 1. When no runoff occurs, both are equal to zero. 
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The second assumption is that Ia can be expressed as a function of S. NRCS uses the 
relationship411 I! = 0.2S 
Simplifying the equation then results in: 
Q = (P− 0.2S)!P+ 0.8S  
     The potential maximum retention after runoff begins has a range of values from 0 to 
infinity. A more convenient value, known as the curve number (CN) can be used.426  
S = 1000CN − 10 
The practical range of CN is from 40 to 98 (though strictly from 30 to 100).426 See Table 
3 on estimating appropriate curve numbers for your region. Since this equation gives S in 
inches, a simple conversion is used to provide S in m. 
3.6.2.2.3 Wet Erosion 
Soil loss resulting from erosion during precipitation events was calculated using the 
Revised Universal Soil Loss Equation (RUSLE).427 This function is widely used to estimate 
rates of soil erosion caused by rainfall and associated overland flow.428 The equation used is A = R ∗ K ∗ LS ∗ C ∗ P 
Where A is the annual soil erosion (tons/ha-year), R is the rainfall-runoff erosivity factor 
(MJ mm/ha h y), K is the soil erodibility factor (ton ha h/ha MJ mm), LS is the slope length 
factor (dimensionless), C is the cover management factor (dimensionless), and P is the 
support practice factor (dimensionless).  
Rainfall-runoff erosivity (R) is a measure of the erosion force caused by rain.429,430 The 
R factor is defined as the average annual sum of individual storm erosion index values 
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(EI30), where E is the total storm kinetic energy per unit area, and I30 is the maximum 30 
minute rainfall intensity.430 Given the scarce availability of data relating to rainfall intensity, 
mean annual precipitation is a commonly used alternative.429,430 Since daily precipitation are 
available within the model, these values are used to calculate the mean annual precipitation 
(for each year the model is run), which can then be used in calculating the rainfall erosivity 
factor. The unit rainfall energy (er) (MJ/ha mm) is calculated for each time interval e! = 0.29 1− 0.72 ∗ e !!.!"!!  
where ir is the rainfall intensity during the time interval (mm/hr).431 Rainfall intensity is 
replaced by daily precipitation due to data limitations.429 The event erosivity (EI30) is 
defined as: 
EI = ( e!v!!!!! )I!" 
where vr is the rainfall volume (mm) during a time period r, and I30 is the maximum 
rainfall intensity during a 30-minute period of the rainfall event (mm/hr).429 Thus the R-
factor is the product of the kinetic energy of a rainfall event and its maximum 30-minute 
intensity.431 
R = 1n (EI!")!!"!!!!!!!  
where R is the average annual rainfall erosivity, n is the number of years covered by the 
data records, and mj is the number of erosive events of a given year j. Since the model 
calculates this for each year, there is a correction that allows for partitioning the total rainfall 
erosivity relative to the amount of precipitation on any given day. 
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The soil erosivity factor (K) represents the susceptibility of soil to erosion based on the 
soil texture and composition.432,433 These data can be collected from the STATSGO soil 
dataset (KFFACT) and typically range from 0 to 0.6.434 Soils that are high in clay tend to 
have low K values because they are resistant to detachment. Coarse textured soils, such as 
sandy soils, tend to have relatively low K values because of high infiltration relative to 
runoff even though they are easily detached. Soils with a high silt content tend to have high 
K values. 
The slope length factor (LS) represents the effect of slope steepness and length of field 
on erosion. Soil loss increases rapidly with slope steepness but is relatively insensitive to 
slope length.433 Because we are dealing with substantial areas, the length is set to the 
maximum value (1000 ft = 304.8 m) and the average slope of each soil region can be 
calculated from the same STATSGO dataset.435 The following conversion is used to 
determine the LS factor (Table B3.7). 
Table B3.7 LS Factor by Slope 
Slope LS factor with L of 1000 
ft 
0.2 0.06 
0.5 0.1 
1 0.2 
2 0.47 
3 0.8 
4 1.19 
5 1.63 
6 2.11 
8 3.15 
10 4.56 
12 6.28 
14 8.11 
16 10.02 
20 13.99 
25 19.13 
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30 24.31 
40 34.48 
50 44.02 
60 52.7 
Taken from Renard et al. 1997 Table 4-2. 
The crop management factor (C) is used to reflect the effect of agriculture and 
management practices on erosion rates.433 The C factor is most often used to compare the 
relative impacts of management options, which is not really the purpose of this model. 
However, because it can impact the rate of erosion, it also impacts the rate of transfer of 
ENMs from soil to water. The C-factor is based on the concept of deviation from a standard, 
in this case a region under clean-tilled continuous-fallow conditions.433 C is representative of 
the effects of plants, soil cover, soil biomass, and activities that may minimize erosion of the 
soil.433 For simplicity, we primarily focus on the surface cover, using the NLCD 2011 land 
cover as a proxy, to estimate the C factor (Table B3.8).436,437  
Table B3.8 C-Factor Estimates Based on Land Cover Type 
Land Cover C Factor 
Residential and 
Commercial 
0.15 
Forest 0.01 
Agriculture 0.3 
Heterogeneous Crops 021 
Scrubland  0.05 
Barren 0.3 
Pasture 0.1 
Taken from USDA publication on estimating sediment loads and Panagos et al. 2015.436,437 
The support practice factor (P) reflects the impact of support practices on the average 
annual erosion rate.433 It is the ratio of soil loss that occurs with specific practices relative to 
straight row farming up-and-down slope.433 The P factor differentiates between cropland, 
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rangeland, and permanent pasture and typically ranges from 0 to 1 (with 1 being straight row 
farming). The lower the value, the better the management practice is at preventing erosion.  
Thus total erosion is calculated as  A = R ∗ K ∗ LC ∗ C ∗ P 
We are averaging over very large areas for this calculation, which limits the accuracy. 
This also means that while the variability is probably quite high, we have only one value for 
soil erosion for each soil type. This value is then calculated over the entire area for each soil 
type per year. This is then calculated on a daily basis by taking the precipitation on each day 
relative to the total annual precipitation. 
3.6.2.2.4 Sorption/Desorption 
ENMs can sorb to solid matter in the soil, particularly in saturated soils; they can also 
desorb from the soil solids and move into the soil pore water.226 Generally, forces such as 
electrostatic forces, Van Der Waals forces, hydrodynamic forces, hydration/structural forces, 
hydrophobic forces, and steric interactions all result in ENMs interacting with soil 
particles.226 The rate of attachment to soil particles is strongly dependent on particle size, 
surface charge, and environmental conditions including pH, IS, the presence of natural 
organic matter (NOM), clay and water content, and rate of flow.108,113,114 Because of the 
complex nature of soils, it is difficult to distinguish the impact of each characteristic on the 
rate of sorption and desorption. In addition, the effect of variability in wetting and drying 
cycles, (which shifts the soil from saturated to unsaturated conditions) has yet to be studied 
and could not be incorporated into this model.409  
Because soil characteristics are so variable from site to site, we chose to use soil column 
experiments to determine the likely total attachment of ENMs to soil particles for specific 
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soil systems and specific ENMs. Most soil column experiments do not provide attachment 
over time, so we were limited to determining the rate of attachment from the total 
attachment over the experimental run period. The fraction of ENMs that remains in the 
column is the fraction that associates with the soil particulate matter (SOM), and the fraction 
that is released in the soil water at the bottom of the column is the fraction that remains in 
the soil water. The model then balances this fraction over time as ENMs enter the soil 
system or are lost through various transfer and transformation processes; an equilibrium is 
always the goal. To do this, the model considers the current ENM concentration in soil and 
soil water relative to the predicted ratio and transfers ENMs between the soil and the soil 
water to achieve the predicted ratio. Since research indicates that sorption and desorption in 
soil happens quite quickly (even faster in unsaturated soils),108,113,226,438 it is assumed that 
over the course of one day, the partitioning would equilibrate based on the predicted ratio. 
Some caveats exist, however. This model may not be applicable to very dry soils. In this 
case, the rate of attachment is probably much higher, but because limited research has been 
conducted under these conditions to date, this will not translate well to soils that are not well 
described or similar to the experimental soils.121,129,389 If the only available partitioning rates 
are for glass bead columns, for example, then the accuracy of the model for actual soils 
could be quite low. In an ideal situation, soil samples from the area(s) of concern would be 
used to determine the rate of partitioning between soil and soil water; however this level of 
data availability is unlikely. Available estimated retention ratios are provided in Table B3.9. 
Table B3.9 Retention Ratio between Soil Solids and Soil Water 
 CeO2 CuO TiO2 ZnO 
Glass Beads     
7 -- 0.48121 0.41121,136 0.986121 
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Organic Soil     
5.7 -- -- 0.99132 -- 
6.6 -- 0.99392 -- 0.99392 
9 -- -- 0.95132 -- 
Sandy Loam Soil     
5.5 -- -- -- 0.855203,394 
7.37 -- -- -- 0.99389 
Sandy Soil     
3 0.05123 -- -- -- 
4.5 -- -- 0.999395 -- 
5.9 -- -- -- 0.86391 
6 0.95123 -- -- -- 
6.9 -- 0.99393 -- -- 
7.4 -- -- -- 0.99393 
7.73 -- -- -- 0.99389 
9 0.97123 -- -- -- 
 
3.6.2.2.5 Leaching 
Leaching, or the vertical movement of ENMs through the surface soil but associated 
with soil water to the deep soil, is modeled using a default leaching rate in soil of 6.25*10-5 
m3/m2 hr accounting for the area over which the transfer occurs and the concentration of 
ENMs in the soil water.353  
3.6.2.2.6 Dissolution in Soil Water 
Dissolution in soil water is modeled in the same way as dissolution in freshwater and 
marine systems taking into account the equilibrium solubility for soil water at the specific 
pH of the soil and the estimated dissolution rate constant (See Section 3.6.2.3.4 for rates). 
3.6.2.3 Water 
The fate and transport of ENMs in water depends largely on variations in aquatic 
characteristics.226 For example, the IS and concentration of NOM present in seawater versus 
freshwater will impact rates of aggregation, sedimentation, and dissolution for some 
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ENMs.226 Variations in surface charge, surface coating, and shape can also alter the fate of 
ENMs in the environment.226 
The model includes the following key processes: (i) heteroaggregation of ENMs with 
suspended particulate matter; (ii) sedimentation of free ENMs and smaller aggregates; (iii) 
dissolution of metallic ENMs to their corresponding metal ion; (iv) sedimentation of ENMs 
associated with suspended particulate matter; (v) resuspension of free ENMs and smaller 
aggregates to the air in marine coastal environments as a result of breaking waves; and (vi) 
advection from freshwater to marine and from marine out of the modeled system for water, 
suspended sediment, and sediment. 
3.6.2.3.1 Heteroaggregation of ENMs with Suspended Particulate Matter 
Particle aggregation refers to the formation of ENM clusters in colloidal suspension. 
Following release to water, most ENMs are unlikely to remain free particles.20 We assumed 
homoaggregation is negligible relative to heteroaggregation at realistic environmental 
concentrations and as such include only heteroaggregation in our model.36,362 The degree of 
aggregation and the size range of the aggregates depend on the characteristics of the particle, 
the concentration of the particles, and the characteristics of the environmental system.82,109 
Thus ENM aggregation behavior will dictate particle transport potential, environmental fate, 
bioavailability, and potential ecotoxicological impacts.37,38,352  
In theory, aggregation rates can be calculated using the ENM collision rate and attachment 
efficiency.18,36,439 The attachment efficiency represents the fraction of collisions between 
particles that result in attachment.48 Attachment efficiency depends on environmental 
conditions such as pH, IS, ion valence, temperature, and ENM and other particle 
concentrations.21 However, attachment efficiency is actually quite difficult to 
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predict.346,352,359,440 As such, we follow the approach provided by Quik et al. (2014) to model 
heteroaggregation relative to current water and suspended sediment concentrations.36 We also 
assume that heteroaggregation is a pseudo-first order rate constant (khet). See Section 3.6.5.7.1 
on Pseudo First Order Rate Constants, where the concentration (C) at time (t) is: dCdt = −k!"#C!!C! 
where Css is the suspended sediment concentration, and C0 is the starting concentration of 
ENMs. We also assume that once heteroaggregation occurs, it is irreversible.20,21 Estimated 
heteroaggregation rates are provided below (Table B3.10). 
Table B3.10 Heteroaggregation Rate Constant (L/mg-hr) for Freshwater and Marine 
Water across pH Levels  
Freshwater CeO2 CuO TiO2 ZnO 
6.3 -- 0.318368 -- -- 
6.56 -- -- 0.0479441 -- 
6.6 -- 0.372368 -- -- 
6.8 -- 0.713442 -- -- 
7.8 3.04*10-4,443 -- -- -- 
7.9 0.0108444 -- -- -- 
7.95 0.00636 -- -- -- 
7.98 -- -- 0.0435441 -- 
8.16 -- -- 0.0097441 -- 
8.26 -- -- 0.0189441 -- 
8.38 0.002312 -- 0.004412 0.013312 
Marine     
6.8 -- 3.794442 -- -- 
7.3 -- 0.389368 -- -- 
7.78 0.00636 -- -- -- 
7.8 0.007444 -- -- -- 
7.89 0.00436 -- -- -- 
8.05 0.37212 -- 0.809612 1.72612 
8.17 -- -- 0.0939445 -- 
 
3.6.2.3.2 Sedimentation of Suspended Particulate Matter 
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Sediment deposition is the process by which suspended particles in water settle to the 
bottom of a body of water.353 This settling often occurs when flow slows down or when 
heavy particles are no longer supported by the innate turbulence of the water. Deposition 
rates tend to vary from marine to freshwater environments, with much higher rates observed 
in marine systems.446 Deposition of suspended sediment is calculated using Stokes’ Law. 
Stokes’ Law refers to the velocity at which a spherical object (e.g. a particle) with a small 
Reynolds number (i.e. very small particles; e.g. nanoparticles) falls through a fluid. This rate 
is controlled by a balance between drag force (which keeps the particle suspended) and 
gravitational force (which is a function of particle size).201 Settling of suspended sediment is 
thus calculated as:  
k!"#,!! = 29 ρ! − ρ!µ g ∗ R!!  
where ksed,ss is the flow settling velocity (m/s), ρp is the density of the suspended 
sediment particles (kg/m3), ρw is the density of the water (freshwater or marine for each 
compartment) (kg/m3), µ is the dynamic viscosity (kg/m s), g is acceleration due to gravity 
(m/s2), and Rp is the radius of the particles. For sedimentation of suspended sediment 
particles and the ENMs associated with them, we elected not to use the von Smoluchowski 
equation because that is representative of a diffusion limited aggregation scenario (DLA) 
which is unlikely to be the case for suspended sediment at the large scale under which the 
model functions.201 Sedimentation is thus given as: 
dCdt = −k!"#,!!d V!!C!V!  
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where d (m) is the depth of the water compartment, Vss is the volume of the suspended 
sediment compartment (m3), and Vw is the volume of the water compartment, thus 
accounting for the concentration of the ENM attached to the suspended sediment.362 
3.6.2.3.3 Sedimentation of Free ENMs and Small Aggregates 
ENMs can be deposited to the sediment compartment via gravitational settling of free 
particles or small aggregates. Particle and aggregate particle size is a major factor affecting 
the rate of sedimentation along with ambient environmental characteristics, such as the 
presence of NOM or other stabilizing agents and the IS or presence of different electrolytes 
as well as the viscosity of the fluid and the initial ENM concentration.16,447 Since we do not 
distinguish between free nanoparticles and small homoaggregates (largely because of the 
complexity in measuring their separate rates, so they are not reported separately in the 
literature), sedimentation is calculated separately only for ENM heteroaggregates with 
suspended particulate matter (See Section 3.6.2.3.2) and those that we grouped as free or 
small homoaggregates. 
Sedimentation of free and small aggregate ENMs was modeled using literature that 
reported and estimated sedimentation rates, much as with aggregation. The same methodology 
was used to calculate the sedimentation rate constant (ksed,ENM) (See Sections 3.6.5.7.1 and 
3.6.2.3.1 on estimating rate constants).443 However, rather than a pseudo first order rate 
constant, as with heteroaggregation, a standard first order rate constant was used, where the 
concentration (C) at time (t) can be calculated using the same sedimentation equation as in 
Section 3.6.2.3.2.36,362 dCdt = −k!"#,!"#d C! 
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where d (m) is the depth of the water compartment.362 Sedimentation rate estimates are 
provided below (Table B3.11). 
Table B3.11 Sedimentation Rate Constants (m/hr) for Freshwater and Marine across 
pH Levels 
Freshwater CeO2 CuO TiO2 ZnO 
4 -- 0.0035256 -- -- 
6.3 -- 1.7*10-4,368 -- -- 
7 -- 0.0084121,256 0.0056121,183 0.005362,121,335 
7.7 0.0015443  -- -- -- 
7.9 7.5*10-4, 443 -- -- -- 
8 1.9*10-4, 443 -- -- -- 
8.38 3.4*10-5,12 -- 3.4*10-5,12 4.2*10-5,12,46 
12 -- 0.0016256 --  
Marine CeO2 CuO TiO2 ZnO 
7 -- -- -- 0.006862,97 
7.3 -- 0.0023368 -- -- 
7.4 -- 0.0035448 -- -- 
8.05 0.001212 -- 0.001212 3.9*10-4, 12,46 
8.2 0.028995 -- 0.0245445 0.017495 
 
3.6.2.3.4 Dissolution of Metallic ENMs in Water 
Dissolution is important for some ENMs, and can vary significantly by ENM and the type 
of aqueous media. It involves the release of dissolved ions from the ENM.16 Dissolution is a 
surface-controlled process that is dependent on the surface area of the ENM and the 
concentration of the dissolved ions near the particle’s surface.16 Greater surface to volume 
ratios of NPs generally result in increased dissolution; thus decreasing the size may also result 
in increased dissolution.16,88,100,147,405,449–451 The dissolution rate is also controlled by the metal 
ion concentration gradient between the particle surface and the bulk medium.451 Though we 
were unable to include this in the model, the observed dissolution rate may actually increase if 
other constituents in the water (e.g. Cl-, S2-, PO43-) can react with the released metal ions in 
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such a way that it alters the observed metal ion concentration and allows for further 
dissolution.94,174,452  
Dissolution was modeled using predictions of the maximum dissolution for a metal and 
the rate at which dissolution occurs in specific waters for a given ENM. Visual MINTeq 
(version 3.1) was used to predict metal speciation in various natural waters (across a range of 
pH values for standard freshwater, seawater, and groundwater as reported in Keller et al. 
2010) to estimate the equilibrium dissolution concentration across a range of metal 
conconcentrations.12,386 This was combined with the dissolution rate (kdis), calculated from the 
literature for first order rate constants as with sedimentation (See Sections 3.6.5.7.1 and 
3.6.2.3.3), to determine the rate and extent of dissolution over time. Thus, the maximum 
dissolved concentration (C) at time (t) was calculated as: dCdt = −k!"#C! 
Dissolution is limited in the model to not exceed the equilibrium dissolved concentration 
for the given metal under the specific aqueous chemistry (freshwater, seawater, groundwater). 
So if the dissolution rate predicts a dissolved concentration that exceeds the equilibrium value, 
then the dissolved concentration is corrected so that the total is equal to the equilibrium 
concentration. We also assumed that dissolution was occurring in the freshwater and marine 
sediment at 1/10th the rate of the water column dissolution rate. Estimated dissolution rates are 
provided below (Table B3.12). Note that some ENMs are not expected to dissolve to any 
significant extent (e.g. TiO2 and CeO2).  
Table B3.12 Dissolution Rate Constants (1/hr) for Freshwater, Marine, and Soil Water 
across pH Levels 
pH CeO2 CuO TiO2 ZnO 
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6 0 -- 0 0.00762,453 
6.9 0 0.005100 0 0.402100 
7 0 0.006256 0 0.013335,454 
7.08 0 0.112285 0 3.45285 
7.2 0 0.00152,338 0 -- 
7.3 0 -- 0 0.03651 
7.5 0 -- 0 0.03588 
7.8 0 0.002455 0 -- 
8 0 0.028101,105 0 0.079101,105,453 
8.1 0 -- 0 0.008292 
8.2 0 6.25*10-6,55 0 -- 
8.5 0 -- 0 0.080302 
9 0 -- 0 0.00362 
Marine CeO2 CuO TiO2 ZnO 
6.5 0 0.144146 0 0.365306 
6.7 0 3.94*10-5,456 0 -- 
7 0 0.002227 0 0.04497,302 
8 0 -- 0 0.00198 
8.2 0 -- 0 0.28895 
8.3 0 -- 0 0.001457 
Soil Pore 
Water 
CeO2 CuO TiO2 ZnO 
5.5 0 -- 0 0.051203 
6.1 0 -- 0 0.910394 
7 0 -- 0 0.017327 
7.2 0 -- 0 0.002391 
7.5 0 2.1*10-4,368 0 -- 
 
3.6.2.3.5 Resuspension of ENMs to Aerosols by Coastal Wave Action 
Aerosols associated with the bubble production resulting from oceanic waves breaking 
in response to sufficiently strong winds allows for transfer of ENMs in surface marine 
waters to the aerosols compartment in air.375 Research has been conducted on the transfer of 
heavy metals in this way, which we assume to be similarly applicable to ENMs.458 Aerosols 
from the ocean are formed through bubble formation, followed by bubble collapse and jet 
ejection, followed by subsequent destabilization to droplets. This process is well 
established.459,460 Bursting bubbles produce two types of droplets: film drops from the 
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rupture of the bubble film, and jet drops by the breakup of the vertically rising jet of water 
from the collapsing bubble cavity.376,461,462 We primarily focus on the formation and collapse 
of jet droplets as the mechanism of transfer between surface marine water and aerosols. 
For simplicity, we exclude calculations regarding the various sizes of bubbles and 
assume they are homogeneous and contain the same quantity of ENMs; we assume all 
bubbles reaching the surface burst allowing for transfer from marine to air.375 As with soil 
erosion caused by wind, we again assume that the wind is only sufficiently high for 14 hours 
out of the day, and of that time period, only 5% of the time is it maintained at sufficient 
speeds to cause erosion (See Section 3.6.2.2.1 on Wind Erosion).416 
To compute a representative volume flux (the rate of bubble formation) (Vf) for aerosols 
with an average diameter of 20 um at a wind speed of 6 m/s, the commonly used total flux 
value is 1*10^-9 cm/s and 9*10-4 for wind speeds greater than 12 m/s.375,461,463 This is then 
used to calculate the water to aerosols transport (kw,aer) relative to the concentration of 
ENMs in marine water: k!,!"# = EF ∗ V! ∗ A! 
where EF is the enrichment factor, VF is the volume flux (m/day), and Ac is the coastal 
area (m2) over which this process occurs. This estimate was adapted from previously 
completed modeling efforts on the transfer of trace metals at the air-water interface.374,464,465 
The enrichment factor is the metal-to-sodium ratios in the aerosols produced by bubble 
bursting compared to their ratio in bulk water.464,466 This is included because bubbles have 
been shown to scavenge inorganics from the upper layers of the water.466 Enrichment factors 
are specifically measured for trace metals (Table B3.13), which we assume to be comparable 
to the enrichment factor of the same metal in nanoparticle form. 
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Table B3.13 Enrichment Factors (EF) for Metals 
 Metal Enrichment 
Factor (Weisel et 
al. 1984) 
Ave. Enrichment 
Factor 
(Piotrowicz et al. 
1972) 
Enrichment 
Factor 
(Duce et al. 1975) 
Enrichment 
Factor 
(Rahn et al. 1975) 
Al 200 1.7 0 0 
Cd - - 730 1200 
Co 0.2 - 1.4 5.3 
Cr - - 10 11 
Cu 5 1.1 120 78 
Fe 50 1.5 0.4 0.9 
Mn 7 0 1.6 4 
Pb 8 3.3 2200 800 
Sb - - 2300 3600 
Sc 0.0005 - - - 
V 10 1.6 16 23 
Zn 8 - 110 240 
Composite Table from Weisel et al. 1984, Piotrowicz et al. 1972, Duce et al. 1975, and Rahn 
et al. 1975.377–380 
3.6.2.3.6 Advective Flow 
Advection is modeled as the transfer from freshwater to marine of both ENMs in the 
water column and suspended sediment and from marine out of the modeled system. Flow 
data were collected from the USGS database (See Section 1.3.1) that provides daily flow 
estimates (m3/s) for the region. Because no marine flow data is available, we assume that the 
flow rate is the same for both freshwater and marine. For marine, the advective flow is 
treated as a loss from the system to the greater ocean. Because flow is given as a volume 
over time, to calculate transfer of ENMs in the water column, the rate is simply multiplied 
by the concentration of ENMs in the water. However, in the case of ENMs associated with 
suspended sediment, the concentration of suspended sediment present in the flow and the 
concentration of ENMs associated with the suspended sediment must be accounted for.  
3.6.2.4 Sediment 
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In sediment only three simplified processes occur: advective transfer of surface 
suspended sediment, resuspension of ENMs associated with particulate matter, and burial 
under sediment. Resuspension is the transfer from the sediment back into the water column 
as a result of turbulence.353,467 Burial is the removal from the system resulting from the 
accumulation of additional sediment above the initial surface of the sediment 
compartment.353 It is assumed that once in the sediment compartment, all ENMs are 
associated with sediment and are not free primary particles or small aggregates.  
3.6.2.4.1 Advective Transfer of Sediment 
We assume that water column flow causes flow of sediment at 1/10th the rate of water 
flow. This applies to both freshwater, as a transfer from freshwater sediment to marine 
sediment, and from coastal marine sediment out of the system. 
3.6.2.4.2 Sediment Resuspension 
Given our previously stated assumption, resuspension is simply the resuspension of 
sediment and thus the ENMs become associated with that sediment. It is based on the 
assumption that surface sediments are disturbed by water currents and biotic activity, which 
allow for transfer between the sediment and suspended sediment compartments. The default 
rates of resuspension in the model are given as 3*10-7 m3/m2-hr for freshwater and 2*10-7 
m3/m2-hr for marine and can be altered to be more regionally specific. The area over which 
the resuspension occurs and the concentration of ENMs associated with that sediment are 
also accounted for in the calculation. 
3.6.2.4.3 Sediment Burial 
Burial is the addition of sediment above existing sediment that “removes” the ENMs 
from the system. The default rate of burial for sediments is 4.19*10-8 m3/m2-hr for 
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freshwater and 4.5*10-8 m3/m2-hr for marine, though these values can be altered by the user 
to account for regional variations.353 Since this is the rate of burial of sediments, it is 
multiplied by the concentration of ENM in the sediment to derive the burial of the ENMs 
over the total area of sediment. 
3.6.3 Mass Balance Equations 
The nanoFTmodel is designed around a series of mass balance equations that consider 
transport between compartments and transformations of the ENMs to non-nano forms (e.g. 
dissolved, sorbed, heteroaggregated). These mass balance equations feed into a differential 
equation solver that solves the mass balance for each time-step over the specific time range 
selected for the model. 
Compartmental mass balances are given by the following equations. Note: while some of 
the individual computations provided above use units different from SI, all are converted 
into SI units (e.g. kg/m3) prior to this process. 
Equation 1 is the mass balance calculation for air. 
![!!!!]!" = − K!,!,!!"#,! + K!,!,!"!"#,! + K!,!"# + K!!"# + Q! t + K!,!"!"#                     Eq. 1 K!,!,!!"#,! is the sum of dry deposition terms to freshwater, marine, and surface soil as 
calculated using Stoke’s Law; K!,!,!"!"#,!  is the sum of wet deposition terms to freshwater, 
marine, and surface soil water; K!,!"# is the adsorption with aerosols; K!!"# is the advection 
of ENMs present in air out of the system boundaries caused by wind; Q!(t) is the release to 
air and K!,!"!"#  is the advective transfer into the system from the air outside of the system.   
Equation 2 is the mass balance calculation for aerosols. 
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![!!"#!!"#]!" = − K!",!",!!"#,!"# + K!",!",!"!"#,!"# + K!"#!"# + K!,!"# + K!,!"# + K!,!"#!"#$# +                                     Q!"#!K!"#,!"!"#                            Eq. 2 K!",!",!!"#,!"# is the sum of dry deposition to freshwater suspended sediment, marine 
suspended sediment, and soil as calculated using Stoke’s Law; K!",!",!"!"#,!"#  is the sum of 
wet deposition to freshwater suspended sediment, marine suspended sediment, and soil 
water; K!"#!"# is the advection of ENMs bound to aerosols out of the system boundaries caused 
by wind; K!,!"# is the resuspension of particles in the coastal zone by waves breaking; K!,!"#!"#$#is the resuspension of particles by wind erosion; Q!"#(t) is the additional release of 
ENMs to the aerosols compartment and K!"#,!"!"# is the advective transfer of aerosols into the 
system from the air outside of the system.   
Equation 3 is the mass balance calculation for freshwater. 
![!!!!]!" = − K!!"# + K!,!"!"# + K!,!!"#$ + K!"#$ + K!!"#,! + K!!"#,! + K!!"#$%% + Q!(t)                                      
Eq. 3 K!!"# is the deposition of ENMs in freshwater; K!,!"!"#  is the heteroaggregation and 
adsorption of nanoparticles to suspended sediment in freshwater; K!,!!"#$ is the flow of water 
from freshwater to marine; and K!"#$ is the dissolution rate in freshwater.  K!!"#$%%is the 
runoff of water from soil during storm events and Q!(t) is the release to freshwater. 
Equation 4 is the mass balance calculation for freshwater suspended sediment. 
![!!"!!"]!" = − K!"!"# + K!",!"!"#$ + K!"!"#,!"# + K!"!"#,!"# + K!,!"!"# + K!"!"#$%#& + K!"#$!"#$# +                                  Q!"(t)                                 Eq. 4 
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K!"!"#is the deposition of suspended sediment in freshwater using Stoke’s Law and K!",!"!"#$  is the flow of suspended sediment associated with the flow of water from freshwater 
to marine. K!"!"#$%% is the erosion of soil particles caused by water movement during a storm 
event; K!"#$!"#$# is the resuspension of freshwater sediment; and Q!!(t) is the release to the 
freshwater suspended sediment compartment. 
Equation 5 is the mass balance calculation for freshwater sediment. 
![!!"#$!!"#$]!" = − K!"#$,!"#$!"#$ + K!"#$!"#$# + K!!"#$%& + K!"#$!"# + K!!"# + K!"!"# + Q!"#$ t                                  
Eq. 5 K!"#$,!"#$!"#$  is the advective transfer of sediment from freshwater to marine; K!!"#$%& is the 
burial of freshwater sediment (treated as a loss term); K!"#$!"#  is the dissolution in freshwater 
sediment; and Q!"#$ t  is a term that allows for the somewhat unlikely direct release to 
freshwater sediment. 
Equation 6 is the mass balance calculation for marine water. 
![!!!!]!" = − K!!"# + K!,!"!"# + K!,!"# + K!"#$ + K!!"#$ + K!!"#,! + K!!"#,! + K!,!!"#$ +                                 Q!(t)                                            Eq. 6 K!!"# is the aggregation and deposition of ENMs in freshwater; K!,!"!"# is the 
heteroaggregation and adsorption of nanoparticles to marine suspended sediment; K!"#$ is 
the dissolution rate in marine waters; K!!"#$ is the advective flow of ENMs present in the 
marine water out of the system boundaries; and Q!(t) is the release to marine water. 
 Equation 7 is the mass balance calculation for marine suspended sediment. 
![!!"!!"]!" = − K!"!"# + K!"!"#$ + K!"!"#,!"# + K!"!"#,!"# + K!,!"!"# + K!",!"!"#$ + K!"#$!"#$# +                                   Q!"(t)                                 Eq. 7 
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K!"!"# is the deposition of suspended sediment in marine water using Stoke’s Law;  K!"!"#$is the advective flow of ENMs associated with the suspended in sediment in marine 
systems out of the system boundaries; K!"#$!"#$#is the resuspension of marine sediment; and Q!"(t) is the release to the marine suspended sediment compartment. 
Equation 8 is the mass balance calculation for marine sediment. 
![!!"#$!!"#$]!" = − K!"#$!"#$# + K!!"#$%& + K!"#$!"# + K!!"# + K!"!"# + K!"#$,!"#$!"#$ +                                          Q!"#$ t                                      Eq. 8 K!!"#$%& is the burial of marine sediment; K!"#$!"#  is the dissolution in marine sediment; and Q!"#$ t   that allows for direct release to the marine sediment compartment. 
Equation 9 is the mass balance calculation for surface soil. 
![!!!!]!" = − K!,!"#!"#$# + K!"!"#$%#& + K!!"# + K!" + K!!"#,! + K!!"#,!"# + K!" + Q! t                                       
Eq. 9 K!!"#is the settling of soil particles from surface soil to deep soil; K!" is the transfer 
from soil to soil water; K!" is the transfer from soil water to soil particles; and Q! t  is the 
release to soil (either directly or from biosolids).  
Equation 10 is the mass balance calculation for surface soil water. 
![!!"!!"]!" = − K!" + K!!"#$%% + K!"#$ + K!"!"#,! + K!"!"#,!"# + K!" + Q!" t                                             
Eq. 10 K!"#$ is the dissolution rate in soil water and Q!" t  is the release to soil water. 
Equation 11 is the mass balance calculation for deep soil. 
  ![!!"!!"]!" = K!!"#                                                                                                      Eq. 11 
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The deep soil compartment is treated as a sink to which ENMs can only accumulate and 
only as attached to soil particles. 
3.6.3.1 Solving the Differential Equation 
Generally, differential equations are solved over a specific time range, with all other 
parameters except time remaining constant. In this model, because input parameters like 
rainfall, wind speed, and release of ENMs can change from day to day, we iterate through 
the solver for each time step (in this case, a single day) with the appropriate set of input 
parameters associated with that specific day. Within MATLAB, the differential equation 
solver selected is ode15s, which was selected for efficiency, because multiple sets of 
equations must be solved at each time step. 
All of the input parameters to the solver are either scalars or vectors. If they are vectors, 
then the value that is used depends on the time step within the iteration. For example, any 
parameter that is affected by precipitation will be a vector and if we are simulating day 5, 
then the model considers the parameter value on day 5 (e.g. wet deposition), which is 
affected by the precipitation on day 5. 
The number of iterations is dependent on the length of time for which you want to run 
the model (e.g. 1 year, 5 years, etc.) The time step used in the solver, however, is always 0 
to 1. This is because we want the ordinary differential equation (ODE) solver to solve the 
equation based on the specific parameters for that single day. It then takes the value at the 
end of the day (since the ode integrates and solves for multiple points throughout that day) 
as the solution. On the next iteration, the parameters are then updated, and the initial 
conditions are the solution taken from the previous iteration.  
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3.6.4 Custom Environment Development 
3.6.4.1 Environmental Compartments 
To create a custom environment, you must first identify your region of interest. You will 
need a single polygon shapefile for this region that can be opened in ArcMap. This will help 
you to estimate the spatial extent of the different environmental compartments within the 
region.  
3.6.4.1.1 Air – Air and Aerosols 
The area of the compartment that we call ‘air’ is the same as the total area of your 
selected region. The height of the air column typically is set to between 500 and 1000 m 
since long range ENM transport is not expected.11,468 Air density is around 1.225 kg/m3 at 
sea level and decreases with increasing altitude. If the region of interest is at a higher 
elevation, this should be adjusted accordingly.  
Aerosol density, initially assumed to be 1000 kg/m3,469 also does not need to be altered 
unless the aerosols in your region of interest have a high mineral content. The concentration 
of aerosols, however, can be altered if your region is particularly urban or has a naturally 
higher concentration of aerosols, or if your region happens to have a low aerosols 
concentration (the default concentration is set to 3*10-8 kg/m3).470 Table 1 covers the default 
air parameters for the San Francisco Bay. 
3.6.4.1.2 Land Cover Types  
Land cover types are used to identify up to three distinct soil compartments and the total 
freshwater area within the selected region. 
You can download any land cover data set for your region. The most recent National 
Land Cover Database (NLCD) would be ideal if your site is located in the USA.471 The 
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following instructions assume you are working with a raster-based land cover data set. 
 
1. Add	both	the	landuse	raster	and	your	polygon	boundary	shapefile	to	ArcMap	
2. Clip	the	raster	to	the	area	of	interest	
a. Data	management	tools	:	Raster	:	Raster	Processing	:	Raster	Clip	
i. Input	is	the	raster	
ii. Output	is	the	cat		
iii. Save	as	nlcd_#AREA	(replace	#AREA	with	the	name	of	your	region.		This	is	
particularly	important	if	you	are	developing	multiple	regions)	
3. Convert	the	raster	to	polygon	
a. Conversion	Tools	:	From	Raster	:	To	Polygon	
i. Input	is	the	nlcd_#AREA	
ii. Save	as	nlcd_#AREA_poly	
4. Clip	the	polygon	to	the	immediate	extent	of	your	region		
a. Analysis	Tools:	Extract:	Clip	
i. Input	is	the	nlcd_#AREA_poly	
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3.6.4.1.3 Water -  Freshwater and Marine 
Two water compartments are included in the model: a freshwater compartment and a 
marine compartment 
ii. Clip	feature	is	the	cat	
iii. Save	as	nlcd_#AREA_poly_clip	
5. Dissolve	the	individual	points	so	that	each	land	use	type	is	grouped	together	
a. Data	Management	Tools:	Generalization:	Dissolve	
i. Input	is	the	nlcd_#AREA_poly_clip	
ii. Dissolve	Field(s)	is	by	GRIDCODE	
iii. Save	as	nlcd_#AREA_dis	
6. Add	an	area	field	so	that	you	can	calculate	the	total	area	of	each	land	use	type.	
a. Data	Management	Tools:	Fields:	Add	Field	
b. Input	is	nlcd_#AREA_dis	
c. Field	name	is	Area	
d. Field	Type	is	double	
7. Calculate	the	area	of	each	land	use	type	
a. Right	click	the	Area	title	and	select	calculate	geometry	(choose	yes)	
b. Property	is	area,	units	are	sq	m	(choose	yes,	again)	
8. Export	as	a	.dbf	file	(which	can	be	opened	in	excel)	
a. Right	click	on	the	nlcd_#AREA_dis	layer	and	select	Data:	Export	Data	
i. File	type	is	dBASE		
b. Save	as	#AREA_landuse	
c. Sum	the	total	areas	of	each	land	use	type	so		you	have	the	total	area	of	water,	
urban,	natural,	and	agricultural	land	covers.				
9. Data	processing	in	excel:	Open	an	empty	excel	file	
a. Select	Open	
b. Switch	the	file	format	from	All	Excel	Files	to	All	Files	
c. Find	#AREA_landuse.dbf	and	open	in	excel	
d. The	following	table	indicates	which	Gridcode	values	are	for	which	land	cover	types	
if	you	choose	to	include	3	separate	soil	compartments	in	your	model	run	(Table	
B3.14).	
Table B3.14 NLCD Gridcode to Land Cover Type 
Gridcode Land Cover Type 
11 Water 
21-24 Urban 
12, 31, 41, 42, 43, 52, 71, 90, 95 Natural 
61, 71, 81, 82  Agricultural 
e. Sum	the	total	areas	of	each	set	of	cover	types	so	you	have	the	total	area	of	water,	
urban,	natural,	and	agricultural	land	covers.			
  167 
Your total freshwater area is calculated from the previous step (See Section 4.2 -- 9.d). 
Depth can either be an estimate, or you can take the average of the depths given in Reach 
File, V1 as provided by BASINs for your area of interest.472 To calculate the depth using 
RF1, use the below process.  
 
Total marine area requires some judgment. Generally, it is useful to measure the total 
coastline, and then consider the likely region influenced by human activities (e.g. 3 to 10 
km) to obtain the area. Depth can be collected from actual data or set to between 5 and 10 m, 
depending on how far into the greater ocean you chose to take your marine region. Figure 3 
shows the distinction between the marine zone and the coastal zone. A simple methodology 
is listed below. 
 
1. Add	the	Reach	File	(RF1)	to	ArcMap.			
2. Right	click	on	the	layer	and	open	the	attribute	table.		Scroll	to	the	far	right	until	you	find	
the	column	labeled	PDEPTH.	
3. Right	click	on	the	label	and	go	to	statistics.		This	will	give	you	the	mean	of	the	mean	depths	
for	each	river	segment	in	feet.		This	value	can	be	entered	directly	into	the	environment	file.	
1. Add	your	polygon	boundary	shapefile	and	a	land	shapefile	(e.g.	county,	state,	continent	
polygon)	to	ArcMap.	
2. Using	the	Buffer	tool,	select	the	polygon	boundary	as	your	input	
a. Set	the	linear	distance	for	however	far	out	into	the	ocean	you	want	and	include	
this	in	your	marine	region	(e.g.	500-1000	m)	
b. Set	Side	Type	to	Outside	Only	
3. This	will	create	a	new	polygon	layer	that	extends	beyond	your	region	of	interest	into	the	
marine	zone.		Next	erase	the	region	of	interest	itself	with	the	erase	tool	
a. Input	is	your	buffered	polygon	
b. Erase	by	your	original	polygon	for	your	region	of	interest	
4. This	eliminates	your	land	and	freshwater	regions	within	your	area	in	interest,	but	to	
exclude	all	land,	also	erase	by	your	land	shapefile	(e.g.	county,	state,	continent	polygon)	
a. Input	in	your	erased	buffered	polygon	file	
b. Erase	by	your	land	shapefile	
5. Add	a	field	and	calculate	the	total	area	of	your	marine	region	using	calculate	geometry.	
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This same procedure can be used to estimate the coastal zone within your marine region. 
The coastal zone is specifically used to estimate the transfer of ENMs from marine to air as 
a result of breaking waves (Figure B3.3). The only change would be to select a smaller 
buffer zone (e.g. 50-200 m). Since the environment input sheet requires coastal area percent, 
divide the total coastal area by the total marine region.  
 
Figure B3.3 Distinguishing between Marine and Coastal Zones 
The default density (1000 kg/m3 freshwater, 1027 kg/m3 for marine) and pH (7 for 
freshwater, 8.4 for marine) of both waters can be altered if more specific local data are 
available.  
Suspended sediment density is assumed to be 1500 kg/m3 for both freshwater and 
marine, to be modified as needed with local information. Estimates of suspended sediment 
concentration can be collected from the EPA STORET database if your region of interest is 
in the US.473 A procedure for determining the local water quality (if available in STORET) 
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is presented below. Table 3 indicates the parameters needed to define the freshwater and 
marine compartments. 
 
3.6.4.1.4 Soil Characteristics 
The model considers up to three different soil compartments. These are meant to 
consider important differences between urban, agricultural and natural soils (Figure B3.4). 
The model is designed to be flexible. The user has the option to include one, two or all three 
soil compartments, and the method for dividing them is not limited to urban, agricultural, 
and natural. For example, they could be separated based on a specific soil characteristic, or 
spatially. Section 3.6.4.2 provided guidance on estimating the total area of each soil type 
within your region based on land cover variations. Additional characteristics also need to be 
collected for each of the specific soils types. 
 
1. Select	the	link	Download	Water	Quality	Data	
2. Choose	the	yellow	button	for	Modernized	STORET	database	which	is	post	01/01/1999.		
Then	select	Download	Data	
3. Search	for	stations	within	your	region	of	interest	using	counties,	watersheds,	or	your	
latitude-longitude	bounding	box.	
4. Set	station	type	to	River/Stream	and	Lake	if	you	want	the	concentration	for	freshwater	or	
Ocean	if	you	want	the	ocean	concentration.	
5. Set	Activity	Medium	to	Water.	
6. Set	the	Characteristic	Search	to	Suspended	Sediment	Concentration.	
7. Click	Results	Download.		This	will	open	a	new	page	where	you	can	provide	your	email	
address	so	results	can	be	emailed	to	you.		Select	Immediate.	
8. You	should	receive	two	emails,	the	first	saying	that	they	are	processing	your	request	and	
the	second	with	a	zip	file	of	the	data.			
9. The	COMPLETED	email	will	contain	your	zip	file	to	download.	Extract	the	files	from	the	zip	
folder.	
10. Open	the	*_RegResults.txt	in	excel	as	a	tab	delimited	file.	
a. Take	the	average	of	the	suspended	sediment	concentration	values	as	your	
freshwater	and	marine	suspended	sediment	concentrations.	
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Figure B3.4 Conceptual Division between Soil Regions 
Surface soil depth (typically less than 1 m), organic carbon content, and hydrologic 
group, soil erodibility, and soil texture can all be estimated from the SURRGO soil dataset. 
The SURRGO dataset can be downloaded through BASINs for your region in a set of three 
files including statsgo.shp, statsgoc.dbf, and statsgol.dbf or from the USDA NRCS 
website.435 
 
1. Add	the	statsgo,	statsgoc,	and	statsgol	to	ArcMap	
2. Join	the	statsgoc	and	statsgol	to	statsgo	using	the	MUID.	
a. Right	click	on	statsgo,	select	joins	and	relates,	select	join	
b. Join	by	MUID	
c. To	statsgoc.dbf	
d. Join	by	MUID	
e. Do	the	same	for	statsgo	also	
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3. Join	the	statsgo	data	to	the	land	use	data.	
a. Analysis	Tools	:	Overlay	:	Spatial	Join	
b. Target	feature	is	the	nlcd_#AREA_poly_clip	(from	Section	1.1.2.2	step	5)	
c. Join	features	is	the	statsgo	
d. Save	the	output	as	#AREA_landuse_soiltypes	
e. Join	operation	is	JOIN_ONE_TO_ONE	
f. Deselect	keep	all	target	features	
g. Remove	all	of	the	field	map	of	join	features	using	the	little	x	next	to	the	list	of	
features	except	for:	
i. ID,	GRIDCODE,	LAYDEPH,	TEXTURE1,	OML,	OMH,	HYDGRP,	SLOPEL,	SLOPEH,	
and	KFFACT	
h. Match	option	is	intersect	
4. Summarize	the	data	by	land	use	type	
a. Data	Management	Tools	:	Generalization	:	Dissolve	
i. Input	feature	is	#AREA_landuse_soiltypes	
ii. Save	output	as	#AREA_soil_summary	
iii. Dissolve	Field	is	GRIDCODE	
iv. Statistics	fields	are	the	numeric	attributes	(LAYDEPH,	OML,	OMH,	SLOPEL,	
SLOPEH,	KFFACT)	
v. Statistics	type	is	MEAN	for	each	
5. Summarize	each	parameter		
a. Open	excel,	go	to	open,	set	the	options	to	all	files	to	find	the	
#AREA_soil_summary.dbf	file	
b. Summarize	the	depth	data	for	urban,	agricultural,	and	natural	soil	types	using	the	
average	function.		Convert	the	depth	from	inches	(given	units)	to	meters	
i. Example	function	=average(B3:B6)	to	calculate	urban	soil	depth	
c. Summarize	the	organic	carbon	content	as	the	average	of	the	OML	and	OMH	data	
for	soil	type.	
i. Example	function	=average(C7:D10,C15:D16)	to	calculate	natural	organic	
carbon		percent	
d. The	same	method	should	be	used	to	calculate	the	average	slope	(SLOPEL	and	
SLOPEH)	for	each	soil	type	and	the	soil	erodibility	factor	(KFFACT)	
6. Summarize	the	soil	type	data	(soil	texture	and	hydrologic	group	–	qualitative	data)	
a. Open	excel,	go	to	open,	set	the	options	to	all	files	to	find	the	
#AREA_landuse_soiltype.dbf	
b. Select	both	columns	and	go	to	Insert:	PivotTable	(table	range	should	be	your	
preselected	columns).	Click	Ok.	
c. In	the	pivot	table	field	list	
i. Click	and	drag	the	GRIDCODE	item	down	to	the	row	labels	space	
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The hydrologic group provides an estimate of the runoff potential, which we can use to 
estimate the curve number. The soils in the United States are assigned to four groups (A, B, 
C, and D) and three dual classes (A/D, B/D, and C/D) (Table B3.15).474  
Table B3.15 Hydrologic Soil Groups 
Group Description 
Group A Soils having high infiltration rate (low runoff potential when thoroughly 
wet. These consist mainly of deep, well drained to excessively drained 
sands or gravelly sands. 
Group B Soils having moderate infiltration rate when thoroughly wet. These consist 
chiefly of moderately deep or deep, moderately well drained or well-
drained soils that have moderately fine texture to moderately coarse 
texture. 
Group C Soils having slow infiltration when thoroughly wet. These consist chiefly 
of soils having a layer that impedes the downward movement of water or 
soils of moderately fine or fine texture. 
Group D Soils having a very slow infiltration rate (high runoff potential) when 
thoroughly wet. These consist chiefly of clays that have a high shrink-swell 
potential, soils that have a high water table, soils that have a claypan or 
clay layer at or near the surface, and soils that are shallow over nearly 
impervious material. 
Dual 
Group 
If soils are assigned to a dual hydrologic group, the first letter is for drained 
areas and the second is for undrained areas 
i. Click	and	drag	the	soil	texture	attribute	down	to	the	column	labels	space	
and	again	down	to	the	values	space.		
ii. Check	to	make	sure	that	your	values	space	is	set	to	COUNT	by	clicking	on	
the	values	space	and	select	Value	Field	Setting.		If	count	is	not	already	
selected,	choose	it	
e. In	the	space	below,	sum	up	the	total	count	for	each	soil	texture	by	soil	type.	
i. Sum	each	column	for	urban,	natural,	and	agricultural	soil.	
ii. Use	the	following	equation	to	identify	the	specific	soil	texture	that	is	most	
common	for	each	land	use	type				
=INDEX(C4:Y4,1,MATCH(MAX(C25:Y25),C25:Y25,0))	
1. C4:Y4	is	the	label	row	that	contains	the	acronyms	for	each	texture	
2. C25:Y25	is	the	sum	total	count	for	each	texture	for	your	first	land	cover	
type	
3. The	equation	for	the	next	land	cover	row	would	look	like	
=INDEX(C4:Y4,1,MATCH(MAX(C26:Y26),C26:Y26,0))	
f. This	same	method	can	be	used	to	summarize	the	data	for	hydrologic	groups.		
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A runoff Curve Number (CN) should be selected for each soil type using the primary 
land cover type and the soil hydrologic group and then this should be averaged across total 
land use types (Table B3.16).475 
Table B3.16 Land Use and Hydrologic Groups used to Estimate Runoff Curve Number  
Land Use Types  A B C D 
Open Space 49 69 79 84 
Impervious Areas 98 98 98 98 
Western Desert Urban 
Areas 
63 77 85 88 
Commercial 89 92 94 95 
Residential 61 75 83 87 
Row Crops 70 80 86 90 
Heterogeneous 
Agriculture 
64 75 82 86 
Pasture 49 69 79 84 
Meadow 30 58 71 78 
Brush 35 56 70 77 
Woods 36 60 73 79 
Herbaceous -- 71 81 89 
Summarized from USDA publication on Runoff Curve Number Computations for fair 
hydrologic conditions (30-70% ground cover conditions).426 
Both surface soil and deep soil contain soil air and soil water, the ratios of which are set 
to a default of between 0.2 and 0.4 for soil water and 0.2 for soil air. The depth of deep soil 
for each of the three soil compartments is initially set to a default of 1 m, and can be 
modified by the user if deeper transport is expected. Table B3.6 indicates the parameters 
need to define one soil compartment. 
3.6.4.2 Selecting the Time Range 
You will need to set the length of time (in days) for which you want to run the model. A 
limitation here is that in addition to setting the number of days, you also need a 
corresponding dataset (real or otherwise) for climate and hydrology over that total length of 
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days. The model will report results for each day as well as the long-term average results 
excluding an initial “warm-up” period at the start of the model run to achieve relative 
constant concentrations (Figure B3.5). This default period is set to 1 year and can be altered. 
If you are working with a default environment, you will need to select a starting date and a 
length of time that corresponds with the available data for that environment. The available 
data range for default environments is Jan 1, 2005 – December 31, 2015. 
 
Figure B3.5 Model Warm-Up Period 
3.6.4.3 Climate Data 
The climate data required to run the model includes average daily temperature, 
precipitation, wind speed, and freshwater flow. Within the US, climate data is available from 
NOAA’s National Climate Data Center.476 The following procedure can be used to obtain 
the necessary dataset for a new region of interest or to extend the dataset for an existing 
region. 
Year 1 Year 2 Year 3
Included in 
Impact Assessment
Co
nc
 (m
g/
L)
10-15
10-10
10-5
100
10-20
Excluded 
Warm-Up Period
  175 
 
If you are working with a default environment, you need only to select the start date 
from within the range of available data. Table B3.17 depicts the input format needed for the 
climate data.  
Table B3.17 Input Format for Climate Data 
Month Day Year Precipitation 
(mm/d) 
Wind speed 
(m/s) 
Flow 
(m3/s) 
Temperature 
(°C) 
1 1 2015 6.795 3.14 85.828 8.383 
1 2 2015 18.633 2.62 59.737 7.193 
1 3 2015 7.0714 2.1 64.177 6.958 
 
 
1. Select	15.	Global	Summary	of	the	Day.			
2. Agree	to	the	terms.	
3. Retrieve	data	for:	Country:	United	States,	select	by	Selected	Station	in	your	State(s).	
4. Select	a	city	or	area	within	your	environment	that	has	the	time	range	of	data	that	you	are	
looking	to	model.	
5. Select	the	date	range	for	which	you	want	to	download	data,	and	set	the	Output	Format	to	
Comma	Delimited.	
6. Right	Click	and	select	Save	Link	As	to	save	the	output	file.	
7. The	climate	data	available	from	this	data	set	includes	precipitation,	wind	speed,	and	
temperature.		Precipitation	is	reported	in	tenths	of	mm/day	and	should	be	converted	to	
mm/day.		Wind	speed	is	presented	in	tenths	of	m/s	and	should	be	converted	to	m/s.	
Temperature	is	reported	in	tenths	of	degrees	Celsius	and	should	be	converted	to	degrees	
Celsius.	
a. If	you	open	this	in	excel	as	a	comma	delimited	file,	you	may	see	some	
formatting	issues	that	need	reformatting	(units,	data	gaps,	and	extraneous	
alphanumeric	codes).		(We	have	provided	code	to	translate	and	format	this	
data	set.)	
8. Dates	should	be	reported	in	three	separate	columns,	one	for	month,	one	for	day,	and	one	
for	year.	
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3.6.4.3.1 Hydrologic Flow of Freshwater 
Freshwater flow should also be included in the climate sheet with flow reported in m3/s 
(Figure B3.4). Because we model both the freshwater and the marine fate of ENMs, we need 
to include an estimated rate of flow between the freshwater and marine environments. In a 
scenario with no marine environment, this is still included as a loss process from the total 
environment (i.e. we assume the freshwater at some point leaves the region of interest). If 
you are working with a default environment, you only need to select the start date from 
within the range of available data. In the US, the freshwater flow data can be collected from 
the USGS database on Surface Water.477 Marine flow out of the coastal region is assumed to 
occur at the same rate as freshwater flow. In addition, we assume that some fraction of the 
sediment bed is transferred along with these fluid flows at a rate selected by the user.
 
 
1. Select	Daily	Data	
2. The	next	menu	provides	options	for	narrowing	the	search	area	to	those	stations	relevant	to	
your	project.	Set	the	Site	Location	to	Lat-Long	box	and	click	Submit.	
3. In	the	next	set	of	menu	options,	narrow	your	search	criteria.	
a. Set	the	Site	Type	to	Stream.			
b. Set	the	Lat-Long	box	to	create	a	bounding	box	within	the	region	where	your	
environment	is	located.	
c. Set	the	Available	Parameters	selection	to	Streamflow,	ft3/s.	
d. Under	Choose	Output	Format,	select	Table	of	sites	grouped	by	County	and	
retrieve	data	from	the	date	range	that	you	have	pre-selected.	
4. In	the	resulting	list	of	data,	identify	the	counties	of	interest	to	you	
a. Starting	with	the	first	county,	open	each	site	in	a	new	tab	to	see	if	they	provide	the	
data	for	the	time	period	you	pre-selected.	
i. If	they	have	the	data,	leave	the	tab	open;	if	they	don’t,	close	the	tab.	
b. For	those	that	have	data,	change	the	dropdown	menu	to	the	Location	Map.	
c. If	the	site	is	close	to	the	coastal	zone	(provided	your	environment	has	a	coastal	
region)	or	close	to	the	outflow	point	(if	your	environment	is	land-bound)	leave	the	
tab	open;	if	not	(or	if	it	appears	to	be	upstream	from	another	site)	close	the	tab.	
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If your region is landlocked, you will still need a flow value, but it will be only from the 
single most downstream site within your region and representative of the total flow out of 
the region rather than the total flow of freshwater to marine.  
3.6.4.4 Release of ENMs into the Environment 
Release quantities are the amount (kg/day) of the nanomaterial expected to enter each 
environmental compartment and the rate or timing of that release. For example, releases can 
occur all at once, every day, or at different points in time. The release can be constant or 
varied over time (e.g. increasing as the use of an ENM in various applications grows). The 
data input is arranged so that one must enter release data for every day of the selected time 
period to every compartment for which a direct release is possible. Similar to the climate 
data sheet, you will need to include the range of dates associated with the releases for the 
length of time selected for the model. See Table B3.18 for the input format for the release 
data. 
d. For	the	sites	where	you	have	left	the	tab	open,	go	back	to	the	Time	Series:	Daily	
Data	page	and	download	the	data.	
i. Set	start	date	to	your	pre-selected	start	date.	
ii. Set	end	date	to	your	pre-selected	end	date.	
iii. Output	format	should	be	Tab-Separated.	
iv. Right	click	on	the	resulting	page	and	select	Save	Page	As	using	the	SiteID	to	
track	the	name.		Add	a	*.txt	to	the	end	of	the	filename	so	that	the	file	can	be	
opened	in	excel.	
e. Do	this	for	each	county	until	you	have	a	representative	dataset	for	your	freshwater	
flow.	
5. In	excel,	open	each	SiteID.txt	file	as	a	Tab	Delimited	file.	
a. Delete	all	rows	and	columns	except	those	that	contain	the	dates	and	the	flow	
data.	
b. Convert	the	flow	data	from	ft3/s	to	m3/s.	
6. Once	you	have	done	this,	aggregate	all	of	those	values	into	one	single	daily	flow	value	for	
input	into	the	model.	
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Table B3.18 Input Format for Release Data (units are kg/day) 
Month Day Year Air Aer FW MAR 
UNDEDV 
Soil 
UNDEVL 
Water 
1 1 2015 0.066a 0b 0.0628c 0.074 0.216 0 d 
1 2 2015 0.066 0 0 0.074 0.216 0 
1 3 2015 0.066 0 0.0628 0.074 0 0 
1 4 2015 0.066 0 0 0.074 0 0 
For constant release, populate that column with the same value for each date. 
b. For no release to the compartment, populate that entire column with zeros. 
c. For random release points, either populate randomly, or select your specific release 
dates and environments and populate only those cells in an excel dataset; the others should 
be set to 0. 
d. Note: Additional Columns not shown include Surface Soil 2, Soil Water 2, Surface 
Soil 3, and Soil Water 3 
 
3.6.4.5 Background Concentrations 
Background concentrations of an ENM can be considered, should the user be interested 
in starting the predictions with environmental concentrations other than 0. To include 
existing background concentrations, identify the concentration in each compartment or if 
there is no background concentration, then leave the concentration set to 0. Table B3.19 
shows a scenario where there is no existing ENM present in the system, but there is a 
dissolved component present in the aquatic, agricultural, and urban soils (Table B3.19). In 
addition, because the model includes advective air flows into the system, ambient 
concentrations for the ENM and the ENM associated with aerosols “outside” of the system 
need to be specified. 
Table B3.19 Input Format for Background Concentrations in Compartments 
Compartment kg/m3 
Air 0 
Aerosols 0 
Freshwater 0 
Freshwater Suspended Sediment 0 
Freshwater Sediment 0 
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Seawater 0 
Seawater Suspended Sediment 0 
Seawater Sediment 0 
Undeveloped Soil 0 
Undeveloped Soil Water 0 
Agricultural Soil 0 
Agricultural Soil Water 0 
Urban Soil 0 
Urban Soil Water  0 
Freshwater dissolved metal 1.47*10-10 
Freshwater sediment dissolved metal 3.46*10-8 
Marine dissolved metal 2.57*10-8 
Marine sediment dissolved metal 6.37*10-8 
Undeveloped soil dissolved metal 0 
Agricultural soil dissolved metal 5.23*10-8 
Urban soil dissolved metal 1.46*-10 
Global air concentration 1.79*10-14 
Global aerosols concentration 8.18*10-7 
 
3.6.4.6 Presence or Absence of Compartments 
Under some environmental scenarios, not all compartments should be included in the 
model. Thus, it is important to identify which compartments are excluded from the model in 
a given scenario. The most common example would be a scenario that does not include a 
marine environment if the scenario is representing a land-locked region. All that is needed 
for the model is a binary identification of presence (1) or absence (0) of each possible 
compartment (Table B3.20). 
Table B3.20 Sample Presence Absence Input Format for Land-Locked Region 
Compartment Presence (1) 
Air 1 
Aerosols 1 
Freshwater 1 
Freshwater Suspended Sediment 1 
Freshwater Sediment 1 
Marine 0 
Marine Suspended Sediment 0 
Marine Sediment 0 
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Natural Surface Soil 1 
Natural Soil Water 1 
Natural Deep Soil 1 
Agricultural Surface Soil 1 
Agricultural Soil Water 1 
Urban Surface Soil 1 
Urban Soil Water 1 
Urban Deep Soil 1 
 
3.6.4.7 Selecting the Nanomaterial 
In selecting the ENM and its associated chemical characteristics, you have two options. 
The first is to select one of the four nanomaterials for which we have detailed information 
(CeO2, CuO, TiO2, ZnO: values provided are aggregates from information collected through 
literature review and are specific to the environment and the pH of that environment – 
though characteristics do vary substantially across media). Alternately, you can import your 
own data for a specific nanomaterial including its size and density. This requires you to have 
information about the rates of aggregation, sedimentation, dissolution rate in freshwater, 
marine, and soil environments. Table B3.21 provides the list of characteristics that must be 
input into the model. Methodology for estimating these rate constants is given in Section 5 
below. 
Table B3.21 Input Format for Nanomaterial Characteristics (sample data) 
Parameter Value Unit 
ENM type CuO -- 
ENM diameter 30 nm 
Average Aggregate Diameter 400 nm 
Density 6400 kg/m3 
Dissolution Rate Freshwater 3.84*10-2 day-1 
Dissolution Rate Freshwater 
Sediment 3.84*10-3 day-1 
Dissolution Rate Marine 5.28*10-2 day-1 
Dissolution Rate Marine 
Sediment 5.28*10-3 day-1 
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Dissolution Rate Soil 5*10-3 day-1 
Sedimentation Rate Freshwater 4.09*10-2 m/day 
Sedimentation Rate Marine 8.40**10-2 m/day 
Heteroaggregation in air 8.92 m3/kg day 
Heteroaggregation in freshwater 8917.5 m3/kg day 
Heteroaggregation in marine 9339.9 m3/kg day 
Soil Partition Rate for Soil Type 1 0.99 % 
Soil Partition Rate for Soil Type 2 0.99 % 
Soil Partition Rate for Soil Type 3 0.99 % 
Enrichment Factor 5 -- 
 
Modeling the fate of non-metal or metal oxide nanoparticles, such as carbon nanotubes 
(CNTs) or fullerenes would require distinctions between single walled carbon nanotubes 
(SWCNTs), multiwalled carbon nanotubes (MWCNTs), alternate shapes such as sheets of 
graphene or fullerences, and the presence of impurities such as heavy metals.226,478 In 
addition, further transformations are possible that are not accounted for in this model 
including photo-oxidation, covalent reactions, and biodegradation.478,479 While not directly 
impacting the fate of the ENM, from a toxicological perspective, carbonaceous ENMs can 
also accumulate large quantities of other environmental pollutants (e.g. through adsorption) 
that could have significant long term impacts.480,481 Other nanomaterials may also 
experience significant physical alternations resulting from processes not included in this 
model (e.g., sulfidation for n-Ag, photolysis for TiO2, phosphorylation of 
magnetite).13,226,482,483 Desorption is also common with some ENMs in specific 
environments which is not included in the current version of this model.479  
3.6.5 Deriving Integrated Rate Equations for ENM-Specific Fate Processes 
As with many physicochemical principles, the rules governing the rate of a reaction are 
initially established empirically, and then subjected to extensive theoretical analysis, which 
eventually develops into a clear understanding of the controlling factors in a process. The 
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empirical observations center on establishing conditions where a rate can be measured as a 
function of the concentration of the material(s) of interest. In the case of ENMs, it is clearly 
understood that rates of transfer and transformation are highly dependent on the 
characteristics of the environmental media and the ENM itself.226 In general, rates are 
related to concentrations in a predictable way, which allows us to develop rate constants and 
equation(s) for simple reactions that can fall into one of several classes: 
Zero order: these are processes that occur at a rate independent of the chemical’s 
concentration rate = k[A]! 
First order: reactions in which the rate varies with the concentration of a single chemical 
and the change in concentration is exponential rate = k[A]! 
Second order: reactions where the rate varies with the concentration of a single 
chemical, but the rate varies with the reciprocal of the concentration. (There can also be 
situations where the rate varies with the concentration of two chemicals, though each 
individual chemical is first order.) rate = k[A]! 
or rate = k A ![B]! 
Higher order reactions: reactions in which more than two chemicals are involved or one 
chemical reacts at a greater stoichiometric coefficient. rate = k[A]! 
or 
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rate = k[A]![B]![C]! 
In the case of heteroaggregation, the concentrations of both the free ENMs and the 
natural organic matter to which the ENMs attach both determine the rate of reaction, making 
it a second order reaction. However, 2nd order reactions can be challenging to follow mostly 
because the two reactants involved must be measured simultaneously. A pseudo-first order 
reaction involves treating a second order reaction like a first order reaction. If we assume 
that one reactant in available in excess (in this example the natural organic matter), then: rate = k A B  
becomes rate = k![A] 
because the concentration of B is essentially constant and  k! = k[B] 
We used the initial rate method to calculate the rate constant (k) for heteroaggregation, 
sedimentation of free ENMs, and dissolution. For this, the initial rate of a reaction is the 
reaction rate at t=0. Measuring the rate as soon after mixing as possible gives us the initial 
rate. (Sample data are provided below in Error! Reference source not found.B3.22). In 
most published studies, the specific rate of reaction is not reported, so data were calculated 
from the published literature (e.g. plotted change in concentration over time) in order to 
calculate the initial rate of reaction of each of the key nano-specific processes modeled. 
Table B3.22 Sample Rate Data for Estimating Rate Constants 
Experiment 
No. 
ENM 
Concentration 
(mg/L) 
Natural Organic 
Matter (NOM) 
Concentration (mg/L) 
Initial Rate of 
Reaction (mg/time) 
1 0.100 10 0.09 
2 0.033 10 0.01 
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3 0.071 10 0.03 
 
We can then calculate the order by comparing two sets of values Rate!Rate! = k[ENM]![NOM]!k[ENM]![NOM]! 
where the rate constant k and the [NOM]y both cancel.  0.090.01 = 0.1!0.033! 
Then round x to the nearest integer. 9 = 3!  ∴ x~2 
If an additional experiment is available, this value can be confirmed. 0.090.03 = 0.1!0.071! 
Thus: 3 = 1.4!  ∴ x~2 
To confirm these estimates, one can plot the concentration versus time, the natural log of 
the concentration versus time, and 1/the concentration versus time (Table B3.23). 
Depending on which plot appears linear, this will indicate which order the reaction falls into. 
If the ENM concentration relative to time is linear, then it is a zero order reaction. If the 
natural log of the ENM concentration relative to time is linear, then it is a first order 
reaction. If 1 divided by the ENM concentration relative to time is linear, then it is a second 
order reaction (or a pseudo-first order reaction as discussed above). 
Table B3.23 Sample Data for Transformation over Time  
Time (s) ENM 
(mg/L) 
ln(ENM) 1/(ENM)  
0 1*10-2 -4.605 100 
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60 6.83*10-3 -4.986 146 
120 5.18*10-3 -5.263 193 
180 4.18*10-3 -5.477 239 
240 3.5*10-3 -5.655 286 
300 3.01*10-3 -5.806 332 
360 2.64*10^-3 -5.937 379 
 
In the example given above, it is clear that the reaction is a second order reaction (Figure 
B3.6). 
 
Figure B3.6 Determining Rate Order from Raw Data 
From here, we place the values back into the equation. 0.09 = k′[0.1]! 
Thus:  0.9 = k ∗ [10] 
The resulting function would be as follows (although k’ can be adjusted based on the 
actual NOM concentration) 
− d ENMdt = −0.9[ENM]! 
And to calculate the change in concentration over time within the model, we use: 1[ENM!] = 1[ENM!]+ 0.9t 
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This process is used to simplify all ENM specific fate and transport processes into 
functions that can be included in a mathematical model. We have estimated these values for 
each key nano-specific process, for each key environmental compartment at standard 
temperatures. Ideally, separate rates would be predicted across a complex range of 
characteristics for both the environment and the ENM (e.g. a separate rate for a 10 nm CuO 
ENM at pH 7 relative to a 20 nm CuO ENM at pH 8). However, because our goal was to 
predict the generic fate of specific types of ENMs across more general environmental media, 
we developed rates specific only to an ENM and the general characteristics of the 
environmental media in which an ENM may reside. With sufficient time and resources, one 
could develop a matrix of rate constants for each combination of environmental and ENM 
characteristics, which would help our understanding of what characteristics truly control the 
fate of ENMs in the environment. In a scenario where one is trying to predict the fate of a 
very specific type of ENM, the predictive power of the model will be substantially improved 
if the user provides his/her own data since the current rate constants do not generally 
account for variations in size, shape, or charge of the ENM that could be significantly 
different from a more generalized ENM. 
3.6.6 Sources of Uncertainty in the Model 
There are a several sources of uncertainty within the model that are primarily associated 
with the selection of data inputs. 
1. Scenario uncertainty is present in the selection of geographic boundaries. Because 
each compartment is a very simplified version of reality, this uncertainty largely 
depends upon choices made by the user rather than intrinsic uncertainty within the 
model. As such, there is no real quantitative method to measure this. However, the 
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geographic boundaries can be treated as parameters for which uncertainty can be 
tested by minor modifications to each value (e.g. ±10%). 
2. Measurement uncertainty is present in the climate data and depends on the methods 
and technologies used to measure each parameter. This is hard to quantify primarily 
because it would be difficult to know the uncertainty in each piece of equipment 
used to measure these various parameters, because this typically isn’t included in the 
datasets. We also recommend using a long period of time for the climate data in 
order to simulate stochastic modeling so there is a daily range in outcomes provided 
in the results without requiring the computing capacity and time to run a formal 
stochastic model.  
3. Parameter uncertainty is present in nano-specific rate estimates. The exact values are 
estimated based on a combination of study results that provide a range in parameter 
estimates that in turn can be run through the model in order to provide a range in 
results.  
Considering the above three sources of uncertainty and developing test scenarios that 
allow us to test the range of parameters within these sources can provide an approximation 
of the uncertainty and the total viable range of ENM environmental concentrations for any 
given scenario.  
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Chapter	4.	Predictive	Model	for	the	Bioaccumulation	of	Engineered	
Nanomaterials	in	a	Simplified	Freshwater	Ecosystem		
Bioaccumulation is a fundamental process in environmental toxicology because it 
controls the internal dose of potential toxicants. The goal of this study was to improve our 
understanding of the potential scale of long-term accumulation of engineered nanomaterials 
(ENMs) across trophic levels given current understanding on environmental and biological 
fate. Specifically, we focus on n-CuO, n-TiO2, and n-ZnO and their accumulation in a 
simple freshwater ecosystem. A toxicokinetics model was used to explore the potential 
range of accumulation across species. Accumulations ranged from 0.69 pg CuO g-1 for 
Selenastrum capricornutum (a phytoplankton) to 0.26 mg TiO2 g-1 for Villosa constricta (a 
bivalve) and 1.8 mg TiO2 g-1 for Daphnia magna (a zooplankton).  Though bioconcentration 
is likely occurring for most species, biomagnification was not predicted to be significant 
with increasing trophic levels. Uncertainty analysis indicates that these results may vary by 
as much as two orders of magnitude. A parameter sensitivity analysis indicated that the most 
significant parameters include uptake rates from multiple exposure routes, assimilation 
efficiency (which could make the difference between biomagnification occurring or not), 
and elimination rates. Suspended sediment and sediment concentrations are also quite 
important for benthic species and have some impacts up the food chain. Further research and 
refinement of the biological parameters that impact bioaccumulation and biomagnification 
rates can target these parameters to further refine the model.  
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4.1 Introduction 
Engineered nanomaterials (ENMs) represent a new and emerging class of environmental 
pollutants and we still understand relatively little about their impacts on our environment. 
Since the emergence of nanotechnology in the 1980s, ENMs are being used with increasing 
frequency in industrial applications and in consumer and medical products. Their increasing 
use means increasing environmental exposure, which in turn creates a compelling need to 
understand and predict their accumulation in organisms.228  
ENMs are particles for which at least one dimension falls between 1 and 100 nm in 
length.225 In this study we focus specifically on the potential bioaccumulation of three metal 
oxide nanoparticles CuO, TiO2, and ZnO. These three ENMs can exist as single, aggregated, 
or agglomerated particles and can be manufactured with various shapes, coatings, and 
surface functionalities making predicting their impact on the environment a complex 
undertaking.  
Only part of a chemical present in the environment reaches an organism, and of that 
percent which does, only a fraction is retained by the organism.484 This is also the case for 
ENMs, for which only a portion is likely bioavailable. This portion is determined by the 
transformations that ENMs undergo in the environment such as aggregation, dissolution, 
oxidation, sulfidation, binding to larger particulate matter, and surface alterations that 
depend very specifically on both the type of ENM and the environment.85,226,229,342–345,357,359 
Dissolution particularly complicates our understanding of toxicity, because if an ENM 
dissolves, the toxic effect can come from the nanoparticle itself or from the dissolved ion, 
whereas if an ENM does not dissolve, then the toxic effect could be a result of their size, 
reactivity, or coating.226,227 There are also biotransformations that may result from exposure 
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to biological byproducts or uptake into organisms.102,256,258 These various transformations 
make it difficult for us to understand what happens to ENMs when they enter an organism, 
how significant each of the processes are and how much exposure we can expect within a 
given ecosystem. Currently, little is known regarding the bioaccumulation of specific ENMs 
through food chains, though many preliminary studies indicate that it likely.50,221,455,485–493 
Understanding bioaccumulation is key to both ecotoxicity and risk assessment, because 
it controls the internal dose of potential toxicants. Typical measures for assessing 
bioaccumulation include the octanol-water partition coefficient (Kow), bioconcentration 
factor (BCF), bioaccumulation factor (BAF), and biota-sediment accumulation factor 
(BSAF). The octanol-water partitioning coefficient (Kow) is typically used as a parameter 
indicating the tendency of an organic chemical to partition into the lipid compartment of an 
organism.494 However, most of the available partitioning coefficients are adequate predictors 
of hydrophobic chemical partitioning, and may not be applicable to metals or ENMs.495,496 
As such, we need an alternate model for predicting the bioaccumulation of ENMs in 
organisms.  
Field measurements of the concentrations of ENMs would be valuable for assessing 
potential ecosystem exposure. However as the technologies for in situ measurements are not 
sufficiently advanced, and, more importantly, as the pace at which in situ experiments are 
conducted cannot keep up with that of new ENM development, there is an increasingly 
important role for model driven estimates in understanding the behavior and impact of 
EMNs.18,347 While some estimates predict the bioaccumulation of specific ENMs in 
individual organisms,221,252,455,485,486,497–505 a simple method for estimating the possible range 
of accumulation in ecosystems and across food chains would improve our understanding of 
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the environmental and biological fate. Identifying key biological parameters that predict 
bioaccumulation for targeted research purposes is also beneficial, particularly given the high 
cost of complex toxicity assessments. 
Studies have shown that some nanoparticles can be absorbed as a whole and distributed 
throughout the body488 and others remain bioavailable even with agglomeration to 
particulate matter.506 While the literature is limited regarding the bioavailability of metallic 
nanoparticles and their subsequent accumulation in organisms,53,507,508 exposure can occur 
via individual particles, aggregated particles, particles sorbed to particulate organic or 
biological matter, and as dissolved metal ions.357 The form of exposure can have an impact 
on the rate of accumulation and on the resulting toxic effects.  Metallic nanoparticles that 
dissolve release metal ions from the surface of the particle, which can cause latent free-ion 
toxicity,507 which in turn can have different toxic impacts from exposure to the original 
nanoparticle.  
Toxicokinetics can be used to model the uptake and accumulation of an ENM in an 
organism over time under non-steady state exposures and complex uptake pathways.509–511 
Toxicokinetic models are composed of a series of differential equations that represent 
uptake and elimination processes to estimate the internal concentration in an individual 
organism over time.300,512–515 Thus, they require a basic understanding of the organism 
including resource acquisition, growth, reproduction, maturation, maintenance, and 
elimination rates.515 These rates of uptake, translation, and accumulation depend on the 
biological traits and conditions of the organism (e.g., age, size, maturity), the environment 
(e.g., food density, temperature), and the size, type, chemical composition, functionalization, 
and stability of the ENM. 491,516–518 
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In addition, single species toxicokinetics models have also been developed for specific 
ENMs including the accumulation and effects of ZnO on Mytillus galloprovincialis,515 CdSe 
quantum dot on P. aeruginosa,513 TiO2 and Al2O3 on Ceriodaphnia dubia,300 indicating that 
it is a functional approach for modeling ecosystem accumulation of ENMs. A similar 
biodynamic accumulation model was completed for accumulation and effects of Ag on 
Peringia ulvae and Lymnaea. stagnalis.497 These models indicate that there is accumulation 
of nanoparticles as well as dissolved ions for some ENMs and that the toxic effects 
vary.300,497,513,515 A recent study proposed using a biokinetic model that includes similar 
uptake and elimination kinetics to model the accumulation of Ag ENMs and dissolved silver 
in earthworms using parameters that were selected or deduced indirectly from the literature 
as a way of identifying key processes and parameters.357 
Biomagnification is a process where the pollutant concentration in an organism of a 
higher trophic level exceeds that in an organism in lower levels within a food chain. Trophic 
transfer up the food chain has also been investigated in limited studies for ENMs.50,184,487–
490,492,519 Current evidence suggests that ENM accumulation does occur and that uptake from 
primary producers up through the trophic levels is also probable.520 Dietary exposure can be 
a significant mode of transfer between primary producers and consumers.50 For example, 
ZnO was found to assimilate efficiently into L. stagnalis as a result of dietary exposure. 
TiO2 was found to transfer but not to biomagnify.490 Gold and silver were found both to 
transfer up the food chain and to biomagnify.50,184,519 In the terrestrial food chain, gold was 
found to transfer, but tissue concentration decreased with each trophic-step.488 Cerium oxide 
was found to accumulate in the terrestrial food chain though it was not clear whether it was 
the nano-scale CeO2 particles that accumulated with increase in trophic steps.489 Cerium 
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oxide was not found to accumulate or magnify significantly in a simple aquatic food chain 
involving filter feeders.492 Carboxylated and biotinylated quantum dots were found to 
transfer to higher trophic levels though no significant bioconcentration or biomagnification 
was observed.493 CdSe quantum dots on the other hand were found to biomagnify in a 
simple aquatic system.487 One study explored the uptake of nano-Ag and dissolved silver on 
the estuarine snail P. ulvae.497 Uptake rates demonstrated that dissolved Ag is twice as 
bioavailable as Ag in nanoparticle form.497 Prediction accuracy, when compared with lab 
experiments, indicates that this approach to modeling is effective for predicting the fate of 
metal and metal oxide nanoparticles in organisms. Beyond this, limited studies have 
investigated the addition of bioaccumulation resulting from food chain dynamics.  
This present study explores the accumulation of three metallic ENMs (CuO, TiO2, and 
ZnO) in organisms through a simple freshwater food chain. The degree to which 
accumulation and possible magnification occurs is investigated. Accumulation inside an 
organism depends on: (i) the external concentration of the ENM; (ii) absorption into the 
body through water, particulate matter, and sediment; (iii) dietary ingestion; (iv) metabolic 
transformation of the nanoparticle to the dissolved metal; and (v) excretion. The actual 
accumulation is the net result of these processes over time357,509 and is dependent on ENM 
characteristics,521–523 species-specific traits,524,525 and species-species interactions526. In this 
study, we gathered an up-to-date understanding of the environmental and biological fate of 
ENMs (as well as observed or predicted concentrations and process rates) and constructed a 
bioaccumulation model that we applied to a freshwater ecosystem. A sensitivity and 
uncertainty analysis was then used to identify priority areas for further research and 
refinement within the model. 
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4.2 Methodology 
The toxicokinetic model was developed to understand the rate of uptake and 
accumulation of ENMs in organisms in freshwater, based on a set of toxicokinetic 
calculations with differential equations to solve the internal body ENM and dissolved ion 
concentrations for each species over time. The model treats both the environments and the 
organisms as individual compartments into which ENMs and dissolved/complexed ions 
accumulate. Given data limitations, we treat organisms as single compartments through 
which uptake and removal via excretion occur.515 The model assumes a constant population 
and quantity of biomass within the system and that all biological parameters remain constant 
in spite of exposure, because the ecosystem is assumed to be stable, even with exposure. For 
this specific study, ENM concentration in the environment is held constant and uses 
predicted environmental concentrations from a fate and transport model.527 The model 
assumes that the ENMs are homogenously distributed both within the environments and the 
organisms, with constant exposure taken from the average long-term freshwater 
environment concentrations.  
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Figure 4.1 Conceptual Diagram of Organism Level Accumulation for a Generic 
Organism 
The model is based on the assumption that the exchange of ENMs and ions between an 
organism and the environment can be described using a single identical equation for each 
organism. Uptake, elimination, and dissolution of the ENM are the only processes modeled, 
due to a limited understanding of the internal transformations and interactions between 
ENMs and biological processes (Figure 4.1). Each species is connected in a food chain 
where each trophic level feeds the subsequent trophic level in the food chain, where the nth 
level of the food chain (n=2, 3, 4, etc.) represents that specific trophic level organism and 
species (Equation 1). The model assumes that rate constants do not change over time and 
that transfers are all first order processes; thus the body burden at given trophic level (Cb,n) 
is 
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Dissolved Ion Concentration
Media Concentration
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ke2
Environment
Organism
Direct ENM 
Uptake
Dissolved Ion
Uptake
Elimination of 
ENM
Elimination of 
Dissolved Ion
Dissolution
Uptake ENM via 
particulate matter
+
++
Exposure via
 Ingestion
ENM Particulate Matter Prey
  196 
!"!,!!" = k!,!C! + α!k!,!C!,!!! − k!,!C!,! − k!"#C!,! − D!C!,!                                 Eq. 1 
where ku,n is the uptake rate from the surrounding media (e.g. water) for the nth level 
species in the food chain, Cw is the concentration in media (in this case, water), αn is the 
assimilation efficiency of the ENM from the diet (ratio of chemical absorbed over chemical 
ingested), kd,n is the dietary uptake from ingestion of food for the nth level species in the food 
chain, Cd,n-1 is the internal body concentration of prey (lower trophic level, n-1), ke,n is the 
elimination rate of ENMs from the nth level species in the food chain, Cb,n is the body 
concentration of the nth level species in the food chain, kdis is the dissolution rate of the ENM 
(assumed to be comparable to the dissolution rate of the ENM in the media that the 
organisms inhabits) (Detailed dissolution rates are provided in Appendix Table A4.1).527 Dn 
is the daily mortality rate of the organism, calculated as  D! = !!!                                                                                                                         Eq. 2 
Where Ln is the average lifespan (in days) of an individual organism. This is included 
because the model is run for a longer time period than the average lifespan of any individual 
organism and we assume that the population remains constant over time, thus the effect of 
birth and death limits the total accumulation in the whole population and thus the trophic 
transfer.  
For species with multiple routes of non-dietary exposure, such as filter feeders, uptake 
and exposure can occur from sources other than the water column that may vary in rate 
based on the exposure route. For example, for filter feeders, the exposure routes include 
water, suspended particulates and dietary ingestion of phytoplankton.528 In this case, the first 
pair of variables in Equation 1 are expanded to include multiple ku,n and Cw pairs that change 
depending on the uptake exposure route and the concentration of the ENM in media (See 
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Appendix for species specific equations). This is important to include in the model because 
ENMs are prone to heteroaggregation with suspended particulate matter resulting in 
potentially higher exposures than if one were to include only direct water column exposure 
because heteroaggregation does not preclude bioavailability.506  
In addition, because we include loss of the ENM through dissolution, we also modeled 
the body concentration of the dissolved metal ion over time resulting from uptake of the 
dissolved metal ion, internal dissolution of the ENM to the dissolved ion (we assume this 
occurs at the same rate as dissolution in the corresponding environmental media because 
internal species-specific dissolution rates are not available), and subsequent elimination of 
the dissolved ion (Figure 4.1, Equation 3).  
!"!"#,!!" = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!"#,!                                         Eq. 3 
where ku3,n is the uptake of the dissolved metal ion from the water for the nth level of the 
food chain, Cw,dis is the dissolved ion concentration in the water, kedis,n is the elimination rate 
of the dissolved ion from the nth level species in the food chain, and Cdis,n is the 
concentration of the dissolved metal ion in the body.  
Growth dilution was excluded because we assume that the while individuals are born, 
grow, and expire, we assume the total biomass in the waterbody does not change and 
therefore total accumulation does not change. In addition, no transfer between individuals as 
a result of reproduction is assumed since we do not model growth and aging.  
A list of environmental parameters is provided in Table 4.1. As a case study, 
environmental concentrations for freshwater, freshwater suspended sediment, and freshwater 
sediment bed, and the dissolved metal ion in freshwater were calculated from the average 
long term estimates of environmental accumulation in the Greater San Francisco Bay Area 
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Region against the high-end release and production estimate.4,8 In selecting ENMs, we chose 
both soluble and insoluble types for comparison because, while both the particulate and the 
dissolved form can accumulate, intracellular dissolution has the potential to cause 
accumulation at cumulatively higher concentrations.357,529 
Table 4.1 List of Environmental Parameters 
Definition Parameter Units CuO TiO2 ZnO 
ENM concentration in water 𝐶! mg/L 2.92*10-7 5.92*10-6 2.84*10-6 
ENM concentration in suspended 
sediment 
Css mg/kg 3.72*10-2 2.07 0.88 
ENM concentration in sediment Csed mg/kg 2.32*10-4 1.51*10-2 6.55*10-3 
Dissolved ion concentration in 
water 
Cwdis mg/L 1.99*10-5 0 2.77*10-4 
Dissolution rate of ENM kdis 1/day 3.84*10-2 0 0.302 
Volume of water compartment VW m3 10,000 10,000 10,000 
Volume of suspended sediment 
compartment 
Vss Mg 
 
100 100 100 
Volume of sediment compartment Vsed Mg 
 
500 500 500 
To simulate the potential for biomagnification, several organisms were modeled to 
understand exposure pathways and accumulation rates across trophic levels. The same 
equation was applied to all organisms where the exposure media and environmental 
concentrations were specific to the biology of the organism (See Appendix). To describe 
possible ENM transfers through food chains, significant trophic levels were represented by 
one to two species. Two phytoplankton species were included at the primary producer level: 
a zooplankton and a benthic invertebrate represent the herbivore level, while a bivalve and a 
planktivorous fish represent the primary consumers; and an upper trophic level fish 
represents the secondary consumer in the simulated freshwater ecosystem (Figure 4.2). 
When actual diet compositions (from measurements or literature surveys) are translated into 
model input parameters, prey are represented by the organism used to represent the same 
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trophic guild as the general prey.495 Thus the representative zooplankton species consumes 
the representative phytoplankton species as its complete diet. 
 
Figure 4.2 Conceptual Diagram of Food Web in Freshwater System 
Food web includes two types of phytoplankton in the primary producer trophic level: a 
smaller consumable species (S. capricornutum) and a larger less edible species (Fragilaria 
crotonensis). The herbivorous trophic level includes a zooplankton (D. magna) and the 
benthic invertebrate (Hyalella azteca). The primary consumer level includes a planktivorous 
fish (Pimephales promelas) and a bivalve (V. constricta). Finally, the secondary consumer 
level is represented by a piscivorous fish (Oncorhynchus mykiss).  
Species-specific rates of uptake and elimination were identified from the literature in a 
tiered approach. Table 4.2 shows data for the first four species in a food chain for CuO; 
additional data are provided in Appendix Information Table A4.2. First, if ENM-specific 
rates were available for the specific ENM and species, these were preferred as they were 
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considered more accurate. 497,513,515 When such data were not available, then ENM-specific 
rates, either from similar ENMs or from similar organisms using the same ENM, were 
selected (Data selection process tiers are specified in Appendix). If these were also 
unavailable, then species-specific metal (not ENM or particle) rates were implemented. The 
same selection process applied to uptake and elimination rates for the dissolved metal. For 
example, dietary assimilation rates for ENMs and metals are quite rare, so the best available 
data was the assimilation efficiency of food, with the implicit assumption that assimilation 
of food and the metal present in the food occur at the same rate.530 The implicit assumptions 
in this data selection process are that: (i) rates are similar across metallic ENMs and metals 
and (ii) species with similar life history traits also have similar uptake and elimination rates. 
Table 4.2 Species Specific Parameters across ENMs for CuO for First Four Species in 
Food Chain  
Definition Parameter Units S. 
capricornutum 
F. 
crotonensis 
D. magna H. azteca 
Wet body 
mass of 
individual 
organism 
Mi mg 3.58*10-8, 6.8*10-7 3 8 
Uptake from 
water 
𝑘!!,! L/mg-day 2.4*10-2, * 2.4*10-1,* 1.6*10-2  5.79*10-4  
Uptake of 
solids 
ku2,n L/mg-day NA NA 1.6*10-1  4.8*10-5  
Uptake of 
dissolved ion 
from water 
ku3,n L/mg-day 1.41*10^-7  1.41*10-7  1.6*10-2  8.66 
Ingestion 
rate 
𝑘!,! g/mg-day NA NA 1.6*10-8  4.8*10-5  
Wet body 
concentration 
of ENM in 
prey 
𝐶!,!!! g/mg Internal model 
prediction 
Internal 
model 
prediction 
Internal 
model 
prediction 
Internal 
model 
prediction 
Assimilation 
Efficiency 
𝛼! -- NA NA 0.2 0.5 
Fecal 
elimination 
rate  
𝑘!,! g/mg-day 1.73*10-4  3*10-3  0.29 6.38*10-5  
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Fecal 
elimination 
rate of 
dissolved ion 
𝑘!"#$,! g/mg-day 0 0 0.29 2.52*10-3  
Lifespan 𝐿! days 2 3 60 365 
Biomass 
density 
Bn mg/m3 1 1 12.39 52.17 
Note: references provided in Appendix Table A4.2. 
* Adsorption rate of CuO to particulate matter. 
For some species, such as phytoplankton, adsorption to the surface of the phytoplankton 
may be a more significant process than actual internal accumulation.357,531 Thus, in the 
model, even though it is treated the same as uptake via respiration in fish, it is really an 
adsorption process where uptake is the association of the nanoparticles relative to the 
volume of the phytoplankton,513 which sorbs at a rate determined by the characteristics of 
the surrounding environment and the ENM. In this case, the rate is represented as the 
heteroaggregation rate constant for the ENM in freshwater based on lab studies of 
heteroaggregation with natural organic matter in freshwater, accounting for the relative 
concentration of ENMs and the phytoplankton in the sample freshwater system.36,369,440,532 
Bioaccumulation for each ENM was determined by comparing the BCFs for primary 
producers, BAFs for consumers, and BSAFs for benthic organisms. Each factor was 
calculated as the average wet-weight body concentration over the concentration in the 
primary exposure media.495 Biomagnification was estimated for consumer species as the 
average wet-weight body concentration of the organism over the average wet-weight body 
concentration in the prey organism. 
Model performance was evaluated through comparison with empirical data on organism 
and food chain accumulation results where this was 
available.50,221,252,300,455,485,486,489,490,492,497–505,513,515 A Monte Carlo-based sensitivity analysis 
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based on the Kolmogorov-Smirnov distances between cumulative distribution functions was 
applied to evaluate the importance of the input parameters that significantly impact 
accumulation results and the variance of the output.533,534 This method was selected because 
it provides transformation invariant global sensitivity measures.533,534 This was conducted by 
varying all parameters (environmental and biological, except the dimensions of the 
environmental media) by ±50% with a uniform distribution over 10,000 simulations because 
we assume relatively high uncertainty is implicit in the collected parameters. The resulting 
Monte Carlo gives us both a ranking of parameter significance on results and a range in the 
distribution of probable accumulation concentrations for both the ENM and the dissolved 
metal ion for each species. 
4.3 Results  
A comparison of accumulation over time in the sample freshwater ecosystem for the 
three ENMs and their dissolved component shows that the accumulation patterns vary across 
both ENMs and species (Figure 4.3). Also, steady-state concentrations are reached at 
different points for the three ENMs and the dissolved fractions. For example for both n-CuO 
and dissolved Cu, steady-state is reached within the first year except for fish and the bivalve 
(Figure 4.3A and 4.3B) while for Zn most species reach steady-state for n-ZnO (Figure 
4.3D) but only phytoplankton have reached steady-state with dissolved Zn (Figure 4.3E). n-
TiO2 (Figure 4.3C) appears to follow a similar pattern to n-CuO regarding accumulation 
rates, although unlike the other two ENMs, there is no dissolution of TiO2.  The 
phytoplankton and daphnia are depicted in various green tones, the benthic copepod and 
bivalve are depicted in brown tones, and the fish are depicted in blue tones. 
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Figure 4.3 Predicted Freshwater Accumulation of (A) n-CuO, (B) Dissolved Cu, (C) n-
TiO2, (D) n-ZnO, and (E) Dissolved Zn in a Simple Food Chain over the First Year of 
Exposure 
Comparing the long-term accumulation concentrations shows that for phytoplankton (S. 
capricornutum and F. crotonensis), daphnia (D. magna), and the bivalve (V. constricta) 
ENM accumulation may be more significant than accumulation of the dissolved ion (Figure 
4.4). For benthic copepods (H. azteca) and fish (P. promelas and O. mykiss) the opposite is 
true, where the dissolved ion accumulation is higher than the ENM accumulation. Total 
accumulation in phytoplankton, daphnia, and the bivalve are highest for TiO2, then ZnO, and 
lowest for CuO, reflecting the predicted concentrations of these ENMs in the San Francisco 
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Bay.527 Conversely, for the benthic copepod, accumulation is highest for dissolved Cu and 
dissolved ZnO over the ENMs. The fish species show the most unusual patterns with highest 
accumulation of dissolved Cu, followed by n-TiO2, then dissolved Zn, and the lowest 
accumulation for n-ZnO and n-CuO.  
 
Figure 4.4 Comparison of Steady-State Concentration for ENMs and Dissolved Ions 
across Food Chain Species 
BCFs for phytoplankton, BAFs for daphnia and fish, and BSAF for benthic organisms 
were calculated for each ENM relative to the exposure concentrations from either the water 
column or the sediment (Figure 4.5A). Results indicate that the highest bioaccumulation 
factors occur for daphnia and fish with the highest factors occurring for TiO2. 
Biomagnification factors were also calculated for all consumer species and results indicate 
that biomagnification does not increase consistently up the trophic chain (Figure 4.5B). 
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Figure 4.5 Bioaccumulation of ENMs and Dissolved Ions: (A) BCF, BAF, and BSAF 
for all ENMs and Species (units are L g-1 or kg g-1); and (B) Biomagnification for all 
ENMs and Consumer Species Relative to the Concentration of the ENM in the Prey 
Species 
The distribution of results provided by the Monte Carlo simulations provides a range in 
bioaccumulation concentrations when all input parameters are varied by ±50% for each 
species and each ENM (Figure 4.6). The range in predicted concentrations typically is one to 
two orders of magnitude with the most variable results for O. mykiss across all ENMs and 
dissolved Zn, P. promelas for all ENMs but not the dissolved fraction of Cu2+ or Zn2+. The 
benthic species and D. magna, on the other hand tended to have a fairly narrow range in 
predicted concentrations. In general, the range resulting from varying parameters by 50% 
was narrower for CuO and TiO2 and notably wider for ZnO.  
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Figure 4.6 Probability Distribution of Predicted Organism ENM (red) and Dissolved 
Ion (blue) Concentrations 
Each row is for a single species. The x-axis of each graph shows the predicted body-
burden (mg/g) and the y-axis shows the frequency predicted over 10,000 Monte Carlo 
simulations. 
Sensitivity rankings were calculated from the Monte Carlo simulation using the 
Kolmogorov-Smirnov test and used to identify key parameters. The parameters that most 
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impact bioaccumulation vary across ENMs and species, although there are some clear trends 
(Figure 4.7). Key parameters for ENM accumulation in ranked order include lifespan (L), 
uptake from water (ku2,w), assimilation efficiency (α), uptake from suspended 
sediment/sediment (ku2,s), dissolution rate (kdis), and elimination rate (ke). Assimilation 
efficiency increases in significance as trophic level increases. Conversely, lifespan decreases 
with importance as trophic level increases. The ENM dissolution rate, dissolved ion 
elimination rate, and uptake from suspended sediment and sediment are most significant for 
benthic species and filter feeders. Uptake of dissolved ion was a significant parameter for all 
species exposed to Cu2+ (Figure 4.7B), but surprisingly only significant to the benthic and 
filter feeders exposed to Zn2+ (Figure 4.7E). The environmental concentrations of both 
ENMs and dissolved ions are all important depending on the primary routes of uptake for 
each species. It is worth noting that because the prey concentration was a dependent variable 
and thus not included in this analysis, the fact that S. capricornutum is the base of the food 
chain indicates that there is some increasing impact up the food chain from the starting 
environmental exposure concentrations, however this analysis cannot differentiate between 
those impacts. 
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Figure 4.7 Sensitivity Ranking of Parameters for Bioaccumulation of (A) n-CuO, (B) 
Dissolved Cu, (C) n-TiO2, (D) n-ZnO, and (E) Dissolved Zn 
Species are on the x-axis from phytoplankton on the left to fish on the right in each plot 
and the varied biological and environmental parameters are on the y-axis. A higher 
sensitivity ranking indicates ENM bioaccumulation in a given organism is more sensitive to 
a particular parameter. A value of zero means that the parameter does not apply to that ENM 
or organism. 
4.4 Discussion 
The toxicokinetics model suggests that bioaccumulation does occur for ENMs and their 
dissolution products in most organisms to varying rates and some limited biomagnification 
also occurs for ENMs, although it doesn’t seem to increase consistently up the food chain. 
Biomagnification factors are also highest for nTiO2 and lowest for nZnO across all species, 
which relates in part to the extent of dissolution considered for each ENM.  
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Model results suggest that filter feeders, specifically the daphnia and the bivalve, and 
higher trophic level fish will accumulate ENMs in the greatest quantities, probably due to 
the higher rates of exposure and accumulation from both the environment and their diet 
relative to transformation and elimination rates. Interestingly, the benthic copepod 
accumulates the most dissolved Cu2+ and Zn2+ according to model predictions, which is an 
effect of the high observed uptake rates in H. azteca for both ions535 compared to that 
observed for other species.536–542 It is hard to predict what the potential impacts of these 
estimated accumulations may be because transformations that we do not account for may be 
quite significant, and the model does not predict where in each organism the ENMs and 
dissolved metal ions are accumulating, which can alter the observed toxic impact.543  
Establishing the relationship between exposure and toxic effect(s) requires an 
understanding of the internal, and sometimes site specific, concentration in the organism. 
Environmental concentration is often used as a surrogate for the site-specific concentration. 
Such values can vary substantially, but can and do affect policy and thus accuracy is key. 
What we have provided is a range in possible internal concentrations that can be connected 
with specific observed toxic effects beyond simply exposure and mortality. 
The different organisms took varying lengths of time to reach steady-state accumulation 
concentrations within the model. Generally, the larger and longer lived the species, the 
longer it takes to reach steady-state body burdens. For smaller organisms, steady-state 
concentrations were predicted within one year, but did vary substantially between ENMs. 
For example, for phytoplankton steady-state was reached after 1-2 months for nCuO and 
nTiO2, whereas it took over 7 months to reach steady-state for nZnO. Conversely, all the 
consumer species reached their steady-state concentrations for nZnO within 2 years, but 
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took 5 to 10 years to reach steady-state concentration for nCuO and nTiO2 (the exception 
being D. magna where steady-state was reached in 9 and 19 months respectively). What 
these model results indicate is that, at the ecosystem level, short term lab experiments may 
not effectively reflect the maximum bioaccumulation possible; though it should be kept in 
mind that we used predicted environmental exposure concentrations that are much lower 
than actual lab exposure concentrations.313,455,506,544,545 Food chain and mesocosm studies 
that are longer term and may be conducted at lower exposure concentrations, will be key to 
improving the predictive power of this model. 
While limited studies exist, few have measured the internal, mostly short term, 
accumulation of various ENMs for species included in this study. We are limited in our 
comparison because most studies are short-term at highest exposure concentrations.  Thus, 
either our predictions are comparable in spite of the time difference, or our predictions are 
lower because the studies used higher exposure concentrations than our NanoFate predicted 
exposure concentrations, or our predictions are higher because we modeled exposure over 
the long-term, allowing for more accumulation. The difficulty with comparing our results to 
those from studies on CuO and ZnO is that most studies measure the total accumulated 
metal, regardless of how much is dissolved or particulate, so we compare our results of 
ENM and dissolved metal accumulation to total metal accumulation.  
A study of a freshwater clam, Macoma balthica, found accumulation of 0.464 ug g-1 in 
soft tissue over 35 days after exposure to 147.7 ug Cu g-1 sediment. In comparison, the 
modeled freshwater bivalve (V. constricta), over 3000+ days of exposure to 2.3*10-4 mg Cu 
kg-1 sediment resulted in accumulation of 0.43 ug g-1.546 These, of course, result in differing 
BSAF values (3.14*10-3 and 1.87, respectively), yet the long-term bioconcentration is 
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surprisingly similar.546 A benthic snail (Potamopyrgus antipodarum) accumulated around 60 
ug Cu g-1 dry weight over 2 weeks exposure at 240 ug Cu g-1 sediment, for a nominal BSAF 
of approximately 0.25, which is closer to our predicted steady-state BSAF of 1.87 for the 
bivalve (V. constricta) but considerably higher than 7.4*10-4 for the benthic copepod (H. 
azteca).547 CuO uptake in another benthic freshwater snail, Lytechinus variegatus, resulted 
in an accumulation of around 3 ug g-1, with a BSAF of 0.094.548 It is also worth noting from 
this study that bioaccumulation of Cu ions was found to be substantially higher than that of 
bioaccumulation of n-CuO in lab studies, which we also found for some of our freshwater 
species.548  
Our model predicted an accumulation of 1.78 mg g-1 TiO2 for D. magna; an 
experimental study exposed D. magna to 0.1 mg L-1 TiO2 over 14 days and found 
accumulation of 4.52 mg g-1 dry weight .490 A study on TiO2 accumulation of D. magna 
found a BCF of 56,600 at 0.1 mg L-1 exposure over 24 hours; while our predictions are 
higher (BCF of 301,000), resulting largely from much longer exposure periods, which are 
roughly of the same order of magnitude.252 Studies on TiO2 accumulation in Cyprinus 
carpio found a BCF ranging from 325 to 617 over 20 days and 495 over 25 days at 10 mg L-
1 exposure, whereas for the similar trophic level species in our study (O. mykiss), the 
predicted BCF was 687 over 3650 days.549–551  
Multiple studies have been conducted on TiO2 accumulation in O. mykiss via both 
ambient and dietary exposure that found very low bioconcentration and biomagnification 
rates.552–554 For example, a 14-day ambient exposure test found that 0.44 umol Ti g-1 after 
exposure to 0.1 mg TiO2 L-1 (BCF ~0.2).552 One study on dietary exposure found nominal 
accumulation in the gut and across epithelial membrane over 21 days with a BMF of 
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approximately 0.005; the study observed that this was likely due to high aggregation rates in 
the presence of fish and absence of NOM, define which would act as a stabilizing agent.554 
Another study on dietary exposure over 8 weeks found that accumulation occurred in 
multiple organs and did not return to control concentrations during 2 week recovery period 
(BMF ~ 0.024).553 While these studies found much lower BMF values, indicating some over 
prediction in our model, the lack of excretion during the recovery period indicates potential 
for further bioaccumulation under a prolonged exposure period. 
In a study on trophic transfer and biomagnification, trophic transfer from D. magna to 
Danio rerio was observed for TiO2, with a BCF of 25, though no biomagnification occurred 
(BMF of <0.024), which agrees with our model predictions of a BCF of 66 for P. promelas 
and a much smaller BMF (2.22*10-4), indicating that magnification does not increase up the 
trophic chain.490 
Very few studies have measured accumulation of ZnO in freshwater species, and those 
that have tried tend to find that no significant uptake occurs.554 This is likely because 
exposure concentrations tend to be around 0.5 – 5 mg ZnO L-1, which will result in 
substantial aggregation and sedimentation. At more stable long term exposure 
concentrations, it seems likely that the uptake of both dietary transfer and accumulation do 
occur with 86% retention for L. stagnalis; and though not stated, this seems to imply that 
biomagnification was not observed.506 Our study predicts accumulation of 1.65 ug g-1 in the 
bivalve V. constricta which is similar to another study that found that at an exposure of 0.1 
mg L-1 ZnO for the bivalve M. galloprovincialis accumulation ranged from 100-200 ug g-1 
(dry weight), especially given that one is a freshwater species and the other is a marine 
species, which corresponds to differing BAF values 581 and 1-2 respectively. 543 Worth 
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noting is that our predicted BSAF for V. constricta was 0.25 kg g-1 and our BAF is probably 
substantially higher than the other study probably because while the other study appears to 
have only exposed M. galloprovincialis to ENMs in water, we have >2x the exposure since 
the exposure is via water and sediment.  
Modeling is still very limited by the availability of accurate parameters. Although ENM 
specific rates were available for some species, they were largely of marine species, such as 
M. galloprovincialis uptake of ZnO.515,543 In some instances, we were able to identify uptake 
rates that are specific to the metals (such as ionic copper uptake from freshwater for H. 
azteca535 and V. constricta539), which we used in preference to generic uptake rates. In the 
situations where specific uptake rates were substituted with either similar chemical uptake 
rates (e.g. mercury rather than copper) or when we had to assume 100% assimilation 
efficiency given known respiration rates, the accuracy of the model is clearly limited. The 
rates used in the model may also vary substantially depending on the ENM aggregation 
state, which also relates to variations in the environment. For example, if the pH of the 
freshwater system were to increase, agglomeration of many ENM would also likely 
increase62,69,162,555 and this might decrease the uptake rates from water or the assimilation of 
the ENM into the organism during respiration, which would decrease the accumulation in 
water column species. It is also possible that there is a maximum accumulation beyond 
which the ENM simply passes through the organism (as with M. galloprovincialis 102,543). 
This is again very system and organism specific and thus rather complicated to model 
without additional data and understanding. 
We assumed that adsorption (heteroaggregation) to the phytoplankton would be the same 
as the rate of heteroaggregation with suspended particulate matter for each system. There is 
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evidence that this is reasonable, though there likely would be some variability based on the 
size and characteristics of the individual phytoplankton.531 
In addition, we also assumed that the environmental dissolution rate of ENMs would be 
comparable to the internal organism dissolution rate of ENMs as there is no available 
research on the rate of specific ENM transformations, including dissolution. This is an 
important variable to differentiate because ENMs that don’t dissolve internally may be more 
likely to cause nano-specific toxicity whereas ENMs that dissolve may cause heavy metal 
toxicity purely as a result of the form accumulation takes and the ratio between ENM and 
dissolved ion accumulation. In addition, understanding speciation of the ENM is important 
because while we generally assume excretion occurs for both the ENM and the dissolved 
ion, for most species in the model, we do not actually know what is being eliminated (nano 
v. ion) and how the rates actually vary from form to form, which could substantially impact 
the steady-state accumulation of the ENM and the dissolved ion. Only one study on M. 
galloprovincialis showed that excreted pseudofeces contained substantial quantities of CeO2 
nanoparticles but not ZnO nanoparticles, which was mostly excreted as dissolved Zn.102  
It is generally difficult to predict if a nanoparticle passes through the lung/gill or gut wall 
into the body or simply remains attached to either the surface (e.g. phytoplankton) or the gut 
lining (D. magna556) but for the purposes of the model all routes contribute to accumulation, 
even though the various fates can greatly alter toxicity and not all would contribute to 
internal bioaccumulation. 
We should stress the conditional nature of the rate constants, because the environment, 
the biology, and the toxicity itself can all alter such constants over time. One key variable is 
the transformation of the ENM, both in the environment and inside the individual through 
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biotransformation. These transformations can alter the uptake and elimination rates and our 
level of understanding of these processes is still quite limited for ENMs. Because it is only a 
bioaccumulation model, this research does not predict what the toxic impacts will be as a 
result of ENM accumulation. This is largely because those impacts will vary substantially 
from ENM to ENM across sites, media, and species. In addition, because it treats the 
organism as a single compartment (excluding plants) it does not account for variable impacts 
or transfer rates within an organism. 
Quantification of rate constants for uptake of ENMs, excretion rates, and transfer 
through simple food chains should be a primary focus. It would be ideal if toxicity studies 
could also begin to measure body burden and the forms that the ENM take after entering the 
organism rather than just measuring external exposure and toxic effect. This would greatly 
improve the ability to model bioaccumulation dynamics. Additionally, there is a need to 
differentiate between uptake and accumulation of ionic and particulate ENMs as the toxic 
impacts may vary. One option, proposed by Baalousha et al. (2016) and used by Ramskov et 
al. (2015) is the use of isotopically labeled ENMs to track uptake, accumulation and 
form.357,548 
Modeling feedback of changes to biological rates as a result of exposure to ENMs (e.g. 
ingestion and respiration may decrease as a result of increasing exposure and accumulation) 
is currently a major gap in our understanding of bioaccumulation and potential 
biomagnification of ENMs. This limitation could be addressed if researchers incorporated 
this into accumulation and toxicity assessments, as they have begun to with M. 
galloprovincialis and O. mykiss.102,492,543 One study, for example, looked at the possible 
feedback effects on growth and food consumption resulting from exposure to TiO2.553 In 
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addition to this feedback, it would be useful to incorporate mortality as a result of 
accumulation, but no studies currently are available that measured this relative to 
accumulation. Instead studies only measure the external exposure concentration. 
We found that uptake, assimilation, dissolution, and elimination are all relatively 
important parameters for predicting bioaccumulation. Assimilation efficiency will prove to 
be important specifically for predicting biomagnification, whereas uptake from the various 
environmental media depends largely on the primary routes of exposure for each 
species.534,557 The results of the sensitivity analysis can be used to guide future research, 
specifically on primary modes of uptake and how rates vary with time. In addition, the 
assimilation efficiency and elimination will have a substantial impact on the actual 
accumulation of nanoparticles within organisms. For example, some organs will retain more 
of the accumulated ENM than others, which would have impacts on the total accumulation 
and the associated toxic impacts.552,553 While we identified which parameters are most 
sensitive, vis-à-vis their impact on accumulation, this does not tell us which may be more 
sensitive to accumulation feedbacks or environmental changes. For example, uptake can 
vary greatly by temperature and prey density.558 Though the estimates of bioaccumulation 
are very preliminary and our uncertainty analysis indicates a wide range in possible 
bioaccumulation, the framework is now available and can help guide future research to 
better predict these factors. Further work might include investigating accumulation and 
retention of ENMs in specific organs. Collectively, this research serves as a means to screen 
the potential for bioaccumulation characteristics of ENMs relative to biological parameters 
and identifies which parameters are targets for further research and refinement vis-à-vis 
accumulation mechanisms and rates. Though uncertainty in the predictions is high, this still 
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allows for improved cost-effectiveness in research by targeting research towards specific 
sensitive biological and environmental parameters.  
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4.5 Appendices 
Data selection tiers 
Parameter selection for each species and each ENM was conducted in a tiered process 
where the preference ranking was as follows: 
1. parameter measured for specific ENM and specific species 
2. parameter measured for specific ENM for similar species 
3. parameter measured for any ENM for specific species 
4. parameter measured for any ENM for similar species 
5. parameter measured for metal ion of ENM for specific species 
6. parameter measured for metal ion of ENM for similar species 
7. parameter measured for similar metal ion for specific species 
8. parameter measured for similar metal ion for similar species 
9. parameter measured for any metal ion for specific species 
10. parameter measured for any metal ion for similar species 
 
The search process started by looking for the specific parameter for each individual 
organism for each ENM.  If no ENM specific parameters could be identified, the metal ion 
equivalent was explored.  If parameters for the specific metal ion could not be found, then 
other commonly studied metal ions (e.g. mercury, cadium, etc.) were investigated.  This was 
done separately species by species for each parameter and ENM.  When a parameter for the 
specific species could not be identified, the parameter for a similar species (e.g. D. pulex 
instead of D. magna) was substituted.   The uncertainty increases moving down the ranking 
table. 
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Bioaccumulation Equations by Species 
1. S. capricornutum dC!,!dt = k!",!C! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
2. F. crotonensis dC!,!dt = k!",!C! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
3.  D. magna dC!,!dt = k!",!C! + k!",!C!! + α!k!,!C!,! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
4. H. azteca dC!,!dt = k!",!C! + k!",!C!"# + α!k!,!C!,! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
5. V. constricta dC!,!dt = k!",!C! + k!",!C!"# + α!k!,!C!,! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
6. P. promelas dC!,!dt = k!",!C! + α!k!,!C!,! − k!,!C!,! − k!"#C!,! − D!C!,! 
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dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
7. O. mykiss dC!,!dt = k!",!C! + α!k!,!C!,! − k!,!C!,! − k!"#C!,! − D!C!,! dC!"#,!dt = k!",!C!,!"# +  k!"#C!,! − k!!"#,!C!"#,! − D!C!,! 
 
Supplemental Table References 
Table A4.1 Dissolution rates for CuO and ZnO across a range of environments 
References: 51,52,55,62,88,95,97,98,100,101,105,146,203,227,256,285,292,302,306,327,335,338,368,391,394,453–457 
Table A4.2 Table of model parameter values for each organism and ENM indicating 
rates of uptake and elimination, biomass and biomass density, and average lifespan provided 
with references 
CuO: 535,536,538–541,559–589 
TiO2: 535,536,538,539,541,542,559–591 
ZnO: 266,535–539,541,542,559–590,592–594 
Table A4.3 Sensitivity Ranking of all model parameters for each ENM 
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Conclusions	
This doctoral research has improved our understanding on which processes significantly 
impact fate and bioaccumulation of ENMs in complex environmental systems. The role of 
heteroaggregation, adsorption, and dissolution in environmental fate and the significance of 
uptake, metabolic dissolution, and elimination of ENMs from organisms were identified as 
particularly important for both fate and bioaccumulation. 
In Chapter 1, we found while there is still a need to better understand the implications of 
ENMs, emerging patterns with regards to ENM fate, transport, and exposure combined with 
emerging information on toxicity suggested that risk would be low for most ENMs. In the 
atmosphere, high concentrations are not expected because of high removal rates resulting 
from heteroaggregation and wet and dry deposition. While these processes are all strongly 
dependent on particle size, removal is expected to be quite rapid and concentrations are 
expected to be low despite the small size of ENMs. The fate and transport of ENMs in 
natural waters is dependent on the characteristics of the ENM and the chemical properties of 
the water, specifically the ionic strength and the presence of NOM. Given that the rate of 
ENM-specific processes varies significantly between different water types, it is reasonable 
to assume that fate will vary substantially also. The fate of ENMs in soil is expected to be 
similar to those of traditional chemicals and colloids. The fate is strongly dependent on both 
primary particle size and aggregate particle size, as well as soil pore size, soil particle size, 
and soil characteristics. Under neutral pH, high ionic strength (e.g. high salinity or 
hardness), low NOM, and low flow conditions, ENMs are unlikely to be transported great 
distances. 
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A few processes were identified as key for predicting ENM fate including aggregation, 
sedimentation, and dissolution; the former two of which will occur in most environmental 
media whereas dissolution will only occur in systems with water. Aggregation and 
sedimentation were found to occur at fairly similar rates for most ENMs across the different 
water-types. Faster aggregation indicates that ENMs will not remain in the water column for 
long, and thus exposure to true nano-scale particles will be limited, whereas slower 
aggregation may result in greater likelihood of exposure. Faster sedimentation generally 
indicates lowered exposure to species living in the water column, but increased and 
prolonged exposure for benthic species. Slower sedimentation indicates that ENMs will be 
transported over greater distances, but it may also mean greater dilution over time. In most 
cases, dissolution is highly dependent on ENM composition and those that dissolve over 
relevant time scales cause the release of the metal ions and disappearance of the ENM. 
Those that do dissolve require further consideration because of the potential for both nano-
toxicological impacts and heavy metal impacts from the dissolved ion.  
In Chapter 2, we found that the toxicity thresholds for different ENMs in freshwater vary 
by many orders of magnitude for the low-end HC5 from 100 ng L-1 for n-Ag up to 3 mg L-1 
for CNTs. Exposure models that estimate the exposure of individuals or populations can be 
compared with the HC5 values estimated here to predict the ecotoxicological effects of 
ENMs and give an idea of how significant the risk associated with their use could be. 
Because the HC5 values are derived from acute LC50 observations, these predicted 
concentrations highlight the worst case scenario where, should these concentrations be 
exceeded in the actual environment, devastating ecological impacts would arise. When 
working with ENMs, the various possible configurations (e.g., size, shape, charge, and 
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presence of a coating or functional group) must be considered, because these can all alter 
chemical behavior in the environment and impact toxicity.226 Thus, it is important to 
consider ENM characteristics as well as possible environmental transformations that 
increase the uncertainty in toxic outcomes that underlie the SSDs.  
It is also important to recognize the uncertainty associated with our results, as the range 
of sensitivities of the species we included is quite variable from ENM to ENM, and no SSD 
was constructed with enough species to represent a comprehensive ecosystem. Despite these 
limitations, our results are useful in gauging and comparing the ecotoxicological impact of 
different ENMs. However, as more data become available to separate ENMs into clearly 
defined physico-chemically distinct groups (e.g. those based on size, shape, or coating) 
when developing SSDs, and specifically as more chronic data become available, the 
toxicological threshold predictions resulting from differing physico-chemical characteristics 
of the ENMs will improve. For example, Coll et al. (2015) was recently able to develop 
freshwater and soil chronic SSDs for TiO2 and ZnO based on NOEC levels rather than LC50 
levels. These can be used to estimate the concentrations in the environment above which 
toxic effects will begin to be observed. 
The objective in Chapter 3 was to develop a model that can evaluate the large-scale 
regional fate of specific ENMs. Humans and ecosystems are already being exposed to ENMs 
as these are released into the environment over their lifecycle.4,8,226 Once released, there is 
already sufficient understanding to know that transport will occur and that physical 
transformation such as aggregation, agglomeration, adsorption and surface transformation 
such as oxidation, dissolution, and sulfidation will all alter when, where, and how exposure 
occurs.85,226,345,359 This study begins to predict the implications of releasing ENMs into our 
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environment and determining whether that exposure will result in hazardous concentrations. 
The fate and transport model estimates the environmental distribution and accumulation of 
ENMs under a range of release scenarios. Comparison with SSDs indicates whether we are 
likely to see an ecosystem-wide toxic effects resulting from exposure to ENMs in freshwater 
and soil systems.  
Perhaps the most important conclusion from the model development process is the need 
for more experimental investigations designed to determine medium-dependent fate processes, 
rates, and both short and long term fate.357 When transfer and transformation rate constants are 
for specific nanomaterials, if a different type of nanomaterial is considered or the environment 
is very different from the one(s) used to estimate the average rate, then the short-term fate may 
vary considerably. In addition, the lack of observed data meant that only limited approaches 
were available to validate the results of the NanoFate model. While the benefit of our 
approach is that we do not need to wait for data-limited areas of research to be developed, we 
were still limited in that we could only compare our predictions of fate to other models that 
typically used a wide range of approaches and test scenarios. Never the less, our results still 
fell well within the predicted range from other existing models, though on the lower end for 
most compartments, except in air and sediments where our results tend to be somewhat higher. 
The differences also reflect that the various models often do not consider the same ENM 
sources, release amounts, routes, and time periods.  
By using a case study of ENM release into the Greater San Francisco Bay Area region, we 
have begun to identify which ENMs are of concern right now, and which may become a 
concern if production and release rates increase for a particular ENM. The case study results 
suggest that if current releases continue to increase and/or a substantial spill occurs, the 
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primary concern would be for ZnO and secondarily for TiO2 and CuO, particularly for 
agricultural soils and freshwater and marine sediments. Even accounting for the rapid rate of 
dissolution of ZnO in aquatic systems and the high levels of uncertainty implicit within the 
model, we predict that concentrations are likely to exceed the NOEC. As production and 
release increase, the volume of ENMs entering the environment (even for less toxic ENMs 
such as TiO2), could become sufficient to cause toxicity. In addition, the likelihood of 
accidental spills will increase and these are of concern, because of the potential for short-term 
and highly localized concentration spikes that could cause acute toxicity in a substantial part 
of an ecosystem. Additionally, even at low release volumes, the more toxic ENMs, such as 
CuO may still reach toxic concentrations. 
In Chapter 4, we found that bioaccumulation is likely to occur for metallic ENMs and 
some limited biomagnification may be observed, although there isn’t a consistent pattern of 
biomagnification up the food chain. Predicted biomagnification was highest for TiO2, likely 
due to a lack of dissolution of TiO2 within the model, and lowest for ZnO, likely due to 
substantial predicted dissolution. Model results suggest that filter feeders and higher trophic 
level fish may accumulate ENMs in the greatest quantities, probably due to the high rates of 
exposure and accumulation from both the environment and their diet. The different 
organisms took varying lengths of time to reach steady-state accumulation concentrations 
within the model. Generally, the larger and longer lived the species, the longer it takes to 
reach steady-state body burdens. For smaller organisms, steady-state concentrations were 
predicted within one year, but these did vary substantially between ENMs. What these 
model results indicate is that, at the ecosystem level, short term lab experiments may not 
effectively describe the maximum bioaccumulation possible; (although it should be kept in 
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mind that we used predicted environmental exposure concentrations that are much lower 
than actual lab exposure concentrations313,455,506,544,545). Food chain and mesocosm studies 
that are longer-term and that could be conducted at lower exposure concentrations will be 
key to improving the predictive power of this model. 
We found that uptake, assimilation, dissolution, and elimination are all relatively 
important parameters for predicting bioaccumulation. Assimilation efficiency will prove to 
be important specifically for predicting biomagnification whereas uptake from the various 
environmental media depends largely on the primary routes of exposure for each 
species.534,557 The results of the sensitivity analysis can be used to guide future research, 
specifically on primary modes of uptake and how rates vary with time. We also need to 
stress the conditional nature of the rate constants, because the environment, the biology, and 
the toxicity itself can all alter such constants over time. Quantification of rate constants for 
uptake of ENMs, excretion rates, and transfer through simple food chains should be a 
primary focus for future research. At the same time, these predictions of bioaccumulation 
are very preliminary and our uncertainty analysis indicates a wide range in possible 
bioaccumulation. Collectively, the research in this chapter serves as a means to screen the 
potential for bioaccumulation characteristics of ENMs relative to biological parameters and 
to identify which parameters are targets for further research and refinement vis-à-vis 
accumulation mechanisms and rates.  
The primary goal of this research was to investigate how environmental fate and 
bioaccumulation vary between different ENMs as environmental media also varies. This 
work identified key questions that need to be considered moving forward in order to 
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improve the quality of environmental risk assessment models for ENMs. These include the 
following three key questions.  
(i) How will fate vary in different regional environments? There are strong indications 
that climatic variables (such as precipitation) and regional characteristics (such as 
population) have implications for use and release, and may greatly alter the fate of ENMs.  
(ii) How will fate and bioaccumulation vary for ENMs not included in this research? For 
example, SiO2 is assumed to be relatively non-toxic much as with TiO2,151,210,211 but given 
the probability of very high production and release rates, it is still possible that toxic 
thresholds could be exceeded.4,8,367 In addition, ENMs such as n-Ag or CNTs may require 
further model development to include fate processes such as sulfidation, photo-oxidation, 
covalent reactions, and biodegradation which would change both the long-term 
environmental distribution as well as the forms that the ENM transforms into and thus the 
forms of exposure to biota.13,226,478–480,482,483  
(iii) How accurate are the preliminary estimated bioaccumulation factors in this 
research? As more accurate parameters for uptake, biotransformation, and elimination of 
specific ENMs become available the direct toxicological impacts of these predicted 
bioaccumulation rates will be greatly improved.  
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“For the first time in the history of the world, every human being is 
now subjected to contact with dangerous chemicals, from the moment of 
conception until death.”  
 
“We are accustomed to look for the gross and immediate effects and to 
ignore all else.  Unless this appears promptly and in such obvious form 
that it cannot be ignored, we deny the existence of hazard.” 
 
“If we are going to live so intimately with these chemicals eating and 
drinking them, taking them into the very marrow of our bones - we had 
better know something about their nature and their power.” 
                                                              
   --Rachel Carson 
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