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Effects of Horizontal Cell Network Architecture 
on Signal Spread in the Turtle Outer Retina. 
Experiments and Simulations 
JOSEF AMMERM~_~LFR,*§ WOLFGANG MOCKEL,'~ IDO PERLMAN,:~ JLIRGEN ROHRENBECK* 
In the Pseudemys turtle retina five functionally distinct, electrically coupled networks of horizontal 
cells distribute signals in the outer plexiform layer. These networks differ significantly in their 
architecture, as determined by intracellular labeling with Neurobiotin after physiological 
recording and identification. The density of H1 horizontal cells is highest, ranging around 
1800 cells/mm 2 at approximately 2.3 mm eccentricity. H1 horizontal cell somata re connected via 
6-10 thin, short dendrites. The H1 horizontal cell axon terminal network is composed of thick axon 
terminals, forming a three-dimensional, sheath-like structure. Networks of coupled H2 and H3 
horizontal cells lmve cell densities of around 210 cells/mm 2 and 350 cells/mm 2,respectively, atthe 
same eccentricity of 2.3 mm. Cell bodies are connected with 6-12 long, thin dendrites. Here we 
report for the first time H4 horizontal cell networks. Cell density is approximately 970 cells/mm 2 at 
2 mm eccentricity, and cell bodies are connected with 6-10 thin, short dendrites. General properties 
of passive voltage spread were compared for three of these horizontal cell networks using NeuronC. 
Realistic network architectures were obtained by digitizing the intraceilularly labeled networks, 
respectively. One network obtained from coupled H1 horizontal cell bodies, one from coupled H1 
horizontal cell axon terminals, and one from H2 horizontal cells were simulated. These three 
realistic networks were compared with an artificial, electrically coupled regular triangular 
network. Passive signal spread in these networks strongly depended on the exact network 
architecture using otherwise identical parameters. Changes in coupling strength affected signal 
spread in these networks differently. As in the experimental situation, changes in synaptic 
conductance influenced signal spread. Some principal effects of extensively coupled horizontal cells 
on photoreceptor signal processing were simulated with one type of photoreceptor connected by 
telodendria, synapsing onto an underlying triangular network and receiving feedback synapses. 
Under certain conditions, spatial information is coded in single photoreceptors. This was also the 
case in the experimental situation. In the simulation, spatial filter adjustment for optimal spatial 
coding in photo]receptors can be achieved by changing coupling strength in the horizontal cell 
network. Copyright © 1996 Elsevier Science Ltd 
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INTRODUCTION 
Horizontal cells of the vertebrate retina are extensively 
electrically coupled by gap junctions, distributing signals 
over areas as large as the., entire retina and feeding them 
back onto photoreceptors and forward onto bipolar cells 
(Dowling, 1987; Piccolino, 1995; Kamermans & Spek- 
reijse, 1995; Murakami et al., 1995). This basic wiring 
scheme of the outer etina seems to be very similar in all 
vertebrates (Dowling, 1987; Rodieck, 1988). Therefore, 
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we suggest that it represents a general organization 
principle in vertebrate vision. All retinas studied so far 
possess different ypes of horizontal cells. In addition, 
network architectures ofthe coupled horizontal cells vary 
to a large degree, and network coupling can be modulated 
by neuromodulators like dopamine (Leeper, 1978; Kolb 
& Lipetz, 1991; Witkovsky & Dearry, 1992; Kolb, 1994). 
This raises the questions of how different network 
architectures influence passive signal spread and how 
changes in coupling strength influence signal spread in 
these different architectures. In addition, principal effects 
on photoreceptors via feedback synapses need to be 
explored. 
In this study, we simulated some of the general 
consequences of different network architectures on signal 
spread in horizontal cell networks of the OPL. In 
addition, basic consequences of changes in coupling 
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strength for signal spread and for coding of spatial 
information in photoreceptors were studied. We used one 
of the best studied retinas, physiologically, morphologi- 
cally as well as neurochemically and ultrastructurally, the 
turtle retina. Certain types of photoreceptors are homo- 
logically and heterologically connected via gap junctions 
and/or chemical synapses (Kolb & Jones, 1985; Ohtsuka 
& Kouyama, 1986). Four morphological types of 
horizontal cells are homologically electrically coupled 
and specifically connected with photoreceptors via 
feedforward and feedback synapses (Ammermiiller et 
al., 1995a; Piccolino, 1995). Functionally, these four 
morphological types form five physiological types 
(Ammermfiller & Kolb, 1996). 
In the experiments, we physiologically identified each 
horizontal cell type and determined the network archi- 
tecture by intracellular labeling with neurobiotin. Digi- 
tized drawings of three examples, representing extreme 
network architectures, were used for compartmental 
computer simulations of passive voltage spread under 
various coupling conditions. Signal spread in an artificial 
triangular net was simulated for comparison. In addition, 
a simple photoreceptor-horizontal cell network scheme 
was used to elucidate basic effects onto photoreceptor 
signal processing. 
We found that the specific architectures play an 
important role in signal spread. Modulation of horizontal 
cell coupling in these networks has quantitatively 
different effects on signal spread in different architec- 
tures. Spatial coding in photoreceptor signals is severely 
affected by changes in horizontal cell network coupling. 
METHODS 
Experiments 
Adult turtles (Pseudemys scripta ssp.) were sacrificed, 
their eyes removed and hemisected. Preparation was done 
in accordance with the guidelines of the European 
Communities Council Directive (86/609/EEC). Light 
responses from photoreceptors and horizontal cells were 
intracellularly recorded from a turtle everted eyecup 
preparation superfused with Ringer solution (110 mM 
NaC1, 2.5 mM KC1, 2 mM CaC12, 2 mM MgCI2, 20 mM 
NaHCO3, 10mM D-glucose, adjusted to pH 7.4 by 
constant bubbling with a mixture of 95% 02 and 5% 
CO2) and kept in a dark chamber. Intracellular recordings 
were made with conventional electronics and Neurobio- 
tin filled glass microelectrodes (4% Neurobiotin in 0.5 M 
KCI). Electrode resistances ranged from 500 to 
1000 M~. Responses were stored on magnetic tape and 
displayed using a digital plotter or MacLab" hardware 
and software. 
Light stimuli were obtained from a 100 W tungsten 
halogen lamp. Maximum quantal flux density was 
3.6 × 1013 quanta/sec/cm 2 at 525 nm. The light passed 
through an electronically operated shutter, neutral density 
grey filters, and interference color filters, and was then 
collimated with a lens to evenly illuminate various 
stimulation patterns (spots and annuli of different sizes). 
Images of these patterns were then focused by a second 
lens onto the retina. Stimuli were centered onto the 
electrode tip after touching the axon layer with the 
electrode. After recording the light responses, positive 
constant current (approx. + 10 nA) was passed through the 
electrode to eject Neurobiotin. Location of each record- 
ing was noted in a map of the retina with the visual streak 
and the optic nerve head as landmarks for identification 
of cells. 
Photoreceptors and the different types of horizontal 
cells were physiologically identified according to the 
criteria used by Ammermfiller et al. (1995b). Test spots 
of different sizes (from 0.05 mm up to 4.2 mm radius, 
which is equivalent to full field illumination of the entire 
retina) were used to determine a two-dimensional length 
constant, as described in Perlman and Ammermfiller 
(1994). Shortly, a continuous curve was fitted through the 
normalized peak response amplitudes plotted against spot 
size, and the length constant was obtained by fitting the 
data to the equation (Owen & Hare, 1989): 
Vr/Vff = 1 - [1 + (r/A)]exp(-r/A) 
where Vr is the amplitude of the photoresponses elicited 
by a light spot of radius r, Vff is the amplitude of the 
response elicited by a full-field illumination with the 
same intensity, and 2 is the length constant of the 
horizontal cell network. This equation describes potential 
spread in a two-dimensional, conducting sheath with a 
constant passive membrane resistance across a unit area 
rm (ohms×cm 2) and a specific sheath resistance rs 
(ohms). It is a first approximation ofpotential spread in a 
two-dimensional syncytium of coupled neurons, and the 
apparent length constant is given by 2 = (rm/rs) 1/2 (Lamb 
& Simon, 1976; Hare & Owen, 1995). 
After the electrophysiological experiment and removal 
of the retina from the eyecup, it was mounted flat on a 
microscope slide and fixed for 1 hr (4% paraformalde- 
hyde in 0.1 M phosphate buffer (PB), 3% sucrose). After 
washing overnight in PB it was incubated for 1 day at 
4°C with a streptavidin-peroxidase complex (1:2000; 
Jackson) in phosphate buffered saline (PBS) containing 
0.1% Triton-X. After another wash in 0.1 M Tris-HCl 
buffer, pH 7.6, the Neurobiotin filled cells were 
visualized by incubating the retina for 10 min in 0.1% 
3,3'-diamonobenzidine t trahydrochloride (DAB) in 
0.01 M Tris-HC1 buffer, followed by a 20 min incubation 
in DAB with added 0.02% H202.  After several washes, 
retinas were mounted on microscope slides, coverslipped 
in 50/50% glycerol/PB, and examined in the microscope 
under transmitted light. Networks of Neurobiotin filled 
horizontal cells were visible as light-to-dark brown 
structures. Selected parts were photographed and drawn 
with camera lucida at 800× magnification. 
To study the architecture in the simulation, drawings 
were digitized using a digitizing tablet, and dimensions of 
somata and dendrites together with their coordinates 
stored in a personal computer. 
Simulation 
We used NeuronC (Smith, 1992, 1995) to construct 
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FIGURE 1. Elements for simulation of network properties. (a) Transduction elements imulating cones were connected to 
horizontal cells at nodes between dendritic segments and/or somata. (b) Horizontal cells were composed of dendritic 
compartments and a soma. (c) Triangular networks were constructed from single horizontal cells and connected via gap 
junctions at the tips of the dendrites. Each horizontal cell received input from 18 transduction elements. (d) Large scale networks 
were stimulated with light spots of different sizes. 
models of photoreceptor and horizontal cell networks and 
to simulate physiology. This tool is available to the 
public, carefully documented and can be downloaded by 
ftp (see Appendix). It uses compartmental modeling 
based on cable theory. Cell membranes are convention- 
ally modeled with batteries, conductances and capacities. 
Transduction elements imulate photoreceptor transduc- 
tion and cells can be connected by gap junctions and 
chemical synapses. In our simulation the idealized 
structure of a cone contained outer and inner segments, 
axon, pedicle, telodendriia, and a green-sensitive trans- 
duction element. Dendrites were treated as cables, somata 
as isopotential spheres [Fig. l(a, b); see Appendix for 
more detailed information]. The triangular network was 
generated by a C prograra that uses the numbers of rows 
and columns of cells as input. It located the cell bodies 
(12 mm diameter) in a triangular pattern [Fig. l(c, d)]. 
Six dendrites were added to each cell so that two 
neighboring dendrites formed an 30 deg angle [Fig. 
l(b, c)]. Each dendrite consisted of three segments with 
diameters decreasing from 3 to 1 mm (which is compar- 
able to the real diameters of turtle horizontal cell 
dendrites). A transduction element hat transformed a
light stimulus into voltage change was added at the end of 
each segment. Each cell carried 18 transduction elements 
[Fig. l(a, c)]. Dendrites of neighboring cells were 
coupled by gap junctions. In the case of the triangular 
network, 441 cells could be stimulated by circular spots 
of light with growing diameter, centered in the middle of 
the network. Voltage changes could be recorded at each 
node of the network. 
The coordinates, as well as dendrite and soma 
diameters for the simulations of the realistic networks, 
were obtained from the digitized drawings of neurobiotin 
filled H1-CB, H1-AT and H2 horizontal cell networks. A
C program was used to construct a NeuronC model of 
these drawings, assuming that the dendrites form 
cylindrical cables and the somas form spheres. These 
digitized architectures were then automatically converted 
into compartmental models by NeuronC (see Appendix). 
For the compartmental model of photoreceptor- 
horizontal cell interaction 120 "green sensitive" cones 
were placed in a regular triangular lattice and coupled to 
their six nearest neighbors via gap junctions or exciting 
chemical synapses. For the underlying horizontal cell 
network, we used the artificial triangular network. Both 
networks were connected to each other through excita- 
tory and inhibitory chemical synapses providing positive 
feedforward and negative feedback pathways. Synapses 
were implemented as exponential transfer functions (for 
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details see Smith, 1992 and the Appendix). This 
syncytium-like network approximated a dark-adapted 
single cone retina where HCs of a single type are tightly 
coupled via gap junctions. Step by step, the model was 
calibrated in the following way: (1) dark current of cones 
was adjusted to obtain a membrane potential of about 
- 20 mV. (2) Excitation of horizontal cells was adjusted 
to obtain a membrane potential of about -25  mV. 
(3) The activation of negative feedback hyperpolarized 
photoreceptors and horizontal cells, therefore, dark 
current and strength of feedforward excitation were 
readjusted to obtain the abovementioned potentials, 
which are close to the experimentally known dark resting 
potentials of cones and horizontal cells in the turtle retina. 
For the membrane parameters used in NeuronC see the 
Appendix. 
RESULTS 
Horizontal cell network architecture 
In the intracellular recording experiments from turtle 
retinal horizontal cells, light responses from two types of 
luminosity (L) horizontal cells and two types of chroma- 
ticity (C) horizontal cells were obtained. They were 
physiologically classified as L1, L2, C-R/B (red/green 
opponent), and C-Y/B (yellow/blue opponent) types, 
according to previously established criteria (Saito et al., 
1974; Ammermfiller et al., 1995a,b). In addition to these 
physiologically well-known response types, sometimes 
sluggish, hyperpolarizing light responses with a slow 
time course were recorded, which were not color coded 
and had a smaller summation area than the other types 
when tested with spots of increasing sizes. Otherwise, 
these responses were qualitatively similar to luminosity 
type responses [Fig. 2(a, b)]. 
Length constant measurements with white light spots 
of increasing diameter yielded length constant values 
ranging around 120 pm for C-R/G cells and around 
90/~m for C-Y/B cells [Fig. 2(c)]. Length constants for 
L1 units range from 200 to 400/~m and for L2 units from 
100 to 150#m and they show a strong intensity 
dependence (Perlman & Ammermfiller, 1994; Ammer- 
mfiller et al., 1995b). No reliable length constant 
measurements were obtained for the sluggish hyper- 
polarizing horizontal cell type. 
Intracellular Neurobiotin injection after the electro- 
physiological experiments revealed extensively and 
homologically dye-coupled networks of horizontal cells. 
These networks were compared with Golgi impregna- 
tions and Lucifer yellow labelings of horizontal cells, and 
classified histologically, following descriptions of hori- 
zontal cell types in the literature (Leeper, 1978; Kolb et 
al., 1988) They correlated with the physiological 
recordings in the following way [Fig. 3(a-d)]. L1 and 
L2 recordings were always correlated with labeling of H1 
networks [Fig. 3(a)]. In the case of recordings from L1 
units dye spread was always much more extensive in the 
H1 axon terminal (H1-AT) network than in the H1 cell 
body (H1-CB) network. In the case of recordings from L2 
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FIGURE 2. H2, H3 and H4 horizontal cells. (a) Responses ofan H4 
type horizontal cell to white light spots of increasing sizes (from left to 
right; 0.05, 0.1, 0.2, 0.4, 0.8, 1.6 and 3.2mm radius), log. rel. 
int. =-4.  (b) Light responses to white (w), red (R; 624nm 
wavelength), green (G; 525 nm wavelength), and blue (B; 450 nm 
wavelength) light spots (1.6 mm radius). R, G, and B were of equal 
quantal flux density (log. rel. int. = - 2). Calibration = 20 mV, 2 sec. 
(c) Length constant dependence of H2 and H3 horizontal cells on 
normalized full field response amplitudes. The latter is a measure of
light intensity used for length constant measurements. 
units, dye spread in both networks was of comparable 
size or was larger in the H1-CB network than in the H1- 
AT network. In the case of recordings from C-R/G units 
networks of H2 horizontal cells [Fig. 3(b)], and in the 
case of recordings from C-Y/B units networks of H3 
horizontal cells were labeled [Fig. 3(c)]. On two occa- 
sions Neurobiotin injection following recordings from 
sluggish horizontal cells was successful. In these cases, 
small dye coupled networks of H4 horizontal cells were 
labeled [Fig. 3(d)]. 
The density of H1 horizontal cells was highest, ranging 
around 1800 cells/mm 2 at approximately 2.3 mm eccen- 
tricity. H1 horizontal cell somata were connected via 6- 
10 thin, short dendrites with a mean neighbor distance of 
16.3 + 5 #m (n=56). The H1 horizontal cell axon 
terminal network was composed of thick axon terminals, 
forming a three-dimensional, sheath-like structure. Net- 
works of coupled H2 and H3 horizontal cells had cell 
densities and mean distances of around 210 cells/mm 2 
and 57+__7pm (n=53) and 350cells/mm 2 and 
50 _ 6 pm (n = 55), respectively, at the same eccentri- 
city. Cell bodies were connected with 6-12 long, thin 
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FIGURE 3. Neurobio!:in fills of turtle horizontal cell networks. (a) H1, (b) H2, (c) H3, and (d) H4 horizontal cells showing 
extensive, homological dye-coupling. In (a), somata nd axon terminals were filled due to dye transport through the axons. 
Scale = 0.1 mm. 
dendrites. Cell density of H4 cells was approx. 970 
cells/mm 2 at 2 mm eccentricity, and cell bodies were 
connected with 6-10 thin, short dendrites keeping amean 
distance of 27 + 6/lm (n = 15). 
Effects of network architecture on passive voltage spread 
These experimental results how that in addition to the 
networks of coupled photoreceptors (Lamb & Simon, 
1976; Baylor et al., 1971) at least five functionally 
distinct networks of electrically and dye-coupled hori- 
zontal cells exist in the Pseudemys turtle retina. In order 
to study general properties of signal processing in 
morphologically different, electrically coupled networks 
we simulated passive voltage spread in these different 
architectures a described in the Methods ection. Figure 
4 shows the four examples tudied. The first one is an 
artificial, triangular network constructed as described in 
the Methods ection. Dendrites taper from the somata to 
their tips and at the contact points gap junctions connect 
to the next cells. Therefore, each cell is connected with 
six gap junctions to its neighbors [Fig. 4(a)]. All gap 
junctions were chosen to be identical in unitary conduc- 
tance and area. However, both parameters could be 
adjusted independently. The voltage spread in this kind of 
network can be described analytically as long as the grid 
constant (distance between eighboring somata) is much 
smaller than the length constant (Lamb & Simon, 1976) 
and the fit of voltage spread data in order to obtain 
quantitative length constant values closely follow the 
equation obtained from the analytical description of this 
network (see Methods; Lamb & Simon, 1976; Lankheet 
et al., 1990; Hare & Owen, 1990). This architecture was 
used to compare simulations carried out with idealized 
horizontal cell network architectures like this with the 
simulations performed with the digitized, realistic 
architectures obtained from the intracellular stainings. 
The grid constant of the triangular net was chosen to fit 
the average distance of somata (57 #m) in a H2 hori- 
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FIGURE 4. Plots of the horizontal cell networks used for simulation. (a) Artificial, triangular network. (b) H2 horizontal cell 
network obtained from intracellular labeling. (c) H1 cell body; and (d) H1 axon terminal network. Gap junctions were assumed 
to be located at all contact points. Somata are indicated by circles. (b), (c) and (d) are the same magnification. 
zontal cell network with realistic architecture, shown in 
part in lower magnification i Fig. 4(b). In the simula- 
tions performed with the realistic architectures, we 
assumed that each dendritic ontact point (as determined 
in the microscope) forms a gap junction. As a conse- 
quence, there exists a larger number of gap junctions in 
the simulated H2 network architecture than in the 
triangular net, due to the larger number of contact points 
between neighboring cells. However, gap junction 
parameters for each single gap junction were chosen to 
be identical to the ones of the triangular net (see Methods 
section). Also, all other specific parameters (like specific 
membrane resistance across a unit area, rm, given in 
ohms x Cm 2, or specific membrane capacitance, Cm, given 
in F/cm 2) were kept constant in this part of the 
simulations. This means that only the architecture varied 
between the different simulations. Depending on the 
exact network type the effective time constants, intra- 
cellular resistances and membrane resistances varied 
considerably as a consequence of different absolute 
membrane areas and intracellular volumes. This becomes 
quite clear from Fig. 4(c) and (d), which show the 
digitized neurobiotin labeled H1-CB and AT networks at 
the same magnification as the H2 network. The H1-CB 
network was chosen to study the effect of increased cell 
density on signal spread. It is very similar to H4 
networks, which have cell densities ranging between 
H2 and H1-CB networks, but possess approximately the 
same number of dendrites per cell as the H1-CB networks 
(Leeper, 1978; Kolb et al., 1988; Ammermtiller & Kolb, 
1996). The H1-AT network was chosen to study signal 
spread in a three-dimensional, sheath-like structure of 
coupled cells. 
Examples of passive voltage spread simulations for 
these four networks are shown in Fig. 5. In all cases a 
constant, +0.1 nA current step of 400 msec duration was 
injected in one soma and voltage was simulated at various 
radial distances indicated in the diagrams. Two main 
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results can be seen. Firstly, the steady state voltage 
response at the current injection points differed con- 
siderably. It was largest for the triangular net and the H1- 
AT net [Fig. 5(a, d)], and smaller for the H1-CB and H2 
networks [Fig. 5(b, c)]. Secondly, voltage spread along 
radial distances also differed considerably. This can be 
better seen in Fig. 6(a), where normalized, steady state 
response amplitudes are plotted against distance from the 
center. Relative lateral voltage spread was best in the H2 
network [open circles in Fig. 6(a)] and worst in the H1- 
AT network [open squares in Fig. 6(a]) under the 
coupling conditions chosen for this specific simulation. 
Length constant values were obtained from these graphs 
by fitting the data with a simple exponential decay 
function (Vr/Vmax = exp[--r/2]; Lamb & Simon, 1976). 
Both effects een in Figs 5 and 6 are the result of differing 
input resistances due to different membrane areas, in 
combination with different length constants due to 
different total gap junctional resistances. Both differ- 
ences are a consequence of the differing network 
architectures, assuming otherwise identical specific 
passive membrane parameters. The internal cytoplas- 
matic resistance played a minor role in voltage spread, 
because the gap junctional resistance was assumed to be 
much higher in these cases. 
Effects of coupling strength 
In the examples hown above, biologically realistic 
specific membrane parameter values were chosen for 
simulation. However, we do not know if these parameters 
are indeed the same for the different horizontal cell types. 
If they are not, we do not know what their values really 
are and how they depend on different conditions of the 
retina. One parameter, however, the gap junctional 
conductance is known to change under certain conditions 
in a qualitatively predictable manner. Under the influence 
of dopamine, H1, H2 and H3 horizontal cells have been 
shown to uncouple due to decreased open time 
probability of gap junction channels (Gerschenfeld et 
al., 1982; Perlman & Ammermiiller, 1994; AmmermiJller 
et al., 1995b). This decreased conductance was simulated 
by changing the gap junctional area for each gap junction. 
4096 J. AMMERMI]LLER et al. 
a 
0 
.__= 
E < 
(D or) 
c- 
O 
0.. 
o~ (~ 
r r  
rr 
1,0 
0,8" 
0,6 
0,4 
0,2 
0,0 
0,00 
. . . .  I . . . .  I . . . .  I . . . .  I . . . .  I ' ' ' ' 
0,05 O, 10 O, 15 0,20 0,25 0,30 
Distance [mm] 
b 
2500 
1  5oo 1 
o ] 000 o 
o°;1 
0,001 0,01 O, 1 1 
Relative Coupling Strength 
FIGURE 6. Dependence of length constant from architecture and 
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towards the periphery in the simulation of Fig. 5. Response amplitude 
was normalized to voltage at injection points, respectively, and plotted 
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networks. Symbols for (a) and (b); solid circles: H1-CB network; open 
circles: H2 network; solid squares: triangular network; open squares: 
H1-AT network. 
Simulations were repeated for the various architectures 
assuming different relative coupling strengths. Length 
constants were again obtained by fitting the passive 
voltage decay data with the e-function from above. The 
calculated length constant values were then plotted 
against he relative coupling strength as shown in Fig. 
6(b). 
The results show that the length constant-coupling 
strength dependence onsiderably differs for the various 
network architectures. Whereas the length constant for 
the triangular network [solid squares in Fig. 6(b)] does 
not depend very critically on the coupling parameter, the 
H2 network [open circles in Fig. 6(b)] and especially the 
H1-AT network [open squares in Fig. 6(b)] are very 
sensitive to changes in relative coupling strength. The 
H1-CB network lies somewhere in between. It has to be 
noted, at this point, that two parameters influence this 
behavior; firstly, the conductance of the single gap 
junction (which was the only parameter changed here by 
changing the area of each single gap junction) and, 
secondly, the total number of gap junctions in the 
network, which depends in reality on the network 
architecture and other, unknown factors. Since we do 
not know the exact number of gap junctions in real 
horizontal cell networks nor the gap junctional area, each 
curve can be shifted arbitrarily to the left or to the right. 
However, this does not change the more or less steep 
dependence of the length constant from the coupling 
strength. A thumb rule for the necessary shift may be the 
physiologically measured length constants for horizontal 
cell networks in the dark adapted turtle retina, which 
range between 200 and 400#m for H1-ATs, between 100 
and 150pm for H1-CBs, around 120 #m for H2, and 
around 90/tm for H3 networks (see above; Perlman & 
Aa-amermiiller, 1994; Ammermiiller et al., 1995b). This 
means that the H1-AT network length constant might 
show a much steeper dependence on coupling strength 
than the other networks. 
Intensity dependence of the length constant 
In previous tudies, a strong dependence of the length 
constant from the normalized full field light response 
amplitude and, therefore, from the stimulating light 
intensity used to measure the length constant was 
reported for L1 and L2 horizontal cells (Pedman & 
Ammermiiller, 1994; Ammermiiller et al., 1995b). In 
order to study this behavior in the simulated networks 
light transduction elements were added to the model, 
introducing excitatory, light sensitive conductances onto 
the horizontal cell networks. These contained excitatory 
driving forces and light-dependent resistances in the 
simulation model and changed the effective specific 
membrane resistance, depending on light intensity. 
Parameters were adjusted to yield dark resting potentials 
of -20  and -25  mV and saturating peak light response 
voltages of -65  to -70  mV for horizontal cells, in 
accordance with physiological values. The triangular 
network was tested in this simulation and compared with 
the physiological measurements on H1-CB (L2) net- 
works. Figure 7(a) shows the dependence of the normal- 
ized light response amplitude from light spot diameter for 
three light intensities in the simulation. From fits of these 
curves values for the length constants were obtained 
which depended on light intensity, measured as normal- 
ized full field response amplitude [Fig. 7(b)]. This was 
also the case for the experimentally determined length 
constants [Fig. 7(c, d); Perlman & Ammermiiller, 1994; 
AmmermiJller et al., 1995b] and the steepness of this 
dependence was very similar for the simulation with the 
triangular net compared to the experimental measure- 
ments. We therefore conclude that changes in synaptic 
conductance are sufficient to explain the length constant- 
intensity dependence in horizontal cell networks. 
Interaction with photoreceptors and coding of spatial 
information in single photoreceptors 
The most important feature of horizontal cell networks 
in the retina is the negative feedback onto photoreceptor 
terminals (Piccolino, 1995). With respect o coding, we 
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were interested in how this feedback influences photo- 
receptor signals and what the effects of changes in 
coupling strength are. To study general properties and in 
order to keep the situation as simple as possible we again 
used the triangular horizontal cell network and connected 
it to only one photoreceptor type. Photoreceptors could 
interact via excitatory connections imulating teloden- 
drial contacts [1 in Fig. 8(a)]. Responses to light spots 
were simulated for all elements. However, for visualiza- 
tion, responses along a line of photoreceptors extending 
from the stimulation center to the periphery were plotted 
[like photoreceptors 1-5 in Fig. 8(b)]. This generalized, 
three-dimensional network model consisted of 120 
photoreceptors and the same number of horizontal cells. 
Simulated light stimuli produced responses very 
similar to the ones in real recordings. In Fig. 9 responses 
of all horizontal cells [Fig. 9(a)] and all photoreceptors 
[Fig. 9(b)] are shown for stimulation with a 70/~m 
diameter light spot. All horizontal cells were transiently 
hyperpolarized, with a stronger esponse in those cells 
lying inside the stimulation area, compared to those lying 
outside [Fig. 9(a)]. The feedback in the model also 
produced a transient hyperpolarizing response in those 
photoreceptors lying inside the stimulation area, how- 
ever, it produced a depolarization i those photoreceptors 
lying outside the stimulation area, due to a surround 
inhibition. One interesting feature was the constant 
voltage difference [Vaiff; the difference between peak 
on-transient, Vpeak, and plateau potential, Vs.s.; see Fig. 
9(b)] for all photoreceptors inside the stimulation area. 
This was the case even though the absolute amplitude 
(Vpeak) differed. The spatial distribution of these different 
photoreceptor signal components i  shown in Fig. 10. In 
Fig. 10(a) the peak voltage Vpeak of all photoreceptors and 
in Fig. 10(b) the difference voltage Vdiff of all 
photoreceptors lying inside the stimulated area is plotted. 
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FIGURE 8. Basic architecture for the simulations of the photoreceptor- 
horizontal cell network interactions. (a) Cones were interconnected 
with telodendria (1), horizontal cells with gap junctions, and both 
networks interacted via positive feedforward and negative feedback 
synapses (2). (b) Circular spots of increasing size successively 
stimulated radially lying cones directly. 
The dependence of Vdi ff from spot size is demonstrated 
in more detail in Fig. ll(a) for five selected photo- 
receptors. They are numbered 1 to 5 and lie along a radial 
axis from the stimulation center towards the periphery 
[see Fig. 8(b) and inset in Fig. ll(b)]. With increasing 
spot size more and more photoreceptors were directly 
stimulated and, therefore, hyperpolarized [1 . . . .  5 in Fig. 
ll(a); 1-5 is an overlay of all photoreceptor traces]. A 
depolarizing surround effect occurred in unstimulated 
photoreceptors. The response of the central photoreceptor 
had a maximum at a certain spot size (50 mm in this case) 
because depolarizing influences from the direct neighbors 
were reduced. With increasing spot size the responses 
became more transient. This feature depended on the 
time delay in the negative feedback of the model. Delays 
up to 100 msec were tested, and a substantial peak was 
observed for delays longer than 20 msec. Although the 
absolute peak amplitude of the photoreceptor response 
depended on its location within the stimulating spot, Vdi ff 
did not [Figs 9(b), 10 and 1 l(a)]. A more detailed analysis 
revealed a clear dependence of Vdi ff from spot size [Fig. 
ll(b)]. However, light intensity also influenced this 
dependence. At low intensities the dependence was not 
very strong [a and b in Fig. ll(b)] in contrast to higher 
intensities where Vdiff depended very strongly on spot 
size [d and e in Fig. ll(b)]. These results are in 
accordance with electrophysiological measurements 
from single red sensitive turtle cones, where Vdiff was 
clearly correlated with spot size (Fig. 12). 
Results from simulations of the effects of changes in 
horizontal cell coupling onto cone peak amplitudes as 
well as on Vdiff are shown in Fig. 13. The model was the 
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FIGURE 9. Responses of all 120 cones and horizontal cells in the interacting networks. (a) Simulated light responses of the 
horizontal cells and (b) the cones differ in time course. Cones lying outside the stimulation area show a depolarizing surround 
effect. Vaiff is identical for all cones lying inside the stimulation area. 
HORIZONTAL CELL NETWORK ARCHITECTURE 4099 
(a) 
-15 
-20 
-25 
> 
E -30 
-35 
~" -40 
< 
-45 
-50 
-55 
Spatial distribution of peak amplitude 
0 80 ~ 20 60 50 4 
Y coordinate 
" (JO0© 
0 
v 
-2 > 
-4 
100 
(b) 
Spatial distribution of Vdiff 
80 70 60 50 40 30 20 10 
Y coordinate 
ol O0 
FIGURE 10. Graphical representation f the spatial distribution of 
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Fig. 9. 
same as above. Changes of horizontal cell coupling had a 
relatively small effect on cone peak response amplitude 
for different spot sizes [Fig. 13(a)]. However, it is 
interesting to note that peak responses to small spots were 
enhanced in simulations where the horizontal cells were 
strongly coupled, whereas responses to large spots did 
not depend very much on coupling strength. A more 
drastic dependence on coupling strength was observed in 
cone Vain [Fig. 13(b)]. Vdi ff decreased with increasing 
coupling strength for all spot sizes. However, this 
dependence was again different for different spots. The 
overall effect is that smaller spots can be more reliably 
coded under uncoupled conditions. The difference in Vdiff 
is large when changing from one small spot to another 
[e.g. spot 10 compared to spot 30 for le -4 /zm 2 coupling 
strength; see Fig. 13(b)], but large spots all produce 
approximately the same Vdiff. The opposite is the case for 
strong horizontal cell coupling conditions. Here changes 
in large spot sizes are more reliably coded than small spot 
sizes, which produce no Vdiff at all [data points on the 
right side of Fig. 13(b)]. 
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(a) Responses of five cones (1-5) lying radially as indicated in the inset 
of (b). They were stimulated with spots of increasing size but constant 
intensity (lowest race). 1-5, overlay of traces 1-5. HC, simulated light 
responses of the underlying horizontal cell network. (b) Plot of the 
Vuiff spot size intensity dependence for increasing light intensities 
(a<b<c<d<e). 
DISCUSSION 
In this paper passive voltage spread in coupled 
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horizontal cell networks of different architectures and 
effects on photoreceptors, both experimentally and in 
computer simulations, was studied. We used the simple 
model of passive voltage spread based on cable theory in 
a compartmental model in order to keep the number of 
unknown, free parameters as small as possible. All other 
parameters we used were in the biological range (see the 
Appendix). Two main results were obtained: firstly, 
passive signal spread in a coupled horizontal cell network 
depends on the exact network architecture and changes in 
coupling strength affect voltage spread differently in 
different architectures. Secondly, by negative feedback 
interaction onto photoreceptors, coupled networks of 
horizontal cells can introduce spatial information into 
single photoreceptor light responses. This again depends 
on coupling strength in the horizontal cell network• 
Quantitative analysis of electrotonic current and 
voltage spread in the horizontal cell syncytium has been 
based upon a two-dimensional conducting lamina or 
upon a network of regularly arranged iscrete units. The 
mathematical derivation of this length constant and, 
consequently, the description of voltage spread depends 
on several critical assumptions (Lamb, 1976; Lankheet et 
al., 1990; Hare & •wen, 1990). One of these assumptions 
is that synaptic onductance does not significantly change 
total membrane resistance. If this is not the case then the 
length constant is no longer a constant but depends on the 
light intensity used to measure it. This has been shown 
experimentally (Perlman & Ammermfiller, 1994) and in 
simulations (this study). This property complicates 
models of signal processing and interpretation of 
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experimental results, because one has to clearly distin- 
guish between the different conditions. Length constant 
measurements with spots of increasing size centered over 
the recording electrode change the properties of the 
underlying horizontal cell network in another way as, for 
example, measurements with small spots or slits 
stimulating at various distances from the recording 
electrode. Values for length constants obtained with 
these different methods are not directly comparable, 
because the measurement-induced conditions are differ- 
ent and, therefore, the underlying basic assumptions for 
the mathematical derivation are different. 
Another complication is the fact that in models of 
networks of discrete units the length constant has to be 
larger than the mean distance (grid constant) between 
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single units in order to obtain meaningful measurements 
with spots of increasing size. This assumption is only 
poorly fulfilled for H2 and H3 networks, where length 
constants eem to be in the same order of magnitude as 
grid constants. More complicated theoretical descriptions 
not yet available would be needed in these cases. In 
addition, unrealistic parameters have to be used in a 
sheath-like model of horizontal cells to realistically 
simulate voltage spread :in networks like H1-CB, H2, H3 
or H4. Simulations with realistic network architectures 
like the ones performed here may be a better way to 
understand signal spread in realistic horizontal cell 
networks and signal processing in the OPL. 
One interesting result of this study was the fact that 
different architectures strongly influence signal spread, 
even under the simplifying assumptions of our study and 
that the length constant-coupling strength dependences 
vary considerably among architectures. Only the H1-AT 
networks approximately followed theoretical predictions 
(Umino et al., 1994). This is the case, because this 
network most closely resembles the theoretical sheath- 
like or grid-like structures, on which the predictions are 
based. For the other networks (H1-CB, H2, H3, H4) the 
restricted, tiny dendritic diameters of less than 1 mm at 
the gap junction contact points restrict he length constant 
values, which reach saturation at high relative coupling 
strength [see Fig. 6(b)]. Therefore, the various horizontal 
cell architectures constitute different spatial (and tempor- 
al) filters, which can be independently adjusted by 
neuromodulators like dopamine, which changes coupling 
strengths in each of the networks tudied experimentally 
in the turtle retina (Ammerm~iller t al., 1995b). One 
could speculate that the H1-AT network in the turtle is 
responsible for long range, global signal spread for 
general adaptation in ~Lhe luminosity range and that 
voltage spread in this network is mostly sensitive to 
changes in dopamine concentration. 
Comparing length constants of turtle retinal horizontal 
cells with those of well studied fish retinal horizontal 
cells reveals interesting differences. Length constants of 
fish horizontal cell axon terminal networks, whose 
architecture is very similar to turtle H1-AT networks, 
may reach values up to around 1500 mm, depending on 
the exact experimental situation (for a detailed iscussion 
see Kamermans & Spekreijse, 1995). From Fig. 6 it 
follows then, that fish axon terminals would be 2-3 times 
more strongly coupled than turtle H1-AT networks under 
the experimental conditions used for these measure- 
ments, and that length constant depends more steeply on 
coupling strength changes. Fish cone horizontal cells 
form three groups (H1-H3), all of which are more similar 
in architecture than turtle, horizontal cells and all of which 
comprise cell bodies connected to axon terminals 
(Weiler, 1978). Therefore, we would suggest that 
functional properties are more uniform among the H1- 
H3 groups, in contrast 'to the situation in turtle, where 
functional properties eem to be more diverse among the 
different horizontal cell networks (see Fig. 6). Qualita- 
tively, fish H1-H3 horizontal cell networks probably 
resemble turtle H1-CB and H1-AT networks, albeit they 
probably are more strongly coupled. However, one 
always has to keep in mind the fact that horizontal cell 
spatial properties are very dynamic (Kamermans & 
Spekreijse, 1995). 
Interestingly, H1-ATs in the turtle retina are the only 
structures connected with both rods and all cones in this 
retina. H1, H2 and H3 networks are involved in color 
pathways (Ammermiiller & Kolb, 1996). Modulation of 
their coupling strengths could adjust certain color 
domains and distribute color-related signals among 
cones, respectively. The function and connectivity of 
H4 horizontal cells, which are described here for the first 
time physiologically, remains to be elucidated. 
Horizontal cells have several functions in signal 
processing in the outer retina (see Kamermans & 
Spekreijse, 1995). In our simulations we found that 
interaction with photoreceptors via positive feedforward 
and negative feedback synapses opens the possibility of 
spatial coding in single photoreceptor signals. Under 
certain conditions, Vdiff is clearly correlated with 
illuminated area. Again, this correlation can be tuned 
by changing spatial signal spread in the underlying 
horizontal cell network, for instance by changing 
coupling strength through a neuromodulator. However, 
as we saw from our results, spatial spread also depends on 
network architecture and synaptic conductance in the 
horizontal cell network. This means that spatial spread of 
signals is automatically influenced by the light stimulus. 
The exact consequences of these interactions have to take 
into account the exact feedforward and feedback 
connection schemes among different photoreceptor and 
horizontal cell types. These exact connection schemes are 
still completely unknown. Therefore, we have chosen the 
simplest assumptions in our simulations. This correlation 
does not mean that exact spot sizes are unequivocally 
represented in single photoreceptor signals. However, it 
supports the concept of distributed processing, which 
demands a wide spread of integrating signals in order to 
distribute representation among many units. Automati- 
cally tuned filters may be an ideal element in these first 
steps of information processing in the visual system. 
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APPENDIX 
For the simulation of retinal networks we used NeuronC, a 
simulation language developed by R. Smith (Smith, 1992). NeuronC 
is based on cable theory (Rail, 1959; Jack et al., 1975). For a detailed 
description of NeuronC and the implemented algorithms we would like 
to encourage the reader to download the manual from ftp:retina.ana- 
tomy.upenn.edu. Elements of NeuronC relevant for our simulations are 
described in this Appendix. Numerical values used in our simulations 
are given in Table A1. 
Voltage change along a dendritic membrane is described by the 
cable equation 
02Vin = (gin _ ri OVin 
OX 2 gout)" ~m q---~- " Cm 
where rl = axial resistivity, rm = membrane resistance across a unit 
area, em= membrane capacitance per unit area, t = time, gin = voltage 
inside cell. 
NeuronC uses compartmental modeling instead of equivalent cable 
models of neurons. Compartmental modeling does not use analytical 
functions to calculate voltages along an extended cable, thus there is no 
need to assume that membranes are linear. Compartments can be 
combined in a manner that maps the morphological structure of 
neurons. Each compartment is chosen small enough to be isopotential. 
NeuronC uses an automatic method for determining compartment size. 
It calculates each neural cable's pace constant (from diameter, axial 
and membrane resistance) then calculates the compartment size as a 
fraction of the space constant (0.1 times space constant). Therefore, 
compartment size varies according to the properties of the defining 
cable. 
Compartments are connected by resistors that represent dendritic 
axial resistance. For each compartment a cable equation is solved by 
numerical integration using the Crank-Nicholson method (Joyner et 
TABLE A1. Numerical values used in our simulations 
Description Parameter Value 
Membrane capacitance Cm 
Membrane resistance rm 
Dendrite axial resistance ri 
Presynaptic delay for excitatory synapse rl 
Postsynaptic delay for excitatory 
synapse z2 0.2 msec 
Presynaptic delay for inhibitory synapse 7" 3 0.0 
Postsynaptic delay for inhibitory 
synapse z4 80 msec 
Synaptic gain igain 1 
Exponential synaptic transfer expon 5 
Reversal potential for excitatory synapse Vrev+ -0.01 V 
Reversal potential for inhibitory synapse Vr~v -- 0.07 V 
Synaptic onductance for excitatory 
synapse 2e - 10 S 
Synaptic onductance for inhibitory 
synapse 3e -- 9 S 
maxeond+ 
maxcond 
1 pF/cm 2 
40000 ~ x cm 2 
200 ~ × cm 
0.2 msec 
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al., 1978, Crank & Nicholson, 1947). The algorithm uses the following 
difference equation for each compartment: 
k 
k'2n : 1,' 2 q- ~"  (V1 • S 1 q- k' 3 • S 2 - -  V2.  (S1 -}- S 2 -}- Sin) q- 
vx, • sl + v3, • sz + 2. Vm • Sin) • implicit_ factor 
where: vz=voltage in this compartment at start of time step, 
v~, = voltage in this compartment at end of time step, Vm = membrane 
leakage reversal potential, Sl = conductance to neighbor compartment 
1, s2 = conductance to neighbor compartment 2, Srn = membrane 
conductance in this compartnaent, k = ~, c = membrane capacitance 
of compartment, dt = time step, implicit_ factor = 1 l+~.(sl +s2+sm)" 
The time increment for numerical integration used here was 
0.1 msec. Only passive properties of dendrites are considered in our 
simulations, therefore, the active components implemented in 
NeuronC were not used. 
Synapses 
Voltage changes in presynaptic neurons are transferred to post- 
synaptic neurons by a transfer function, a saturation function and gain. 
Temporal parameters of the synaptic process can be adjusted by two 
chains of delay functions (for details, see Smith, 1992). The 
presynaptic delay function consists of four low pass filters in series. 
Each filter is described by 
Vout(t + l)= Vout(t) + [Vin(t)- Vout(t).O'63~l/r) 1 
Vou t = output of delay filter, Vin = input to filter, t = time in increments 
of basic timestep, z = time constant of filter in increments of timestep. 
The exponential transfer function, converting presynaptic voltage to 
a normalized transmitter level is described by 
(Vpre -Vt~sh ) 
Trel : 0.025 • e ,po, • igain 
where Tr~l =transmitter released, delayed to postsynaptic receptor, 
Vpr e = presynaptic voltage, l/tresn = synaptic threshold, expon= con- 
stant defining mvolts per e-fi31d increase (i/b), igain = transfer gain 
(normally set to 1). 
The transmitter signal is passed through up to four low pass filters in 
series, each one represented by 
0.0631/~ 
Tdel(t  + 1) = Tdel(t) + [Trel(t) - Tdel(t)]  " - -  
T 
where Tael = output of delay filter, Trel = input to filter, t = time in 
increments of basic timestep, z = time constant of filter in increments 
of timestep. 
Effect of transmitter release is determined by a Michaelis-Menten 
saturation function: 
Tdel 
Rboun d - -  Tdel + Kd  
where Rbound = fraction of receptors bound with transmitter, Tael = 
transmitter (delayed and filtered Tre~), Kd = binding constant for 
synaptic saturation. 
Postsynaptic conductance is calculated by 
Gpost = Rbound • maxcond 
where: Gpost = postsynaptic conductance, Rbo~d = fraction of receptors 
bound, after saturation, maxcond = maximum postsynaptic onduc- 
tance. 
A third delay function represents delay between transmitter binding 
and channel activity: 
0.063 U~" 
Gdel ( t  + 1) Gde l ( t )  + [G i ( t )  - Gdel ( t ) ]  " - -  
T 
where Gde~ = output of delay filter, goes to "Reversal Potential" below, 
G i = input to filter, from Gpost above or previous filter, t = time in 
increments of basic timestep, z = time constant of filter in increments 
of timestep. 
The postsynaptic current is determined by 
/post = (Vcell - -  Vrev)"  Gdel 
where:/post =postsynaptic current, Vc¢n = intracellular voltage, Vrev = 
reversal (battery) voltage for synapse, G~,l = postsynaptic onduc- 
tance, (Gpost delayed). 
This current is fed into the postsynaptic component. A gap junction 
is implemented as a resistor between adjacent compartments. For the 
simulations of changes in coupling strength, total gap junction 
resistance was changed by changing gap junction area. 
