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Abstract 
This paper analyses cases where data collectors adopt privacy enhancing technologies (PETs) for a data market, and investigates 
investment strategies for privacy protection technologies. This paper shows the firm has an incentive to invest in privacy 
enhancing technologies if consumers feel there is a psychological privacy cost. This paper also discusses firm’s investment 
strategies on privacy, and shows that a firm will invest more on privacy protection as the influence of privacy awareness groups 
and privacy costs increase, and a firm will not invest in privacy protection when privacy breach probability is deemed to be low. 
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1. Introduction 
Many firms such as financial institutions, insurance companies, hospitals, clinics or pharmacies collect, store and 
process vast amounts of personal data. Recently, social network companies and online shopping retailers have 
become interested in collecting and analyzing personal data for marketing purposes. Hospitals and pharmacies are 
also interested in using personal data for research or for developing medicines. However, much of this data is of a 
sensitive nature, and although generally used for the benefit of the community, it can be easily abused by malicious 
persons (Claerhouta & DeMoorb, 2005). Much research on privacy-enhancing technologies (PETs) has been done 
for privacy protection purposes. However, there are few studies on the effectiveness of PETs on the data market. 
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This paper analyses cases where data collectors adopt PETs for a data market, and investigates investment 
strategies with regard to such technologies. As West (Muzammil et al., 2010) commented, consumers have different 
psychological privacy costs. Some tend to believe they are less or more vulnerable to risk than others. This paper 
considers this factor when a firm adds PETs to its services, and invests in privacy protection. 
This paper shows a firm has an incentive to invest in PETs if consumers feel that psychological privacy costs 
exist. This paper also discusses firm’s investment strategies with regard to privacy, and shows that a firm will invest 
more in privacy protection as the influence of privacy awareness groups and privacy costs increase, and a firm will 
not invest in privacy protection when privacy breach probability is deemed to be low. 
The remainder of this paper is organised as follows. Section 2 presents the model and analyses equilibrium. 
Section 3 discusses the results of the study. In section 4, conclusions and future research are discussed. 
2. Model 
2.1 Basic Model (No PET Model) 
 
It is assumed that consumers’ reservation prices (using online service or medical services, etc.,) are uniformly 
distributed along [0, V], i.e. v ଲ [0, V]. Thus, V represents the potential market share of the product. It is also 
assumed that there are two consumer segments in the market. In the first segment, consumers are concerned about 
their privacy. Consequently, they have psychological disutility when they use online services or engage in online 
transactions, because of their reluctance to reveal their personal information due to a fear of a security breach, the 
risk of hacking and viruses, and fraudulent transactions, etc. This group is called the ‘privacy awareness’ segment 
and has the proportion, m, in the market. The other group is not concerned with privacy breaches when they enage in 
online transactions, and are referred to as the ‘privacy free’ segment, which has the proportion 1-m, in the market. 
This group tends to believe that they are less vulnerable to risk than others. For example, they believe that they are 
less likely to have a loss  by consumer products compared to others, and have the belief that they are less vulnerable 
online than others (Muzammil et al., 2010). Privacy breaches occur with the probability of ݏ and customers face 
psychological privacy cost, r. The net expected utility of the first group of consumers’ is 
 
ଵܷሺݒሻ ൌ ݏሺݒ െ ݌ െ ݎሻ ൅ ሺͳ െ ݏሻሺݒ െ ݌ሻ 
ൌ ݒ െ ݌ െ ݏݎ 
where p is the price of service when consumers buy. 
 
Also, the net expected utility of the second group depends only on the price, thus it is  
ଶܷሺݒሻ ൌ ݒ െ ݌. 
 
The marginal cost has been normalized to zero without loss of generality. Fixed costs are not considered in this 
paper. Given these assumptions, the firm will expect the following profits: 
 
ȫ ൌ ݌ሺ݉ݍଵ ൅ ሺͳ െ ݉ሻݍଶሻ 
ൌ ݌൫݉ሺܸ െ ݌ െ ݏݎሻ ൅ ሺͳ െ݉ሻሺܸ െ ݌ሻ൯ 
 
where q1 represents the demand of the first group and where q2 represents the demand of the second 
group. 
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Then the following equilibrium price and profits are given by 
 
݌כ ൌ ሺܸ െ ݉ݎݏሻʹ  
ȫଵ ൌ
ሺܸ െ ݉ݎݏሻଶ
Ͷ Ǥ 
 
 
2.2 The PET Model 
 
It is assumed that the firm invests in privacy and security measures such as PETs. This level of care is denoted by 
k. The privacy breach probability, ߶, depends on the firm’s level of care (or data controller’s level of care, 
investment of information security). Thus, ߶    sǡ  an be assumed as a decreasing function of level 
of care, ߶ൌ ሺݏ െ ߩξ݇ሻ†, where s is the initial vulnerability when the firm does not adopt PETs and k is the firm’s 
investment on privacy protection (or adopting PETs). Then, the first group consumers’ net expected utility is 
 
ଵܷሺݒሻ ൌ ߶ሺݒ െ ݌ െ ݎሻ ൅ ሺͳ െ ߶ሻሺݒ െ ݌ሻ 
ൌ ݒ െ ݌ െ ߶ݎ 
ൌ ݒ െ ݌ െ ሺݏ െ ߩξ݇ሻݎ 
 
where p is the price of service when consumers buy. 
 
Also, the net expected utility of the second group depends only on the price, thus it is  
 
ଶܷሺݒሻ ൌ ݒ െ ݌. 
 
Given these assumptions, the firm will expect the following profits: 
 
ȫ ൌ ݌ሺ݉ݍଵ ൅ ሺͳ െ ݉ሻݍଶሻ െ ݇ 
ൌ ݌൫݉ሺܸ െ ݌ െ ߶ݎሻ ൅ ሺͳ െ ݉ሻሺܸ െ ݌ሻ൯ െ ݇ 
ൌ ݌ ቀ݉൫ܸ െ ݌ െ ൫ݏ െ ߩξ݇൯ݎ൯ ൅ ሺͳ െ݉ሻሺܸ െ ݌ሻቁ െ ݇ǡ 
 
where q1 represents the demand of the first group and where q2 represents that of the second group 
 
߲ȫ
߲݇ ൌ
݉ߩݎ
ʹξ݇ ݌ െ ͳ ൌ Ͳ ߲ȫ
߲݌ ൌ ܸ െ ʹ݌ െ݉ݏݎ ൅݉ߩݎξ݇ ൌ Ͳ 
 
From the above equations, we obtain the following results. 
 
݌כ ൌ ʹሺܸ െ݉ݎݏሻሺʹ ൅ ߩ݉ݎሻሺʹ െ ߩ݉ݎሻ 
 
 
†This function of ߶ can be ௦ଵା௞. 
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ξ݇כ ൌ ሺܸ െ݉ݎݏሻߩ݉ݎሺʹ ൅ ߩ݉ݎሻሺʹ െ ߩ݉ݎሻ 
Then, the profit of the firm is obtained as follows; 
 
ȫଶ ൌ
ሺܸ െ ݉ݎݏሻଶ
ሺʹ ൅ ߩ݉ݎሻሺʹ െ ߩ݉ݎሻǤ 
3. Discussion  
 
From the above results, we obtain the following results. 
 
 
Proposition 1. ȫଵ െ ȫଶ ൑ Ͳ 
 
Proof.ȫଵ െ ȫଶ ൌ ሺܸ െ ݏ݉ݎሻଶ ቀଵସ െ
ଵ
ሺଶାఘ௠௥ሻሺଶିఘ௠௥ሻቁ ൑ Ͳ . 
 
 
Proposition 1 says that the firm will invest in PETs when consumers feel that there is a psychological privacy 
cost. This implies a recent trend that many data control firms invest in privacy technologies to enhance customer’s 
trust.  
 
 
Proposition 2. (i) డஈమడ௠ ܽ݊݀
డஈమ
డ௥ ൐ Ͳ  
(ii) డ௞
כ
డ௠
ஹ
ழ Ͳܽ݊݀
డ௞כ
డ௥ 
ஹ
ழ Ͳ
୚୫୰ఘమ
ସ
ழ
ஹ ݏ ழஹ
ସ୚
଼௠௥ ൅
௏௠௥ఘమ
଼   
Proof. Omitted because of the simplicity of the calculation.  
 
Proposition 2-(i) says that the profit of the firm increases as the influence of privacy awareness group and 
psychological privacy costs increase. This implies that a firm has more incentives to invest in privacy protection 
when consumers feel that there is a psychological cost and more consumers pay attention to privacy awareness 
groups. Proposition 2-(ii) shows a firm’s investment strategy in terms of the increasing influence of privacy 
awareness groups and increasing psychological privacy costs. When privacy breach probability (s) is not too high, 
the firm will invest more in privacy protection as privacy awareness group influence (m) and psychological privacy 
costs (r) increase. If privacy breach probability (s) is deemed to be low (ݏ ൏ ୚୫୰ఘమସ ሻ, a firm will not invest in privacy 
protection.  
 
 
4. Conclusion  
 
This paper analyses the model where data collectors adopt privacy enhancing technologies (PETs) for a data 
market, and investigates investment strategies with regard to privacy protection technologies. This paper shows that 
a firm will invest more in privacy as privacy awareness group influence and privacy costs increase, and that a firm 
will not invest in privacy protection when privacy breach probability is deemed to be low. Future study is needed to 
compare the effectiveness of investment where the firm uses privacy enhance technologies using cloud systems and 
traditional systems. 
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