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a b s t r a c t
The fractional derivative Dqf (s) (0 ≤ s ≤ 1) of a given function f (s) with a positive non-
integer q is defined in terms of an indefinite integral. We propose a uniform approximation
scheme to Dqf (s) for algebraically singular functions f (s) = sαg(s) (α > −1) with smooth
functions g(s). The presentmethod consists of interpolating g(s) at sample points tj in [0, 1]
by a finite sum of the Chebyshev polynomials. We demonstrate that for the non-negative
integer m such that m < q < m + 1, the use of high-order derivatives g(i)(0) and g(i)(1)
(0 ≤ i ≤ m) at both ends of [0, 1] as well as g(tj), tj ∈ [0, 1] in interpolating g(s), is
essential to uniformly approximate Dq{sαg(s)} for 0 ≤ s ≤ 1 when α ≥ q − m − 1. Some
numerical examples in the simplest case 1 < q < 2 are included.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The fractional derivative Dqf (s) of a given function f (s), where q is a positive non-integer, recently has proven to be
important tools in modeling problems in science and engineering [1–4]; usually one needs to find Dqf (s) for s in a certain
interval, say [0, 1]. Let m be the non-negative integer such that 0 < q − m < 1. Then the fractional derivatives in the
Riemann–Liouville version Dqf (s) and the Caputo version Dq∗f (s) [5] are defined by, respectively,
Dqf (s) = 1
Γ (m+ 1− q) ·
dm+1
dsm+1
∫ s
0
f (t)(s− t)m−q dt, (1)
Dq∗f (s) =
1
Γ (m+ 1− q)
∫ s
0
f (m+1)(t)(s− t)m−q dt, 0 ≤ s ≤ 1. (2)
We note that Dqf (s) = Dq∗f (s) if f (j)(0) = 0 (0 ≤ j ≤ m) since
Dqf (s) = Dq∗f (s)+
m−
j=0
f (j)(0)sj−q
Γ (j+ 1− q) , (3)
which is verified from the relation, derived by repeated integration by parts∫ s
0
f (t)(s− t)m−q dt =
m−
j=0
f (j)(0)sm−q+j+1
(m− q+ 1) · · · (m− q+ j+ 1) +
∫ s
0
f (m+1)(t)(s− t)2m+1−q
(m− q+ 1) · · · (2m− q+ 1) dt.
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There is comprehensive literature on the numerical method to approximate the fractional derivatives; see [5,6] and the
references therein. Few references, however, appear to exist on uniform approximation schemes for a certain interval of s
except for our recent papers [7,8] for 0 < q < 1. Particularly, paper [8] is for smooth functions f (s)while in [7] we treat the
algebraically singular function f (s) = sαg(s) (α > −1), which is one of a practically important class of functions, with g(s)
being a smooth function.
The purpose of this paper is to uniformly approximate Dq{sαg(s)} of an arbitrary non-integer q > 0 given by
Dqf (s) = Dq{sαg(s)} = 1
Γ (m+ 1− q) ·
dm+1
dsm+1
∫ s
0
g(t)tα(s− t)m−qdt,
m < q < m+ 1, α ≥ q−m− 1, 0 ≤ s ≤ 1. (4)
This is a generalization of our previous method [7] for 0 < q < 1, which could treat only the case m = 0 in (4). A simple
extension of the method [7] would fail to approximate Dq{sαg(s)} (m ≥ 1) uniformly. Although in [7] we use Lagrange
interpolation of g(t) on the Chebyshev nodes tj = (1 + cosπ j/n)/2 (0 ≤ j ≤ n), this interpolation is not enough for the
uniform approximation of Dq{sαg(s)},m ≥ 1. In this paper we show that the uniform approximation is achieved with an
Hermite interpolation of g(t) by using the derivatives g(k)(t) (1 ≤ k ≤ m) at both endpoints t = 0, 1 of [0, 1] in addition to
the function values g(tj) (0 ≤ j ≤ n) on the Chebyshev nodes.
This paper is organized as follows. In Section 2we demonstrate that the use of the derivatives g(i)(t) at the both endpoints
t = 0, 1 as well as the function values g(t) on [0, 1] in the integration rule is essential to uniformly bound the errors of the
approximation to Dq{sαg(s)} for 1 ≤ m < q < m + 1. In Section 3 we prove Theorem 2.1 on the convergence of the
approximation obtained in Section 2. Sections 4 and 5 are devoted to an approximation scheme and numerical examples
for the simplest case 1 < q < 2. Indeed, in Section 4 we show the evaluation of the approximation Dqn{sαg(s)} by using
auxiliary polynomials Fn−1(t) and Gn(s). Further we express the derivative F ′n−1(t) by a sum of the Chebyshev polynomials
whose coefficients satisfy a five-term inhomogeneous recurrence relation. Section 5 gives numerical examples.
2. Approximation to Dq{sαg(s)} and error analysis
In this section we show that in order to get a uniform approximation to Dq{sαg(s)}, whose errors are bounded
independently of s, it is required to interpolate g(s) by using multiple abscissae at the endpoints t = 0, 1 as well as the
internal abscissae in (0, 1). This means an Hermite interpolation [9, p. 101] of g(t) by the use of consecutive derivatives
g(j)(t) (j = 1, 2, . . . ,m) at t = 0, 1 as well as g(ti), ti ∈ [0, 1].
Let ωn+1(t) be defined by
ωn+1(t) = Tn+1(2t − 1)− Tn−1(2t − 1) = 8t(t − 1)Un−1(2t − 1), (5)
where Tn(x) and Un(x) (|x| ≤ 1) are Chebyshev polynomials of the first and second kinds, respectively. Then the zeros of
ωn+1(t) are the Chebyshev nodes tj = (1 + cosπ j/n)/2 (0 ≤ j ≤ n). On the zeros of tm(1 − t)mωn+1(t) we interpolate
g(t) by a polynomial pn+2m(t) of degree n+ 2m. To this end, we start by interpolating g(t) on the zeros of ωn+1(t) by pn(t)
written by the shifted Chebyshev polynomials Tk(2t − 1)
g(t) ≈ pn(t) :=
n−′
k=0
akTk(2t − 1), 0 ≤ t ≤ 1, (6)
where the prime denotes the summation whose first term is halved. The coefficients ak are determined so that g(tj) =
pn(tj) (j = 0, 1, . . . , n) and given by ak = 2δkn
∑n
j=0
′′g(tj) cos π jkn , where δk = 1 (k = 0, 1, . . . , n − 1), δn = 0.5 and the
double prime denotes the summation whose first and last terms are halved. The coefficients ak can be efficiently evaluated
by using the FFT [10–12]. Note that pn(0) = g(0) and pn(1) = g(1).
By using pn(t) (6) obtained above pn+2m(t) is written in the Newton form and expressed in terms of the Chebyshev
polynomials again as follows,
pn+2m(t) = pn(t)− ωn+1(t)
2m−1−
j=0
λjUj(2t − 1) =:
n+2m−′
k=0
an+2mk Tk(2t − 1). (7)
New coefficients λj (0 ≤ j ≤ 2m − 1) are determined so that each derivative p(k)n+2m(t) (1 ≤ k ≤ m) agrees with g(k)(t)
at t = 0, 1. For the simplest case m = 1, (see Section 4). Using pn+2m(t) (7) in (4) gives an approximation to Dq{sαg(s)} as
follows,
Dqn+2m{sαg(s)} := Dq{sαpn+2m(s)}
= 1
Γ (m+ 1− q) ·
dm+1
dsm+1
∫ s
0
pn+2m(t)tα(s− t)m−q dt, α ≥ q−m− 1. (8)
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Now we estimate the error of the approximation (8). We shall use the notation that for n ≫ 1, a(n) ∼ b(n) and
a(n) . b(n) mean that limn→∞ a(n)/b(n) = 1 and limn→∞ a(n)/b(n) ≤ 1, respectively. Further define the norm ‖φ‖
of a function φ(t) (0 ≤ t ≤ 1) by ‖φ‖ = max0≤t≤1 |φ(t)|. Let Eρ denote the ellipse in the complex plane z = x+ iy,
Eρ : z = (w + w−1 + 2)/4, w = ρ eiθ , 0 ≤ θ < 2π, (9)
with foci at z = 0, 1 and the sum of its major and minor axes is equal to ρ (>1).
Assume that g(z) is single-valued and analytic inside and on Eρ . Then the error of pn+2m(t) interpolating g(t) at the zeros
of tm(1− t)mωn+1(t) is written in terms of the contour integral as follows [13,14, p. 150]
g(t)− pn+2m(t) = tm(1− t)mωn+1(t)Vn,m(t), (10)
Vn,m(t) := 12π i

Eρ
g(z) dz
(z − t)zm(1− z)mωn+1(z) . (11)
The error En,m(s) of the approximation Dq{sαpn+2m(s)} is written by
En,m(s) = Dq{sαg(s)} − Dq{sαpn+2m(s)} = Dq{sα[g(s)− pn+2m(s)]}
= Dq∗{sα+m(1− s)mωn+1(s)Vn,m(s)}
= 1
Γ (m+ 1− q)
∫ s
0
φn,m(t)tα(s− t)m−qdt, (12)
where φn,m(t) is defined by
φn,m(t) = t−α{tα+m(1− t)mωn+1(t)Vn,m(t)}(m+1). (13)
From (12), it follows that
|En,m(s)| ≤ ‖φn,m‖
Γ (m− q+ 1)
∫ s
0
tα(s− t)m−qdt
= Γ (α + 1)‖φn,m‖sm−q+α+1/Γ (m− q+ α + 2), (14)
since
 s
0 t
α(s− t)m−qdt = sm−q+α+1Γ (α + 1)Γ (m− q+ 1)/Γ (m− q+ α + 2).
Theorem 2.1. Suppose that g(z) is single-valued and analytic inside and on Eρ (9) and let K = maxz∈Eρ |g(z)|. Let Φn,m(ρ) be
defined by
Φn,m(ρ) = Γ (α + 1)
Γ (m− q+ α + 2) ·
23m+3KAmρnm+1
(ρ − 1)2(ρ − ρ−1)2m(ρn − ρ−n) , (15)
where Am = 1 for m ≥ 1 and A0 = 2max{1, 1 + α}. Then the error En,m(s) (14) of the approximation Dq{sαpn+2m(s)} to
Dq{sαg(s)} satisfies the relation
|En,m(s)| . Φn,m(ρ)sm−q+α+1 = O(nm+1ρ−n), ρ > 1. (16)
In the case α ≥ q−m− 1 the error is bounded uniformly on 0 ≤ s ≤ 1 as ‖En.m‖ . Φn,m(ρ).
The proof of Theorem 2.1 is given in Section 3.
3. Proof of Theorem 2.1
To prove Theorem 2.1 we need to estimate ‖φn,m‖ in (14). Let Q (t) and Qk(t) be defined by
Q (t) = tα+m(1− t)mωm+1(t), Qk(t) = t−αQ (k)(t), (17)
respectively. Then since from (13) we have
φn,m(t) = t−α{Q (t)Vn,m(t)}(m+1)
=
m+1−
k=0

m+ 1
k

t−αQ (k)(t)V (m+1−k)n,m (t), (18)
it follows that
‖φn,m‖ ≤
m+1−
k=0

m+ 1
k

‖Qk‖ ‖V (m+1−k)n,m ‖. (19)
In the following we evaluate ‖Qk‖ and ‖V (m+1−k)n,m ‖ in (19).
T. Hasegawa, H. Sugiura / Computers and Mathematics with Applications 62 (2011) 930–937 933
We start by evaluating ‖V (m+1−k)n,m ‖. By the change of variables z = (w+w−1 + 2)/4 given by (9) in (11) and noting that
z(1− z) = −(w − w−1)2/16 we have
Vn,m(t) = (−1)
m24m−2
π i

|w|=ρ
g(z) dw
(z − t)(w − w−1)2m(wn − w−n)w . (20)
Differentiating Vn,m(t) (20) with respect to t we have
V (k)n,m(t) =
(−1)m24m−2k!
π i

|w|=ρ
g(z) dw
(z − t)k+1(w − w−1)2m(wn − w−n)w , (21)
which gives similarly to [8]
‖V (k)n,m‖ ≤
24m+2k+1k!Kρk+1
(ρ − 1)2k+2(ρ − ρ−1)2m(ρn − ρ−n) =:
V (k)n,m. (22)
We proceed to evaluate ‖Qk‖. let c = cos u (0 ≤ u ≤ π) and t = (1+ c)/2. Further let s = sin u, then t(1− t) = s2/4
and ωn+1(t) = −2s sin nu. It follows that
Q0(t) = t−αQ (t) = tm(1− t)mωn+1(t) = −21−2ms2m+1 sin nu. (23)
Qk+1(t) = t−α ddt {t
αQk(t)} = αt−1Qk(t)+ ddt Qk(t)
= 2α(1− c)
s2
Qk(t)+ ddt Qk(t). (24)
Now let
Qk(t) = s2m−2k+1(ak cos nu+ bk sin nu), 0 ≤ k ≤ m+ 1, (25)
a′k = dak/du and b′k = dbk/du. Then since
d
dt
Qk(t) = dudt ·
d
du
{s2m−2k+1(ak cos nu+ bk sin nu)}
= −2
s

(2m− 2k+ 1)cs2m−2k(ak cos nu+ bk sin nu)s2m−2k+1{(a′k + nbk) cos nu+ (b′k − nak) sin nu}

= −2s2m−2k−1{(2m− 2k+ 1)c ak + s a′k + nsbk} cos nu+ {(2m− 2k+ 1)cbk + sb′k − nsak} sin nu,
using (25) in (24) we have the recurrence relations for 0 ≤ k ≤ m
ak+1 = 2{α − (2m− 2k+ α + 1)c}ak − 2sa′k − 2nsbk, (26)
bk+1 = 2{α − (2m− 2k+ α + 1)c}bk − 2sb′k + 2nsak, (27)
with starting values a0 = 0 and b0 = −21−2m.
Lemma 3.1. For an integer m ≥ 0 let 0 ≤ k ≤ m. Then
(A) ak and bk defined in (25) are polynomials of n, c and s, particularly the degrees degn ak and degn bk on n are k − 1 and k if
k is even, otherwise k and k− 1, respectively, where we define that the degree of 0 is−1.
(B) The coefficient of nk in bk with k even is (−1)k/2+121−2m+ksk while that in ak with k odd is (−1)(k−1)/221−2m+ksk.
(C) s|ak, namely ak = sqk for some qk and all coefficients, except for the constant term, of bk as a polynomial of n are proportional
to s.
Proof. We prove (A), (B) and (C) by induction, individually. We start by proving (A). The case of k = 0 is trivial because
a0 = 0, b0 = −21−2m. Assume that degn ak = k− 1 and degn bk = k for even k. Then from (26) and (27) we see that for odd
k+ 1
deg
n
ak+1 = max{deg
n
bk + 1, deg
n
ak} = max{k+ 1, k− 1} = k+ 1,
deg
n
bk+1 = max{deg
n
ak + 1, deg
n
bk} = max{k, k} = k.
On the other hand, suppose that degn ak = k and degn bk = k − 1 for odd k. Then similarly we see for even k + 1 that
degn ak+1 = max{k, k} = k and degn bk+1 = max{k+ 1, k− 1} = k+ 1.
We proceed to prove (B). The cases of k = 0 and 1 hold because b0 = −21−2m and a1 = 22−2msn from (26), respectively.
From (A), (26) and the induction hypothesis we see for even k that ak+1 = −2snbk + O(nk) = (−1)k/222−2m+ksk+1nk+1 +
O(nk). Similarly for odd kwe see that bk+1 = 2snak + O(nk) = (−1)(k+1)/2+122−2m+ksk+1nk+1 + O(nk).
We conclude by proving (C). The case k = 0 holds because a0 = 0, b0 = −21−2m. From (26) and the induction hypothesis
that s|ak we see that s|ak+1. Assume that bj = cj + srj (0 ≤ j ≤ k), where rj is a multiple of n and cj is a constant. Then from
(27) we see that bk+1 = ck+1 + srk+1. 
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Lemma 3.2. For Qk(t) defined by (25) we have
‖Qk‖ = O(nk), 0 ≤ k ≤ m+ 1. (28)
Further let Am = 1 (m ≥ 1) and A0 = 2max{1, 1+ α}. Then
‖Qm+1‖ ∼ Qm+1 := 22−mAmnm+1. (29)
Proof. We have from (25) and Lemma 3.1 for 0 ≤ k ≤ m
|Qk(t)| = |s2m−2k+1(ak cos nu+ bk sin nu)| ≤ ‖ak‖ + ‖bk‖ = O(nk), n →∞,
where we define ‖ak‖ = max0≤u≤π |ak| = max0≤t≤1 |ak|. Further since from (B) of Lemma 3.1 we see that am+1 = sqm+1
and bm+1 = cm+1 + srm+1, where qm+1 and rm+1 are functions of s, c and n and cm+1 is a function of c and s,
|Qm+1(t)| = |s−1{sqm+1 cos nu+ (cm+1 + srm+1) sin nu}|
≤ ‖qm+1‖ + ‖rm+1‖ + ‖cm+1‖ · | sin nu/s|.
Noting that ‖qm+1‖ + ‖rm+1‖ = O(nm+1), | sin nu/s| ≤ n and ‖cm+1‖ is independent of n we can verify that ‖Qm+1‖ =
O(nm+1) (n →∞). For even m > 0 we see from (25) and Lemma 3.1 that ‖Qm+1‖ ∼ ‖qm+1‖ ∼ 22−mnm+1, since m + 1 is
odd. Similarly for oddmwe see that ‖Qm+1‖ ∼ ‖rm+1‖ = 22−mnm+1. Form = 0 we see that
‖Q1‖ = ‖4n cos n · +4{(1+ α)c − α} sin n · /s‖
≤ 4n (1+ ‖(1+ α)c − α‖) = 8nmax{1, 1+ α} = 22A0n. 
From (19), (22) and Lemma 3.2 it follows that
‖φn,m‖ ≤
m+1−
k=0

m+ 1
k

‖Qk‖V (m+1−k)n,m ∼ Qm+1V (0)n,m
= 22−mAmnm+1 2
4m+1Kρ
(ρ − 1)2(ρ − ρ−1)2m(ρn − ρ−n) .
Using the above relation in (14) establishes Theorem 2.1.
4. Evaluation of Dqn+2{sαg(s)} for 1 < q < 2
In this section, we show how to evaluate the integral for Dq{sαpn+2(t)} for the simplest case m = 1 or 1 < q < 2. The
values of λ0 and λ1 in (7) are given below.
Lemma 4.1. Let n be an even positive integer. Let pn+2(t) be a polynomial defined by (7) with m = 1. Then the coefficients λ0
and λ1 are given by
λ0 = 116n

4
n/2−
k=1
(2k− 1)2a2k−1 − g ′(0)− g ′(1)

, (30)
λ1 = 132n

4
n/2−
k=1
(2k)2a2k + g ′(0)− g ′(1)

, (31)
where ak are the coefficients of pn(t) in (6).
Proof. We determine λ0 and λ1 so that p′n+2(0) = g ′(0) and p′n+2(1) = g ′(1). From (7) we have
g ′(0) = p′n+2(0) = p′n(0)− ω′n+1(0){λ0 + λ1U1(−1)}, (32)
g ′(1) = p′n+2(1) = p′n(1)− ω′n+1(1){λ0 + λ1U1(1)}. (33)
Using the relations dTn(2t − 1)/dt = 2nUn−1(2t − 1) and Un(±1) = (±1)n(n+ 1) in (6), (32) and (33) we have
g ′(0) =
n−
k=1
(−1)k+12k2ak − 8n{λ0 − 2λ1},
g ′(1) =
n−
k=1
2k2ak − 8n{λ0 + 2λ1},
from which λ0 and λ1 are solved as shown in (30) and (31). 
T. Hasegawa, H. Sugiura / Computers and Mathematics with Applications 62 (2011) 930–937 935
Now we evaluate the rightmost hand of (8) form = 1. Let polynomials hn+1(t) of degree n+ 1 and qn(t) of degree n be
defined by
pn+2(t) := thn+1(t)+ pn+2(0) = thn+1(t)+ g(0), (34)
hn+1(t) := tqn(t)+ hn+1(0) = tqn(t)+ p′n+2(0) = tqn(t)+ g ′(0), (35)
respectively. Substituting pn+2(t) and hn+1(t) above in (8) we have
Γ (2− q)

Dq{sαpn+2(s)} − g(0)Dqsα − g ′(0)Dqsα+1

= Γ (2− q)Dq{sα+2qn(s)} = Γ (2− q)Dq∗{sα+2qn(s)}
=
∫ s
0

t2q′′n(t)+ (α + 2){2tq′n(t)+ (α + 1)qn(t)}

tα(s− t)1−qdt
=
∫ s
0
{p′′n+2(t)+ 2αh′n+1(t)+ α(α + 1)qn(t)}tα(s− t)1−qdt, (36)
where Dq∗{sα+2qn−2(s)} denotes the Caputo fractional derivative defined by (2). The last equality of (36) is seen to hold by
using the relations, derived from (34) and (35)
p′′n+2(t) = t2q′′n(t)+ 4tq′n(t)+ 2qn(t), h′n+1(t) = tq′n(t)+ qn(t).
To evaluate the integral in the rightmost hand of (36) we need the following lemma.
Lemma 4.2. Let hn+1(t) and qn(t) be polynomials of degrees n + 1 and n given by (34) and (35), respectively. Then there exist
polynomials Fn−1(t) of degree n− 1 and Gn(s) of degree n such that∫ s
x
{p′′n+2(t)+ 2αh′n+1(t)+ α(α + 1)qn(t)}tα(s− t)1−qdt = xα+1(s− x)2−qFn−1(x)+ Gn(s)
∫ s
x
tα(s− t)1−qdt. (37)
Proof. The proof can be done similarly to that of Lemma 1.1 in [7]. 
The polynomial Fn−1(t) in (37) is also expanded in terms of the shifted Chebyshev polynomials; see (41) and (42). From
(37) we have∫ s
0
{p′′n+2(t)+ 2αh′n+1(t)+ α(α + 1)qn(t)}tα(s− t)1−qdt,
= Gn(s)
∫ s
0
tα(s− t)1−qdt = Gn(s)sα+2−qB(α + 1, 2− q), (38)
where B(α + 1, 2 − q) is the beta integral. Since B(α + 1, 2 − q) = Γ (α + 1)Γ (2 − q)/Γ (α + 3 − q) and Dqsα =
sα−qΓ (α + 1)/Γ (α + 1− q), from (36) and (38) we have the approximation Dqn+2{sαg(s)} as follows
Dqn+2{sαg(s)} =
sα−qΓ (α + 1)
Γ (α + 3− q)

Gn(s)s2 + (α + 2− q){(α + 1− q)g(0)+ (α + 1)sg ′(0)}

. (39)
Now we proceed to the computation of Fn−1(x) and Gn(s) in (37) to evaluate the right-hand side of (39). From the
differentiated results of both sides of (37) with respect to xwe have
p′′n+2(x)+ 2αh′n+1(x)+ α(α + 1)qn(x) = {(α + 3− q)x− (α + 1)s}Fn−1(x)+ x(x− s)F ′n−1(x)+ Gn(s). (40)
To evaluate Fn−1(x) and Gn(s) in (40) we expand F ′n−1(x) in terms of the shifted Chebyshev polynomials
F ′n−1(x) =
n−2−′
k=0
bkTk(2x− 1), 0 ≤ x ≤ 1, (41)
wherewe have omitted the dependency of bk on s. In what followswe define bk = 0 (k ≥ n−1) for convenience. Integrating
both sides of (41) gives
Fn−1(x) =
n−1
k=1
bk−1 − bk+1
4k
Tk(2x− 1)+ γ , (42)
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with some constant γ independent of x and s. Similarly to [7] we have
4(x− s)F ′n−1(x) =
n−1−′
k=0
{bk+1 + 2(1− 2s)bk + b|k−1|}Tk(2x− 1), (43)
16x(x− s)F ′n−1(x) =
n−′
k=0

bk+2 + 4(1− s)(bk+1 + b|k−1|)+ 2(3− 4s)bk + b|k−2|

Tk(2x− 1), (44)
16xFn−1(2x− 1) = 4{2(2x− 1)+ 2}Fn−1(2x− 1)
=
n−
k=2

bk−2
k− 1 + 2
bk−1 − bk+1
k
− 2bk
k2 − 1 −
bk+2
k+ 1

Tk(2x− 1)
+{8γ + (b1 − b3)/2+ 2b0 − 2b2}T1(2x− 1)+ 8γ + b0 − b2. (45)
By inserting in (40), Fn−1(x) (42), xFn−1(x) (45) and x(x− s)F ′n−1(x) (44) and p′n+2(x), p′′n+2(x), hn+1(x), h′n+1(x) and qn(x)
written by
p′n+2(x) =
n+1−′
k=0
ckTk(2x− 1), p′′n+2(x) =
n−′
k=0
dkTk(2x− 1), (46)
hn+1(x) =
n+1−′
k=0
ξkTk(2x− 1), h′n+1(x) =
n−′
k=0
ηkTk(2x− 1), (47)
qn(x) =
n−′
k=0
ζkTk(2x− 1), (48)
we have the following. Let β = α + 3− q. With L(bk) (2 ≤ k ≤ n) defined by
L(bk) =

1− β
k+ 1

bk+2 + 2

2− 2s+ 2(α + 1)s− β
k

bk+1
+ 2

3− 4s− β
k2 − 1

bk + 2

2− 2s− 2(α + 1)s− β
k

bk−1 +

1+ β
k− 1

bk−2, (49)
we have
L(bk) = 16{dk + 2αηk + α(α + 1)ζk}, 2 ≤ k ≤ n, (50)
(1− β/2)b3 + 2(2− β + 2αs)b2 + (7− 8s+ β/2)b1 + 2{2+ β − 2(α + 2)s}b0 + 8βγ
= 16{d1 + 2αη1 + α(α + 1)ζ1}, (51)
(1− β)b2 + 4(1− s)b1 + (3− 4s+ β)b0 + 8{β − 2(α + 1)s}γ + 16Gn−1(s) = 8{d0 + 2αη0 + α(α + 1)ζ0}. (52)
The Chebyshev coefficients ck of p′n+2(x) (46) can be evaluated [14] by
ck−1 = ck+1 + 4kan+2k , k = n+ 2, n+ 1, . . . , 1,
with starting values cn+2 = cn+3 = 0, where an+2k are the Chebyshev coefficients of pn+2(x) in (7). Similarly dk of p′′n+2(x) is
evaluated by
dk−1 = dk+1 + 4kck, k = n+ 1, n, . . . , 1,
with starting values dn+2 = dn+1 = 0. The coefficients ξk of hn+1(t) are computed by the following recurrence relation
ξk−1 = 4an+2k − ξk+1 − 2ξk, k = n+ 2, n+ 1, . . . , 1, (53)
with starting values ξn+3 = ξn+2 = 0. The above recurrence relation (53) is derived by using (7) and (47) in (34). The
coefficients ηk of h′n+1(x) and ζk of qn(x) are evaluated by
ηk−1 = ηk+1 + 4kξk, k = n+ 1, n, . . . , 1,
ζk−1 = 4ξk − ζk+1 − 2ζk, k = n+ 1, n, . . . , 1,
with starting values ηn+2 = ηn+1 = 0 and ζn+2 = ζn+1 = 0, respectively.
The required value of Gn(s) in (39) is obtained by computing the recurrence relation (50)–(52) in the backward direction
with starting values bn−1 = bn = bn+1 = bn+2 = 0 in a stable way as shown in [7].
T. Hasegawa, H. Sugiura / Computers and Mathematics with Applications 62 (2011) 930–937 937
Table 1
Maximum errors E and the numbers of function evaluations N
for problems (A) and (B).
a q Problem (A) Problem (B)
N E N E
0.05 1.1 771 2.9× 10−6 259 1.1× 10−5
1.5 771 1.4× 10−5 259 8.7× 10−6
0.5 1.1 35 5.4×10−11 43 1.4×10−10
1.5 35 6.8×10−11 43 1.8×10−10
5. Numerical examples
The computation is performed in double precision arithmetic; the machine epsilon is 2.22 · · · × 10−16. We compute the
following test problems of the case 1 < q < 2, α = q− 2,
(A) Dq

sq−2 · 1
s+ a

= a
q−2Γ (q+ 1)
(s+ a)q+1 ,
(B) Dq

sq−2 · 1
s2 + a2

= −a
q−3Γ (q+ 1) cos{(q+ 1) tan−1(s/a)}
(s2 + a2)(q+1)/2 , q = 1.1, 1.5, a = 0.05, 0.5.
Table 1 shows the numbers of function evaluationsN = n+3 including the numbers of derivatives and themaximum errors
E of the approximations Dqn+2{sαg(s)} given by
E = max
1≤j≤ν
|Dq{sαg(sj)} − Dqn+2{sαg(sj)}|,
where sj = (j−0.5)/ν for large ν, say ν = 4000.We have chosen the values of n = N−3 among {3×2k, 4×2k, 5×2k} (k =
2, 3, . . .) [11].
References
[1] D. Cafagna, Fractional calculus: mathematical tool from the past for present engineers, IEEE Ind. Electron. Mag. Summer (2007).
[2] N. Engheta, On the role of fractional calculus in electromagnetic theory, IEEE Antennas Propag. Mag. 39 (1997) 35–46.
[3] R. Gorenflo, F. Mainardi, Some recent advances in theory and simulation of fractional diffusion process, J. Comput. Appl. Math. 229 (2009) 400–415.
[4] S.P. Mirevski, L. Boyadjiev, R. Scherer, On the Riemann–Liouville fractional calculus, g-Jacobi functions and F-Gauss functions, Appl. Math. Comput.
187 (2007) 315–325.
[5] K. Diethelm, An investigation of somenonclassicalmethods for the numerical approximation of Capute-type fractional derivatives, Numer. Algorithms
47 (2008) 361–390.
[6] R. Gorenflo, Fractional calculus: some numerical methods, in: A. Carpinteri, F. Mainardi (Eds.), Fractals and Fractional Calculus in Continuum
Mechanics, Springer, 1997, pp. 277–290.
[7] T. Hasegawa, H. Sugiura, Uniform approximation to fractional derivatives of functions of algebraic singularity, J. Comput. Appl. Math. 228 (2009)
247–253.
[8] H. Sugiura, T. Hasegawa, Quadrature rule for Abel’s equations: uniformly approximating fractional derivatives, J. Comput. Appl. Math. 223 (2009)
459–468.
[9] W. Gautschi, Numerical Analysis: An Introduction, Birkhäuser, Boston, 1997.
[10] W.M. Gentleman, Implementing Clenshaw–Curtis quadrature II. Computing the cosine transformation, Commun. ACM 15 (1972) 343–346.
[11] T. Hasegawa, T. Torii, H. Sugiura, An algorithm based on the FFT for a generalized Chebyshev interpolation, Math. Comp. 54 (1990) 195–210.
[12] J. Waldvogel, Fast construction of the Fejér and Clenshaw–Curtis quadrature rules, BIT 46 (2006) 195–202.
[13] T. Hasegawa, Numerical integration of functions with poles near the interval of integration, J. Comput. Appl. Math. 87 (1997) 339–357.
[14] J.C. Mason, D.C. Handscomb, Chebyshev Polynomials, Chapman & Hall, 2003.
