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ABSTRACT 
In this paper we describe the architecture and working of a recently imple- 
mented knowledge-based GIS (KBGISII) t ha t  was designed to satisfy several gen- 
eral criteria for GIs. The system has four major functions tha t  include query- 
answering, learning and editing. The main query finds constrained locations for 
spatial objects tha t  are describable in a predicate-calculus based spatial object 
language. The  main search procedures incude a family of constrainbsatisfaction 
procedures tha t  use a spatial object knowledge base to  search efficiently for com- 
plex spatial objects in large, multilayered spatial da t a  bases.These da t a  bases are 
represented in quadtree form. The search strategy is designed to reduce the com- 
putational cost of search in the average case. The  learning capabilities of the sys- 
tem include the addition of new locations of complex spatial objects t o  the 
knowledge base as queries are answered, and the ability t o  learn inductively 
definitions of new spatial objects from examples. The new definitions are added to  
the knowledge base by the system. The system is currently performing all its 
.designated tasks successfully, although currently implemented on inadequate 
hardware. Future reports will detail che performance characteristics of the sys- 
tem, and various new extensions are planned in order to enhance the power of 
I(BG1S-11. 
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1. INTRODUCTION 
In its simplest form, a geographical information system (GIS) may be viewed as a database 
system in which most of the  da ta  is spatially indexed, and upon which a set of procedures operate 
in order t o  answer queries about spatial entities represented in the  database. O n  the basis of pre- 
vious research concerning the design and implementation of GIs ,  one may infer several require- 
ments t ha t  a GIS should satisfy, as well as several principles of design and implementation tha t  
permit the satisfaction of such requirements. In this essay, we examine both the  requirements and 
the associated principles, first in general terms and then in terms of a knowledge-based GIS 
(IU3GIS-11) tha t  has been recently implemented. 
1.1. Requirements of GIS 
-. * 
Previous research (see, for example, Marble(l.l), Caulkins[3] and Peuquet[l7]) suggests t ha t  
the following general requirements should be satisfied in the design and implementation of most 
GIS : 
a) an  ability to  handle large, multilayered, heterogeneous databases of spatially indexed da ta  
b) an  ability t o  query such databases about the existence, location and properties of a wide 
range of spatial objects 
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c) 
d )  
an efficiency in handling such queries that  permits the system to be interactive 
a flexibility in configuring the system tha t  is sufficient to permit the system to be easily 
tailored to accomadate a variety of specific applications and users. 
a n  ability of the system to  'learn' in a significant way about the spatial objects in its 
knowledge and da ta  bases during use of the system. 
A large number of GIS have been constructed during the past twenty years, bu t  none of them 
have possessed the full generality of the requirements set  out  above. 
IBGIS-II ,  on the other hand, is a system tha t  has been designed and implemented in order 
to satisfy, at least partially, each of the five requirements listed above. As such, and given the 
principles t h a t  are listed below by which these requirements have been satisfied, IiBGIS-11 
represents a new generation of GIS. It can handle multilayer datasets represented in both raster 
and vector form. I t  can search for complex spatial objects in its database in a 'one-step' pro- 
cedure (from the user's point of view), using procedures tha t  are designed to minimize search 
effort. The system is extensible in several major ways by the user, while the architecture permits 
the calling of other systems from KBGIS-11. Finally, IiBGIS-I1 possesses major inferential learn- 
ing capabilities tha t  permit the automatic updating of its knowledge base. 
1.2. Principles for satisfying the requirements 
There are several general principles that  may be applied in order to facilitate the design.and 
implementation of a GIS satisfying the five requirements listed above. A first. principle, relating 
to all five requirements, involves the systematic application of techniques and appronclles 
developed in a variety of subfields of computer science (CS). To date,  few CIS have been con- 
structed on the  basis of such systematic knowledge. Five subfields of CS appearing to  have par- 
ticular relevance for CIS include: 
a) Software engineering, which provides a set of tcchniqucs lo nid in tlic design, iniplements- 
tion and testing of large software systems. Only recently have GIS researchers (eg Aron- 
son[l] ,  Calkins(S1, and hIarble[l-l]), described the npplicnbi1it.y of softwnre engineering 
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techniques to  the construction of GIs.  
Database theory, which provides a selection of da ta  models (see Peuquet[l7]), da t a  struc- 
tures and database management techniques that  may be used in satisfying the first three 
requirements listed above. 
The  s tudy of algorithms and complexity is applicable to  GIS in its provision of a theoretical 
basis for algorithms tha t  will search large spatial databases for complex spatial objects in an  
efficient manner. In particular, the emerging subfield of computational geometry (see 
Preparata  and Shamos(l8]) promises much in the way of efficient spatial algorithms. 
Artificial intelligence studies computational techniques for solving problems which are either 
computationally intractable or for which there are no well-understood algorithms. The com- 
plexity of spatial objects and the size of the spatial databases suggests the applicability of 
AI techniques in designing data-structures and procedures for answering queries. AI 
research has also provided a variety of procedures tha t  provide systems with learning capa- 
bilities. 
Computer graphics and natural language processing are subfields of CS tha t  provide tech- 
niques for constructing efficient and appropriate interfaces to GIs. 
A second principle, relating t o  the first three requirements listed above, involves the integra- 
tion of approaches and procedures developed in a variety of disciplines tha t  are related to  GIs. 
These disciplines include computer vision, image understanding and digital cartography (see, for 
example, Ballard and Brown[2]). Two reasons for this integration are: 
a) these disciplines all study the same basic problem of recognizing and reasoning about spatial 
objects implicitly encoded in spatially indexed da ta  sets. Since their evolution 1 1 s  been 
somewhat independent, CIS research would benefit from the integration of :ipproaches and 
procedures developed in these other disciplines. 
There has been a recent and growing realization that  i t  is often a practical necessity to. 
merge image da ta  sets, such as LASDS.-\T scenes, with the more traditional datasets of CIS, 
b) 
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such as digitized maps and vectorized representations of map features ( see Jackson[l l ) ) .  
Computer vision and image understanding have developed techniques that  will allow the 
integration of such capabilities into GIs. 
A third principle, relating to  the third requirement, involves the application of procedures 
tha t  reduce the search effort involved in answering queries, particularly by avoiding simple, 
exhaustive search strategies. As we note below, responding to  queries about complex spatial 
objects in a large database is an inherently difficult computational task. One approach to reduc- 
ing search effort involves the application of various knowledge-based search techniques developed 
in AI research tha t  employ the empirical and theoretical knowledge developed in several substan- 
tive fields of s tudy,  such as forestry, geography, geology and geophysics. 
I -  
A final principle, relating to  the fourth requirement, is to  construct GIS in such a way tha t  
they may be easily tailored to  specific applications and/or users by the users themselves. In par- 
ticular, one may provide editors that  allow users to augment and modify the system’s da t a  and 
knowledge structures. One may also provide ”learning” procedures tha t  automatically augment 
the system’s da t a  and knowledge structures as queries are processed. 
,i2 - 1.3. Structure of the Essay 
In the main body of this essay, we discuss these requirements and principlcs in terms of a 
knowledge-based GIS (KBGIS-11) which has just been implemented. \\’e first provide an overview 
of the  system, including the main system functions and the system architecture. \\’e then describe 
the language in which we represent spatial objects. In the sections following, we provide dcscrip- 
tions of the main components of the system, including the user interface, the spatial object 
knowledge base, the system editors, the high-level search procedures, t,he .constnint-sntisfactioll 
search procedure, the low-level search procedures and the learning procedures. \\‘e then provide 
examples pf queries that  the system 113s successfully satisfied, anti conclude w i t h  ;L surnmury of 
the system, and its relationship to  the five requirements and the associated principlcs. 
2. OVERVIEW OF KBGIS 
In this section, we provide an overview of the main functions and architecture of KBGIS-11, 
together with a summary of the manner in which the four requirements discussed above are met 
in the system. 
2.1. System Functions 
KBGIS-lI is able to perform four main functions over which the user has control: 
a) In query mode, the system answers queries concerning spatial objects t ha t  are represented, 
usually in implicit form, in the spatial database. A t  present, there are two main forms of 
query, which may be viewed as functional inverses. The first query takes the general form: 
(FIND locations <# of cases> <spatial object> <spatial window>) (1) 
and is satisfied when the system finds sets of spatial locations at which the spatial object 
description is satisfied for the required number of examples in a specified spatial window. 
The  spatial object is specified in terms of the spatial object language (SOL) defined below. 
The  inverse query takes the general form: 
(FIND objects <spatial window > <object class>) (2). 
which is satisfied when the system finds all spatial objects that  belong to a given class of 
spatial objects and tha t  exist in a specified spatial window. 
A very large class of spatial d a b b a s e  queries niay bc espresscd in tcrnis of' queries (I) and 
(2), which include queries relating to decision-making tasks in whicli one seeks sets of locations 
tha t  satisfy various constraints or optimality conditions.The first query, for example, may be used 
to find solutions to the travelling salesman problem. Furthermore, it is easy to satisfy an even 
broader set of queries, such <as requests for statistical suminaries of the spatial objects i n  given 
areas, by further processing the outputs resulting froin queries (I)  niid ( 2 ) .  
b) In learn mode, thc system modifies and augments its knowledge base. 111 one form of learn- 
ing, which occurs by default in query mode, the system augments its knowlcd~e  base with 
\ 
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the  locations of a selected subset of newly discovered spatial objects. In a second form of 
learning, t ha t  currently must be invoked by the user, the system learns inductively how t.o 
define new spatial objects. The definitions of these new objects, and related information, are 
then added to  to  the system’s knowledge base. 
c) In edit mode the user is able to modify and augment the SOL and associated procedures as 
well as modifying the system’s knowledge base. 
d)  In trace mode the user is able to  follow the processing steps being executed by the system. 
Trace mode may be invoked in query, learn or edit modes. 
2.2. Architecture of the System 
The  basic architecture of the system is illustrated in Figure 1.  The  user interface is a gen- 
eral module tha t  controls the 1/0 behaviour of the system, including the parsing of user queries. 
Each of the four sets of procedures corresponds to  one of the four main functions of the system. 
The function knowledge base contains knowledge about the functions t h a t  define the SOL, and is 
modifiable by the  user. The  spatial object knowledge base contains knowledge about spatial 
objects (such as their definitions and various heuristics), while the location tree da t a  base contains 
the basic spatial da t a  layers. 
2.3. KBGIS-I1 and GIS Requirements 
The  requirement tha t  the systeni handle very large, multilayered databases iiiust be met 
partly in terms of the software system and partly i n  terms of the hnrdware on which  the software 
runs. The requirement tha t  the system be able to respond to  qucrics about coinplcs spatial objects 
is met  in terms of the SOL, the search proccdures adopted and tlie knowledgc aiid t1nt.n base 
structures employed. Tlie rcquiremeiit conccriiing scarcli clficieiicy is a130 i i i c ~  i l l  terms of tllc 
search procedures and da ta  structures chosen, wliilc tlie requircincnt of sysicin flesi1)ility is 
satisfied in terms of the editors available to the user. The requircment t hat  tlic systciii handle 
large, multilayered databases must be met partly i n  tcrnis of tlic softwarc systciii ant1 Ixirtly in 
terms of the hardware on which the software runs. The  software dcsizn entailed by the reqitire- 
ments described above has of necessity made the current hardware (VjYS 11-750) sub-optimal for 
the task,  and the  size of the databases tha t  can be handled a t  interactive speeds is thus limited. 
3. THE SPATIAL OBJECT LANGUAGE 
Before describing the  components of the system represented in Figure 1, we provide a 
description of the spatial object language (SOL) tha t  is used to represent objects in KBGIS-II. 
The choice of SOL is important for several reasons, including: 
a) The  SOL defines the class of spatial objects about  which the  system may learn and about  
which the  system may be queried. 
b) The  choice of SOL has practical implications for the ease with which various computational 
tasks, such as search, may be carried out. 
c) The  SOL is of value in revealing the computational complesity of the  problem of finding 
spatial objects in the systems d a t a  bases. 
In this section, we describe the SOL in terms of its ability to represent spatial  objects. 
An important  feature of the SOL described below is the flexibility t h a t  i t  offers the user. 
in similar predicate calculus-based languages (see, for example, Cliarniak and XIcDcrmott[5]) the 
syntax is relatively simple and  inference mechanisms are well-known. The  user, however, has the 
option of defining a large numbers of predicates, functions, variables and  constants in order to 
provide the  language with an expressive power tha t  is appropriate for a given spatial domnin. 
3.1. The SOL defined 
A spatial  object is defined as a set  ol’ spatial locations tojictlier ivit.11 ;L wt of [)roperties 
characterizing tliose locations. In  its iilost basic forln, WL‘ t l c l ~ n c  :I location to bc :I set  coinposed 
of soine collection of the smallest spatial u n i t s ,  or “pixels”, that  partitioil tlie urcn reprcwited i n  
the database.  X location is not necessarily 3 connected bet of piscls. One niny then esterid this 
, 
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definition of a location to  include sets of locations. 
We employ three classes of properties in definin: the SOL: 
Pixel properties, or PPROPs ,  are properties that  characterize individual pixels in the  data- 
base. Each layer in the spatial database has a t  least one associated P P R O P .  Esaniplcs of 
P P R O P s  are Landuse, Geology and Elevation. It is evident that the type of landuse, lithol- 
ogy or elevation are all properties t ha t  may be used to  charactcrize either a single pixel or 
each pixel in a collection of pixels 
Piuel-group properties, or GPROPs,  are properties t ha t  characterize the  collection of pixels 
comprising some location, but  do not characterize each single pixel in the collection. Exam- 
ples of GPROPs  are Size, Shape and Orientation. 
a) 
b) 
c)  Relational properties, or RPROPs, are properties t ha t  describe the relationship between two 
locations or between the properties of two locations. Examples of RPROPs include Dis- 
tance, Direction and Containment. 
In the SOL, a spatial object is described as a conjunction of members of the three classes of 
\Ve represent properties t ha t  are applicable in characterizing a given set of spatial locations. 
these properties in terms of predicates tha t  may be interpreted in terms of relationships between 
one spatial location and a set  of property values, between two spatial locations and a set of pro- 
perty values or between the property values of two spatial locations. P P R O P  and G P R O P  pro- 
perties may be represented in the form: 
EQUAL ((U-FUNCTION LOCI) VAL) 
while RPROP properties may be represented either in  the form: 
EQUAL ((B-FUNCTION LOCl LOC2) VAL) 
or in the form 
EQUAL ((B-FUNCTION <function o f  LOCl> <function O C  I,OC:>) VAL) 
In these definitions, L o c i  is a constant or variable representing a location; \':a is n constant or 
variable representing the value of some property; U-FLJNCTION is a. unary function of onc loca- 
tion; R F U N C T I O N  is a binary function of two locations; and EQUAL is a predicate that  indi- 
cates the t r u t h  or falsity of the statement.  
We now provide examples of the three classes of predicates: 
To describe a location whose landuse is agriculture, we use the P P R O P  predicate a) 
EQUAL ((LAND LOC1) AGRICULTURE) 
This predicate is satisfied when the variable LOCI  is bound to a location (ie a set  of spatial 
indices) for which i t  is true tha t  the value of the '  landuse property is AGRICULTURE for 
each spatial index in the location. I t  is possible to verify the  t ruth value of 3 P P R O P  predi- 
cate based on information stored in the appropriate layer of the spatial  database. 
To describe a location whose area is between 50 and  GO resolution units we use the GPROP 
predicate 
b) 
EQUAL ((AREA LOC1) (50 GO)) 
This  predicate is satisfied if the variable L O C l  is bound to a location having an  area of 
between 50 and GO pixels. The t ruth value of a G P R O P  predicate may be verified using 
computed or stored information. The  systeni has a function for each GI'IIOP, tha t  corn- 
putes t h e  value of the  corresponding property. 
To describe a n  object consisting of two locations t h a t  are  separated by n distnncc of 10 to 
20 resolution units we use the RPROP predicate 
c) 
EQUAL ((DISTANCE LOCl  L O G )  (10 20))  
which is t rue when the locations bound to LOCl  and  LOCf! arc sep:irntetl L\y 10 to '10 units. 
The  systeni has a funcLion tlint conipuks tlis valuc of the property corrcsponditig to each 
RPROP. 
- l o -  
The  language also permits relational comparisons t.o be made between the properties of two 
groups of spatial  indices using the arithmetic comparison operations EQ, GT, LT,  GE, LE 
corresponding to =, >, <, >= and <= respectively. To specify, for example, tha t  the area of 
one component of a n  object is greater that the area of another component, we may write: 
EQUAL ( ( G T  (AREA LOC1) (AREA LOC2)) TRUE) 
Any of the  predicates described above may be combined using the logical connectives /\ 
(AND) and  \/ (OR) . Logical negation (-) may be combined with any  P P R O P  or G P R O P  predi- 
cate by using the NOT-EQUAL predicate in place of the EQUAL predicate in the above expres- 
sions. As a simple example, we may choose to model a c i t y  as a commercial core ( L O C l  ) sur- 
rounded by a residential annulus ( LOC2 ), in terms of the  SOL representation 
EQUAL ((LAND LOCI)  COMMERCIAL) 
/\ EQUAL ((AREA LOCI)  (30 40)) 
/\ EQUAL ((LAND LOC3) RESIDENTIAL) 
/\ EQUAL ((AREA LOCS) (50 GO)) 
/\EQUAL ((CONTAINS L O C ~  LOCL) TRUE) 
It is to be emphasised t h a t  the set of functions and arguments with which n spatial object 
may be represented in the system is definable by the user by way of the vzrious editors. 
3.2. The Spatial Object Hierarchy 
W e  now define a special GPROP called ”T\TE” t h a t  a l l o w  us to define Iiigh-level spatial  
objects t h a t  are themselves defined in terms of the basic 1’-, G- :iiid R-PROPS. IIence \vc may 
partially order spatial objects, and so inipobc a 1iicrxcliic:il struclurc 011 tlicm. l i i  its siniplest 
application, TYPE ascribes n nmic  to n spatial object (lint is tlclincd ;is n conjuiiction O F  
PPROPS, G P R O P S  and RPROPS with  spccifieti values. /\n cs;iiiiplc of ;i Iiigli-level spatial 
object is: 
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((TYPE S) GEOL-OBJ1) 
e+- 
/\ ((LAND Xl) FOREST) 
/\ ((AREA Xl) LARGE) 
/\ ((SHAPE Xl)  CIRCULAR) 
/ \ ( (GEOL X2) 4) 
/\ ((ELEV X2) (50 100)) 
/\ ( (AREAX2) MEDnm/l) 
/\ ((DISTANCE X1 X2) (GO 100)) 
/\ ((DIRECTION S1 X2) NORTH) 
(the predicate EQUAL is implicit, but  omitted in this statement). 
The above definition states tha t  any set of locations S1 and S 2  satisfying the unary and binary 
constraints specified on the right hand side, constitute a location X of the high-level object named 
GEOL-OBJ1. The  relationship between the lbcatioii S and the locations X1 and S2 may be 
chosen in some appropriate manner. For example S may be the convex hull of S1 and S9, the 
union of X1 and X2, or the centroid of S1 and X2. The unary constraints on the location 11  are 
specified by the two GPROP functions Area and Shape, and on the location SS by the GPROP 
function Area. constraints on the locations SI and 1 2  are specified by tlic two RPIIOP functions 
Distance and Direction. 
In general, high-level spatial objccts inay be dcfinecl in  terms of other higli-le\,cl objects 
using the TYPE property, in conjunction witli other l’ROPs, GPROPJ aud RPROI’S. 
The  use of the TkTE propcrt,y in assigning a iiamc to n liigli-lwcl spatinl object :iccoiii- 
plis hes two ob j cc tives : 
- 1 2 -  
a) i t  provides a convenient shorthand notation by means of which objects may I)(: d e f i n e ~ l  in  
terms of previously defined objects. Given for example tha t  two objects named l,..\TD-I 2nd 
LAND-2 have been defined, i t  is then possible to specify a ncw high-level spatial object 
LAiiD-3 u fo l lo~~s :  
((TITE X) LNW-3)  
/\ ((TYPE X1) LAND-1) 
/\ ((T1TE SS) LAND-2) 
/\ ((DISTAYCE X1 X 2 )  (20 30)) 
b) The  TYPE property allows us to  store newly found locations for high-level objects in a 
database indexed by object name and location. The  indexing by location is achieved with a 
discrimination net, with each high-level object having its own discrimination net. These 
d a t a  structures are described below. 
Any high-level spatial object may thus be seen to form the root of a tree, the complete 
expansion of which yields leaves which are PPROPs,  GPROPs  and RPROPs.  O n  this basis,we 
may then assign each high-level spatial object some measure of its complexity that  takes into 
account the  height of the tree tha t  links i t  to the leaves, the number of component objects at 
each level in  the tree, and the complexity of the spatial relations (RPROP predicates) at each 
level. 
For t h e  purposes of describing the spatial object senrcli proccss (see below), it  provcs con- 
venient to distinguish between high level spatial objects and primitive spati:d objects. -Any object. 
tha t  has been defined in  the Spatial Object Dntabnse and Iicnce 1i:w n nanic ivhic l i  is tlic v;ilue ot' 
the TITI3 property, will be referred to as a Iiigh level spaLi:il objcct .  Tlie term priinitivc s1xiti:Il 
object will be used to refer to any connected set ol' piscls rcpresciitcd by soinc conjunction of. 
PPROPS. It is cosy to see t h a t  any high-level object nisy I)c u1tiiii;~tcly clc~liricd i i i  terms of priini- 
tive spatial  objects, and an appropriate set of RPROPS and CiPROPS. 
4. THE USER INTERFACE 
The User Interface allows the user to select from among the four main functions of the sys- 
tem (querying, editing, learning and tracing), and to supply the appropriate inputs and outputs. 
At present most user inputs into the system are by way of a key board, while outputs  from query- 
ing the  system are displayed on a graphics device. 
4.1. Querying 
In query mode the user may select one of the two fundamental queries ( l ) ,  (2) .  Queries of 
both types may be entered either interactively or from a file. 
4.2. E d i t i n g  
In edit  mode, the user may modify either t.he SOL and associated procedures, using the 
Function Editor, or the system's knowledge base, using the Object Editor. 
4.3. L e a r n i n g  
In learn mode, the user may cause the system to learn a definition of a new spatial object 
from given examples. Either the system searches for and generates these examples, or the user 
provides the  examples. 
5. THE KNOWLEDGE AND DATA BASES 
5.1. The Spatial Object Knowledge Base 
The  Spatial  Object Knowledge Base stores both the definitions of, ;i i it l  u>efit l  iiil'orination 
about,  all objects knoivn to the system. Tliis knoivlcdge bnse is iiiiplcnioiitetl i t 1  tcrins- o f  n slot 
and fiIIcr da t a  structure (Kilsson [IO]) and a discritninntion n c t  tlntn structitrc (CIi:irniak e t .  
a1.[-4]). Information concerning object definitions, search heuristics, object clnssificnt ion, and 
object complexity, as well u low level scarcli procedures thnt  may be directly invoked i n  
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searching for spatial objects, is stored in the knowledge base. Information concerning known loca- 
tions of spatial objects that  have been previously found are stored in the discrimination net data- 
base. 
The slot names and information stored in the slot and filler d a t a  structures are shown in 
Figure 2. The  information in each slot can be augmented, modified or deleted by means of the 
spatial object knowledge base editor. The information stored in this database may also be 
modified in the  inductive learning mode of the system. 
The  discrimination net database is used to store locations of known examples of spatial 
objects that  are generated by the system during the course of answering user queries. Each object 
has its own discrimination net. The keys for the discrimination net are derivable given the name 
' of a spatial object and the desired location tree address in the database. 
5.2. The Function Knowledge Base 
The Function Knowledge Base stores information on functions used by the system in search- 
ing for spatial objects. Information on the functions that  evaluate the GPROP and RPROP pro- 
perties of spatial objects are stored in this knowledge base. 
The  user has the ability to add, modify and delete information from this database using a 
function editor. Information on the ability to propagate constraints, the computational comples- 
ity, subroutine names, symmetry, range and learning rolnted information are stored for each 
GPROP and RPROP function. The slot names and information stored in tlic knowledge base are 
shown in Figure 3. The system utilizes this in~orniation to coutrol ~carc l i  for 5:patia.l objects and to 
generate information in learn mode. 
5.3. The Location Tree Data Base 
The Location Trce Data 1 3 3 ~  stores inl'ormntion on t lie spat ia l  distribution of Imtlr rcgioii 
based PPROPS and lincsr features esist,ing wi th in  the area soveretl by tlic (latab-e. 
5.3.1. Region Data 
The raw input for the region based PPROPS from which the location tree da ta  base is built 
consists of a raster image for each layer such as landuse, geology or elevation. The conceptual 
da ta  model utilized for d a t a  storage is the quadtree structure. This da t a  structure is based on a 
recursive partitioning of space into four quadrants, and has been discussed extensively in the 
literature (see, for example, Samet( l9 ,  20, 21, ?2], Hunter and Steiglitz [lo] and Tanimoto and 
Pavlidis (241) The location tree database extends the  quadtree concept allowing for the encoding 
of multiple layers of thematic information, with more than one class of information on each layer 
being stored at a n  internal node of the location tree. As discussed in the section on the spatial 
object language, the  PPROPS represent primitive pixel properties such as landuse, geology and 
elevation. There is a layer in the location tree corresponding to each such PPROP in the data- 
base. Each  node in the location tree is structured as a three dimensional frame One slot is allc- 
cated for each PPROP in the database. Each layer (slot) in turn is a frame which contains the 
following slots : 
a) The  VALUE slot stores the da ta  values tha t  occur in the area represented by the node. Each 
P P R O P  is quantized to have a niaximum of fifty discrete values. At each intermediate node 
in the  tree, a list of values occurring below the node, (together with the areal extant of each 
value) is stored. The  da ta  values are not averaged bcfore storing 3s in the construction of 
the  pyramid d a t a  structure described in Tanimoto[P-41. The availability of the areal es tan t  
of each d a t a  value allows the dynamic computation of the color ol’ n noJe .  Tli~is n node 
may be  classified as black, white or grey with respect to n pnrticular da ta  v:iluc ticpciidint; 
on a variable percentage tlireshold. 
The  DISTRIBUTION slot stores itiforination 011 the nrcal cstcti t  of c.:kcli cl:ita value in t h e  
area rcprcsented by the iiode. T h e  DISTRIBUTION slot iii:iy be ttsctl to store iiiorc thnn 
one statistic for describing various s p c c t  of tlic tlistibiilion 0 1  k i t 3  v:tltics. ‘ T h  information 
stored in the DISTRIBUTION d o t  is u>ccl to cotiiputc tiode color bnsctl on flexible criteria ;IS 
described above. 
b) 
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During search to  satisfy a query, each node visited by the search process is tazzed usin: a search- 
tag. Allocation of space for these search-tag fields is a dynamic process and occurs during search. 
A unique search-tag field is used for each primitive object (connccted region) tha t  is par t  of a 
query. The  information stored in the search-tag field is valid only during tlie dynamic es ten t  of a 
query and may be removed and the space deallocated on completion of the search. 
5.3.2. Linear Data 
The  raw input for the  linear based d a t a  consists of binary raster images of each linear 
feature such as roads and streamlines. This da ta  is converted to vector form through edge follow- 
ing procedures and  the resulting vector representations are stored in spatially indexed form, as 
properties of the  nodes in the higher levels of the Location Tree Data Base. Each vector represen- 
tation of a linear feature consists of a series of straight line sesments. These segments are stored 
in an  array and  cursors uniquely identify each breakpoint between segments. I t  is these cursors 
tha t  are stored in the nodes of tlie of the Location Tree Data Base, permitting efficient retrieval of 
the subset of streams or other linear features within any specified block of tlie database. 
6. EDITORS 
KBGIS-II provides two editors, the Function Editor and the Spatial Object Iinowledge 
Base Editor.  The Function Editor permits the user to modify the function knowledge base and 
the Spatial  Knowledge Base Editor perniits the user to update the spatial object knon-ledge b s e .  
These editors are menu driven, and t h e  user mny alter t h c  k n o w l c t l y  bases by sclcct ing m y  O C  
five modes. 
a) In ADD mode, the Object Editor iiiay create a iiew spatial ohjcct. I t  clueries [lie user for t l ic 
FcatureTppe of the  new ohjcct. :In object dcliriition p:icknge is tlicii invoked a n d  tlici user is 
guided through the  construction of the object’s Dclinctll3p slot i n  teriiis of t h e  SOL. 13csidcs 
the dcfinition, tlic editor also asks for otlicr informatioil such :is class. ileuristics, arid liricnr 
and areal dimensions. In  this niotle. Tlir Function Etlitor adds n iicw GPl tOP  or l?Pl?OP, 
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The user specifies the file name which contains the definition of the functions. If the new 
function propagates the constraint, the  file should contain a function which can return a 
new search window. Besides the function definition, the editor also asks for associated 
parameters such as complexity, symmetry and domain. 
In DELETE mode the Object Editor deletes spatial objects from the knowledge base. The  
deletion of an object is allowed by the system only if i t  is not currently used as a component 
in the  definition of any other spatial object in  the  knowledge base. The  Function Editor 
deletes GPROPS and RPROPS from the function knowledge base. 
In MODIFY mode the user may modify the contents of any slot of either a selected spatial 
object or a function. The system ensures tha t  logical consistency is maintained before 
allowing modifications to be made. 
In DISPL.4Y mode the user is allowed to browse through the knowledge base, examining 
selected components of selected objects or functions. 
In HELP mode the user is provided with aid in using the editors. 
In E N D  mode, the user may save the changes made in the current session. 
7. SPATIAL SEARCH 
It is clear from the preceding discussion tha t  procedures t h a t  search for spatial objects lie a t  
the core of GIS in general and of IiBGIS-I1 in particular. In this section of the essay, we briefly 
outline the major principles and procedures that undetly the search Tor spatial objects in liL3CrIS- 
11. It should be recalled tha t  search cIficiency is a major requirement i n  most CIS. 
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The use of hierarchical decompositions in both d a t a  structures and in thc search procediires 
applied to the  da ta  structures. 
T h e  availability of different search strategies that  may be chosen as the  most efficicent in a 
given search contest. 
T h e  application of best first search procedures in which domain-specific knowledge is used to 
reduce the sets of locations tha t  need to be searched in answering queries. 
T h e  use of a constraint-satisfaction approach 
The  use of recursion 
The  use of dynamic updating of the system’s knowledge base in response to query satisfac- 
tion. 
The application of these principles is implicitly described in the detailed descriptions of the search 
procedures t h a t  are  provided in following the sections. 
7.2. Search Procedures 
For convenience, we now provide a brief overvicw of the scarch procedures: based on the six 
principles enunciated above, tha t  are employed in ICBGIS-I1 when satisfying queries of type (1). 
When a query is entered by a user, i t  is parsed and checked for syntnctic correctness and the user 
is prompted for any modifications. The (high-lcvel) object of the query is then tralist‘ornied into a 
semantic network representation, in which links rcprcsent RP1)COP rclntions (or const.raints) 
between the subobjects of the query tha t  must be satisfied. Tlic nctivorli is tlicii :iiiiperitcJ with 
heuristic knowledge and the subobjects at the nodes are ordered. X constraint s:iiisfact.iori pro- 
cedure is then applied to the nodes in the designated order. Search first occurs in ti le system 
knowledge base for specific subobjects t tiat arc k~io\\n to xitisfy I I iu  rcl:ition:iL ; \ i i t l  spnti;il coil- 
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satisfied by a search of this database and when the search is considered computationally expcn- 
sive, the result is stored in the system's knowledge base for use in future search. 
In the  above search process constraint satisfaction procedures are used to satisfy all unary 
(GPROP) and  binary (RPROP) constraints used in the definition of an object, and  as such pro- 
vide the core of our  approach to spatial search. The  general constraint satisfaction problem 
(CSP) has been studied by many researchers, including Mackworth [13, 15) and Haralick et .  
al.[S, 71 T h e  problem may be stated as follows(l5] 
Given a set  of m variables each with an associated domain and  a set  of constraining 
relations each involving a subset of the variables, find all possible m-tuples such tha t  
each m-tuple is an instantiation of the m variables satisfying the relations. 
hlackworth considers only CSP's tha t  are discrete, finite and for which the relations are unary 
and bin ary . 
The classical approach to the CSP entails the use of backtracking. The  variables are instan- 
tiated in sequential order using labels selected from an ordered representation of the domain. 
Backtracking therefore corresponds to a depth first search of tlie combinatorial search space, with 
the t ru th  values of intermediate predicates 'being tested in order to terminate unsuccessful 
searches as early as possible. As soon as tlie variables of any predicate are instantiated, the t ruth 
value of t h e  predicate is tested. If true, then the process of testing and instantiation coIitinues, 
but  if false the process falls back to the variable lnst instantiated that  lias untriocl values in i ts  
domain and  and  reinstantiates it to its nest  value. 
Although the intrinsic merit of backtracking is that subslant id portions of' tlio gonerntc and 
test search space (the Cartesian product of n i l  the variable tlom:iiiis) n i x  rliininat ctl by :L single 
failure, it may still be very incli'icicnt. I'arious iinprovciiiorits t;o [ lie proc&lurc 11:ive becxii sug- 
gested, such as preprocessing the network for iiotle, :ire nritl i 'nt.Ii coiisistciicy ( 5 ~  \kick- 
\vorth[l3, 1.51) and for\\nrd looking tree senrc.11 wliicli prtiiics t lie sc:ircli sp:ice t hrougli the iise ol' n 
look ahcad procedure (wc  IIaralickiSj) 
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IVe discuss our  approach to spatial search in more detail in the following sections, first in 
terms of t h e  high level search procedures tha t  control search, then in terms of the constraint satis- 
faction procedures and finally in terms of the low- level procedures tha t  search the location tree 
database. 
7.3. The SOL and Search Procedures 
The  structure of the  SOL may now be viewed in terms of i ts  relation to the  search pro- 
cedures. First ,  t h e  use of a language tha t  involves only unary (PPROP, GPROP) and  binary 
(RPROP) relations allows the immediate construction of semantic network representations of the 
spatial objects. These representations have a natural spatial interpretation and  provide a d a t a  
structure upon which constraint satisfaction techniques may be naturally applied. Second, the use 
of the  TYPE predicate in the SOL permits the natural use of recursive calls during the process of 
query satisfaction. 
7.4. The Complexity of Spatial Object Search 
As noted above, the SOL is of value in indicating the computational complexity of the 
search for spatial  objects. By the complexity of search for a given object, we shall mean a meas- 
ure of the  computational time tha t  is required to find such  311 objec t ,  ststcd 3s a funct ion of some 
measure of the  object's size. IVe now provide a simple and heuristic nrgumciit indicating tha t  the 
search for spatial  objects is in general a very diflicult computatioii:il prohlcin. !\-e show by ~ v n ~ .  
of an example tha t  i t  is easy to construct spatial olijccts t1i:it Iiavc :i \.cry siiiik>lc rcprcscnt:iiiori i i i  
terms of the SOL defined above, and a very liigli orclcr of search coiiiplcsity. 
W e  may conceive of a spatial object t ha t  is comprisctl of II subobjccts, \v l i i c* l i  w e  lirikctf i i i  
such a nianncr n s  to give rise to ;i coniicctctl graph. \Ve slinll use rlie nr i i~i l )er  of >ubobjvc(s ( 1 1 )  :is 
the measure of tlic size of tlic spatial olljcct. The  links bctwccii sulwbjccts inny I>c rcprcwiited i i i  
terms of some IWROI'. \Ve iiiay fur ther  3 s u i i i e  t l i n t  encli ol' tlic 5ubobjccts is characterized I)!. 
some GPROP tha t  can take on two values with equa l  probnlility. I f  \ve ; \ s u r n e  t k r t  tlic 
subobjects are distributed at randoin in our spatial database, then the probability tha t  any given 
location satisfies a G P R O P  constraint, (and hence constitutes nn esample of the corresponding 
subobject) is 1/2. The probability tha t  n locations, in the configuration specified by the 
1 "  RPROPS,  satisfy the G P R O P  constraints is hence (7 ). In the absence of preprocessing, and 
I 
assuming t h a t  subobjects are located at random in our spatial database, it is necessary to examine 
each n-tuple of locations ( tha t  lie in the configuration specified by the RPROPS ) to check 
whether t h e  G P R O P  constraints are satisfied. It follows tha t  we will have to search 0 (2" ) times 
on average before finding an object with a set of nodes having the prescribed G P R O P  values. 
Furthermore, search could take significantly longer in some cases, and i t  is easy to espress much 
more complicated objects in the  SOL. 
Reduction in this t ime complexity is possibe if additional information is available to the 
search process. If subobjects are not distributed at random in the database then such information 
may be created by preprocessing and/or by making heuristic knowledge on the distribution pat- 
terns of objects available to the search process. Heuristic kIio\rledge, in the above example, may 
consist of storing windows for each subobject where the probability of a location satisfying the 
G P R O P  (PPROP)  constraints necessary to mAke it an  example of the subobject are higher than  
for the  rest of the  database. Similarly a stored window for the parcnt spatial object will indicate a 
higher probability, within the window, tha t  n-tuples of locations tha t  lie in the spatial 
configurations specified by the RPROPS satisfying the GPIZOP constraints. \\'iLhin this stored 
window there is thus esploitable correlation in the locations of subobject. 
Despite the possible speedup in search inade possible iiy sricli preproccssiiig. t h e  iwvitablc  
conclusion of tlic preceding remarks is tha t  the scarcli for :\rOitrary > p t i : i i  o b j c c t s  iicscrilable i n  
terms of our SOL is a problem with a his11 ordcr of coinpiitntionnl CotIlpIcsiiy. 
8. HIGH LEVEL OBJECT SEARCH 
High Level Object Search is the procedure used to search for locations of any high level 
object and  is used to satisfy a query of type (1). It is first called upon to  find examples of the 
'Query' object. I t  may be called recursively if the 'Query' object has other high-level objects as its 
descendents. T h e  level of recursion permitted in the search process is unlimited. 
The  first s tep in spatial search is to reduce the size of the search window using available 
knowledge concerning the locations of objects. This is accomplished by accessing the object 
knowledge base to find other high-level objects tha t  are contextually related to the  object sought. 
The system then determines if any known esamples of such ancilliary objects exist within the 
search window. If SO, sub-windows are constructed around each of the  ancilliary locations, and 
are employed as likely areas for search. Hence a queue of windows is constructed, and the the sys- 
tem searches sequentially for the object in each of these windows until the required number of 
examples of the object are found. For any one window this task may be accomplished by the 
high-level object search procedure in two ways: 
a) Known locations of the object in tlie specilied window of tlic spatial database may be 
retrieved from the spatially indexed knowledge base of known esamples described above. 
The  set  of known locations stored in this knowledge base is iiot complete, and depends on 
the history of previous searches. At any time, this set generally contains on ly  a fraction of 
the  examples of the objects tha t  exist iinplicitly i n  the spatial tlat&abc. 
b) New locations of the object may be discovered tlirouSli the process of search i n  tlie \vindoiv. 
The  process of searching for a new location ol' a liigh-lc~-el objcbct w i t h  m sub-objects entails 
discovering m locations, one for each of its sub-objects, sucli  tliat this s e t  ol' locations sntisfy 
all unary and  binary constraints tha t  dcline tlic parent objoct. If t l ic query rcquiros scnrcli- 
ing for n examples of tlic pnrciit olljcct. tlicii n sucli  acts  01' m 1oc;ttioiis ~ n c l i  iiirist I W  
found. Scnrcliing for n iiew loc:ltion ol' the  p:ircnt ol)jrct  qivc.li ;1 wt ot' c;iiididat (1 1or:itiuiis 
for each of the m sub-objects is a constraint salisfact ion prol)lcnl. 'Tllis I>roblcin colisists ol' 
an allocation of locations to sub-ohjccts froin their c:iiidi(I:i[<: sets sucli t lint, JvIicn all in 
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assignments have been made, all Constraints on and between sub-objects are satisfied. The 
next section will provide details on the design of the constraint satisfaction procedure imple- 
mented in KBGIS 11. 
The task of determining which candidate locations for any one of the  rn sub-objects to 
employ in the  constraint satisfation procedure, is a recursive specification of the task of determin- 
ing locations of a high-level spatial object. The  recursion terminates in the task of determining 
the locations of a primitive spatial object. Known examples of such objects are not  stored and 
their locations are  always determined through a search of the spatial database. This search 
involves the  determination of a connected set of pisels satisfying a conjunction of disjunctions of 
PPROP predicates and is achieved through an appropriate region growing process. Details of this 
primitive object search procedure are presented in a later section. 
High level object search may be represented in terms of the tree shown in Figure 4. \\'e 
consider the task of finding new locations of the root high-level object 0, shown in Figure '1, in a 
window. I t  is assumed tha t  heuristic knowledge has already been applied to constrain the size of 
the window as described above. The number of sub-objects of' a parent object is not bounded, 
and varies with the TI-PE of the object, but bas been taken as three in this esaniple. This task 
may be addressed by  using a constraint satisfaction procedure taking as input  t h e  locations of i ts  
sub-objects 01, 02  and  03,  and as constraints the binary spatial relations that link 01, 0'7 and 0 3 .  
The locations of t h e  sub-objects 01, 09 and 03 tha t  serve as input to the constraint satisfaction 
procedure may be known examples from the spatially indexed datnbase of knon.11 rxninplcs or  new 
locations discovered by search. 
Searching for new locations of' 01, for example, is a recursive :ipplica[ion of' this task wit11 01 
as the  parent object and 011, 012 ant1  013 :IS the sub-objects. The  lccursioii te r in inaws ,  for t'xaln- 
ple, at 011, which is a primitive object and is scarchctl for directly i t 1  rlic sp:i[iaI J:ii:tb:isct. 
The above p rocdure  is I'ollo\vctl in t Iic scni~11 for 1 1 w  cwiitples 01' :ill t i ~ ~ l i i i c d  Iiigli Ievt*l 
objects escept ill those c:ues whcre special purpose scnrch procedurcs exist. Inl'ornntion oil these 
procedures is stored i l l  the Spatial Objcct Iiiiowlcdgc Uase :ind is nv:ulablc to t lie control  proccss. 
In these cases the  special search function is directly called. Tlic esamples returned are absorbed 
into the  constraint satisfaction process i f  the object in question was n subobject of some parent 
object being searched. This is the way in which defined objects tha t  are linear features are 
searched for. This  ability to interface to external search routines allows the system to utilize 
efficient special purpose algorithms tha t  may be applicable in the search for a user defined object. 
In these cases the  user may provide the system with necessary knowledge concerning the special 
purpose function through the  function editor. 
9. CONSTRAINT SATISFACTION 
We now consider the task of constraint satisfaction at any intermediate level in the hierar- 
chy shown in Figure 4. For concreteness, we consider the procedure operating on tlie sub-objects 
01, 02 and 03.  These sub-objects are subject to both unary (GPROP) and  binary (RPROP) con- 
straints. Tlie high-level object search on the parent object 0 converts i ts  definition into a seman- 
tic network, as shown in Figure 4 and this network, with 01, 02 and 03 'as nodes, is passed to the 
constraint satisfaction procedure. Each node is linked by sp:ltial rcht ions (constraining arcs) to 
its siblings, and by parent and child links to the nodes immediately aboye and below it in tlie 
hierarchy. The  child nodes are created only if the search procedure is recursively called 011 any of 
01, 02 or 03. T h e  constraint satisfaction procedure is concerned only with the spatial relations 
and operates on  the  set of nodes that are siblings (i.e. 01, 02 and 03 ).  
T h e  above constraint satisfaction problem for spatial objects  iii:iy be i i inppe~l onto tlie sen- 
era1 constraint satisfaction problem tlcscribctl in a previous s:cctio:i ol' tlic p;ipcr. Tl ic  vnrinblcs 
represent the locations of tlie m sub-objects ot' 5 pnrcnt objcct lvl i i lc  [lie tlouiniii ol' cacli y:iriable 
is the set  of candidate locations for the  sub-objcct. 11 feature of t l i c  >pnti:iI ~ rnrc l i  problciii is t1i:it 
the knowledge possessed by tlic constraint snt.isTactioti proccJurc wticcriiiii:,. tlic \.;\ri:iblc cloiiinitis 
(tlie set of candidate locations of each sub-ol)jcct) m:ry be p:irti:il. 'l'lic sp:iIi:d coristrnint s:iIkfac- 
tion procedure may not sencr:iIly nsuine t l i n t  it is working \\.it11 : i l l  ~ I i c  po5sible v.ilues ot' cacli 01'' 
the m variables. Through es1i:iustive senrcli. i t  is possible I O  clctcriiiitie :ill locnt  ions of c:icli sub- 
object in tlie window, before bezinning the backtracking search for m tuples of locations tha t  
satisfy the constraints necessary to form an example of the sought for parent object. This may be 
appropriate if one is searching for all esamples of the parent object in the window, but  is inap- 
propriate if one is searching for a small number of instances of the parent object. In the latter 
case the cost of exahustive search for all examples of sub-objects in a large database before begin- 
ning the constraint satisfation task for the parent objects may be computationally expensive and 
unwarranted. The  spatial search procedure in IU3GIS I1 therefore dynamically selects a constraint 
satisfaction strategy based on the nature of the  spatial search to be performed. 
If a large number of examples of the  parent object are to be found then all locations of sub- 
objects in the  window are first determined before searching for consistent m-tuples of locations. 
Backtracking is used to discover the set  of consistent m-tuples and this search may be speeded up  
using consistency and forward looking criteria as discussed above. 
If the number of esamples of the parent object sought for in the window is small (in relation 
to the anticipated existing number) then we adopt a different strategy in which we alternate 
between recursive search for new locations of sub-objects and backtracking search for a consistent 
allocation of found 1ocLtions to sub-objects. A t  any instant, the  constraint satisfaction process 
operates on a subset of found locations of each sub-object within tlie window. The  procedure 
explores this space in an at tempt  to find a consistent allocation. If it fails, the nest txsk is to 
search for more labels tha t  may be assigned to the sub-objects. Tllc selection of which sub-objects 
to search for, and  the selection of sub-windows of tlic original window in which to searcii is done 
so as to maximize the probability ol' liiiding consistent nllocntioris corresponding to locations of 
the parent object. Once new locations for sonic of the sub-objects Ii:i\.e Ixci i  t'ouiid tlic constraint 
satisfaction procedure resuines on tlie augmeiltcd variable doinnins. 'Vlie proccss oscillates bctwccn 
constraint satisfaction :ind tlic wurch I'or ncw sub-ol)ject 1oc:Itioiis t i l l  t h e  tlrsirccl ~ i u i n h c . r  o f  ~ 0 1 1 -  
nnnounces fail 11 re. 
/ 
LVe believe t h a t  the  use of these two alternative strategies is an cificient Tvay to accomplish 
spatial search. Studies involving this and other control issues will be presented in a forthcoming 
paper. 
10. PRIMITIVE OBJECT SEARCH 
The  task given to the primitive search procedure is the determination of a specified number 
of locations of a primitive object. Each instance of the primitive object corresponds to a con- 
nected region in the search window. The  primitive object is represented using a conjunctive nor- 
mal form expression involving only P P R O P  properties. An  example of such an expression is: 
(((LAND S) (10 11)) \/ ((GEOL S) (1 2)))  
/\ (((ELEV S) (50 90)) \/ ((ASPECT S) (30 -10))) 
The primitive object search procedure has two alternative strategies available, depending on the 
desired task: 
a) To find a small number of individual instances of a primitive object i t  uses region growing 
by SEED ESPXXSION. 
b) To exhausively find exaniples of a primitive object in a window i t  uses region growing by 
CONNECTED COMPONENT LXBELLIXG. 
For each strategy the primitive object search procedure can also select a cuto1T resolution 
level in the location tree database. A t  this resolution level :ill nodes are clmsified ns  eitlicr black 
or white. 
Each node in the location tree dntabasc may be clnssilictl :is ~\ l I l ' l 'E ,  BL.\C'Ii or GREY 
with respect to the primitive ohject the arex of the node thnt satistics the ~pccilietl I'PROP predi- 
cates. 
Each nod; in t h o  Iocstioii t r ee  I i x  an arc:i cIcpcutIing o i l  it., IivigIiL in [Iic t w e .  I,CC S Jvnott, 
the number of lcvels i n  the location trce. Tlicn a node a t  Icvcl N. I.cfcrr(.d to as tlio loivr*t Icvcl. 
has a height ol' 0: and nn area of 1 u n i t  ( p i x i ) .  :\ notic at Iicight 1 1  (Icvcl : N - 11) Iias :in :ires of' 
(P units. 
The selection of the area tha t  must satisfy the predicates may be made using an absolute 
limit in the  following manner. .A node with an area of Y pixels may be considered BLACK only if 
it  has more than (Y - S) pixels satisfying the predicates; GREY if i t  has between X and (Y - X) 
pixels satisfying t h e  predicates: and \VHITE if i t  has less than X pixels sat,isfying the predicates. 
This decision rule ensures tha t  a node corresponding to a level with a node area of S units will be 
classified as only BLACK or WHITE preventing further descent of the tree by the region growing 
algorithm and  fixing the resolution at the desired level. Such a rule enables the region growing 
procedure to take full advantage of compaction in the higher levels of the location trees and also 
restricts the resolution to the desired level. Selecting S equal to 0 allows tlie search to be carried 
out at full resolution. 
If a procedure wishes to view only a single level in the tree as in the case of 3 raster 
pyramid with no father-son links, then we may employ the following alternative rule. X node at 
some resolution level may be considered BLACK if more tliari S % of the area of tlie node 
satisfies the PPROP predicates specified, and \\'HITI3 if the  area satisfying the predicates is 
between 0 and  S %. Such a rule enables each layer to be vieued iridcpentlciitly as a raster at the 
desired resolution. 
The  first step in the primitive object search proccdurc is tlic selection of an appropriate 
region growing strategy and an appropriat,e resolution level. Tile selection of strategy and resolu- 
tion level is based on: 
a) 
b) 
The  desired number of c.samplcs. 
The  average size of the clcnsired object i n  relation to tlic search windo\\.. 
If the search stra.rcgy .sclccted is SEED-EXF';lSSIOh' t h e n  :lie con5trnint sitisI'activii pro- 
cedure tha t  cnlls t h e  prirnitiv(, objc'ct searcli proc(>durc ti:wrows tiic se:irrli wiiitlow through tlic 
propogntion of binary spatial rclatioris (RPROl'S) itivolvin:; the prirniti\,c- o b j e c t  and otlicr srtb-. 
objects of the  queried object t ha t  have already been senrclictl for. I I I  this \vay I'ocus of :ittciitioii 
is acheived in the cnlls to t lie primitive object scnrcli procctlurc, u>iiig RPIlOl' cotistraitit 
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propogation. The  first step in SEED-EXPhNSION is a systematic search for an initial seed in the 
search window. This  search is done using heuristic knowledge based on the size of the object. 
which is an  indicator of the depth at which black nodes might be expected to occur. This lieuris- 
tic is used to control the search for the seed, causing i t  to switch from a depth first search of the 
tree to a breadth first search at the  selected depth. Once a seed has been found, it is grown using 
a SEED EXPANSION procedure, tha t  finds the complete areal coverage of the region within the 
window. The  procedure followed ensures t h a t  the maximal block representation of the region 
grown is returned. The  procedure is iterated till the desired number of seeds have been grown. 
Each node visited is tagged with a search tag, allowing the above procedure to systemati- 
cally search for and  grow seeds till the entire window, has been searched or the desired number of 
examples have been found. 
If exhaustive search for the object is to be carried out  then the CONPJJCTED COM- 
PONENT LABELLIKG algorithm is applied to  the search window. This  is an application of the 
conventional blob coloring region growing algorithm using the quad tree d a t a  structure. The pro- 
cedure is applied top down, marking BLACK nodes and  merging connected components. The  
procedure descends to the n e s t  resolution level only when a GREY node is found and  considers 
only the  sons of the  GREY node. In this way maximum use is made of the hierarchical tree struc- 
ture of the location tree database. The procedure decends no futher then t h e  appropriate resolu- 
tion level where all nodes are classified as either BLr\CI< or \VHITE. .Ill connected regions within 
the search window are returned by the procedure. 
11. LEARNING 
The  main purpose of iinplcmcniiiig learning procedures i n  I<BC;lS-II is to reduce query 
search time. I t  can Le ncco~iip!islieci i n  to \r.ays : citlicr b y  r e n i c ~ ~ i l ~ c r i ~ ~ ~  ( l i t .  rcsiilts of' previou5 
search or by learning tlic dcfiiiitioii of' :in objcict niorc prcciscly so ( l in t  tile acnrcli spncc. [nay I W  
pruned rapidly. IIcnce Icnrniriji may bc classified as ei ther  rote Icariiirig or i i iduct i \ c  lcar~iiiig. 
11.1. Rote Learning 
Rote learning allows the system to memorize the examples of an object for which it has 
already searched, so tha t  when i t  is asked to search for the same object again, it retrieves the pre- 
vious examples instead of searching again. It stores only predefined high level objects. 
Icnown examples are stored in a separate database tha t  consists of a discrimination net for 
each defined spatial object. This  database constitutes a part  of the spatial object knowledge base. 
The  discrimination nets used to store examples are basically pointer based quad trees. Each node 
in a discrimination net corresponds to  a quad-tree window of the da t a  base. Examples are stored 
at the  minimum containing block i.e. the lowest node which completely contains the  example. 
Each object is stored in a different discrimination net.  The  da ta  base also has one other discrimi- 
nation net called the OBJECT-TREE that  is used to store the name of the objects indexed by 
location. If the name of an  object X is stored in a node Y, i t  implies t h a t  one or more examples 
the object X exist in the location tree database withim the quad-tree window corresponding to Y. 
This information is useful in answering queries of type (2). 
A query for the locations of an  object in a quad-tree \vindow is answered by returning all 
examples stored in the sub-tree under the query node. If tlic Ion. level search returns a new exam- 
ple of an object, i t  is added to the proper discrimination net and the OBJECT-TREE is also 
updated. Obviously, all found examples cannot be stored because the space requirement w i l l  
increase monotonically. Hence, after finding 3. new example tlie system has to make a decision as 
to whether the  example should be stored. Tlic decibion taken depends on various l'actors. IT the 
complexity of an  object is low, it can be scarelied for easily and tlicrefore it is not storctl in tlic 
object base. If an  object is recursivcl!, c t c f i ~ ~ c d  i n  terms 01' ot.licr Iiisl; lcvcl objccts, a Jccision 
must be made as to whether the subobjccts should Lc stored or tlie parent object. .\gain tlie dcci- 
sion taken depends on rlic cost of rccoiistructiiig tlic objcct Trom its subobjtscrs. llcsidcs il ic c o w  
plesity, anotlicr criterion for storing t!ic csnlnplcs  i j  t Iic Trqi icncy i v i t  1 1  \vIiicii t lit,!. :trc sou;!it. 
There are  two w : i y ~  of storing tile objcct, either esnct locations or rcctnnglc ;~I'I)rosiination. 
The rectangle approximation o f  a11 object be rcprcseiitcd by slxxifyiiig its :)re:\, ccceiit r ic i ty ,  
centroid and  orientation. 
11.2. Inductive Learning 
Inductive learning is used to provide a new definition of an  object from a given set  of exam- 
ples so tha t  search for the object can proceed more efficiently. 
To learn a neiv definition of an object either user can give input definitions or system itself 
can generate new definitions. Since i t  is not possible to include all possible PPROPS,  RPROPS 
and G P R O P S  to give definitions, the user specifies the  appropriate values and system generates 
the definitions using those properties. 
T h e  inductive learning submodule of KBGIS-I1 is based on INDUCE[O]. INDUCE is a gen- 
eral purpose inductive learning program that  takes a set  of input rules and generates one or more 
output  rules which are simpler, more general and consistent with the input rules. Given a set  of 
input rules, i t  first finds a set  of alternative consistent generalizations by locating the most 
promising clauses (which are  common) and adding neiv clauses to each of them until a set  of con- 
sistent generalizations of the event is obtained. After getting the cover, it extends the response of 
the functions and then selects the best genel;alization from this set  and removes the rules for 
which this is a generalization. The  criteria for selecting the best rules as  well as the number of 
the output rules can be changed by varying parameters. 
INDUCE has the facility of providing background knowledgc and the user can add arith- 
metic and  logic rules for generalization. Besides background rulcs ISDCCE also Iias the capnlil- 
ity of adding new functions, equivalence predicntes and  extremity prctlic:itcs. 
The  language of ILDUCE is dilrcrelit from t h t  of IiBBGIS-I[. IIciicc trniisl:ttors :ire uscd 
First 11.c discuss ~ I I C  I\UC;TS-II- to convert an  object definition from one Inngungc to ot.licr. 
INDUCE translator and then ISDUCE-1iBC;IS-II t.rnrislator. 
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11.2.1. KBGIS-11- INDUCE 
This translator takes a set  of rules in I(BGIS-11 language and converts it into ISDLCG for- 
mat.  Besides the syntax transformations, it performs the following tasks: 
a) The  current implementation of INDUCE does not allow disjunctions, therefore if an input  
rule has a disjunction, i t  splits the  rule into two rules, e.g. 
(XI \/ S,) /\ Y => [ d = l ]  
becomes 
s, => [ d = l ]  
‘Y? => [ d = l !  
In KBGIS-I1 GPROPS and RPROPS do not have disjunctions but  P P R O P s  can have a 
clause which has disjunction of two layers. Hence, for each disjunction it generates a new 
rule, i.e. for the following input rule 
((TI’PE 0-1) L.U=) 
/ \(((LAND 0-2)  21) \/ ((GEOL 0 - 2 )  22 j )  
/\ (((ELEV 0-2) (100 200)) \/ ((SLOPE 0 - 2 )  (20 40))) 
the  output  will  be  
11.2.2. INDUCE-KBGIS 
This  translator takes a set of rules in ISDUCE language and converts it into IiBGIS 
language. In  t h e  current implementation the language of KBGIS is not fully compatible with the 
language of INDUCE, therefore if there is any input clause t h a t  cannot be converted into I(BGIS 
language i t  is ignored. 
If the system has learnt the definition of a new object, i t  is directly stored in the Spatial 
Object Knowledge Base. Otherwise, the system compares the new definition with the old one and 
if it is better the Spatial Object Knowledge Base is modified. In the current implementation due 
to language incompatibilities, sometimes the system may not be able to handle the INDUCE out- 
put. In such cases the user may interpret the output  and update  the Knowledge Base, using the 
Knowledge Base Editor. 
13. EXAMPLES OF APPLICATIONS OF KBGIS-I1 
The  system was tested on a multilayer d a t a  set prepared by the LSGS. Tlie area 
represented in the d a t a  set  was a square region of the Black Ilills. This region w'as represented as 
a set  of d a t a  layers, each of 5 1 2 ~ 5 1 2  5Om pixels. Tlie layers included landuse,geology, 
topography,drainage,aspect/slope and transportation. \Ve now briclly describe tivo actual appli- 
cations of IU3GIS-II, the first being an example of a query of the first t y p e  and t h e  second being 
an example of an  inductive learning procedure. 
12.1. An Example of a Query of the First Type 
One problem giyen t o  t h e  system \vas to lint1 worst-case potcntinl lanclsli& si[c\s i n  tlic 
515x512 region. A natural Iniiyinge description of such  a spatial ohjcct mi<l i t  be: 
topographic ridgeline and within 200 feet of an interface between the yrologic s t ra ta  
corresponding to  Opcche Shale and Llinnekanka Limestone or lvithin 300 feet of a 
sharp topographic slope break (30 degrees or larger). 
In terms of the SOL, this query becomes: 
(AND((TYPE 0-1) SLOPEBREAK) 
((TYPE 0-2) GEOLOGIC INTERFACE-19-20) 
((TYPE 0-3) RLDGE) 
((TYPE 0-4) UPPER-END-STREAM-I) 
((TYPE 0-5) PROSPECTIVE-SLIDE) 
((DISTANCE 0-1 0-2) (0 200)) 
((DISTAYCE 0-2 0-5) (0 200)) 
((DIST-LYCE 0-3 0-5) (0 1000)) 
((DIST.hYCE 011 0-5 (0 200)) ) 
It is important to realise tha t  the entry of this object ticfinition into the system, together 
with the search command (I), is sufficient to have the system carry out the full search procedure, 
given tha t  the  system possesses adequate ancilliary knowledge. For example, each of the subob- 
jects O j ,  i=1,5, is required to be defined in the knowledge base, together with relevant proper- 
ties, procedures and  known examples. For example, a PROSPECTILT-SLIDE is defined as: 
(AND (Ahla 
((GEOL 0-1 (51 22 31 33)) 
((SLOPE 0-1 (0 3G)) 
((ASPECT 0-1 (270 360))  ))), 
where CEOL,  SLOPE 2nd ASPECT ;ire PI’ROI’s. 
search for successive objects. The PROSPECTIL'J3-SLTDE spatial object was sought by a region 
growing process in the most constrained window. 
12.2. An Example of Inductive Learning 
A second problem given to the system involved the location of four mineral deposit loca- 
tions. KBGIS-I1 was given only the locations of four 3 2 ~ 3 2  pixel areas, and no other information 
about them. The  system then examined each of the regions in turn in terms of a query of the 
second type. In particular, the system was given a list of P P R O P s  (GEOL, ELEV, SLOPE and 
LAYDUSE), a list of GPROPs  (SIZE) and a list of RPROPs  (DISTAVCE, DIRECTION and 
CONTAINS), and  returned a characterization of each of the  four areas in terms of these PROPS 
' (i.e. in SOL form). The output  of these queries was then used as input to the inductive learning 
system, which in turn produced as output  a generalized description of each of the four descrip- 
tions. 
In terms of the SOL, the generalized description returned was: 
(AND ((C0XT.UX.S 0-3 0-1) T) 
((DIRECTION 0-1 0 - 2 )  4) 
((SIZE 0-1) (256 806)) 
((SIZE 0-2)  (128 513)) 
((SIZE 0-3) 1024) 
(AND (OR ((GEOL 0-1) ( 3 1  37 2s)))) 
(AND (OR ((GEOL 0-2)  (1-1 16 17)))) 
(AND (OR ((LAND 0 - 2 )  ( I ? ) ) ) ) )  
In terms of a natural Innguagc dcsription, tliis says t l in t  e;icli of tlic nrcxs is genc.r:iIly c1i:iractcr- 
ized as being composed of tlirco primiiive siil,ol)jec(s (:t subobject i i i  wliicli t Iic liiliology is one o f  
three kinds; a sribobjcct in wliicli thc  lithology is oiic ol' t l irw kinds; :md n stibobjcct in \vliich tlic 
1:indusc is evergcen forcst). Furthcriiiore, cnch of (l ie sul)ol)jccts is charnclcrizctl l)y cert:iiii size 
attributes, while there are DIRECTION niid COS'I'XIXS rclationships Ixtwet'ii varioiis of tlic 
subobjects. 
It is to be stressed that givcn the list of arcas and the lists of PROPS with which to charac- 
terize each area, the system carrics out  the sequence of procedures in an automatic manner. 
Furthermore, the SOL definition of the generalized spatial object is automatically added to the 
knowledge base of the system, together with various of i ts  properties, and may hence he employed 
if such objects are to be sought in future queries. 
13. SUMMARY AND CONCLUSIONS 
I(BCIS-II, as described in this essay, is currently implemented and  running on a VAS- 
11/750 under the  VMS operating system at the University of California, Santa  Barbara. The sys- 
tem is programmed in Common Lisp, Pascal and C. \Ve now briefly summarize the degree to 
which I(BG1S-I1 meets the five requirements, laid out  above, and the manner in which the four 
general principles, also listed above, are used to meet these requirements. It should be 
emphasized t h a t  the  properties of tlie currently-implemented system are still under investigation 
and t h a t  there are plans to continue de\-elopmenr, of KBGIS-11. \ire therefore discuss both current 
research tha t  is being perforincd using the present system and planned extensions to the system. 
13.1. Reqirements and Principles. 
The  system is currently capable of handling large, multilayered, I;ctcrogeneous, spatially- 
indexed databases. The software d e i g n  entailed by t h e  overall 3ysteni rcquirc~iiciits dcscribcd 
below has of necessity made the currciit 1iardware (1';LY 11-730) 3 liniitiiig factor i i i  tlie size 01' 
the databases tha t  can be hantllcd a t  inturnctive speeds Tl ic  t,r:iiisfer of tlic system to i n o ~ ~  
appropriate hardware (such as :I LISP inachiiic) woiild resolve mucli of this problc~iii .  'Hie system 
h s  the capability of rcFpondiitg to dl the qucrics ol' types (1) : ~ n d  ( 2 )  tli:it :ire es[)ixwjible i i i  otir 
spatial object I:lIigUagc (SOL). :\ltIiotigh resc:irch is st.iIl i n  progrcss on t Iiu itlatter, rhe processin; 
o f  the queries appcars 10 be rcI:rtively cfficiciii in t h e  sense of reducing t.lrc :ivcro:;c complcrity of 
the search for spatial objects. 'L'lle li:irtl\vnre dl,Iicicricics, Iiowc*vcr, do iiot 1,criiiit t Ilt. systoii i  t o  iw 
truly interact,ive in the case of qucries concerning complex spatial objects. I<BGIS-I1 is flexible 
with respect to both domains of application and users. 
Concerning the  role of the four sets of principles in allowing the system to satisfy these four 
requirements, we make the followin, comments: 
The  development of the system suffered from a failure to adhere to the principled use of the 
techniques of software engineering, although it benefitted from the systemmatic application 
of techniques from database management (in the construction and  storage of the location 
tree database,  where the spatial image data  is segmented into retreivable areas tha t  are 
paged in on demand, see I<linger!l2]); from tlie use of the theory of algorithms and complex- 
i ty (in the construction of spatial search procedures); from the use of AI techniques (in the 
structuring of the knowledge base, in the design of the spatial search procedures and in the 
application of the learning procedures); and from the application of computer graphics tech- 
niques (in terms of the system output).  
The  integration of techniques from computer vision a i d  image processing provide the sys- 
tem with an  ability to handle queries of a type not typically found in GIs ,  while allowing 
tlie system to integrate both image and digital cartogrtapliic da ta .  
The  six priciples discussed in the general section on search greatly reduce the computational 
effort of the system in responding to queries, as coniparcd with s tandard,  exhaustive raster- 
based search procedures. 
Finally the availabilty of various editors and tlie learnin:: capabilities :illow tlic s ~ . s t c ~ i i  to bc 
easily tailored for use in various spatial domains and for \.I ' rloi ls ' 11scrs. 
13.2. Investigation of System Performance 
Investigations of I lie systciii's ability to Ii:indle v a r i o w  qucrics coiiccrriiiig n I:ir;c scoIo:;ic:ii 
database are ciirrcntly ritiderwny, :itid !rill IN report ctl in  I'ii1,iire piil,licat ioiis. Tlic iriairi i.c.sc:lrc.Il 
elfort involves an empirical analysis of the  elficicncy of the 5c:irch proccdurvs, and of tlie clrects of 
clianging various paraiiicteis tha t  alTcct the ell'iciency of search. 
c 
13.3. Extensions to the system 
Planning is currently underway concerning modifications to  I<BGIS-I1 t h a t  will both 
The  improve the efficiency of its current processin? capabilities and extend its capabilities. 
planned extensions include: 
a) Adding computer cartographic capabilities and ordinary polygon processing functions tha t  
are similar to those found in such currently available systems, such as ARC/Ii\;FO. 
Adding "fuzzy" spatial object definitions and "fuzzy" reasoning. 
Adding a database and specialized processing functions for remotely-sensed d a t a  and  an  
interface between this database and ICBGIS-11: d d i n g  procedures for map-guided image 
interpretation; and providing da ta  structures and procedures t h a t  permit joint  querying of 
both the digitized cartographic and image databases. 
Providing the system with the capability of answering a class of queries tha t  involve detec- 




e) Providing procedures and control structures that  permit tile inductive learning procedures of 
the system to operate autonomously. 
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Figure 2 The Spatial Object Data Structure 









Distinguishes between linear and 
region based features. 
The  definition of the object, a 
disjunctive normal form. expression 
in the spatial object language. 
~~~~ 
A list of heirarchically higher objects 
tha t  are defined in terms of 
the object. 
Other  objects whose locations are 
contextually related to the locations 
of the object, together with the 
nature of the spatial relation 
involved. 
A measure of.the complexity of 
search for new examples of the object. 
An approximation to the linear and 
areal dimension of the object. 
Pointers to low level algorithms 
that  can operate directly on the 
image without recourse to the definition 
of the object. 
Figure: 3 The Function Data Structure 







Indicates, in the case of GPROPS 
and RPROPS, if the function can be 
inverted to  propogate constraints 
during search. 
A measure of the computational 
complexity of the function, used 
in the calculation of the complexity 
of spatial objects defined using the 
corresponding GPROP or RPROP.  
Information on the symmetric 
properties of binary (RPROP) functions, 
permitting arguments to  be switched 
by the search control, depending on 
dynamic object prioritization. 
The  nature of the values tha t  the user 
may specify as desired when the 
corresponding GPROP or RPROP is used 
to  define an object. 
The  names of subroutines called by 
the function, used in system 
management. 
Figure 4 
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