A child rises on a swing by changing the length of its chain. This is explained by the mathematical fact that the product of two elliptic symplectic matrices can be hyperbolic. The connection could be helpful in teaching both mechanics and matrices. A Hamiltonian formulation avoids an error. Random swinging is unlikely to succeed.
happens if the child's up-and-down motion is randomly ill-coordinated. How likely is amplification then? Section 5 provides a more general context, and briefly discusses the superficially complementary phenomenon of stablising an inverted pendulum by oscillating its support (Stephenson-Kapitsa effect).
Hamiltonian description of swinging
The swing will be modelled as a simple pendulum with changing length l(t); this is the distance between the support and the child (figure 1). The mass of the bob cancels from the dynamics and so will not be written explicitly. The child's deliberate body movements control l(t) and thereby cause the swing to rise. In setting up the dynamics, care must be taken to incorporate this time-dependence correctly. We start with the Lagrangian description, with motion described by the swing's angle θ and the angular velocity=  / t d d . Lagrangian mechanics [3] requires the kinetic and potential energies: For our minimal model, it suffices to consider the onset of resonance for small angles: hence the approximation in V. In T the term involving  l, representing velocity of the bob perpendicular to its swinging, does not contribute to the dynamics of θ(t). Therefore the Lagrangian can be written as
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The standard Lagrangian formalism [3] now gives the equation for θ(t):
A tempting approximation, which has occasionally appeared in the literature, is to consider the dynamics as that of a simple harmonic oscillator with varying frequency. But we will see later that this leads to a fundamental error. Of course, for any smooth l(t) equation (2.3) can be solved numerically without neglecting the term in q  , but in the case that we will consider l(t) is piecewise constant, and the derivative  ( ) l t contains δ functions which complicate the solution. A transformation can eliminate the term in q  , but this compounds the difficulty by introducing a term( ) l t in the coefficient of θ(t). Such complications can be avoided by transforming to the Hamiltonian formulation [3] . This requires the canonical momentum
Thus the Hamiltonian is and the corresponding equations of motion in the phase plane (θ, p) are
These do not involve derivatives and so can easily accommodate discontinuous l(t).
We model the child's control as a repeated discontinuous alternation between two lengths (figure 2), that is, for one period
This involves a common phase f of the motion during each interval of constant l; it is easy to include different phases, but in the spirit of a minimal model this would merely add complication.
The evolution during each interval of constant length l, i.e. constant frequency ω, is conveniently expressed as a 2×2 matrix relation describing rotation in the phase plane, obtained by solving (2.6): Over a complete cycle 0tt f of the swinger's control, the evolution is determined by the product of the corresponding matrices: Over n cycles of control, the motion is determined by the matrix power ( ) M .
Therefore it is important to understand M 12 .
Elliptic and hyperbolic matrices
The matrices M and
This is the condition for a 2×2 matrix to be symplectic [2] , that is, to represent Hamiltonian evolution. Therefore the eigenvalues are either complex conjugates on the unit circle, i.e. exp (±if), or else real and mutually reciprocal, i.e. λ and 1/λ. The first case corresponds to elliptic rotation in the phase plane, for which motion is periodic, i.e. stable; the second corresponds to motion that is hyperbolic, i.e. unstable. Elementary calculation [2] shows that the two cases are discriminated by the trace: Both matrices M in the constant l evolution (2.8) are elliptic, because |2cosf| < 2. But the product matrix M 12 can be hyperbolic. This is the central fact responsible for resonant amplification. Simple calculations give
The condition for amplification (M 12 hyperbolic) is that trM 12 must lie outside the interval (-2, 2). Since (3.3) indicates that trM 12 <2 always, the amplification condition is trM 12 <-2. Thus the condition becomes
This is always satisfied for the phase f = π/2. In this familiar case, where the control cycle 2f corresponds to a half-cycle of the natural pendulum period, the product matrix M 12 is diagonal, and the evolution is simply (The opposite situation l 2 >l 1 , in which damping occurs, rather than amplification, is special: for most initial conditions, both eigenvalues γ 1 /γ 2 and γ 2 /γ 1 contribute, leading to amplification.) Figure 3 illustrates parametric amplification, calculated by solving (2.6) with (2.7), for f = π/2, and also the failure of amplification when f is smaller and (3.4) is violated.
The temptation to model the swing by (2.3) with the term in q  neglected, that is as a harmonic oscillator with changing frequency ω(t), should be resisted, because it introduces fatal errors. It is of course possible to consider this approximated motion as Hamiltonian, in the phase plane ( ) , , and for piecewise constant l(t) this results in evolution analogous to (2.8), involving a matrix M. But there is a crucial difference: γ in (2.8) is replaced by ω, and in contrast to g µ / l 3 2 the frequency is w µ -/ l . 1 2 The opposite sign in the exponent means that the analogue of (3.5) predicts that resonant amplification would require shortening the swing at the extremes, and lengthening when it is vertical, which is wrong. Moreover, in the amplification condition (3.4) the exponents of l 1 /l 2 and l 2 /l 1 would be 1/2 rather than the correct value 3/4.
Random swinging
Most swingers soon learn that the choice f = π/2 is optimal for amplification. But a beginner, or someone insensitive to body feedback, might execute a repeating control cycle that is not optimal. What is the chance that such a strategy will succeed, in the sense that it satisfies (3.4) and therefore leads to amplification? A way to estimate this is through random choices of f and l 1 and l 2. From (3.4), the condition for amplification is X(r, f)>1. Clearly, we can choose r>1 and 0f π/2. The natural choice for the random phases is f uniform on the range 0 to π/2, and for r we choose the probability density P r (r) (with r>1 without loss of generality). This determines the probability density of X as the mean value of δ(X − X(r, f)) [5, 6] . From (2.4), amplification corresponds to X>1; thus, integrating over probabilities gives the amplification probability as
Evaluating the f and X integrals leads to P a is close to unity if P r (r) is concentrated around large values of r. For the more modest r likely to be employed by a random swinger, P a is smaller: random swinging is less likely to succeed. Some examples, for different P r (r), are The above concerns a random choice of phase and frequency ratio for the shortening and lengthening part of the cycle, which is then repeated exactly. What happens if the swinger chooses the two phases f 1 and f 2 , and the two lengths l 1 and l 2 , differently from cycle to cycle, rather than randomly within a repeated cycle? Then we expect, on the basis of Furstenberg's theorem [7] [8] [9] on products of many random matrices, that eventually the product will be hyperbolic, so amplification will occur. But when?
To investigate this, we first create many two-matrix products representing cycles labelled n: A superficial analogy suggests that this might explain how an inverted pendulum is stabilised when its point of support is oscillated vertically-the Stephenson-Kapitsa effect [2, [10] [11] [12] [13] . But the analogy is false: in fact, this effect is a consequence of the unremarkable fact that the product of a hyperbolic matrix (representing the upward 'push' of the support) and an elliptic matrix (representing the downward 'pull', with downward acceleration greater than g) can be elliptic.
As well as being at the mathematical heart of parametric amplification, the elliptic×elliptic = hyperbolic matrix property has a wider significance. At every instant, the driven swing is a stable oscillator, but its motion over time is unstable. This illustrates a more general phenomenon: instantaneous stability at all times, or local stability everywhere, does not imply global stability. For example, a particle moving where a static potential in two or more dimensions is concave everywhere (i.e. its principal curvatures-eigenvalues of the Hessian matrix of derivatives-are positive at all points on the orbit) can nevertheless exhibit chaos, notwithstanding occasional suggestions to the contrary [14] [15] [16] , (see also [17] [18] [19] 
