Abstract-The complete characterization of the capacity region of a two-user Gaussian interference channel (IC) is still an open problem unless the interference is strong. In this work, we derive an achievable rate region for this channel. It includes the rate region which is achieved by time/frequency division multiplexing (TDM/ FDM), and it also includes the rate region which is obtained by time sharing between the two rate pairs where one of the transmitters sends its data reliably at the maximal possible rate (i.e., the maximum rate it can achieve in the absence of interference), and the other transmitter decreases its data rate to the point where both receivers can reliably decode its message. The suggested rate region is easily calculable, though it is a particular case of the celebrated achievable rate region of Han and Kobayashi whose calculation is, in general, prohibitively complex. In the high-power regime, a lower bound on the sum-capacity (i.e., the maximal achievable total rate) is derived, and we show its superiority over the maximal total rate which is achieved by the TDM/FDM approach with moderate interference. For degraded and one-sided Gaussian ICs, we rely on some observations of Costa and Sato, and obtain directly their sum-capacities. We conclude our discussion by pointing out two interesting open problems.
I. MODEL AND DEFINITION OF CAPACITY REGION
An interference channel (IC) models the situation where a number (M ) of unrelated senders try to communicate their separate information to M different receivers via a common channel. Transmission of information from each sender to its corresponding receiver interferes with the communication between the other senders and their receivers.
A two-user (i.e., M = 2) discrete, memoryless IC consists of four finite sets X1; X2; Y1 ; Y2 , and conditional probability distributions p(1; 1jx 1 ; x 2 ) on Y 1 2 Y 2 , where (x 1 ; x 2 ) 2 X 1 2 X 2 . For coded information of block length n, the two-user discrete, memoryless IC is denoted by In the model of a two-user IC, there are two independent and uniformly distributed sources. Senders 1, 2 produce two integers: Since there is no cooperation between the two receivers in this channel, the average probabilities of error are A rate pair (R1; R2) is said to be achievable if there exists a sequence of (d2 nR e; d2 nR e; n) codes, such that P (n) e;1 ! 0 and P (n) e;2 ! 0 as n ! 1. The rates are expressed here in terms of bits per channel use. The capacity region of an IC is defined as the closure of the set of all its achievable rate pairs.
In this correspondence, we derive an achievable rate region for the two-user Gaussian IC. The derivation of this region is based on a modified time-(or frequency-) division multiplexing approach which was originated by Sato for the degraded Gaussian IC, and which is studied here in the general setting. This achievable rate region includes the rate region which is achieved by time/frequency division multiplexing (TDM/ FDM), and it also includes the rate region which is obtained by time sharing between the two rate pairs where one of the transmitters sends its data reliably at the maximal possible rate (i.e., the maximum rate it can achieve in the absence of interference), and the other transmitter decreases its data rate to the point where both receivers can reliably decode its message. Yet, it is still a particular case of the Han and Kobayashi (HK) achievable rate region whose calculation is in general prohibitively complex. In the high-power regime, an improved lower bound on the sum-capacity is derived as a particular case of the general HK achievable rate region. We analyze some of the properties of this lower bound, and show its superiority over the maximal total rate which is achieved by the TDM/ FDM approach. For degraded and one-sided Gaussian ICs, we rely on some observations of Costa and Sato, and derive their sum-capacities (i.e., the maximal achievable total rates in their capacity regions.) Throughout this correspondence, we express the Gaussian ICs in their standard form (see Section II). We assume here perfect synchronization between the transmitters and their corresponding receivers, which implies that the capacity region of the IC is convex (based on time-sharing arguments).
The structure of the correspondence is as follows. Earlier results which are related to the derivation of the new results here are presented in Section II. New results are provided in Section III, and proved in Section IV. Numerical results are presented and explained in Section V. Finally, concluding remarks appear in Section VI, where we also address two interesting open problems.
II. EARLIER RESULTS
Similar to broadcast channels, since there is no cooperation between the receivers, the capacity region of a two-user discrete, memoryless IC only depends on the following marginal probability distributions: Hence, the capacity region of a discrete, memoryless IC is identical to the capacity region of any other discrete, memoryless IC whose marginal probability distributions are the same.
The information-theoretic characterization of the capacity region of a discrete memoryless IC is in general unknown yet, except for some special cases (see [15] and references therein). The capacity region of a discrete memoryless IC was expressed in [1] by the limiting expression 0018-9448/04$20.00 © 2004 IEEE (1) (at the bottom of the page), which unfortunately does not lend itself to feasible computation. Unlike the case of a general discrete, memoryless multiple-access channel (MAC) whose capacity region is expressible by a single-letter formula, the limiting expression in (1) cannot be written in general by a single-letter formula (see [11] ). Unfortunately, it was also demonstrated in [4] that the restriction to Gaussian inputs in the limiting expression (1) for the capacity region of a Gaussian memoryless IC falls short of achieving capacity, even if the inputs are allowed to be dependent and nonstationary.
In 1981, Han and Kobayashi (HK) [9] have derived an achievable rate region for a general discrete memoryless IC. It encompasses the achievable rate regions that were earlier established, and is still the best known to date. However, the computation of the full HK achievable rate region for a general discrete, memoryless IC is, in general, prohibitively complex, because of the huge number of degrees of freedom which are involved in the computation of its subregions (see [9, Theorem 3.1] ). We refer the interested reader to a comprehensive survey paper on the IC [15] .
We focus here on the Gaussian IC, which was extensively treated in the literature (e.g, [2] - [5] , [9] - [15] ). The input and output alphabet of a memoryless Gaussian IC is the field of real numbers (X1 = X2 = Y 1 = Y 2 = I R), and the probability density function (p) of this channel is derived from the following linear relations between its inputs and outputs: The capacity region of this Gaussian IC is identical to the capacity region of the following Gaussian IC in its standard form:
where a 12 = Since the capacity region of an IC only depends on the marginal probability distributions, it is irrelevant whether the noise terms n 1 and n 2 are statistically dependent. The power constraints in the standard form of the Gaussian IC are 
where P1 = The latter equality implies that the second output terminal (Y2) is a degraded version of the first output terminal (Y 1 ). Since the capacity region of a degraded IC only depends on its marginal probability distributions, then the capacity region of a degraded IC is identical to the capacity region of the IC whose conditional probability distribution is p(y1; y2jx1; x2) = p 0 (y2jy1) p1(y1jx1; x2);
The latter IC forms a cascade channel, since it is composed of two channels p 1 (y 1 jx 1 ; x 2 ) and p 0 (y 2 jy 1 ) which are combined in a cascade. The full characterization of the capacity region of a discrete, memoryless, and degraded IC is still an open problem. In its standard form (2), a two-user Gaussian IC is degraded if and only if a 12 1 a 21 = 1 [3] . Inner and outer bounds on the capacity region of a degraded Gaussian IC were derived in [13] . A two-user Gaussian IC is called one-sided if either a 12 = 0 or a21 = 0. In [5] , Costa observed and proved that the class of degraded Gaussian IC are equivalent to the class of the one-sided Gaussian IC (from the view point of their capacity regions). More specifically, if 0 < c < 1, then it follows from [5] that the one-sided Gaussian IC whose characterization in the standard form is y1 = x1 + n1; y2 = cx1 + x2 + n2 has the same capacity region as the degraded Gaussian IC y1 = x1 + x 2 c + n1; y2 = cx1 + x2 + n2:
In both cases, n1 and n2 are Gaussian random variables with zero mean and unit variance, and the same power constraints are imposed on the transmitted signals x x x 1; x x x 2 for the two channels. The degraded Gaussian IC above is the standard form of the IC which was depicted in [5, Fig. 6(d) ]. Later, we will rely on the equivalence between one-sided and degraded Gaussian ICs, and derive an exact expression for the sumcapacities of both channels.
The capacity region of a Gaussian IC with strong interference was independently determined by Han and Kobayashi [9, Theorem 5.2] and Sato [14] . The capacity region of the Gaussian IC with very strong interference was determined by Carleial [2] . For the latter case of a Gaussian IC with very strong interference (which is characterized by the inequalities a 12 1 + P 1 and a 21 1 + P 2 ), it was surprisingly demonstrated in [2] that the interference does not harm the capacity region. However, the capacity region of the Gaussian IC was not determined yet in the cases where a 12 and a 21 lie in the open interval (0; 1). The complete characterization of the capacity region of a one-sided Gaussian IC whose nonvanishing interference coefficient is between zero and unity is also still unknown. IC with weak or moderate interference, the gap between the reported upper and lower bounds on the sum-capacity is rather large (see [10] ), though it vanishes for the case where a ! 0 (i.e., no interference) or a ! 1 (i.e., a Gaussian MAC).
III. NEW RESULTS

Theorem 1:
The set of rate pairs in (4) at the bottom of the page, where
is achievable for a two-user Gaussian IC in the standard form (2) under the power constraints in (3). The achievable rate region D in (4) 
2) It includes the achievable rate region by TDM/ FDM, but in both cases, the maximal achievable total rate stays the same.
3) In the symmetric case, where a 12 = a 21 a and P 1 = P 2 P
• the calculation of the achievable rate region in (4) can be simplified, so that it only involves the two parameters ).
Theorem 2: For a degraded Gaussian IC which is expressed in the standard form (2) with the power constraints (3), the sum-capacity is (8) with a similar expression for the case where a 21 = 0 (by switching the indexes of users 1 and 2).
Corollary 1: For a one-sided Gaussian IC with weak or moderate interference (i.e., when the interference coefficient is not above unity), the sum-capacity is achieved if the transmitter which is not interfered sends its data at the maximal achievable rate of a single user, and the second transmitter sends its data at the maximal possible rate where the interfering signal is treated as an additive Gaussian noise.
The reader is referred to the concluding remarks in Section VI where we show that the sum-capacity of a one-sided Gaussian IC which is provided in (8) implies immediately the upper bound on the sum-capacity of a two-user Gaussian IC which is presented in [10, Theorem 1] . It also automatically proves that the upper bound on the sum-capacity in [10, Theorem 2] is always better than the one in [10, Theorem 1] (although we note in Section VI that the two upper bounds on the sum-capacity of a two-user Gaussian IC in [10] asymptotically coincide in the limit where P tends to infinity). For more details, the reader is referred to remarks 3 and 4 in Section VI.
Theorem 3:
Consider a two-user symmetric Gaussian IC in the standard form (2) where a12 = a21 a, and P1 = P2 P is the common power constraint in (3).
Then, for high enough values of P , the sum-capacity is larger than the maximal total rate which is achieved by TDM/ FDM.
In particular, let a = a 0 be the single root of the polynomial equation log 2 (1 + 2P ) at a = 1 (i.e., the maximal total rate achieved by TDM/ FDM).
Corollary 2:
For a symmetric Gaussian IC with moderate interference, TDM or FDM are not optimal in the high-power regime or the narrow-band regime.
IV. PROOFS OF NEW RESULTS
A. Proof of Theorem 1
In [12, Theorem 5], Sato proved that the following rate region is achievable for a two-user IC: : (12) As was noted in [9, Corollary 3.3] , the achievable rate regions in (11) and (12) Consider two modes of work. In the first mode, receiver 1 decodes the message of the second sender, and uses it as side information for decoding his message (in the Gaussian IC model (2), receiver 1 subtracts from the received signal y y y 1 , a scaled version of x x x 2 ). Receiver 2 directly decodes his message (x x x 2 ), based on his received signal (y y y 2 ).
This mode of operation corresponds to the achievable rate region in (11) , and is used here during a fraction of the transmission time with
Gaussian inputs according to (13) . In the second mode which refers to the the achievable rate region in (12), receiver 1 decodes his message directly, and receiver 2 decodes the message of the first sender and uses it as side information to decode his message. The latter mode of operation is used during the remaining fraction of the transmission time, and the Gaussian inputs are distributed according to (14) . Let R (i) 1 and
2 be the transmission rates in mode i (i = 1; 2), then (R1; R2) = (R
1 ; R
2 ) + (R (2) 1 ; R (2) 2 ):
From (5) and (11)- (14) 0 R
(1 
Equations (15) and (16) provide the achievable rate region in (4). with equality if = 1 and = 0. It therefore follows that the maximal total rate of the achievable rate region (17) is equal to the one which corresponds to TDM/FDM. However, in contrast to the achievable rate region by TDM/FDM, the substitution = = reveals that the rate region (17) also includes the achievable rate pairs (R1; R2) = (P1); a 21 P 1 1 + P 2 (R 1 ; R 2 ) = a 12 P 2 1 + P 1 ; (P 2 ) and the straight line connecting these two points. This shows that the achievable rate region (17) necessarily extends the achievable rate region of TDM/FDM.
For the symmetric case, where P 1 = P 2 P and a 12 = a 21 a, the achievable rate region in (17) ), we have already proved that the maximal total rate which corresponds to the achievable rate region in (4) is equal to that of TDM/FDM, but on the other hand, the maximal total rate of the region G 0 exceeds this common value. The reason for the latter statement is attributed to the fact that since the achievable rate region G 0 includes the achievable rate region where the interfering signal is regarded as an additive Gaussian noise, and also in the latter case, the total rate is equal to log 2 1 + P 1+aP , then for weak interference (i.e.,
), it exceeds the total rate of optimal TDM/FDM which is equal to 1 2 log 2 (1 + 2P ). It then follows directly that for weak interference, the maximal total rate of the achievable rate region G 0 is strictly larger than the maximal total rate which is obtained by (17).
B. Proof of Theorem 2
The sum-capacity of a degraded Gaussian IC is obtained as a direct consequence of the discussion in [13] on degraded Gaussian ICs (though it was not stated there explicitly). By referring to [13, Fig. 1 ], the point A 1 in that figure was shown to be on the boundary of the capacity region of degraded Gaussian ICs (by showing that this point lies on the boundary of inner and outer bounds on the capacity region). Relying on observations in [13] , it is a simple matter to show that the point A 1 of [13, Fig. 1 ] achieves the sum-capacity of degraded Gaussian IC (we note that the capacity region of this channel is unknown yet). To see this, we refer to the curve connecting points A 1 and A 3 in [13, Fig.  1 ], which together with the straight lines R 1 = C 1 and R 2 = C 2 forms an outer bound on the capacity region of a degraded Gaussian IC [13] .
The point A 1 achieves the maximal total rate with respect to (w.r.t.) the outer bound on the capacity region (and hence, it also achieves the sum-capacity). The reason is that since it was shown in [13] that for the curve which connects the points A 1 and A 3 in [13, Fig. 1 ], the inequality 01 dR dR < 0 is satisfied, then it yields that in the case where the output Y 2 is degraded w.r.t. the output Y 1 , the point A 1 achieves the maximal value of R 1 + R 2 on this curve. By symmetry, if the output Y1 is degraded w.r.t. Y2, then the point which achieves the maximal total rate is the one which is symmetric to the point A 1 w.r.t. the line R 1 = R 2 (so, in order to get the maximal total rate in the latter case, we just switch between the indexes of the expression R1 + R2 for the former case, as in (7)).
The sum-capacity of a one-sided Gaussian IC follows from the observation which was made by Costa [5] about the equivalence between the one-sided and the degraded Gaussian IC (where this equivalence between these two Gaussian ICs was also stated explicitly in the preliminary material which is provided in Section II). Based on this equivalence, the part of (8) which provides the sum-capacity of a one-sided Gaussian IC with weak or moderate interference follows directly from (7) which corresponds to a degraded Gaussian IC. The part of (8) which provides the sum-capacity of a one-sided Gaussian IC with strong or very strong interference is not new (and it is only given in (8) for the sake of completeness); it follows directly from the discussion in [14, Sec. III]. We refer the reader to Remarks 3 and 4 in Section IV where we discuss a consequence of Theorem 2.
C. Proof of Theorem 3
Based on [3, Theorem 6] , by dividing the transmitter powers in three parts, generating random subcodewords which are Gaussian distributed, and arguing with the general receivers in [3, Fig. 10 ] (which perform successive decoding), the following rate region is achievable for a two-user Gaussian IC in the standard form (2): . We note that the interference coefficients a12 and a21 in the standard form (2) are flipped as compared to the notation in [3] . In our case, since we assume that the two-user Gaussian IC is symmetric (i.e., a 12 = a 21 a and P1 = P2 P ), then it follows that the maximal value of R1 + R2 in the achievable rate region (20) is attained in the symmetric case where 1 = 2 , 1 = 2 , 1 = 2 , and , , and are nonnegative numbers whose sum is 1 (i.e., + + = 1:).
We intend to show that for values of P which are above a certain threshold, the maximal total rate which is achieved by Carleial's region (20) is above the maximal total rate which is achieved by optimal TDM/FDM (where the latter value is equal to (1) on the latter interval, and also to find a range of values for a, so that the lower bound on the total rate (R 1 + R 2 ) exceeds 1 2 log 2 (1 + 2P ); the latter value is the maximal total rate which is obtained by optimal TDM/FDM.
It can be easily shown that the derivative of g (1) (1) is equal to zero, which also achieves the maximal value of g(1) inside this interval. By differentiating the function g (1), and setting the derivative to zero, straightforward algebra shows that the maximal value of g(1) inside this interval can be calculated by solving the polynomial (9) . Let a = a0 be the solution of the polynomial (9) where it can be verified numerically that inequality (23) is satisfied for values of P above 17 dB.
Discussion:
We will now consider a generalization of the achievable rate region of Carleial (based on [3, Theorem 6]), which also includes the two approaches of treating the weak signal as additive noise (for weak interference) or the TDM/FDM approach (for moderate interference). To this end, we will consider the particular case of the achievable rate region of Han and Kobayashi [9] where the size of the alphabet of the time-sharing parameter Q is four, the random variables U 1 ; U 2 ; W 1 ; and W 2 are conditionally independent given Q (their distributions are given in Table I for every possible value of Q), and the random variables X 1 and X 2 are given by
Based on Table I Table I when = 1 2 (which is verified from the superposition in (24)). These simple observations yield that the maximal total rate of the achievable rate region of HK in the setting of Table I is not below the maximal total rate which one obtains by treating the interfering signal as an additive noise (in the case of weak interference), and it is also not below the maximal total rate which is obtained by optimal TDM/FDM (in the case of moderate interference). From the preceding discussion regarding Carleial's achievable rate region (20), we obtained that for high values of P , the maximal total rate of the latter region (and, hence, the maximal total rate which corresponds to the HK region with the setting in Table I ) exceeds the maximal total rate which is obtained by the two aforementioned methods (for weak and moderate interference). In the sequel, we will calculate the maximal total rate which corresponds to the HK region with the specific setting in Table I , and then present numerical results of the resulting expression in Section V. The discussion in [9] yields that the maximal total rate of the achievable rate region which is defined by HK is calculated by the maximization of 
By substituting (26)- (31) in (25), we obtain that the maximal total rate of the achievable rate region which is defined in Table I is equal to the maximum of the function shown in (32) at the bottom of the page, where the function (1) is defined in (5) , and the maximization of 12 is carried over the parameters (; ; ) where 0 1, 0 1, and 0 1 2 .
We note that Corollary 2 follows from the scaling of the input signals in order to obtain the standard form (2) for the two-user Gaussian IC.
V. NUMERICAL RESULTS
We present here numerical results which illustrate the theorems in Section III, regarding achievable rate regions and bounds on the sumcapacity of a two-user Gaussian IC. Fig. 1 compares the achievable rate region for a two-user Gaussian IC where a12 = a21 = 0:5 in the standard form (2), and with a common power constraint P 1 = P 2 = 6 in (3). As expected from Theorem 1, the achievable rate region by TDM/FDM (curve 1) is included in the achievable rate region which is specified in Theorem 1 (curve 4), but the maximal total rate in both cases stays the same. Based on Theorem 1, the achievable rate region whose boundary is curve 2 is included in the achievable rate region which is obtained in Theorem 1.
Since in our setting P = 6, a = 0:5, and a > p 1+2P01 2P = 0:2171, then it follows from Theorem 1 that the particular achievable rate region G 0 (see curve 3) is included in the achievable rate region of Theorem 1 (see curve 4), as is illustrated in Fig. 1 . Moreover, the maximal achievable total rate in the former region is strictly smaller than the one which corresponds to the latter achievable rate region. Fig. 2 compares upper and lower bounds on the sum-capacity of a two-user symmetric Gaussian IC. We consider here the symmetric case in (2) where in the standard form, P1 = P2 P , and a12 = a21 a (where a designates the square of the magnitude of the interference coefficient in (2) , and it is the horizontal axis in Fig. 2) . As an example, for the case where P = 30 dB, it follows that a0 = 0:0821 is the appropriate solution of the polynomial equation (9) in Theorem 3. As can be verified from Fig. 2 , if the common value of a 12 and a 21 (under the symmetry assumption) is between 0:0821 and 1, then the maximal total rate which is achieved by curve 5 is strictly larger than the one which refers to TDM/FDM (curve 2). In particular, if a12 = a21 = 0:0821, the values of the maximal total rate which are achieved by curves 2 and 5 are 5.483 and 5.911 bits per channel use, respectively (interestingly, the latter value coincides with the lower bound on the maximal total rate which is given in (10) , as compared to an upper bound of 6.774 bits per channel use, which follows from Kramer's upper bound [10, Theorem 2] and is depicted in curve 1 of Fig. 2) . Moreover, the solution of inequality (23) (where a 0 in (23) is now replaced with the arbitrary common value of the interference coefficient a) yields that 0:0448 a 0:1382. Clearly, as reflected in Fig. 2 , it is a partial interval as compared to the interval for which curve 5 in Fig. 2 (32) Fig. 1 . Achievable rate regions for a two-user Gaussian IC with weak or moderate interference coefficients. Curve 1 is the boundary of the achievable rate region by TDM/FDM. Curve 2 is the boundary of the achievable rate region which is obtained by time sharing between the two rate pairs which are specified in (6) . Curve 3 is the boundary of the region G which was derived by HK as a particular case of their general achievable rate region (see [9, eqs. above the horizontal line in curve 2 (where the latter corresponds to the maximal total rate which is obtained by TDM/FDM). The reason for this observation is related to the simplifications which finally led to the derivation of inequality (23), referring to a looser achievable rate region as compared to one which corresponds to the particular HK rate region with the setting in Table I and (24). However, it is interesting to note that the lower bound on a (i.e., 0:0448) approximates well the lower limit of a, for which the total rate in curves 3-5 is above the value which corresponds to curve 2 (see Fig. 2 ). This phenomenon was verified also for other values of P above 17 dB. This value is the threshold on P for which there exists a bump in Fig. 2 which, in turn, signals a total rate above the maximal total rate which is obtained by TDM/FDM.
The sum-capacity of a degraded or a one-sided Gaussian IC is provided in (7) and (8), respectively. The sum-capacity of a one-sided Gaussian IC is shown in Fig. 3 , where we assume a common power constraint of P = 6. It is a monotonic decreasing function of the interference coefficient (a) in the range 0 a 1, and a monotonic increasing function of a for strong interference (i.e., for 1 a 1 + P ) [14] . For very strong interference, the sum-capacity stays constant because the interference does not harm, as was demonstrated by Carleial [2] . The two limit cases in Fig. 3 where a = 0 and a = 1 correspond to two separate AWGN channels and to a Gaussian MAC, and therefore the sum-capacity is equal to log 2 (1 + P ) = 2:807 and 1 2 log 2 (1 + 2P ) = 1.850 bits per channel use, respectively (see Fig. 3 ).
VI. CONCLUDING REMARKS 1) In [9, Theorem 3.1], Han and Kobayashi derived an achievable rate region for a general discrete memoryless IC. It is the best reported achievable rate region; it yields as particular cases all the previously reported achievable rate regions by Sato, Carleial, and others (including the achievable rate region which is specified in Theorem 1 here), but it is, in general, prohibitively complex to calculate the former. For a two-user Gaussian IC with weak or moderate interference, the calculation of the corresponding achievable region in [9, Theorem 3.1] is not feasible. However, the achievable rate region D which is specified in Theorem 1 is feasible for calculation, and for a two-user Gaussian IC with moderate interference (i.e., if p 1+2P01 2P < a 1), it includes the particular achievable rate region G 0 which was derived by Han and Kobayashi in [9, Sec. V-A] (as opposed to their general achievable rate region, the particular rate region G 0 is feasible for calculation, and it also gives the exact capacity region of a two-user Gaussian IC with strong interference). For moderate interference, the maximal total rate which is achieved by the rate region D in Theorem 1 is strictly larger than the value of the maximal total rate which corresponds to G 0 . We note that although for a two-user Gaussian IC with weak interference (i.e., for 0 < a < p 1+2P01 2P ), the maximal total rate which is obtained by G 0 is strictly larger than the one which corresponds to the achievable rate region D in Theorem 1, the region D is not necessarily included in G 0 for the case of weak interference; on the other hand, Theorem 1 ensures that G 0 D for a two-user Gaussian IC with moderate interference.
2) It is not clear whether the sum-capacity should be necessarily a decreasing function of the common interference coefficient when its value varies between zero and unity (since there is no cooperation between the receivers). Nonetheless, we believe that the bump which is observed in curves 3-5 of Fig. 2 is an artifact of the inner bounds on the capacity region: for one-sided or degraded Gaussian IC, the sum-capacity is a monotonic decreasing function in the range of weak/moderate interference (as follows from Theorem 2, and exemplified in Fig. 3 ), so we believe that it is likely to be the case in general for a two-user Gaussian IC.
3) We note that the sum-capacity of a one-sided Gaussian IC which is provided in (8) implies immediately the upper bound on the sum-capacity of a two-user Gaussian IC which is presented in Fig. 2 . Upper and lower bounds on the sum-capacity of a two-user Gaussian IC. The curves which are depicted in Fig. 2 correspond to the following bounds. Curve 1 is Kramer's upper bound on the sum-capacity [10, Theorem 2]. Curve 2 is the simple version of Carleial's lower bound [3] which treats the interfering signal as an additive Gaussian noise for weak interference, and which relies on the TDM/FDM approach for moderate interference. Curve 3 is the maximal total rate which is achieved with the particular subregion of HK (G ) in [9, Sec. V-A] (where in the latter case, time sharing is not performed). Curves 4 and 5 refer to the maximal total rates which are obtained for the particular cases of the general achievable rate region of HK [9] with the specific setting in Table I and in (24); curve 4 refers to the case where = in Table I (so, the time-sharing parameter Q is a binary random variable), and curve 5 of Fig. 2 corresponds to the case where the maximization of the total rate is carried over the additional parameter which should be in the interval [10, Theorem 1] . To see that, let us consider a two-user Gaussian IC in the standard form (see (2) ) where the power constraints on the first and the second inputs are P 1 and P 2 , respectively. For simplicity, we will only consider the case where the interference coefficients a 12 and a 21 in the standard form (2) are both between zero and one, though the bound will follow easily in the same way for all the other cases. Clearly, if we cancel one of the interferences between the two senders (i.e., if we set a 12 = 0 or a 21 = 0), then the capacity region of the resulting one-sided Gaussian IC cannot shrink as compared to the capacity region of the original Gaussian IC. Hence, the minimal value between the sum-capacities of the two resulting one-sided Gaussian ICs forms an upper bound on the sum-capacity of the original two-user Gaussian IC (whose interference coefficients a12 and a21 are both nonzero). From the expression for the exact sum-capacity of a one-sided Gaussian IC in (8) 4) ], but a12 and a21 in [10] should be reversed as compared to the notation here. Fig. 3 . The sum-capacity a one-sided Gaussian IC with a common power constraint P = P = 6.
4)
In continuation to item 3), we note that the two upper bounds on the sum-capacity of a two-user Gaussian IC which are presented in [10] coincide asymptotically in the limit where we let P tend to infinity. For simplicity, it is shown in the symmetric case where P1 = P2 = P and a12 = a21 = a. In the sym- so it can be easily verified that if we let P tend to infinity, then the ratio of the right-hand sides of (36) and (37) tends to 1, which means that these two upper bounds coincide in the limit where P ! 1. For finite P , as was mentioned in [10] and in item 3) above, the upper bound on the sum-capacity in (37) is always tighter than the upper bound in (36).
5) For a Gaussian IC, it was stated in [5, Theorem 1] that if one of the senders is transmitting at its maximal possible rate (i.e., the maximal rate which is achievable for a single-user, in the absence of interference), then the other sender is obliged to decrease its data rate to the point where both receivers can reliably decode its message. The implication of the proof of this converse theorem is that these two rate pairs form the corner points of the capacity region of a two-user Gaussian IC. For a two-user Gaussian IC with strong interference whose characterization of its capacity region is completely known (see [9, Theorem 5.2] and [14] ), this is indeed the case, as the capacity region in the latter case is the intersection of the capacity regions of the two Gaussian MACs which are induced by the two-user Gaussian IC. Unfortunately, it is not clear to be the case in general due to a problem in a certain step of the proof to the converse theorem in [5, Appendix B] (which was confirmed by the author of [5] , though we could not fix this problematic step in the proof). By restating this step as a pure mathematical problem (i.e., not necessarily related to Gaussian ICs), it considers the following issue: let X and Y be two n-dimensional random vectors, where X is a Gaussian random vector with independent and identically distributed (i.i.d.) components of zero mean and variance 2 . The differential entropy of X attains its is maximal value under the above power constraint, and
Y is an n-dimensional random vector whose components satisfy the following constraints:
Unlike X, the components of Y may be correlated, and Y may not be Gaussian. However, Y is "almost Gaussian" in the sense which implies that the power of n in (41) can be made arbitrarily close to unity (by taking the value of the integer k in (43) sufficiently large), though it will be still above 1. We note that in order to make the power of n in (41) equal to 1, we need to let k in (43) tend to infinity, but this will imply that p " ! 1 for an arbitrary positive value of " (so in the latter case, ("; P ) will not tend to zero when " ! 0, as required in (41)). It therefore yields that a new line of attack is needed to solve the problem. Solving this pure mathematical problem has a direct implication on the characterization of the two corner points of the capacity region of a general Gaussian IC (it is likely that the two rate pairs which were specified in [5, Theorem 1] are indeed the two corner points of the capacity region of a two-user Gaussian IC.) As a consequence of the discussion here, it is not clear whether the above two rate pairs are indeed corner points on the boundary of the capacity region of a general Gaussian IC. Our impression, which is based on the case of a Gaussian IC with strong/very strong interference is that these two points are indeed two corner points of the capacity region, and that [5, Theorem 1] holds, though the problematic link in the proof needs a rigorous proof.
7) The derivation of an achievable rate region for the two-user Gaussian IC refers to vanishing average decoding error probability. The maximal-error and average-error capacity regions are not necessarily identical for general multiuser channels; In [7] , Dueck has shown by examples that for two-way channels and for MACs, the capacity regions depend on the error concept used. Though these two capacity regions are identical for a general broadcast channel [6] , [16] , this is not necessarily the case for general multiuser channels. In particular, these two capacity regions are not necessarily identical for ICs (otherwise, this would also be the case for a general MAC, in contradiction to [7] ).
I. INTRODUCTION
A transmitter that wishes to communicate over an unknown channel faces several problems. First, the transmitter does not know the rate at which a reliable communication can be maintained since it does not know the channel capacity. Second, the encoder may not know how to design a good code, tuned to the channel, as the code may depend on the unknown optimal capacity-achieving prior. In this correspondence, we consider the second problem. We show that the uniform prior distribution has some universal properties, so that the degradation in using it universally, instead of the optimal prior is minimal in many cases. A related observation is that the capacity-achieving prior cannot be too far from uniform. This implies that codes based on a uniform prior assumption, such as linear codes, work well on a large class of channels, as discussed, e.g., in [5] .
We show in this correspondence the following novel results. • In the class of all channels with the same input alphabet and the same capacity, the uniform distribution maximizes the minimal mutual information.
• Among all binary input channels with a given capacity, the mutual information induced by the uniform prior is minimal at the Z-channel.
• As a result, the mutual information induced by the uniform distribution is never less than about 0.011 bit than the capacity. In relative terms, as was also shown before, it is never less than about 6% of the channel capacity.
• The capacity-achieving prior, for any channel, can allocate at most a probability mass 1 0 e 01 to any input value.
• For nonbinary input channels, we conjecture that a generalized Z-channel has the maximal degradation in using the uniform prior. In any case, we show an upper bound on that degradation.
Much of this correspondence extends and proves conjectures discussed in [6] , [1] , [3] , and [4] . Specifically, in [4] it was shown that the capacity-achieving prior for binary-input channels allocate at most 1 0e 01 to each symbol, but it only conjectures the extension for larger input alphabet. Also, in [4] it is shown that the degradation in using the uniform prior is at most 6%, but the extremal properties of the Z-channel, and thus the fact that maximal degradation is at most 0.011 bit, is not shown.
The correspondence is organized as follows. In the next section, we show the optimal max-min properties of the uniform prior. The results for binary-input channels are shown in Section III, and the extension to nonbinary-input alphabet is discussed in Section IV.
II. THE UNIVERSAL PRIOR
In this section, we explicitly investigate the universal prior, i.e., a single predetermined prior that can be used (and to design codes based on it) for all channels, so that the loss in using it instead of the optimal prior tuned to channel is monitored. While there may be several criteria to measure the goodness of that prior, we use a max-min approach-choose the prior distribution P , so that the achieved rate (measured by the mutual information it induces) as compared with the channel capacity, for the worst possible channel, is maximized. Specifically, one option is to look for P that attains = max P inf W I(P ; W ) C(W ) (1) where C(W ) = max P I(P 0 ; W ) is the capacity of the channel W , and the infimum is taken over the class of the possible channels. An alternative criterion is to look for P that attains Another case is where the universal prior is designed to work well for a class of channels that have the same capacity, C > 0. A modification of criterion (1) for this case is to find P (which may depend on C) that attains (C) = max P inf fW:C(W)=Cg I(P ; W ) C :
In the sequel, the class of channels we consider is the set of all discrete input memoryless channels with a given input alphabet size 0018-9448/04$20.00 © 2004 IEEE
