(1) w unwt corresponds to the unweighted graph by setting w unwt (e) = 1 for every edge e ∈ E; and (2) w crit is defined by
, where k i is degree of the vertex i, i.e., the number of edges (i, j) ∈ E which have the same vertex i ∈ V.
Definition. We define the volume of G with edge weighting w by Vol(G, w) = e∈E w(e). (cf. [2, p.5 
]).
These results were originally presented in a seminar at MSRI in the Spring of 1992, during the programme on "Lie Groups and Ergodic Theory with Applications to Number Theory and Geometry". At the time the intention was to motivate the results in "Derivatives of topological entropy for Anosov and geodesic flows", J. Diff. Geom, 39 (1994) 457-489. However, these observations now seem to be of independent interest (cf. "Growth in free groups (and other stories)" by I. Rivin, IHES Preprint : M/97/63) Typeset by A M S-T E X From our definitions we see that Vol(G, w unwt ) = |E| and Vol(G, w unwt ) = |E|. More generally, we denote by W = {w : Vol(G, w) = |E|} the space of all weightings of the same volume. This finite dimensional space W is easily identified with a simplex in (R + ) |E| . The universal coverG for the graph G is a tree. For any reference point x 0 ∈G we can denote by VertG(x 0 , T ) the number of vertices inG whose distance from x 0 (using the lifted edge weighting) is at most T > 0.
Definition. We define the asymptotic vertex growth (or entropy) by
It is easy to see that this definition is independent of the particular choice of x 0 ∈ G (since given any other point x 1 ∈G we can estimate VertG(
A graph G which has the same number k of edges connected to each vertex is called a k-regular graph. For such graphs it is easy to see that w unwt = w crit and that h(w crit ) = log k. Our main result is the following.
Theorem. Let G be a connected graph containing more than one closed loop. The function
is C ∞ and the critical point occurs at w crit ∈ W. We have the following immediate corollary.
Corollary. The unweighted graph is the critical point for h(w) if G is a regular graph.
The definition (0.1) is motivated the classical characterization of topological entropy for negatively curved manifolds [5] . In a sequence of very deep papers BessonCourtois-Gallot [1] showed that the critical point for the entropy over Riemannian metrics of normalized volume typically occurs at locally symmetric metrics. Fortunately, in the context of graphs we only require a simple blend of matrix analysis and elementary real analysis.
It is natural to ask whether the rate of growth of volume in the covering tree might also be a useful invariant. However, to see that this definition has its it limitations consider any graph and define a new graph by introducing a new vertex k (of degree 2) on any existing edge (i, j). It is an easy exercise to see that whatever weighting we give to the new edges (i, k) and (k, j) it would give rise to the same rate of growth of volume in the covering tree.
Matrices and derivatives of h : W → R
We can associate to the graph G the |V| × |V| incidence matrix A whose entries are A(i, j) = 1 if (i, j) ∈ E and 0 otherwise. If the graph G is connected than A is irreducible (i.e., ∀i, j, ∃n ≥ 1 such that A n (i, j) > 0). For simplicity, we shall assume in the sequel that A is aperiodic (i.e., ∃n ≥ 1, ∀i, j such that A n (i, j) > 0). If we shall assume that G contains more than one closed path then λ(A) > 1.
To accommodate the weighting w ∈ W we can associate, for each t ∈ R, a |V| × |V| matrix A t,w defined by
The following is a standard result on aperiodic matrices [3] .
Lemma 1 (Perron-Frobenius Theorem). There exists a simple maximal eigenvalue λ(A t,w ) > 0 and an associated eigenvector right v = (v 1 , . . . , v |V| ) T all of whose entries are strictly positive.
It follows from perturbation theory that
Using a norm || · || on the matrices is easy to see from the spectral radius theorem that lim t→+∞ λ(A t,w ) ≤ lim t→+∞ ||A t,w || = 0.
The next lemma gives an implicit characterization of h(w).
Lemma 2. The map t → λ(A tw ) is monotone decreasing and the asymptotic volume h = h(w) is the unique value such that the maximal eigenvalue λ(A hw ) of A hw satisfies λ(A hw ) = 1.
Proof. Fix a vertex i corresponding to x 0 . We can consider the Stieltjes integral
(1.1)
In particular, by the definition of h(w) we see that this is the abscissa of convergence of the first expression in (1.1). However, considering the last expression in (1.1) we see that h is precisely the smallest t such that det(I − A tw ) = 0, or equivalently, λ(A hw ) = 1. This completes the proof.
By Lemma 2, it follows from the Implicit Function Theorem applied to (t, w) → λ(A tw ) ∈ R that the entropy h(w) has a real analytic dependence on w ∈ W.
Lemma 3. The map h : W → R is strictly convex (i.e., if w 1 , w 2 ∈ W and 0 < α < 1 then h(αw 1 + (1 − α)w 2 ) ≤ αh(w 1 ) + (1 − α)h(w 2 )). In particular, the critical point h : W → R is a minimum.
Proof. We can write
where the summation is over all allowed paths i through n vertices and w(i) = w(i 1 , i 2 ) + · · · + w(i n−1 , i n ). From the proof of Lemma 2, the value h(w), for is the abscissa of convergence of the series in (1.1), i.e., h(w l ) = inf {t > 0 : η(tw) < +∞}. In particular, for any > 0 we have that η([h(w 1 ) + ]w 1 ) < +∞ and η([h(w 2 ) + ]w 2 ) < +∞. By the convexity of x → e −x we see that for each i
Summing over i we see that 
then we can deduce from (1.2) that
Assume for definiteness that h(w 2 ) ≥ h(w 1 ), the other case being similar. We can then write
and it follows from (1.3) that
This completes the proof of Lemma 3.
To describe the derivative we can associate to A hw the stochastic matrix P defined by
where A h,w v = λ(A h,w )v. Let p = (p 1 , . . . , p n ) be the left eigenvector such that pP = p. If e = (i, j) then we write p(e) = p i P (i, j).
Lemma 4. We can estimate the derivatives
, . . . , λ(A h,w )µ(e |E| )) where we denote µ(w) = (i,j)∈E p i P (i, j) and µ(i, j) = p i P (i, j).
Proof. We shall prove only part (1), the proof of part (2) being similar. Starting from the identity A tw v tw = λ(A tw )v tw we can use analytic perturbation theory to differentiate in the t variable at t = h to write
for each j ∈ V. Observe that u = (u 1 , . . . , u n ), where u i = p i /v i , is the corresponding left eigenvalue for A hw i.e., uA hw = λ(A hw )u. We can assume the normalization:
We can now weight each of the terms in (1.5) by u j and sum over j ∈ V. The terms corresponding to the first and last expressions in (1.7) cancel. Applying (1.6) and (1.8) to the remaining terms results in
This completes the proof of Lemma 4.
The following Lemma will be useful in the the next section.
Lemma 5. We can express the derivative for h : W → R as Dh(w) = (µ(e 1 ), . . . , µ(e |E| )).
Proof. We can apply the implicit function theorem to λ(A tw ) = 1 to write Dh(w) = D 2 λ (A h,w )/D 1 λ(A h,w ) . The result then follows immediately from Lemma 4.
Proof of Theorem
We want to find the the critical point w critical for h : W → R subject to the restriction that Vol(G, w) = |E|. By the Lagrange multiplier theorem this occurs where
We immediately see that D (Vol(G, w)) = (1, 1, . . . , 1), for any w ∈ W. Therefore, by comparing (2.1) with the Lemma 5. We see that for every (i, j), (i , j ) ∈ E we can equate µ((i, j)) = µ((i , j )). In particular, for every (i, j) ∈ E we have
In particular, from (2.2) we see that P (i, j) = 1/k j . Comparing with (1.4) we see that e −hw(i,j) =
, or equivalently,
Since, in addition, we know that w(i, j) = w(j, i) so we can use (2.3) with edges (i, j) and (j, i) (i.e., the same edge with different orientations) to write
i.e., log(k i /k j ) = 2 log (v j /v i ). Finally, Substituting this identity back into (2.3) gives that
This completes the proof of the Theorem.
Examples
Let us illustrate this result by considering a number of standard examples.
Example 1: Regular graphs. There are a number of interesting examples of graphs which are k-regular and for which w crit = w unwt (by the corollary): (i) The full graph G 1 in which every pair of vertices are connected by a pair of edges [2, p.6] . In this case, k = |E| and h(w crit ) = log |E|. (ii) The n-cube with a vertex set which can be indexed by the vertices v ∈ {0, 1} n of the n-dimensional hypercube, and edges corresponding to the edges of the cube [2, p.6] . In this case, k = n and, by the corollary, h(w crit ) = log n. If m = n then the graph is not regular. However, for every edge (i, j) ∈ E we have that either k i = n and k j = m or k i = m and k j = n. Therefore, for any (i, j) ∈ E we see by the Theorem that the critical weighting is
Thus, we have a simple example of non-regular graphs for which we still have w crit = w unwt . We can easily compute that h(w crit ) = 1 2 log(nm). The following lemma gives an explicit expression for h(w crit ).
Lemma 6. The value of the entropy at the critical point is
The proof of Lemma 6 is given in the appendix. Using Lemma 6 we can compute h(w crit ) = (10/3) log 2 = 2.31040 . . . . and, in particular, we easily see that P (−tω) = log λ(A tw ).
There is an associated σ-invariant probability measure µ defined on the cylinder sets [i 0 , . . . , i n−1 ] = {x ∈ X : x j = i j , j = 0, . . . , n − 1} by µ([i 0 , . . . , i n−1 ]) = p i 0 P (i 0 , i 1 ) . . . P (i n−2 , i n−1 ). The pressure function P is analytic on Hölder functions, with derivative D −tw P (f ) = f dµ [5, 7] .
Proof of Lemma 6. We know by (2.2) that for the critical weighting we can write µ(i, j) = p i P (i, j) with p i = k i /|E| and P (i, j) = 1/k i . We can immediately apply the thermodynamic approach (cf. Appendix) to write h(w crit ) = h(µ)/ ωdµ, where h(µ) is the entropy of σ : X → X with respect to the corresponding invariant measure µ [5] . It only remains to compute h(µ) = − 
