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Abstract We are concerned with Mosco type convergence for a non-symmetric n-particle
Fleming-Viot system {X1, . . . , Xn} in a bounded d-dimensional domain D with smooth bound-
ary. Moreover, we are interested in relative compactness of the n-particle processes. It turns
out that integration by parts relative to the initial measure and the generator is the appro-
priate mathematical tool. For finitely many particles, such integration by parts is established
by using probabilistic arguments. For the limiting infinite dimensional configuration we use a
result from infinite dimensional non-gaussian calculus.
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1 Introduction
We consider a system {X1, . . . , Xn} of n particles in a bounded d-dimensional domain D
(d ≥ 2) with smooth boundary ∂D. During periods none of the particles X1, . . . , Xn hit
the boundary ∂D, the system behaves like n independent d-dimensional Brownian motions.
When one of the particles hits the boundary ∂D, then it instantaneously jumps back to D
and relocates according to a probability distribution η dx on (D,B(D)). The probability
distribution η dx depends on the location of the remaining n − 1 particles in a way that
relocation is more likely close to one of those particles than elsewhere. Similar models have
been investigated in [1], [2], [7], and [21]. For the background in the sciences we refer to [5].
The situation that a particle which has just jumped relocates at the site of one of the
remaining n− 1 particles with probability 1/(n− 1) has been studied in [3], [8], and [15].
For the measure valued processes Xnt =
1
n
∑n
i=1 δ(Xi)t , t ≥ 0, we are establishing Mosco
type convergence and relative compactness in the Skorokhod spaceDE([0,∞)). Here E is the
compact spaceM∂(D) of all equivalence classes µ of probability measures on
(
D,B(D)) such
that m1, m2 ∈ µ implies m1|D = m2|D. For the precise definition of the metric in M∂(D),
see Subsection 2.2. The reason for choosing E = M∂(D) is the crucial technical condition
(c7), cf. Subsection 2.2 and Theorem 7.2. Weak convergence of Xn = ((Xnt )t≥0, Pνn) for a
certain class of initial measures νn to X = ((Xt)t≥0, Pν) as n → ∞ is now obtained by the
the weak convergence of the finite dimensional distributions. We get this precisely as in [12],
proof of Corollary 2.9, together with our final Remark (1) of Section 7. Similar methods are
applied for example in [4], [9], [11], [13, 14].
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Let M1(D) denote the set of all probability measures on (D,B(D)). The trajectory
v(t, x) dx, t ≥ 0, with initial value µ ∈ M1(D) of the limiting process Xt, t ≥ 0, is the
solution to the non-linear PDE
∂
∂t
v(t, x) =
1
2
∆v(t, x)− z
′(t)
z(t)
v(t, x) , v(t, x)|x∈∂D = 0, v(t, x) dx =⇒t→0 µ ,
established in [8]. Here z(t) =
∫
y∈D
∫
x∈D
p(t, x, y)µ(dx) dy where p(t, x, y), x, y ∈ D, t ≥ 0,
is the Lebesgue transition density of the d-dimensional Brownian motion killed at ∂D. This
solution can be represented in the form v(t, y) = 1
z(t)
∫
x∈D
p(t, x, y)µ(dx), t ≥ 0, y ∈ D. It
becomes immediate that v(t, x) dx stays in M1(D) for t ≥ 0 whenever µ = v(0, x) dx ∈
M1(D).
Moreover by definition, the trajectories of the processes Xn = ((Xnt )t≥0, Pνn), n ∈ N,
take values in M1(D) for all t ≥ 0, almost surely. Noting that νn, n ∈ N, and ν are
concentrated on M1(D), weak convergence in the Skorokhod space DM∂(D)([0,∞)) implies
weak convergence in DM1(D)([0,∞)).
We recall that Mosco type convergence together with relative compactness in the Sko-
rokhod space is in general stronger than weak convergence in the (same) Skorokhod space. A
possible consequence are relatively strong conditions on the initial measures, cf. for example
[13, 14] and [12].
In the present paper, the limiting initial measures ν are concentrated on a certain class
of perturbations of h1/|h1‖L1(D), see Section 4. Here h1 is the positive version of the first
eigenfunction of the Dirichlet Laplacian in L2(D). The class of initial measures νn, n ∈ N,
appears rather specific. However, in order to guarantee νn =⇒ ν (weekly), this class is quite
natural.
The paper [8] shows that in a comparable particle system weak convergence in an ap-
propriate Skorokhod space does not require particular conditions on the initial measures.
Among other things, the present paper is meaningful from the point of view of strengthening
the mode of convergence.
Although the paper primarily addresses to Mosco-type convergence, relative compact-
ness, and weak convergence of the processes Xn = ((Xnt )t≥0, Pνn), n ∈ N, we also prove
characterizing properties of the system. In particular, these are a limit theorem as n→∞
for the jump-off location of the n-particle process (X1, . . . , Xn) in Proposition 3.2 (a) and
a limit theorem as n→∞ for the jump distances of the n-particle process (X1, . . . , Xn) in
Proposition 3.2 (b).
Among the many technical results in the paper we would like to point to finite dimensional
integration by parts with respect to the processes Xnt , t ≥ 0, in Proposition 5.3 (a). This
partial integration result is used to prove the convergences in Proposition 5.3 (b) and (c)
which are powerful tools for the Mosco-type convergence.
As in [17] we conclude the introduction with a remark on the notation in the paper.
The greek letter ν comes always in bold. This letter is exclusively used to denote proba-
bility measures over spaces of probability measures, the states of measure valued stochastic
processes. Those states of stochastic processes are denoted using the greek letter µ non-bold.
However, if µ has a subindex, as for example µx or µ·, then it denotes some harmonic
measure. In order to better distinguish between certain classes of harmonic measures we
also use superindices.
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All expressions (functions, measures) that come with a tilde ˜ , ˜ are related to n · d-
dimensional n-particle processes ((X1)t, . . . , (Xn)t) symmetric in the n entries rather than
to measure valued processes Xnt =
1
n
∑n
i=1 δ(Xi)t , t ≥ 0.
2 Preliminaries
In this section we introduce some basic notation and summarize the facts we take from [17]
and [18].
2.1 Mosco Type Convergence
Convergences on sequences of L2-spaces. Let νn, n ∈ Z+, be mutually orthogonal
probability measures on some measurable space (E,B). Suppose that ν ≡ ν0 is a measure
with countable base. In addition, assume that there are mutually exclusive subsets En,
n ∈ Z+, of E such that νn(E \En) = 0. Let αn, n ∈ Z+, be a sequence of positive numbers
with
∑∞
n=0 αn = 1. Define M :=
∑∞
n=0 αnνn. We say that u ∈
⋂
n∈Z+
L2(E,νn) if u is
an equivalence class consisting of all everywhere defined B-measurable functions satisfying
f1 = f2 M-a.e. if f1, f2 ∈ u and
∫
u2 dνn <∞, n ∈ Z+. Let 〈· , ·〉n denote the inner product
in L2(E,νn), n ∈ N, and let 〈· , ·〉 denote the inner product in L2(E,ν). Introduce
D :=
ϕ ∈ ⋂
n∈Z+
L2(E,νn) : 〈ϕ , ϕ〉n −→n→∞ 〈ϕ , ϕ〉
 .
Suppose that there exists a linear subset F of D which is dense in L2(E,ν) and let C denote
the set of all functions ϕ ∈ D satisfying the following conditions:
(c1) For each ϕ ∈ C, there exists a representing sequence ϕn ∈ F , n ∈ N, such that ϕ = ϕn,
νn-a.e., n ∈ N.
(c2) 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ F .
Lemma 2.1 (a) F ⊆ C.
(b) The set C is linear.
(c) The set C is dense in L2(E,ν).
(d) Let ϕ, ψ ∈ C. We have 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉.
Definition 2.2 (a) A sequence ϕn ∈ C, n ∈ N, is said to be w-convergent to ϕ ∈ L2(E,ν)
as n→∞ (in symbols ϕn w−→n→∞ ϕ) if
(i) 〈ϕn , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ C.
(b) A sequence ψn ∈ C, n ∈ N, is said to be s-convergent to ψ ∈ L2(E,ν) as n → ∞ (in
symbols ψn s−→n→∞ ψ) if
(i) ψn w-converges to ψ as n→∞ and
(ii) 〈ψn , ψn〉n −→n→∞ 〈ψ , ψ〉.
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(c) Speaking of w-convergence or s-convergence of subsequences ϕnk ∈ C or ψnk ∈ C, respec-
tively, will mean that in (a) or (b) the index n ∈ N is replaced with nk ∈ N.
Proposition 2.3 (a) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ L2(E,ν) as
n→∞. Then 〈ϕn , ϕn〉n, n ∈ N, is bounded.
(b) Let ϕn ∈ C, n ∈ N, be a sequence such that 〈ϕn , ϕn〉n is bounded. Then there exists a
subsequence ϕnk ∈ C, k ∈ N, w-convergent to some ϕ ∈ L2(E,ν) as k →∞.
(c) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ L2(E,ν) and let ψn ∈ C, n ∈ N,
be a sequence that s-converges to ψ ∈ L2(E,ν) as n→∞. Then 〈ϕn , ψn〉n −→n→∞ 〈ϕ , ψ〉.
Bilinear forms. Let (Tt)t≥0 be a strongly continuous semigroup of linear operators on
L2(E,ν). Suppose that (Tt)t≥0 is associated with a transition probability function P (t, x, B),
t ≥ 0, x ∈ E, B ∈ B, i. e., Ttf =
∫
f(y)P (t, ·, dy), t ≥ 0, f ∈ L2(E,ν). Assume,
furthermore, that P (t, ·, E) = 1 ν-a.e., t ≥ 0.
Denoting by (A,D(A)) the generator of (Tt)t≥0 and by 〈· , ·〉 the inner product in
L2(E,ν), we introduce now the class of bilinear forms S we are interested in. Define
D(S) :=
{
u ∈ L2(E,ν) : lim
t→0
〈
1
t
(u− Ttu) , v
〉
exists for all v ∈ L2(E,ν)
}
and
S(u, v) := lim
t→0
〈
1
t
(u− Ttu) , v
〉
, u ∈ D(S), v ∈ L2(E,ν).
We have D(A) = D(S) according to [20], Section 2.1 and
S(u, v) = −〈Au , v〉 , u ∈ D(A), v ∈ L2(E,ν).
In this sense we would like to understand the term bilinear form. However, as it is customary
for Mosco (type) convergence, we also set S(u, v) := ∞ if u ∈ L2(E,ν) \ D(S) and v ∈
L2(E,ν). Let (Gβ)β>0 be the resolvent associated with S, i. e., Gβ = (β − A)−1, β > 0. If
the semigroup (Tt)t≥0 is contractive in L
2(E,ν), because of 〈Ttu , u〉2 ≤ 〈Ttu , Ttu〉〈u , u〉, it
holds that
〈Ttu , u〉 ≤ 〈u , u〉 .
In this way one shows positivity of the form S, that is S(u, u) ≥ 0 for all u ∈ D(S). This
observation is crucial for the whole concept of Mosco type convergence of sequences Sn
of forms on sequences of spaces L2(En,νn) to a limiting form S on L
2(E,ν) as n → ∞.
However, in [17] we have developed a framework of Mosco type convergence of sequences of
forms when contractivity is replaced by a technical condition on A′n I1, n ∈ N, and A′ I1 where
I1 is the constant function taking the value one and the ′ refers to the dual generator.
Mosco type convergence of non-symmetric, positive bilinear forms. For every n ∈
N, let (Tn,t)t≥0 be a strongly continuous contraction semigroup in L
2(E,νn) and let (Tt)t≥0
be a strongly continuous contraction semigroup in L2(E,ν). Denote by Sn, An, (Gn,β)β>0
the bilinear form in the sense of of the above paragraph Bilinear forms, the generator, and
the family of resolvents associated with (Tn,t)t≥0, n ∈ N. Similarly, let S, A, and (Gβ)β>0
the bilinear form, the generator, and the family of resolvents associated with (Tt)t≥0. For
β > 0, n ∈ N, ϕn ∈ D(Sn), ψn ∈ L2(E,νn), set Sn,β(ϕn, ψn) := β〈ϕn , ψn〉n + Sn(ϕn, ψn),
and for ϕ ∈ D(S), ψ ∈ L2(E,ν), define Sβ(ϕ, ψ) := β〈ϕ , ψ〉+ S(ϕ, ψ).
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Definition 2.4 We say that Sn, n ∈ N, pre-converges to S if
(i) For every ϕ ∈ L2(E,ν) and every subsequence ϕnk ∈ D(Snk)∩C, k ∈ N, w-converging
to ϕ such that supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞, we have
S(ϕ, ϕ) ≤ lim inf
k→∞
Snk(ϕnk , ϕnk) .
(ii) For every ψ ∈ D(S), there exists a sequence ψn ∈ D(Sn) ∩ C, n ∈ N, s-converging to
ψ such that supn∈N 〈Anψn , Anψn〉n <∞ and
lim sup
n→∞
Sn(ψn, ψn) ≤ S(ψ, ψ) .
Lemma 2.5 Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent to S. Further-
more, let β > 0 and let un ∈ D(Sn) ∩ C such that Anun ∈ C, n ∈ N, be a w-convergent
sequence with supn∈N〈Anun , Anun〉n < ∞. Let u ∈ D(S). Introduce the following condi-
tions.
(iii) Let un, n ∈ N, and u as above.
lim
n→∞
Sn,β(un, ψn) = Sβ(u, ψ)
for all ψ ∈ C and all sequences ψn ∈ C, n ∈ N, s-convergent to ψ yields
lim
n→∞
Sn,β(ψn, un) = Sβ(ψ, u)
for all ψ ∈ D(S) and all sequences ψn ∈ D(Sn) ∩ C, n ∈ N, s-convergent to ψ in the
sense of condition (ii) in Definition 2.4.
(iv) Let un, n ∈ N, and u as above. If βun − Anun w−→n→∞ βu− Au then un w−→n→∞ u.
(a) Condition (iv) implies (iii).
(b) Suppose
(c3) (i) G := {Gβg : g ∈ C, β > 0} ⊆ C in the sense that for every g ∈ C and β > 0,
there is a u ∈ C with Gβg = u ν-a.e.
(ii) Gn := {Gn,βg : g ∈ C, β > 0} ⊆ C, n ∈ N, in the sense that for every g ∈ C,
β > 0, and every n ∈ N, there exists a v ∈ C such that Gn,βg = v νn-a.e.
Then (iii) implies (iv).
Definition 2.4 continued Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent
to S. If, in addition, condition (iii) is satisfied, then we say that Sn, n ∈ N, converges to S.
Theorem 2.6 Let β > 0, suppose that conditions (c1)-(c3) as well as (c3) for G′β and G
′
n,β
are satisfied. Assume that Sn, n ∈ N, converges to S in the sense of Definition 2.4.
(a) For all C ∋ fn w−→n→∞ f ∈ L2(E,ν) we have Gn,βfn w−→n→∞ Gβf and G′n,βfn w−→n→∞ G′βf .
(b) For all C ∋ gn s−→n→∞ g ∈ L2(E,ν) we have Gn,βgn s−→n→∞ Gβg and G′n,βgn s−→n→∞ G′βg.
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Mosco type convergence of non-symmetric, non-positive bilinear forms. Let us
drop the assumption that the semigroups (Tn,t)t≥0, n ∈ N, and (Tt)t≥0 are contractive.
Anything else for the semigroups remains as introduced above.
In particular, let us assume that there are Markov processes associated with the semi-
groups (Tn,t)t≥0, n ∈ N, and (Tt)t≥0: For n ∈ N, let Xn = ((Xnt )t≥0, (P nµ )µ∈En) be a process
taking values in En which corresponds to the semigroup (Tn,t)t≥0 and the form Sn. Further-
more, let X = ((Xt)t≥0, (Pµ)µ∈E) be a process associated with the semigroup (Tt)t≥0 and the
form S which takes values in some subset of E. Suppose that the paths of the processes Xn,
n ∈ N, and X are cadlag. For β > 0, introduce Gn,βgn :=
∫∞
0
e−βtTn,tgn dt, gn ∈ L∞(E,νn),
n ∈ N, Gβg :=
∫∞
0
e−βtTtg dt, g ∈ L∞(E,ν). Since the semigroups (Tn,t)t≥0, n ∈ N, and
(Tt)t≥0 are not necessarily contractive, the associated families of resolvents (Gn,β)β>0, n ∈ N,
and (Gβ)β>0 may not directly be well-defined on the corresponding L
2-spaces.
(c6) (i) I1 ∈ D(A′) and I1 ∈ D(A′n), n ∈ N, and supn∈N ‖A′n I1‖L∞(E,νn) <∞.
(ii) T ′t I1 ∈ L∞(E,ν) and the limit A′ I1 = limt→0 1t (T ′t I1− I1) exists in L∞(E,ν).
(iii) There exist Nn ∈ B(En) with νn(Nn) −→n→∞ 0 such that for ϕ ∈ C there is
Φn ≡ Φn(ϕ) ∈ C with Φn = A′n I1 · ϕ on En \Nn. Furthermore, Φn s−→n→∞ A′ I1 · ϕ.
(iv) For n ∈ N, there exists a set Dn ⊆ D(Sn) ∩ L∞(E,νn) which is dense in D(Sn)
with respect to the norm ‖f‖Dn := (〈f , f〉n + 〈Anf , Anf〉n)1/2.
Define D(Sˆn) := D(Sn), n ∈ N, D(Sˆ) := D(S), and
Sˆn(un, vn) := Sn(un, vn) +
1
2
〈A′n I1 · un , vn〉n , un ∈ D(Sˆn), vn ∈ L2(E,νn), n ∈ N,
and
Sˆ(u, v) := S(u, v) + 1
2
〈A′ I1 · u , v〉 , u ∈ D(Sˆ), v ∈ L2(E,ν).
Lemma 2.7 Suppose (c6). We have Sˆn(un, un) ≥ 0, un ∈ D(Sn), n ∈ N, and Sˆ(u, u) ≥ 0,
u ∈ D(S).
Set D(Aˆn) := D(An), n ∈ N, D(Aˆ) := D(A), and Aˆnun := Anun − 12A′n I1 · un, un ∈ D(Aˆn),
n ∈ N, and
Aˆu := Au− 1
2
A′ I1 · u , u ∈ D(Aˆ), (2.1)
Tˆtv = E·
(
exp
{
−
∫ t
0
1
2
A′ I1(Xs) ds
}
v(Xt)
)
, v ∈ L2(E,ν), t ≥ 0.
Similarly define (Tˆn,t)t≥0. In addition, let (Gˆn,β)β≥0, denote the resolvent associated with
Aˆn, Sˆn, (Tˆn,t)t≥0, n ∈ N, and let (Gˆβ)β≥0, denote the resolvent associated with Aˆ, Sˆ, (Tˆt)t≥0.
(c3’) (i) If C ⊆ L∞(E,ν) then {Gβg : g ∈ L∞(E,ν) , β > 0} ⊆ C in the sense that for
every g ∈ L∞(E,ν), there is a u ∈ C with Gβg = u ν-a.e. Otherwise, D(S) ⊆ C.
(ii) If, for n ∈ N, C ⊆ L∞(E,νn) then {Gn,βg : g ∈ L∞(E,νn) , β > 0} ⊆ C in
the sense that for every g ∈ L∞(E,νn), there is a u ∈ C with Gn,βg = u νn-a.e.
Otherwise, D(Sn) ⊆ C.
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Lemma 2.8 Suppose (c6). (a) If (c3’(i)) then condition (c3(i)) holds for Gˆβ in place of
Gβ.
(b) If (c3’(ii)) then condition (c3(ii)) holds for Gˆn,β, in place of Gn,β, n ∈ N.
Theorem 2.9 Let C := 1
2
‖A′ I1‖L∞(E,ν)∨ supn∈N 12‖A′n I1‖L∞(E,νn). Suppose (c1)-(c3) as well
as (c3) for G′n,β, n ∈ N, and G′β, and (c6). Furthermore, suppose (c3) for Gˆn,β, n ∈ N, and
Gˆβ as well as Gˆ
′
n,β, n ∈ N, and Gˆ′β. Assume that the forms Sˆn, n ∈ N, converge to the form
Sˆ in the sense of Definition 2.4.
For all β > C, the operators Gn,β and Gβ can be continuously extended to operators
Gn,β : L
2(E,νn) → L2(E,νn), n ∈ N, and Gβ : L2(E,ν) → L2(E,ν), respectively. For all
C ∋ fn w−→n→∞ f ∈ L2(E,ν), all C ∋ gn s−→n→∞ g ∈ L2(E,ν), we have Gn,βfn w−→n→∞ Gβf ,
G′n,βfn
w−→n→∞ G′βf and Gn,βgn s−→n→∞ Gβg, G′n,βgn s−→n→∞ Gβg.
Remark (1) It is sufficient to require (c3) (for Gn,β, n ∈ N, and Gβ) and (c3) for Gˆn,β,
n ∈ N, and Gˆβ if one is not interested in the convergence of G′n,β.
(2) Suppose (c1)-(c3) and T := {Ttg : g ∈ C, β > 0} ⊆ C, Tn := {Tn,tg : g ∈ C, β > 0} ⊆ C,
n ∈ N, in the sense of condition (c3).
It has been demonstrated and mentioned in [17], Remark (10) to Theorem 2.14 (c), that
for all g ∈ C, C ∋ gn s−→n→∞ g, and β > 12‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn), we have
Gn,βgn s−→n→∞ Gβg iff Gn,βg s−→n→∞ Gβg iff Tn,tg s−→n→∞ Ttg iff Tn,tgn s−→n→∞ Ttg.
2.2 Relative Compactness
Specification of Subsection 2.1, notation for the remainder. For this, let D be a
bounded d-dimensional domain for some d ∈ N. Let M∂(D) be the set of all equivalence
classes µ such that m1, m2 ∈ µ implies m1|D = m2|D. From now on, throughout the
paper, we will assume that E is the space M∂(D). Here, we identify all points belonging
to ∂D with each other. By r(x, y) := |x − y| ∧ (infb∈∂D |b− x|+ infb∈∂D |b− y|) if x, y ∈
D and r(x, ∂D) = r(∂D, x) := infb∈∂D |b − x| if x ∈ D, as well as r(∂D, ∂D) := 0 the
space (D ∪ ∂D, r) becomes a separable, complete, and compact metric space, cf. also [19].
Furthermore, continuity on D with respect to r coincides with continuity with respect to the
Euclidean metric and {f ∈ C(D) : f constant on ∂D} is the set of all continuous functions
on (D ∪ ∂D, r).
Let M∂(D) be endowed with the Prokhorov metric. We note that in this way M∂(D)
is a separable, complete, and compact space.
In addition, for n ∈ N, let E ′n be the set of all measures µ in E of the form µ = 1n
∑n
i=1 δzi
where z1, . . . , zn ∈ D and δz denotes the Dirac measure concentrated at z. Furthermore,
let E1 := E
′
1 and En+1 := E
′
n+1 \
⋃n
i=1Ei, n ∈ N, and E0 := E \
⋃∞
n=1En. According to
the basic setting of Subsection 2.1 En and E
′
n differ by νn-zero set, n ∈ N. It is therefore
reasonable to identify Lp(E,νn) with both L
p(En,νn) and L
p(E ′n,νn), 1 ≤ p ≤ ∞, n ∈ N.
To be consistent with [16], we will keep on writing Cb(E) for C(E). Choose F := Cb(E)
and note that therefore C is now the space of all functions ϕ ∈ D satisfying the following.
(c1’) ϕ is bounded and continuous on En, n ∈ N.
(c2’) 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ Cb(E).
7
We observe that with F = Cb(E),
F ⊆ D if and only if νn =⇒n→∞ ν . (2.2)
Let us assume the latter and note that (c1’) and (c2’) are now the defining properties of
C ⊆ D.
As in Subsection 2.1, let us assume that there are Markov processes Xnt =
1
n
∑n
i=1 δ(Xj)t
and Xt, t ≥ 0, associated with the semigroups (Tn,t)t≥0, n ∈ N, and (Tt)t≥0.
Define the measures Pνn :=
∫
E
P nµ νn(dµ), n ∈ N, and Pν :=
∫
E
Pµ(µ)ν(dµ), and intro-
duce the processes Xn = ((Xnt )t≥0, Pνn) and X = ((Xt)t≥0, Pν). Moreover, let E
n
µ be the
expectation corresponding to P nµ , µ ∈ En, and let Eνn be the expectation corresponding to
Pνn, n ∈ N. Let us introduce the set of test functions we are going to work with in this
section. Suppose the following.
(c7) There exists an algebra C˜b(E) ⊆ Cb(E) of everywhere on E defined functions with
C˜b(E) ⊆ G in the sense that, for every f ∈ C˜b(E), there is a g ≡ g(f) ∈ C and a β > 0
with f = βGβg ν-a.e. C˜b(E) contains the constant functions and separates points in
E.
For f ∈ C˜b(E), g = g(f) ∈ C, and a given sequence εn > 0, n ∈ N, introduce
B :=
∞⋃
n=1
{µ ∈ En : |βGn,βg(µ)− f(µ)| ≥ εn‖g‖} . (2.3)
Furthermore, let τBc ≡ τnBc(g) denote the first exit time of Xn from the set Bc ∩En, n ∈ N.
Let T > 0 and set
γn ≡ γn(f) := sup
s∈[0,T+1]
|βGn,βg(Xns )− f(Xns )| , n ∈ N.
(c8) There is a sequence εn > 0, n ∈ N, with εn −→n→∞ 0 such that with B ≡ B((εn)n∈N)
defined in (2.3)
Eνn
(
e−βτBc
) −→n→∞ 0
whenever 〈f − βGn,βg , f − βGn,βg〉n −→n→∞ 0.
Theorem 2.10 (a) Let the following be satisfied:
(i) Conditions (c3), (c7), and (c8) hold.
(ii) We have the hypotheses of Theorem 2.9, namely
(c3) for Gˆn,β, n ∈ N, and Gˆβ in place of Gn,β, n ∈ N, and Gβ,
(c6),
the forms Sˆn, n ∈ N, converge to the form Sˆ in the sense of Definition 2.4.
Then, for f ∈ C˜b(E), the family of processes f(Xn) = ((f(Xnt ))t≥0, Pνn ◦ f−1), n ∈ N, is
relatively compact with respect to the topology of weak convergence of probability measures
over the Skorokhod space D[−‖f‖,‖f‖]([0,∞)).
(b) The family of processes Xn = ((Xnt )t≥0, Pνn), n ∈ N, is relatively compact with re-
spect to the topology of weak convergence of probability measures over the Skorokhod space
DE([0,∞)).
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2.3 Infinite Dimensional Integration by Parts
Let F denote the space of all finite signed measures on D. Let h1, h2, . . . be the eigenfunc-
tions of the Dirichlet Laplacian on D corresponding to the eigenvalues 0 > 2λ1 > 2λ2 ≥ . . . ,
normalized in L2(D) such that h1 > 0. For t ∈ [0, 1] define the space
H(t) =
{
h dx ∈ F :
∞∑
n=1
λ2ne
−2tλn · (hn, h)2 <∞
}
which becomes a Hilbert space with the norm ‖h dx‖H(t) = (
∑∞
n=1 λ
2
ne
−2tλn · (hn, h)2)1/2,
h dx ∈ H(t). Abbreviate H ≡ H(0). We mention that for all h dx ∈ H it holds that
1
2
∆h =
∑
λi(hi, h)L2(D)hi in L
2(D) . (2.4)
If µ ≡ h dx ∈ H , we also will write ∆µ for ∆h dx.
Denote by p(t, x, y), t ≥ 0, x, y ∈ D, the transition density function of a Brownian motion
on D killed when hitting ∂D. For h ∈ L2(D)\{0}, h dx ≡ µ and t ≥ 0, set |µ|(D) := ∫ |h| dx
and
u(t, y) :=
∫
x∈D
p(t, x, y)µ(dx) , z(t) ≡ z(µ, t) := 1|µ|(D)
∫
y∈D
u(t, y) dy .
By convention, we have z(µ, 0) =
∫
h dx/|µ|(D). For h ∈ L2(D) \ {0}, h dx ≡ µ, and t ≥ 0
define
v(t, y) ≡ v(µ, t, y) := 1
z(µ, t)
u(t, y) , y ∈ D,
which is
v(t, y) dy =
1
z(µ, t)
∫
x∈D
p(t, x, y)µ(dx) dy .
Furthermore, if h = 0 we set u(t, z) = v(t, y) = 0 and z(µ, t) = 1, y ∈ D, t ≥ 0. Let
µ ∈ E ∩H , t ≥ 0, and y ∈ D. Comparing with [8], we observe that v(t, y) satisfies
∂
∂t
v(t, x) =
1
2
∆v(t, x)− z
′(µ, t)
z(µ, t)
v(t, x) , v(t, x)|x∈∂D = 0, v(t, x) dx =⇒t→0 µ ,
where ∆ is the Laplace operator on D and =⇒ indicates weak convergence of finite signed
measures in the sense of µn=⇒µ if
∫
f dµn −→n→∞
∫
f dµ for all bounded and continuous
test functions f . In particular we mention that, for t = 0, z′(0) is the right derivative.
Furthermore for µ ≡ h dx ∈ E ∩H ,
z′(0) ≡ z′(µ, 0) =
∫
y∈D
d
dt
∣∣∣∣
t=0
∫
x∈D
p(t, x, y) h(x) dx dy
=
∫
y∈D
1
2
(∆h)(y) dy (2.5)
which gives
|z′(µ, 0)| ≤ 1
2
|D| 12 ‖∆h‖L2(D) <∞ ,
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|D| denoting the Lebesgue measure of D.
Let Cb(F ) denote the space of all bounded continuous real functions on F and recall
that Cb(E) denotes the space of all continuous real functions on the compact space E.
Moreover, let C2,1b (F,E) (with respect to ν) denote the set of all f ∈ Cb(F ) with the
following properties. For ν-a.e. µ ∈ E and all h ∈ Lv(D) the directional derivative
∂f
∂h
(µ) := lim
t→0
1
t
(f(µ+ th dλ)− f(µ))
exists, a measurable map Df : E → L2(D) exists such that
(Df(µ), h) =
∂f
∂h
(µ) for ν-a.e. µ ∈ E and all h ∈ L2(D),
and Df ∈ L2(E,ν;L2(D)). Define C2,1b (E) := {f |E : f ∈ C2,1b (F,E)}. Denote Φ(f) :=
{ϕ ∈ C2,1b (F,E) : f = ϕ|E}, f ∈ C2,1b (E), and let A ∈ L2(E,ν;L2(D)) be a vector field with
(A, I1) = 0 ν-a.e. According to [18], Section 2, the expression (Dϕ,A) ∈ L1(E,µ) is for fixed
f ∈ C2,1b (E) independent of ϕ ∈ Φ(f). In this sense we call Df the gradient of f ∈ C2,1b (E).
As discussed in [18], Section 4, the following three conditions are reasonable.
(i) ν is concentrated on all µ ∈ E ∩H(1) for which ∑∞j=1 e−λj (hj, µ)hj ≥ 0.
(ii) ‖µ‖2H(1) ∈ L2(E,ν).
(iii) (z(·, 1))−2 ∈ L2(E,ν).
According to [18], Sections 1 and 4, there is the following flow U+(t, µ) for ν-a.e. µ and
t ≥ −1. In particular, for t ≥ 0 and ν-a.e. µ,
U+(t, µ)(dy) = v(µ, t, y) dy = (z(µ, t))−1
∞∑
j=1
eλjt(hj , µ)hj dy
and, for t ∈ [−1, 0] and ν-a.e. µ, there is a µˆ ∈ E ∩ L2(D) such that U+(−t, µˆ) = µ. By
setting U+(t, µ) := µˆ for t ∈ [−1, 0] and ν-a.e. µ, the map U+(t, ·) is then given on t ≥ −1
ν-a.e. Finally, we refer to the flow property. For s, t ≥ −1 such that s+ t ≥ −1 and ν-a.e.
µ, the composition U+(t, ·) ◦ U+(s, µ) is well defined and we have
U+(t, ·) ◦ U+(s, µ) = U+(s+ t, µ) .
We note that for µ ∈ E∩H(1) and t ≥ −1 the derivative d
dt
(U+(t, µ)(dx)/dx) exists in L2(D)
where for t = −1 this is a derivative from the right. We set Afµ := [ d
dt
(U+(t, µ)(dx)/dx)
]
dx.
For the subsequent quasi-invariance result we introduce the following conditions.
(j)
dAf
dx
∈ L2(E,ν;L2(D)).
(jj) There exists a unique divergence of the vector field Af relative to ν and the gradient
D, that is an element δ(Af) ∈ L2(E,ν) satisfying∫
(Df,Af) dν = −
∫
f δ(Af) dν , f ∈ C2,1b (E).
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(jjj) δ(Af ) ∈ L∞(E,µ).
The specification to the particular non-linear PDE above allows a more direct formulation
of the subsequent result than in [18], Section 2.
Proposition 2.11 Assume (i)-(iii) and (j)-(jjj) of the present subsection. (a) All measures
ν ◦ U+(−t, µ), 0 ≤ t ≤ 1, are equivalent, note that ν ◦ U+(0, µ) = ν. The Radon-Nikodym
derivatives have a version such that
[0, 1] ∋ t→ r−t := dν ◦ U
+(−t, µ)
dν
is ν-a.e. absolutely continuous on ([0, 1],B([0, 1])). We have
r−t(µ) = exp
{
−
∫ t
s=0
δ(Af)(U+(−s, µ)) ds
}
, 0 ≤ t ≤ 1, ν-a.e.
(b) For f ∈ L∞(E,ν), we have
d
dt
∣∣∣∣
t=0
∫
f(U+(t, µ))ν(dµ) = −
∫
f(µ)δ(Af)(µ)ν(dµ) .
Introduce
C˜2b (E) :=
{
f(µ) = ϕ((h1, µ), . . . , (hr, µ)), µ ∈ E : ϕ ∈ C2b (Rr), r ∈ N
}
. (2.6)
Let C20(R) denote the set of all f ∈ C2(R) which have compact support. Furthermore define
K to be the set of all non-negative k ∈ C(D)∩L2(D) such that limD∋u→v k(u) =∞, v ∈ ∂D.
C˜20(E) :=
{
f(µ) = ϕ((h1, µ), . . . , (hr, µ)) · ϕ0((k, µ)), µ ∈ E :
ϕ ∈ C2b (Rr), r ∈ N, ϕ0 ∈ C20 (R), k ∈ K
}
. (2.7)
In particular, k ∈ C(D) ∩ L2(D), k ∈ K, implies that discontinuities of (E, pi) ∋ ν → (k, ν)
can only occur when |(k, ν)| → ∞. Thus, C˜20(E) ⊆ Cb(E).
Lemma 2.12 Assume (i)-(iii) and (j)-(jjj) of the present subsection. (a) Then the flow
U+(t, µ), t ≥ 0, µ ∈ E ∩ H, is associated with a strongly continuous semigroup (Tt)t≥0 on
L2(E,ν) given by
Ttf(µ) = f(U
+(t, µ)) , µ ∈ E ∩H, t ≥ 0, f ∈ L2(E,ν).
(b) Let A denote its generator. We have C˜2b (E) ∪ C˜20(E) ⊆ D(A). If f ∈ C˜2b (E) then with
f and ϕ related as in (2.6),
Af =
r∑
i=1
∂ϕ
∂xi
· (hi, ·) (λi − z′(·, 0)) .
If f ∈ C˜20 (E) then with f and ϕ as well as ϕ0 related as in (2.7),
Af =
r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) (λi − z′(·, 0)) + ϕϕ′0 ·
∞∑
j=1
(hj , k)(hj, ·) (λj − z′(·, 0))
=
r∑
i=1
∂ϕ
∂xi
ϕ0 · λi(hi, ·) + ϕϕ′0 ·
(
k, 1
2
∆ · )− z′(0) ·( r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) + ϕϕ′0 · (k, ·)
)
.
(c) Both spaces, C˜2b (E) as well as C˜
2
0(E), are dense in the complete space D(A) with respect
to the graph norm (〈f , f〉+ 〈Af , Af〉)1/2.
11
Corollary 2.13 Assume (i)-(iii) and (j)-(jjj) of the present subsection.
(a) We have A′ I1 = −δ(Af ). For all f, g ∈ D(A) it holds that
〈−Af, g〉+ 〈−Ag, f〉 = 〈δ(Af) · f, g〉 . (2.8)
(b) We have D(A) = D(A′) and A′f = −Af + A′ I1 · f , f ∈ D(A).
3 Asymptotic Properties of the Particle System
For i ∈ {1, . . . , n} and z1, . . . , zi−1, zi+1, . . . , zn ∈ D let
z{i} := {z1, . . . , zi−1, zi+1, . . . , zn}
and
z(i) :=
{
(z1, . . . , zi−1, yi, zi+1, . . . , zn) : yi ∈ ∂D
}
.
Set ∂(1)Dn :=
⋃
z∈Dn
⋃
i z(i) and note that ∂
(1)Dn = ∂D×D×. . .×D∪. . .∪D×. . .×D×∂D.
Let B = ((Bt)t≥0, (Px)x∈Rn·d) be an n · d-dimensional standard Brownian motion. Let τ
denote the first exit time of B from Dn and let BD
n
= ((BD
n
t )t≥0, (Px)x∈Dn) be obtained by
stopping B at time τ . Let us consider a process X ≡ Xn = ((Xt)t≥0, (Qx)x∈Dn) which is
constructed as follows: X0 is a random point on (D
n,B(Dn)) with distribution ν˜n. Inside the
state space Dn, the process X behaves like an N · d-dimensional Brownian motion. Then,
whenever the process X hits the boundary ∂(1)Dn, say at some point y ∈ z(i) for some
i ∈ {1, . . . , n} and z1, . . . , zi−1, zi+1, . . . , zn ∈ D, it instantaneously jumps to z = (z1, . . . , zn)
where
(k) zi is a random point on (D,B(D)) with distribution ηn,z{i}(x) dx.
(k1) For η ≡ ηn,z{i} ∈ C1b (D) we assume that there exists c1 > 1 neither depending on
n ∈ N nor on z{i} such that
c−11 h1 ≤ ηn,z{i} ≤ c1h1 .
(k2) For ν-a.e. µ, we assume ηn,z{i} dx =⇒n→∞ µ whenever 1n
∑n
j=1 δzj =⇒n→∞ µ where
every zj may depend on n.
We note that (k1) yields the following. For all n ∈ N,
inf
z{i},x∈K
ηn,z{i}(x) > 0 for every compact set K ⊂ D (3.1)
and
sup
n,z{i}
‖ηn,z{i}‖ <∞ . (3.2)
Furthermore, we stress that ηn,z{i}(x) is independent of y ∈ z(i).
We note that two independent d-dimensional Brownian particles can almost never hit ∂D
at the same time. This implies thatX Qν˜n-almost never reaches ∂D
n\∂(1)Dn. This property
allows to identify ∂Dn with ∂D ×D × . . .×D ∪ . . . ∪D × . . .×D × ∂D. Well-definiteness
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of the system can now be proved by using condition (k1) and the argument of [2], Lemma
1, applied to each of the compact components ∂D ×D × . . .×D, . . . , D × . . .×D × ∂D.
Recalling that ν˜n is obtained from the measure νn by the map
1
n
∑n
i=1 δzi → (z1, . . . , zn),
z1, . . . , zn ∈ D, taking into consideration invariance under permutations of (z1, . . . , zn);
for details see [15], (sub)sections 2.4-2.6 and 6. For the measure ν˜n we shall assume the
following.
(kk) ν˜n admits a density m˜n with respect to the Lebesgue measure on R
n·d and m˜n is
symmetric with respect to the n d-dimensional components of Rn·d.
m˜n is supported by Dn such that
0 < m˜n ∈ C1(Dn) , ∇m˜n ∈ Cb(Dn;Rn·d)
where Cb(D
n;Rn·d) denotes the space of all bounded continuous functions on Dn with
values in Rn·d. Furthermore, there exist positive constants C1, C2 which may depend
on n ∈ N but are independent of z ∈ Dn such that
C1 h1(z1) . . . h1(zn) ≤ m˜n(z) ≤ C2 h1(z1) . . . h1(zn) .
We note that the latter implies m˜n = 0 on ∂D
n in the sense of limDn∋x→y m˜n(x) = 0,
y ∈ ∂Dn.
(kkk) Suppose that −1
2
∆m˜n exists in the sense that∫
1
2
∆ϕdν˜n = −
∫
ϕ
(−1
2
∆m˜n
)
dx , ϕ ∈ {ψ ∈ C2b (Dn) : ψ(y) = 0 , y ∈ ∂Dn},
and belongs to L2(Dn).
(kw) Furthermore, let us assume that
νn =⇒n→∞ ν .
Denote by σ the Lebesgue surface measure on (∂Dn,B(∂Dn)) and by s the Lebesgue
surface measure on (∂D,B(∂D)). In the following, let us arrange the notation according
to z = (z1, . . . , zn) where z1, . . . , zn ∈ D, y := (z1, . . . , zi−1, yi, zi+1, . . . , zn), yi ∈ ∂D, i ∈
{1, . . . , n}. The transition probability function Q of the process X = (X1, . . . , Xn) satisfies
Qx(Xt ∈ A) = Px(BDnt ∈ A)
+
∫
z∈Dn
∫ t
v=0
n∑
i=1
∫
yi∈∂D
dPx(Bτ ∈ dy, τ ∈ dv)
σ(dy)
s(dyi) · η(zi)Qz(Xt−v ∈ A) dz , (3.3)
x ∈ Dn, t ≥ 0, A ∈ B(Dn). We mention that this representation involves an ordering
among the n particles. In order to represent this relation in terms of the empirical process
Xnt :=
1
n
∑n
i=1 δ(Xt)i , t ≥ 0, for which the ordering is irrelevant, we refer to a similar situation
in [15], (sub)sections 2.4-2.6 and 6.
For f ∈ Cb(E) let f˜ ≡ f˜n be defined by
f˜(z1, . . . , zn) := f(µ) where µ =
1
n
n∑
i=1
δzi ∈ En .
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For β ≥ 0 and let µn,βx := Ex
(
e−βτ 1˜·(Bτ )
)
and write µnx instead of µ
n,0
x , x ∈ Dn. For
z1, . . . , zn ∈ D and z = (z1, . . . , zn) introduce
mn,βx (dz) :=
n∑
i=1
∫
yi∈∂D
dµn,βx
dσ
(z1, . . . , zi−1, yi, zi+1, . . . , zn) s(dyi) · η(zi) dz , β ≥ 0.
This defines measures mn,βx on (D
n,B(Dn)), x ∈ Dn. We will also write mnx instead of mn,0x ,
x ∈ Dn.
Remarks (1) For u ∈ L∞(Dn) let us define the resolvent relative to the transition proba-
bilities (3.3),
Gnβu :=
∫ ∞
t=0
e−βt
∫
u(y)Q·(Xt ∈ dy) dt , β > 0.
Define Cb,n(D
n) := Cb(D
n∪∂(1)Dn) and let Cr(Dn) denote the space of all u = v|Dn where
v ∈ Cb,n(Dn) and v(y) =
∫
zi∈D
v(z) η(zi) dzi if y = (z1, . . . , zi−1, yi, zi+1, . . . , zn) ∈ ∂(1)Dn and
z1, . . . , zi−1, zi+1, . . . , zn ∈ D, yi ∈ ∂D, i ∈ {1, . . . , n}. As a straight forward adaption of
(3.3) and [15], Proposition 1, one obtains
f˜ = Gnβu ∈ Cr(Dn) for all u ∈ L∞(Dn)
and that for y = (z1, . . . , zi−1, yi, zi+1, . . . , zn) ∈ ∂(1)Dn with z1, . . . , zi−1, zi+1, . . . , zn ∈ D
and yi ∈ ∂D, i ∈ {1, . . . , n}, we have
f˜(y) =
∫
zi∈D
f˜(z) η(zi) dzi (3.4)
where z1, . . . , zi−1, zi+1, . . . , zn have been fixed in the notation z = (z1, . . . , zn). This yields∫
Dn
f˜ dmn,βx =
∫
∂Dn
f˜ dµn,βx , f˜ = G
n
βu, , u ∈ L∞(Dn), β ≥ 0. (3.5)
(2) Introduce the space Cr,c(D
n) := {u ∈ Cr(Dn) : u = U |Dn , U ∈ C(Dn)} and endow it
with the sup-norm.
Let us keep (3.3)-(3.5) in mind and follow [15], Sections 3 and 4 word for word. Except
for a slight modification of Step 1 of the proof of Lemma 3 all arguments can be taken over
to the present situation. One arrives at the following version of Theorem 2 in [15].
Let β > 0 and D(An) := {Gnβu : u ∈ Cr,c(Dn)} and Anu := 12∆u, u ∈ D(An). The oper-
ator (An, D(An)) is the generator of a strongly continuous contraction semigroup (T rn,t)t≥0
in Cr,c(D
n). For u ∈ Cr,c(Dn), we have T rn,tu(x) =
∫
u(y)Qx(Xt ∈ dy), t ≥ 0, x ∈ Dn.
Furthermore, Qx(Xt ∈ dy) is the unique representing probability measure on (Dn,B(Dn))
of T rn,tu(x), u ∈ D(An), t > 0, x ∈ Dn. As an immediate consequence we obtain (3.4) and
(3.5) for f˜ ∈ Cr,c(Dn).
(3) For the proof of Lemma 3.1 (a) below it is important to note that D(An) is dense in
L2(Dn, ν˜n). According to Remark (2), for this it is sufficient to demonstrate that Cr,c(D
n)
is dense in L2(Dn, ν˜n) and by (kk) that Cr,c(D
n) is dense in L2(Dn, dz) where dz symbolizes
in this remark the Lebesgue measure on (Dn,B(Dn)). If this was not true there would exist
an G ∈ L2(Dn, ν˜n) with
∫
Dn
FGdz = 0 for all F ∈ Cr,c(Dn). But Gdz · χDn + 0 · χ∂Dn is
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a finite signed measure on (Dn,B(Dn)) which does not belong to the closed linear hull of
Mr,c := {(ηn,z{i} dx− δyi) ·χz1×...×zi−1×D×zi+1×...×zn : i ∈ {1, . . . , n}, z1, . . . , zn ∈ D, yi ∈ ∂D}
with respect to the convergence ω˜n −→n→∞ ω˜ if
∫
f dω˜n −→n→∞
∫
f dω˜, f ∈ Cr,c(Dn). On
the other hand, Cr,c(D
n) = {F ∈ C(Dn) : ∫ F dµ = 0 for all µ ∈ Mr,c}, here F ∈ Cr,c(Dn)
identifying with its unique extension to Dn.
(4) Consider a Markov chain on Dn with transition probability kernel mn· ≡ mn,0· . It is
an immediate consequence of condition (k) and [6], Theorem 2.1, that the Markov chain is
geometrically ergodic in the sense of this reference and that there exists a unique invariant
probability measure. To verify this, define for δ > 0 the sets Dδ := {z ∈ D : |d− z| > δ for
all d ∈ ∂D}, Cδ := Dnδ , and
C
(k)
δ := {z = (z1, . . . , zn) ∈ Dn : there exist mutually distinct numbers
i1, . . . , ik ∈ {1, . . . , n} such that zi ∈ Dcδ if i ∈ {i1, . . . , ik} and
zi ∈ Dδ if i 6∈ {i1, . . . , ik}} , k ∈ {1, . . . , n}.
It follows now from (3.1) that for all δ < δ′ for some δ′ > 0, C := Cδ is a small set in the
sense of [6] since (4) in [6] is satisfied for the one-step transition probability kernel with µ
being the equi-distribution on (Dn,B(Dn)). Furthermore, by the definition of the transition
probability kernel mn· and property (3.2) there is a δ > 0 such that (7) of [6] is satisfied for
V = 1 on C = Cδ and, for example, for V =
∑n−1
i=n−k 3
ni on C
(k)
δ , k ∈ {1, . . . , n}. To show
the latter we note that the verification of (7) in [6] for x ∈ C(k)δ reduces to a combinatorial
problem. One just has to check on which side of ∂Dδ the n−k d-dimensional particles which
start in Dδ are situated at the time of the next jump of X .
(5) Let Mn denote the invariant probability measure of the Markov chain on Dn with
transition probability kernel mn· ≡ mn,0· considered in Remark (4). Define by
Nn(dx) :=
∫
KD
n
(x, y)Mn(dy) dx
a measure on (D,B(Dn)), where KDn denotes the Greenian kernel relative to 1
2
∆ on Dn.
Let us show that Nn is an invariant measure for the process X by verifying
∫
Anu dNn = 0
for all u ∈ D(An). We have for all u ∈ D(An)∫
Anu dNn =
∫
1
2
∆u dNn
=
∫
x∈Dn
(
1
2
∆u
)
(x)
∫
y∈Dn
KD
n
(x, y)Mn(dy) dx
=
∫
y∈Dn
∫
x∈Dn
(
1
2
∆u
)
(x)KD
n
(x, y) dxMn(dy)
=
∫
(hu − u) dMn,
hu denoting the harmonic function that satisfies hu = u on ∂D
n. Now we are going to use
the fact that Mn is invariant with respect to mn· ≡ mn,0· . Furthermore, we will use (3.5).
We verify in this way for all u ∈ D(An)∫
Anu dNn =
∫
hu dM
n −
∫
u dMn
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=∫
hu dM
n −
∫
x∈Dn
∫
z∈Dn
u(z)mnx(dz)M
n(dx)
=
∫
hu dM
n −
∫
x∈Dn
∫
y∈∂Dn
u(y)µnx(dy)M
n(dx)
= 0 .
For r ∈ N and f = ϕ ((h1, ·), . . . , (hr, ·)) ∈ C˜2b (E), let us introduce
1
2
∆f(µ) :=
r∑
i=1
λi · ∂ϕ
∂xi
· (hi, µ) + 1
2n
r∑
i,j=1
∂2ϕ
∂xi∂xj
· (∇hi · ∇hj , µ) , µ ∈ En,
where ∇hi · ∇hj is the scalar product of ∇hi and ∇hj in Rd. Also, let us recall that, for
n ∈ N and µ = 1
n
∑n
k=1 δzk ∈ En, we have the representation
1
2
∆ϕ
(
1
n
n∑
k=1
h1(zk), . . . ,
1
n
n∑
k=1
hr(zk)
)
= 1
2
∆f(µ) , (3.6)
cf. [15] and [16]. Recall also Lemma 2.12 and for f ∈ C˜2b (E) and ϕ related as in (2.6) set
Bf :=
r∑
i=1
∂ϕ
∂xi
· λi(hi, ·) and Cf := −z′(0) ·
r∑
i=1
∂ϕ
∂xi
· (hi, ·) .
Similarly, if f ∈ C˜20(E) with f and ϕ as well as ϕ0 are related as in (2.7) set
Bf :=
r∑
i=1
∂ϕ
∂xi
ϕ0 · λi(hi, ·) + ϕϕ′0 ·
∞∑
j=1
λj(hj , k)(hj, ·)
=
r∑
i=1
∂ϕ
∂xi
ϕ0 · λi(hi, ·) + ϕϕ′0 ·
(
k, 1
2
∆ · )
and
Cf := −z′(0) ·
(
r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) + ϕϕ′0 ·
∞∑
j=1
(hj , k)(hj, ·)
)
= −z′(0) ·
(
r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) + ϕϕ′0 · (k, ·)
)
.
We have Af = Bf + Cf for all f ∈ C˜2b (E) ∪ C˜20(E). Let us furthermore set
m˜n(dx) := −12∆m˜n(x) dx .
The following lemma is not just a collection of technicalities used in the paper. It is
also the L2-counterpart to Remark (2) of this section. In particular, part (b) of Lemma 3.1
below is compatible with the domain D(An) of the Cr,c(D
n)-infinitesimal operator relative
to the transition probability function Q·.
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Lemma 3.1 Suppose (k)-(kw). (a) The process X ≡ Xn = ((Xt)t≥0, (Qx)x∈Dn) is associated
with a strongly continuous semigroup on L2(Dn, ν˜n).
(b) Let f ∈ Cb(En) such that f˜ has a (unique) continuous extension to Dn which belongs to
C2b (D
n). Then, using the notation z = (z1, . . . , zn), y ≡ (z1, . . . , zi−1, yi, zi+1, . . . , zn) ∈ ∂Dn
where yi ∈ ∂D, i ∈ {1, . . . , n}, z1, . . . , zn ∈ D, we have f ∈ D(An) if and only if∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi = 0 for σ-a.e. y ∈ ∂Dn.
In this case Anf =
1
2
∆f .
(c) Let f ∈ Cb(En) such that f˜ has a continuous extension to Dn which belongs to C2b (Dn)
and let g ∈ L2(E,νn) such that g˜ ∈ C2(Dn) and g˜ · m˜n = 0 on ∂Dn. We have
lim
t↓0
1
t
∫
g˜(x)
∫ (
f˜(y)− f˜(x)
)
Qx(Xt ∈ dy) ν˜n(dx)
=
〈
1
2
∆f˜ , g˜
〉
n
+
∫
f˜ d
∫
x∈Dn
(mnx − µnx)
(−1
2
∆(g˜m˜n)
)
(x) dx . (3.7)
(d) For n ∈ N, let D2b (An) denote the set of all f ∈ D(An) ∩ Cb(En) such that f˜ has
a continuous extension to Dn which belongs to C2b (D
n). The set D2b (An) is dense in the
complete space D(An) with respect to the graph norm (〈f , f〉n + 〈Anf , Anf〉n)1/2.
Proof. For the Brownian motion ((Bt)t≥0, (Px)x∈Rn·d) on R
n·d we will consider its components
((Bi,t)t≥0, (Pxi)xi∈Rd) on R
d, i ∈ {1, . . . , n}. Let τi denote the first exit time of B·,i from D,
i ∈ {1, . . . , n}.
Step 1 We verify (a). By (kk) we obtain for f ∈ L∞(Dn, ν˜n) with f ≥ 0,∥∥∥∥∫ f˜(x)P·(BDnt ∈ dx)∥∥∥∥
L1(Dn,ν˜n)
=
∫
x∈Dn
f˜(x)
∫
z∈Dn
Pz(B
Dn
t ∈ dx)m˜n(z) dz
≤ C2
∫
x∈Dn
f˜(x)
∫
z∈Dn
Pz(B
Dn
t ∈ dx)h1(z1) . . . h1(zn) dz
= C2
∫
x∈Dn
f˜(x)enλ1th1(x1) . . . h1(xn) dx
≤ C2e
nλ1t
C1
∫
x∈Dn
f˜(x)m˜n(x) dx ≡ C2e
nλ1t
C1
∫
f dνn , t > 0. (3.8)
Next we use the fact that, for fixed y ≡ (z1, . . . , zi−1, yi, , zi+1 . . . , zn) ∈ ∂Dn,
Pxj (τj ≥ t, Bj,t ∈ dzj)
dzj
=
∞∑
k=1
eλkthk(xj)hk(zj) (3.9)
as well as, with n being the inner normal vector on ∂D,
Pxi (τi ∈ dt, Bi,t ∈ dyi)
s(dyi)
=
1
2
∞∑
k=1
eλkthk(xi)
∂hk
∂n
(yi) dt . (3.10)
Let Hk, k ∈ N, denote the eigenfunctions of the Dirichlet Laplacian on functions defined
on Dn and normed in L2(Dn) and let 0 > 2λn,1 ≥ 2λn,2 . . . denote the corresponding
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eigenvalues. Using again the convention y = (z1, . . . , zi−1, yi, zi+1, . . . , zn), z1, . . . zn ∈ D,
yi ∈ ∂D, i ∈ {1, . . . , n}, we get∫
x∈Dn
n∑
i=1
∫
yi∈∂D
Px(Bτ ∈ dy, τ ∈ dt)
σ(dy)× dt s(dyi) · ηn,z{i}(zi)m˜n(x) dx
≤ C2
∫
x∈Dn
n∑
i=1
∫
yi∈∂D
Px(Bτ ∈ dy, τ ∈ dt)
σ(dy)× dt s(dyi) · η(zi)H1(x) dx
= C2
∫
x∈Dn
n∑
i=1
∏
j 6=i
Pxj (τj ≥ t, Bj,t ∈ dzj)
dzj
×
×
∫
yi∈∂D
Pxi (τi ∈ dt, Bi,t ∈ dyi)
s(dyi)× dt s(dyi) · η(zi)H1(x) dx
= C2
∫
x∈Dn
∞∑
k=1
−λn,keλn,ktHk(x)
n∑
i=1
(∫
zi∈D
Hk(z) dzi · η(zi)
)
H1(x) dx
= −C2λn,1eλn,1t
n∑
i=1
∫
zi∈D
H1(z) dzi · η(zi)
≤ −C2λn,1eλn,1tn‖h1‖L1(D) · c1H1(z)
≤ −nc1‖h1‖L1(D)C2
C1
λn,1e
λn,1t · m˜n(z) , t > 0, (3.11)
where we have used (kk) for the first and the last “ ≤ ” sign, (3.9) as well as (3.10) and
Gauss’ theorem for the second “ = ” sign, and (k1) for the second last “ ≤ ” sign.
Let γ := −(nc1‖h1‖L1(D)C2/C1)λn,1 and choose f ∈ L∞(E,νn) with f ≥ 0. From (3.3),
(3.11), and Gronwall’s inequality we obtain∫
f˜(x)Qν˜n(Xt ∈ dx) ≤
∫
f˜(x)Pν˜n(B
Dn
t ∈ dx) + γ
∫ t
v=0
∫
f˜(x)Qν˜n(Xv ∈ dx) dv
≤
∫
f˜(x)Pν˜n(B
Dn
t ∈ dx) + γ
∫ t
v=0
eγ(t−v)
∫
f˜(x)Pν˜n(B
Dn
v ∈ dx) dv .
By using the Schwarz’ inequality we find with (3.8) and monotone convergence that for
f ∈ L2(E,νn)∫ (∫
f˜(x)Q·(Xt ∈ dx)
)2
dν˜n ≤
∫
f˜ 2(x)Qν˜n(Xt ∈ dx)
≤
∫
f˜ 2(x)Pν˜n(B
Dn
t ∈ dx) + γ
∫ t
v=0
eγ(t−v)
∫
f˜ 2(x)Pν˜n(B
Dn
v ∈ dx) dv
≤ C2e
nλ1t
C1
∫
f 2 dνn + γ
C2
C1
∫ t
v=0
eγ(t−v) enλ1v
∫
f 2 dνn dv . (3.12)
This says that the process X ≡ Xn = ((Xt)t≥0, (Qx)x∈Dn) is associated with a semigroup on
L2(Dn, ν˜n). Let (Tn,t)t≥0 denote the corresponding semigroup on L
2(E,νn). It remains to
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demonstrate that (Tn,t)t≥0 is strongly continuous in L
2(E,νn). As an immediate consequence
of (3.12) there is a constant C3 > 0 such that for all f ∈ L2(E,νn) and all t ∈ [0, 1]
〈Tn,tf , Tn,tf〉n ≤ C3 〈f, f〉n .
But this together with Remarks (2) (3) of this section guarantees strong continuity. The
proof is just an adaption of [16], proof of Proposition 4.5 (a), Step 1 from (4.26) on.
Step 2 We prove (b) and (c). Denote by (y)i the i-th d-dimensional component of y ≡
(z1, . . . , zi−1, yi, zi+1, . . . , zn) ∈ ∂Dn, i ∈ {1, . . . , n}, z1, . . . , zn ∈ D. Introduce the notation∫
i
∫
≡
∫
z1,...,zi−1∈D,
∫
zi+1,...,zn∈D
Let us recall Remark (1) of this section, particularly f˜ = Gnβu ∈ Cr(Dn) for all u ∈
L∞(Dn). Recalling that for Lipschitz domains the Euklidean boundary is identifiable with
the Martin boundary by the result of [10], for each such f˜ there is a harmonic function hf˜
on Dn with hf˜ (z)→ hf˜ (y) if Dn ∋ z → y ∈ ∂(1)Dn. This is motivation for the following.
Let f ∈ Cb(En) such that f˜ ∈ Cb,n(Dn) = Cb(Dn∪∂(1)Dn). By (3.3) we have for x ∈ Dn
lim
t↓0
1
t
∫ (
f˜(y)− f˜(x)
)
Qx(Xt ∈ dy)
= lim
t↓0
1
t
(∫ (
f˜ − hf˜
)
(y)Px(B
Dn
t ∈ dy)−
(
f˜ − hf˜
)
(x)
)
+ lim
t↓0
1
t
((∫
f˜(y)Px(B
Dn
t ∈ dy)−
∫
f˜(y)Px(Bt ∈ dy)
)
+
n∑
i=1
∫
i
∫ ∫
zi∈D
f˜(z)
∫
yi∈∂D
Px(Bτ ∈ dy, τ < t)
σ(dy)
s(dyi) η(zi) dz
)
= lim
t↓0
1
t
(∫ (
f˜ − hf˜
)
(y)Px(B
Dn
t ∈ dy)−
(
f˜ − hf˜
)
(x)
)
+ lim
t↓0
1
t
n∑
i=1
∫
i
∫ ∫
zi∈D
∫
yi∈∂D
(
f˜(z)− f˜(y)
)
×
×Px(Bτ ∈ dy, τ < t)
σ(dy)
s(dyi) η(zi) dz (3.13)
and are interested in conditions on f such that this limit exists in L2(Dn, ν˜n). According
to (3.9) and (3.10) the derivative
lim
t↓0
1
t
Px(Bτ ∈ dy, τ < t)
σ(dy)
= lim
t↓0
1
t
∫ t
v=0
∏
j 6=i
Pxj (τj ≥ v, Bj,v ∈ dzj)
dzj
Pxi (τi ∈ dv, Bi,v ∈ dyi)
s(dyi)
=
∏
j 6=i
∞∑
k=1
hk(xj)hk(zj) · 1
2
∞∑
l=1
hl(xi)
∂hl
∂n
(yi)
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exists in the distributional sense. We also remind of µnx(dy)/σ(dy) =
1
2
∑∞
m=1 −λ−1n,mHm(x)
· (∂Hm/∂nn(y)) where nn denotes the inner normal vector on ∂Dn. In fact, for ϕ˜ ∈ C(Dn)
with ϕ˜ = 0 on ∂Dn such that −1
2
∆ϕ˜ exists in the sense of condition (kkk) and ψ˜ satisfying
the conditions for f˜ , we have
n∑
i=1
∫
i
∫ ∫
zi∈D
∫
yi∈∂D
∫
x∈Dn
lim
t↓0
1
t
Px(Bτ ∈ dy, τ < t)
σ(dy)
×
×ϕ˜(x)ψ˜(z) dx s(dyi) η(zi) dz
=
1
2
n∑
i=1
∫
i
∫ ∫
zi∈D
∫
yi∈∂D
∫
x∈Dn
∞∑
m=1
Hm(x)
∂Hm
∂nn
(y)×
× ϕ˜(x)ψ˜(z) dx s(dyi) η(zi) dz
=
1
2
n∑
i=1
∞∑
m=1
(−1
2
∆ϕ˜, Hm
)
L2(Dn)
∫
i
∫ ∫
yi∈∂D
−λ−1n,m ·
∂Hm
∂nn
(y) s(dyi)×
×
∫
zi∈D
ψ˜(z) η(zi) dz
=
(
−1
2
∆ϕ˜ ,
n∑
i=1
∫
i
∫ ∫
yi∈∂D
1
2
∞∑
m=1
−λ−1n,m ·
∂Hm
∂nn
(y)Hm(·) s(dyi) ×
×
∫
zi∈D
ψ˜(z) η(zi) dz
)
L2(Dn)
=
(
−1
2
∆ϕ˜ ,
∫
z∈Dn
ψ˜(z)mn· (dz)
)
L2(Dn)
. (3.14)
Well-definiteness for ϕ˜ and especially ψ˜ as specified above follows from the third line together
with property (3.2) and Gauss’ formula. Similarly, one shows that
n∑
i=1
∫
i
∫ ∫
zi∈D
∫
yi∈∂D
∫
x∈Dn
lim
t↓0
1
t
Px(Bτ ∈ dy, τ < t)
σ(dy)
×
×ϕ˜(x)ψ˜(y) dx s(dyi) η(zi) dz
=
(
−1
2
∆ϕ˜ ,
∫
y∈∂Dn
ψ˜(y)µn· (dy)
)
L2(Dn)
. (3.15)
It follows now from (3.13) that, for f ∈ Cb(En) such that f˜ ∈ Cb,n(Dn) = Cb(Dn ∪ ∂(1)Dn),
the limit
lim
t↓0
1
t
∫ (
f˜(y)− f˜(x)
)
Qx(Xt ∈ dy)
= lim
t↓0
1
t
(∫ (
f˜ − hf˜
)
(y)Px(B
Dn
t ∈ dy)−
(
f˜ − hf˜
)
(x)
)
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+∫
y∈∂Dn
n∑
i=1
χ(y)i∈∂D(y)
∫
zi∈D
(
f˜(z)− f˜(y)
)
×
× d
+
dt
∣∣∣∣
t=0
Px(Bτ ∈ dy, τ < t)
σ(dy)
η(zi) dzi σ(dy)
exists in L2(Dn, ν˜n) if and only if∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi = 0 for σ-a.e. y ∈ ∂Dn
and the limit
lim
t↓0
1
t
(∫ (
f˜ − hf˜
)
(y)Px(B
Dn
t ∈ dy)−
(
f˜ − hf˜
)
(x)
)
exists in L2(Dn, ν˜n). This gives part (b). Furthermore, (3.13)-(3.15) imply also part (c).
Step 3 We prepare the proof of part (d). Firstly, we remind of [18], Step 2 of the proof of
Lemma 4.5. In fact, the following is proved there. Let A be a densely defined closed operator
in some Hilbert space H and let C ⊆ D(A) be a set dense in H with {Af : f ∈ C} ⊆ D(A′).
Then C is also dense in D(A) with respect to the graph norm (〈f , f〉H + 〈Af , Af〉H)1/2.
In Step 4 below we will apply this to A = An and H = L2(E,νn).
As a consequence of part (a) of the present lemma, there is an M ≥ 1 and an ω ≥ 0
such that for the semigroup (T˜n,t)t≥0 in on L
2(Dn, ν˜n) with generator A˜n, and associated
with X ≡ Xn = ((Xt)t≥0, (Qx)x∈Dn), we have ‖T˜n,tf‖L2(Dn,ν˜n) ≤ M · eωt‖f‖L2(Dn,ν˜n) for all
f ∈ L2(Dn, ν˜n). Below the notation Ls will indicate that we are just count in the functions
w ≡ w(z, . . . , zn) which are symmetric in z1, . . . , zn ∈ D in the respective L-spaces. We
shall, secondly, demonstrate that for β > ω the set {f : f˜ = Gnβu ∈ Cr(Dn), u ∈ L∞s (Dn)}
is dense in D(An) with respect to the graph norm (〈f , f〉n + 〈Anf , Anf〉n)1/2.
For this assume that for a moment that there is a v ∈ L2s(Dn, ν˜n) \ {0} such that(
1 + β2
)
(Gnβ)
′Gnβv − β(Gnβ)′v = βGnβv − v .
This assumption would yield〈(
1 + β2
)
Gnβv − βv , f˜
〉
n
−
〈
βGnβv − v , βf˜ − A˜nf
〉
n
= 0 , f ∈ D(An).
Thus 〈Gnβv , f˜〉n+ 〈A˜nGnβv , A˜nf〉n = 0 for all f ∈ D(An) which would imply v = 0. Now we
can suppose that, for v ∈ L2s(Dn, ν˜n)\{0}, we have (1 + β2) (Gnβ)′Gnβv−β(Gnβ)′v−βGnβv+v 6=
0. It follows that 〈(
1 + β2
)
(Gnβ)
′Gnβv − β(Gnβ)′v − βGnβv + v , u
〉
n
= 0
cannot hold simultaneously for all u ∈ L∞s (Dn). In other words, 〈A˜nGnβv , A˜nGnβu〉n +
〈Gnβv , Gnβu〉n = 〈βGnβv − v , βGnβu− u〉n + 〈Gnβv , Gnβu〉n = 0 cannot be true simultaneously
for all u ∈ L∞s (Dn). This says that {f : f˜ = Gnβu ∈ Cr(Dn), u ∈ L∞s (Dn)} is dense in
D(An) with respect to the graph norm.
Step 4 We prove part (d). Denote by pD
n
(t, x, y) the transition density function relative to
Px(B
Dn
t ∈ dy) and recall that it is symmetric in x and y for all t > 0.
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Let f ∈ {ϕ : ϕ˜ = Gnβu ∈ Cr(Dn), u ∈ L∞s (Dn)} and g˜ ∈ C2(Dn) such that g˜ = 0 on
∂Dn and ∇g˜ ∈ Cb(Dn;Rn·d). It follows from (kk) that g˜m˜n = 0 as well as ∂∂nn (g˜m˜n) = 0 on
∂Dn. We have
lim
t↓0
1
t
〈f , T ′n,tg − g〉n = lim
t↓0
1
t
〈Tn,tf − f , g〉n
= lim
t↓0
1
t
(∫ ∫ (
f˜ − hf˜
)
(y) pD
n
(t, x, y)g˜(x)m˜n(x) dx dy
−
∫ (
f˜ − hf˜
)
(x)g˜(x)m˜n(x) dx
)
=
(
f˜ , ∆(g˜m˜n)
)
L2(Dn)
− lim
t↓0
1
t
(∫
hf˜(y)
∫
pD
n
(t, x, y)g˜(x)m˜n(x) dx dy −
∫
hf˜ g˜m˜n dx
)
=
(
f˜ , 1
2
∆(g˜m˜n)
)
L2(Dn)
where, in the last line, we have applied the Green formula. Taking into consideration that
{f : f˜ = Gnβu ∈ Cr(Dn), u ∈ L∞s (Dn)} is dense in D(An) with respect to the graph norm
(〈f , f〉n + 〈Anf , Anf〉n)1/2 according to the second part of Step 3, we obtain{
g : g˜ ∈ C2(Dn), g˜ = 0 on ∂Dn and ∇g˜ ∈ Cb(Dn;Rn·d)
} ⊆ D(A′n) .
According to the first part of Step 3, it remains to show that
C :=
{
f ∈ D(An) : A˜nf ∈ C2(Dn), A˜nf = 0 on ∂Dn and ∇A˜nf ∈ Cb(Dn;Rn·d)
}
is dense in L2(E,νn). We observe that the set
D :=
{
f : ∆f˜ ∈ C2(Dn), ∆f˜ = 0 on ∂Dn and ∇∆f˜ ∈ Cb(Dn;Rn·d)
}
is dense in L2(E,νn). Among other things, this implies {f˜ : f ∈ D} ⊆ C(Dn) in the sense
that for f ∈ D and y ∈ ∂Dn and Dn ∋ z → y we have f˜(z)→ f˜(y). By the result of Step 2
it just remains to show that
Cˆ :=
{
f ∈ D :
∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi = 0 for σ-a.e. y ∈ ∂Dn
}
is dense in L2(E,νn). Any finite signed measure ω˜ on
(
Dn,B (Dn)) that satisfies∫
f˜ dω˜ = 0 for all f ∈ Cˆ
belongs to the closed linear hull of Mr,c = {(ηn,z{i} dx − δyi) · χz1×...×zi−1×D×zi+1×...×zn :
i ∈ {1, . . . , n}, z1, . . . , zn ∈ D, yi ∈ ∂D} with respect to the convergence ω˜n −→n→∞ ω˜ if∫
ϕ˜ dω˜n −→n→∞
∫
ϕ˜ dω˜, ϕ ∈ D. Since ν˜n has no mass on ∂Dn there is no g ∈ L2(E,νn)\{0}
such that ∫
fg dνn =
∫
f˜ g˜ dν˜n = 0 for all f ∈ Cˆ .
✷
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Proposition 3.2 Suppose (k)-(kw).
(a) For f ∈ Cb(E) we have
1
n
∫
x∈Dn
∫
y∈∂Dn
f˜(y)µnx(dy) m˜n(dx) −→n→∞ −
∫
f z′( · , 0) dν .
For f ∈ Cb(E) such that, for all n ∈ N, it holds that f˜ ≡ f˜ |En ∈ C(Dn) as well as f˜ = 0 on
∂Dn and, in particular, for f ∈ C˜20(E) we have∫
f z′( · , 0) dν = 0 . (3.16)
(b) For f ∈ C˜2b (E) ∪ C˜20 (E) we have∫
f˜ d
∫
x∈Dn
(mnx − µnx) m˜n(dx) −→n→∞ 〈Cf , I1〉 ,
(c) For f ∈ C˜2b (E) ∪ C˜20 (E) we have∫
f˜ d
(∫
x∈Dn
µnx m˜n(dx)− m˜n
)
−→n→∞ 〈Bf , I1〉 .
Proof. Step 1 We verify (a). For y ∈ ∂Dn we keep using the notation y = (z1, . . . , zi−1, yi,
zi+1, . . . , zn) where yi ∈ ∂D, z1, . . . , zn ∈ D, i ∈ {1, . . . , n}. In addition, for x ∈ Dn
we use the representation x = (x1, . . . , xn) with x1, . . . , xn ∈ D. As in Lemma 3.1, for
the Brownian motion ((Bt)t≥0, (Px)x∈Rn·d) on R
n·d we will also consider its components
((Bi,t)t≥0, (Pxi)xi∈Rd) on R
d, i ∈ {1, . . . , n}. Let τi denote the first exit time of B·,i from D,
i ∈ {1, . . . , n}. Let us use the notation∫
i,yi
∫
≡
∫
z1,...,zi−1∈D,
∫
yi∈∂D,
∫
zi+1,...,zn∈D
It holds that
lim
n→∞
∫
x∈Dn
1
n
∫
y∈∂Dn
f˜(y)µnx(dy) m˜n(dx)
= lim
n→∞
∫
x∈Dn
1
n
n∑
i=1
∫
i,yi
∫
f˜(y)
∫ ∞
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj)×
×Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx)
= lim
n→∞
∫
x∈Dn
1
n
n∑
i=1
∫
i,yi
∫
f
(
1
n
∑
j 6=i δzj +
1
n
δyi
)
×
×
∫ ε
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj)Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx) .
(3.17)
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for any ε > 0 and all f ∈ Cb(E). We recall that, by definition, E is compact. Thus, f is
uniformly continuous on E. Thus
lim
n→∞
sup
z1,...,zn∈D, r∈∂D
∣∣∣f ( 1n∑n−1j=1 δzj + 1nδr)− f ( 1n∑nj=1 δzj)∣∣∣ = 0 .
The last two relations imply
lim
n→∞
∫
x∈Dn
1
n
∫
y∈∂Dn
f˜(y)µnx(dy) m˜n(dx)
= lim
ε→0
lim
n→∞
∫
x∈Dn
1
n
n∑
i=1
∫
z∈Dn
f
(
1
n
∑n
j=1 δzj
)
×
×
∫ ε
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj)Pxi (τi > t, Bi,t ∈ dzi)×
×
∫
yi∈∂D
Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx)
= lim
ε→0
lim
n→∞
∫
x∈Dn
∫
z∈Dn
f
(
1
n
∑n
j=1 δzj
)
×
×
∫ ε
t=0
n∏
j=1
Pxj (τj > t, Bj,t ∈ dzj)
1
n
n∑
i=1
Pxi (τi ∈ dt) m˜n(dx) .
(3.18)
Now we recall (2.4) and (2.5) as well as ν(H) = 1 (cf. condition (i) and H(1) ⊂ H),
ν˜n(dz) =
∫
KD
n
(x, z) m˜n(dx) dz (cf. condition (kkk)), and νn =⇒n→∞ ν (cf. condition
(kw)). Let µ ∈ E ∩H and 1
n
∑n
j=1 δzj =⇒n→∞ µ. For the next calculations we give particular
attention to
lim
t↓0
∫
v∈D
g(v)
Pv(τi ≤ t)
t
dv = −
∫
1
2
(∆g)(v) dv , g dv = µ ∈ E ∩H, (3.19)
cf. (2.5), which yields(
lim
n→∞
1
n
n∑
i=1
Pzi (τi ∈ dt)
)∣∣∣∣∣
t=0
= Pµ (τi0 ∈ dt)|t=0 = −z′(µ, 0) dt ,
for some fixed i0 ∈ {1, . . . , n}. Furthermore,(
KD
n
(x, z) m˜n(dx) dz −
∫ ε
t=0
n∏
j=1
Pxj (τj > t, Bj,t ∈ dzj) m˜n(dx)
)
=⇒n→∞ 0
(3.20)
for any ε > 0, both items seen as mappings from measures over empirical probability
measures to measures over Dn × Dn. From (3.18)-(3.20) and stochastic continuity of all
((Bi,t)t≥0, (Pxi)xi∈Rd) we obtain
lim
n→∞
∫
x∈Dn
1
n
∫
y∈∂Dn
f˜(y)µnx(dy) m˜n(dx)
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= lim
ε→0
lim
n→∞
∫
x∈Dn
∫
z∈Dn
f
(
1
n
∑n
j=1 δzj
)
×
×
∫ ε
t=0
n∏
j=1
Pxj (τj > t, Bj,t ∈ dzj)
1
n
n∑
i=1
Pzi (τi ∈ dt) m˜n(dx)
= −
∫
f z′( · , 0) dν .
For the proof of (b) and (c) assume f ∈ C˜2b (E) with f = ϕ((h1, ·), (h2, ·), . . . , (hr, ·)).
The case f ∈ C˜20(E) can be handled in a similar fashion.
Step 2 Let us prepare the proof of (b) and (c). Let i ∈ {1, . . . , n} and y ≡ yn ∈ ∂(1)Dn
such that y = (z1, . . . , zi−1, yi, zi+1, . . . , zn) with z1, . . . , zn ∈ D, yi ∈ ∂D. In addition for
µ = 1
n
∑n
j=1 δzj , let µ
i,yi ≡ (µi,yi)n := 1
n
∑n
j 6=i δzj +
1
n
δyi , i ∈ {1, . . . , n}. Moreover, set
rni,k(y) :=
∫ 1
0
(
∂
∂xk
ϕ
(
(h1, µ
i,yi) + 1
n
(h1(zi)− h1(yi)), . . . ,
(hk−1, µ
i,yi) + 1
n
(hk−1(zi)− hk−1(yi)), (hk, µi,yi) + tn(hk(zi)− hk(yi)),
(hk+1, µ
i,yi), . . . , (hr, µ
i,yi)
)
− ∂
∂xk
ϕ(. . . , (hk, µ
i,yi), . . .)
)
dt ,
k ∈ {1, . . . , r}. We have
n
∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi
= n
∫
zi∈D
(
ϕ
(
. . . , (hk, µ
i,yi) + 1
n
(hk(zi)− hk(yi)), . . .
)
−ϕ(. . . , (hk, µi,yi), . . .)
)
η(zi) dzi
=
r∑
k=1
(
∂
∂xk
ϕ(. . . , (hk, µ
i,yi), . . .)
)
·
∫
zi∈D
(hk(zi)− hk(yi)) η(zi) dzi
+
r∑
k=1
∫
zi∈D
rni,k(y) (hk(zi)− hk(yi)) η(zi) dzi .
Since maxj∈{1,...,n}\{i}
∣∣rnj,k(y)∣∣ −→n→∞ 0 for any sequence y ≡ yn ∈ ∂(1)Dn with (µi,yi)n =⇒ µ
and every k ∈ {1, . . . , r}, we obtain in this case
n
∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi −→n→∞
r∑
i=1
∂ϕ
∂ui
· (hi, µ) (3.21)
uniformly bounded with respect to ν-a.e. µ, recall also condition (k2). The following is a
preparation for the proof of Lemma 7.1 below. Let a be a real measurable bounded function
on E which is continuous on each En such that for all
1
n
∑n
i=1 δzi =⇒ µ and 1n
∑n
i=1 δz′i =⇒ µ
we have
∣∣a ( 1
n
∑n
i=1 δzi
)− a ( 1
n
∑n
i=1 δz′i
)∣∣ −→n→∞ 0. Assume furthermore∑ri=1 ∂ϕ∂ui ·(hi, ·) = 0
ν-a.e. Then replacing in the calculations of the present step η(zi) by η(zi) · a˜(z) it turns out
that
n
∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) · a˜(z) dzi −→n→∞ 0
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uniformly bounded with respect to ν-a.e. µ if as above (µi,yi)n =⇒ µ as n→∞.
Step 3 We prove (b). Relations (3.21) and part (a) imply∫
f˜ d
∫
x∈Dn
(mnx − µnx) m˜n(dx)
=
∫
x∈Dn
∫
y∈∂Dn
n∑
i=1
χ(y)i∈∂D(y)
∫
zi∈D
(
f˜(z)− f˜(y)
)
η(zi) dzi µ
n
x(dy) m˜n(dx)
−→n→∞ −
r∑
i=1
∫
∂ϕ
∂ui
· (hi, · )z′( · , 0) dν
= 〈Cf, I1〉 .
Step 4 We prove (c). Recalling (3.17) we find
lim
n→∞
(∫
x∈Dn
∫
y∈∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
= lim
n→∞
(∫
x∈Dn
n∑
i=1
∫
i,yi
∫
f
(
1
n
∑
j 6=i δzj +
1
n
δyi
)
×
×
∫ ε
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj)Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx) −
∫
Dn
f˜ dm˜n
)
.
We keep using the notation of Step 2 of the proof of Lemma 3.1 and continue
lim
n→∞
(∫
x∈Dn
∫
y∈∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
= lim
n→∞
∫
x∈Dn
∫ ε
t=0
n∑
i=1
∫
yi∈∂D
∫
i
∫ (
f
(
1
n
∑
j 6=i δzj +
1
n
δyi
)
−f
(
1
n
∑n
j 6=i δzj +
1
n
δxi
))
×
×
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj) Pxi (Bi,t ∈ dyi, τi ∈ dt) m˜n(dx)
for any ε > 0. Proceeding as in Step 1 of this proof but replacing zi by xi in the definition
of rni,k(y) we obtain
lim
n→∞
(∫
x∈Dn
∫
∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
= lim
n→∞
1
n
n∑
i=1
∫
i
∫ r∑
k=1
∂
∂uk
ϕ(. . . , (hk, µ
i,yi), . . .)×
×
∫
x∈Dn
∫
yi∈∂D
(hk(xi)− hk(yi))×
×
∫ ε
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj) Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx)
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+ lim
n→∞
1
n
n∑
i=1
∫
i
∫ r∑
k=1
∫
x∈Dn
∫
yi∈∂D
rni,k(y) (hk(xi)− hk(yi))×
×
∫ ε
t=0
∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj) Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx) .
We note that all hk(yi) = 0 and recall that maxj∈{1,...,n}\{i}
∣∣rnj,k(y)∣∣ −→n→∞ 0 for any sequence
y ≡ yn ∈ ∂(1)Dn with (µi,yi)n =⇒n→∞ µ and every k ∈ {1, . . . , r}. We get
lim
n→∞
(∫
x∈Dn
∫
∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
= lim
n→∞
1
n
n∑
i=1
∫
yi∈∂D
∫
i
∫ r∑
k=1
∂
∂uk
ϕ(. . . , (hk, µ
i,yi), . . .)×
×
∫
x∈Dn
∫ ε
t=0
n∏
j 6=i
Pxj (τj > t, Bj,t ∈ dzj) hk(xi)Pxi (τi ∈ dt, Bi,t ∈ dyi) m˜n(dx) .
By using (3.19), (3.20), Pxi (τj > t, Bi,t ∈ ·) =⇒t→0 δxi , µi,yi − µ =⇒n→∞ 0, and m˜n(dx) =
−1
2
∆m˜n(x)dx we conclude that
lim
n→∞
(∫
x∈Dn
∫
∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
= lim
n→∞
∫
z∈Dn
r∑
k=1
∂
∂uk
ϕ(. . . , (hk, µ), . . .)×
×1
n
n∑
i=1
lim
t↓0
∫
xi∈D
hk(xi)
Pxi(τi ≤ t)
t
dxi ×
×
∫
x∈Dn
∫ ∞
t=0
n∏
j=1
Pxj (τj > t, Bj,t ∈ dzj) dt m˜n(dx) .
With ν(H) = 1, cf. condition (i) and H(1) ⊂ H , we arrive at
lim
n→∞
(∫
x∈Dn
∫
∂Dn
f˜ dµnx m˜n(dx)−
∫
Dn
f˜ dm˜n
)
=
∫ r∑
k=1
∂
∂uk
ϕ(. . . , (hk, µ), . . .) ·
(−1
2
∆hk, µ
)
ν(dµ) = 〈Bf, I1〉 .
✷
4 A Class of Measures Satisfying (i)-(iii),(j) of Subsec-
tion 2.3 and (k)-(kw) of Section 3
Next we are going to introduce the class of initial configurations we are particularly interested
in.
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(l) There exists c > 1 such that ν is concentrated on the class Hˆ consisting of all proba-
bility measures d(x) dx ∈ E with d ∈ C∞(D) satisfying
h1
c
≤ d ≤ ch1 and (−λ1) · h1
c
≤ (−1
2
∆
)
d ≤ (−λ1) · ch1
such that d′ :=
∑∞
i=1 e
−λi(d, hi) · hi ∈ L1(D) and (d′/‖d′‖L1) dx ∈ E ∩H .
(ll) With the notation z = (z1, . . . , zn) and z1, . . . , zn ∈ D, for all n ∈ N,
ν˜n(dz) :=
∫
{µ=d(x) dx∈Hˆ}
n∏
i=1
d(zi)ν(dµ) dz1 . . . dzn .
Proposition 4.1 Suppose (l) and (ll). Then we have (i)-(iii),(j) of Subsection 2.3 and
(kk)-(kw) of Section 3.
Proof. Step 1 It is obvious that (l) implies (ii),(iii), and (j). Given h1
c
≤ d ≤ ch1 and
(−λ1) · h1c ≤
(−1
2
∆
)
d ≤ (−λ1) · ch1 µ-a.e. for some c > 1, by the definitions of H and H(1),
the last line of (l) is just another way to formulate (i).
Step 2 Conditions (kk) and (kkk) follow directly from (l) and (ll). We continue with the
verification of (kw). With f ∈ C˜2b (E) with f(µ) = ϕ((h1, µ), . . . , (hr, µ)), µ ∈ E, as in given
(2.6) and f˜(z) = f
(
1
n
∑n
j=1 δzj
)
on z = (z1, . . . , zn) on D
n, we have by (l) and (ll)∫
E
f dνn =
∫
Dn
f˜(z)
∫
{µ=d(x) dx∈Hˆ}
n∏
i=1
d(zi)ν(dµ) dz1 . . . dzn
=
∫
{µ=d(x) dx∈Hˆ}
∫
Dn
f
(
1
n
∑n
j=1 δzj
) n∏
j=1
d(zj) dzν(dµ) .
Now, suppose we are give a sequence Z1, Z2, . . . of independent D-valued random variables,
all with probability distribution d(x) dx ∈ Hˆ . Then the weak law of large numbers shows
that ∫
Dn
f
(
1
n
∑n
j=1 δzj
) n∏
j=1
d(zj) dz
=
∫
Dn
ϕ
((
h1,
1
n
∑n
j=1 δzj
)
, . . . ,
(
hr,
1
n
∑n
j=1 δzj
)) n∏
j=1
P (Zj ∈ dzj)
= Eϕ
(
1
n
∑n
j=1 h1(Zj), . . . ,
1
n
∑n
j=1 hr(Zj)
)
−→n→∞ ϕ
(
1
n
∑n
j=1Eh1(Zj), . . . ,
1
n
∑n
j=1Ehr(Zj)
)
= ϕ ((h1, d), . . . , (hr, d)) = f
(
d(x) dx
)
boundedly in d(x) dx ∈ Hˆ. The last two relations combined with condition (l) give finally∫
E
f dνn −→n→∞
∫
{µ=d(x) dx∈Hˆ}
f(µ) dν =
∫
E
f dν .
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We have verified (kw). ✷
For z1, . . . , zn, v ∈ Rd and i ∈ {1, . . . , n}, let z(i)(v) denote the vector (z1, . . . , zi−1, v,
zi+1, . . . , zn). For a real function f on R
n·d, let ∆if denote the d-dimensional Laplace
operator with respect to i-th d-dimensional argument applied to f . For example, for f
with argument z(i)(v), ∆if is the Laplace operator with respect to v applied to f . For
i ∈ {1, . . . , n}, let us define µn,i := 1
n
∑
j 6=i δzj ,
Li(z{i}, µ) :=
∫
D
(−1
2
∆d
)
(x)
/
d(x)µn,i(dx)
for z{i} = {z1, . . . , zi−1, zi+1, . . . , zn} and µ = d(x) dx ∈ Hˆ, and
Ki(z{i}) :=
∫
v∈D
(−1
2
∆im˜n
) (
z(i)(v)
)
dv ,
Choose
(lll)
ηn,z{i}(zi) :=
1
Ki(z{i})
∫
{µ=d(x) dx∈Hˆ}
Li(z{i}, µ) ·
n∏
j=1
d(zj)ν(dµ)
The subsequent representation of ηn,z{i} turns out to be useful in the technical calculations
of the present subsection,
ηn,z{i}(zi) =
∫
{µ=d(x) dx∈Hˆ}
∫
D
(−1
2
∆d
)
(x)
/
d(x)µn,i(dx) · d(zi) ·
∏
j 6=i
d(zj)ν(dµ)∫
{µ=d(x) dx∈Hˆ}
∫
D
(−1
2
∆d
)
(x) dx ·
∏
j 6=i
d(zj)ν(dµ)
.
Proposition 4.2 (a) Suppose (l)-(lll). Then we have (k1) and (k2).
(b) Let Φ : Hˆ → R be bounded on Hˆ and continuous in µ0 ≡ d0(x) dx ∈ Hˆ in the sense of
lim‖d−d0‖
L1(D)→0
|Φ(µ)− Φ(µ0)| = 0 where µ ≡ d(x) dx ∈ Hˆ. Then
∫
{µ=d(x) dx∈Hˆ}
Φ(µ)
n∏
j=1
d(zj)ν(dµ)∫
{µ=d(x) dx∈Hˆ}
n∏
j=1
d(zj)ν(dµ)
−→ Φ(µ0) as 1n
∑n
j=1δzj =⇒n→∞ µ0.
Proof. The above definition yields directly (k1). We verify (k2). For µ ≡ d(x) dx ∈ Hˆ ,
i ∈ {1, . . . , n}, and zi ∈ D set
νˆ(dµ) ≡ νˆzi(dµ) :=
∫
x∈D
(−1
2
∆d
)
(x) dx · 1
d(zi)
ν(dµ)
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and choose µ0 ≡ d0(x) dx ∈ Hˆ. We note that (l) implies νˆ(Hˆ) < ∞. Let Φ : Hˆ → R be as
in the formulation of part (b) of this proposition. Define
gΦ
(
1
n
∑n
j=1 δzj
)
:=
∫
{µ=d(x) dx∈Hˆ}
Φ(µ)
n∏
j=1
d(zj) νˆ(dµ) .
According to the weak law of large numbers, for all f ∈ C˜2b (E)∫
Dn
gΦ
(
1
n
∑n
j=1 δzj
)
· f
(
1
n
∑n
j=1 δzj
)
dz
=
∫
{µ=d(x) dx∈Hˆ}
∫
Dn
f
(
1
n
∑n
j=1 δzj
) n∏
j=1
d(zj) dz · Φ(µ) νˆ(dµ)
−→n→∞
∫
{µ=d(x) dx∈Hˆ}
f(µ)Φ(µ) νˆ(dµ) .
In particular, we have demonstrated that∫
{µ=d(x) dx∈Hˆ}
Φ(µ)
n∏
j=1
d(zj) νˆ(dµ)∫
{µ=d(x) dx∈Hˆ}
n∏
j=1
d(zj) νˆ(dµ)
=
gΦ
(
1
n
∑n
j=1 δzj
)
g I1
(
1
n
∑n
j=1 δzj
) −→ Φ(µ0)
as 1
n
∑n
j=1 δzj =⇒n→∞ µ0. Repeating the previous calculations with ν instead of νˆ, we get
part (b) of the present lemma. Let us continue to examine the “νˆ-case”. The last limit
shows that the measure
∏n
j=1 d(zj) νˆ(dµ)/
∫ ∏n
j=1 d(zj) νˆ(dµ) converges weakly to the one
point probability measure concentrated on µ0 as 1
n
∑n
j=1 δzj =⇒n→∞ µ0. This implies also∫
{µ=d(x) dx∈Hˆ}
Φ(µ) ·
∫
D
(−1
2
∆d
)
(x)/d(x)µn,i(dx)∫
D
(−1
2
∆d
)
(x) dx
·
n∏
j=1
d(zj) νˆ(dµ)∫
{µ=d(x) dx∈Hˆ}
n∏
j=1
d(zj) νˆ(dµ)
−→ Φ(µ0)
as 1
n
∑n
j=1 δzj =⇒n→∞ µ0. Choosing now ϕ ∈ C(D),
Φ(µ) :=
∫
x∈D
ϕ(x) d(x) dx , µ ≡ d(x) dx ∈ Hˆ,
and recalling the definition of νˆ we obtain∫
D
ϕ ηn,z{i} dx
=
∫
{µ=d(x) dx∈Hˆ}
∫
D
(−1
2
∆d
)
(x)
/
d(x)µn,i(dx) ·
∫
zi∈D
ϕ(zi)d(zi) dzi ·
∏
j 6=i
d(zj)ν(dµ)∫
{µ=d(x) dx∈Hˆ}
∫
D
(−1
2
∆d
)
(x) dx ·
∏
j 6=i
d(zj)ν(dµ)
−→
∫
D
ϕd0 dx
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as 1
n
∑n
j=1 δzj =⇒n→∞ µ0 with µ0(dx) = d0(x) dx. We have verified (k2). ✷
Remarks (1) on condition (jj). One goal of the paper is to demonstrate Mosco type
convergence for the Fleming-Viot type system. In order to establish the integration by
parts formula in Corollary 2.13 which we will use for this, it is quite natural to require the
differentiability in the form of (jj) of the related reference measure ν.
(2) on conditions (jjj). We recall also Ttf(µ) = f(U
+(t, µ)) and that therefore Tt : L
2(E,ν)→
L2(E,ν) is equivalent with dν ◦ U+(−t, µ)/dν ∈ L∞(E,ν). Condition (jjj) is motivated by
Corollary 2.13 together with condition (c6(ii)) of Section 2. So far, we have used (jjj) just in
Corollary 2.13. However it also will become important below, from Proposition 5.3 (b) on.
(3) on condition (l). Looking at the spectral representation of the solution to the equation
1
2
∆u = ∂u
∂t
with initial condition u(0, ·) = d′/‖d′‖L1 it turns out that (l) is an implicit
condition on the decay of (d, hi) with respect to i ∈ N.
5 Integration by Parts on En
Lemma 5.1 Assume (l)-(lll) and let c be the constant specified in condition (l). Then we
have for all n ∈ N and z = (z1, . . . , zn) with z1, . . . , zn ∈ D∣∣∣∣∣∣∣∣
1
n
(−1
2
∆m˜n
)
(z)
m˜n(z)
−
ηn,z{i}(zi)
∫
v∈D
(−1
2
∆im˜n
) (
z(i)(v)
)
dv
m˜n(z)
∣∣∣∣∣∣∣∣ ≤
−λ1c2
n
.
Proof. Let i ∈ {1, . . . , n}. According to (ll), we have
1
n
(−1
2
∆m˜n
)
(z)
m˜n(z)
=
1
n
n∑
j=1
∫ (−1
2
∆d
)
(zj) ·
∏
j′ 6=j
d(zj′) dν
m˜n(z)
=
∫ (∫
D
((−1
2
∆d
)
/d
)
dµn,i · d(zi) + 1
n
(−1
2
∆d
)
(zi)
)
·
∏
j 6=i
d(zj) dν
m˜n(z)
=
ηn,z{i}(zi)
∫
v∈D
(−1
2
∆im˜n
) (
z(i)(v)
)
dv
m˜n(z)
+
1
n
∫ ((−1
2
∆d
)
(zi)
/
d(zi)
) · n∏
j=1
d(zj) dν
m˜n(z)
(5.1)
where we have used (lll) for the last equality sign. Recalling (l) and (ll), the lemma follows
now from ∣∣∣∣∣
∫ ((−1
2
∆d
)
(zi)
/
d(zi)
) ·∏nj=1 d(zj) dν
m˜n(z)
∣∣∣∣∣ ≤
∥∥∥∥∥
(−1
2
∆d
)
d
∥∥∥∥∥ ≤ −λ1c2 .
✷
We continue with an auxiliary lemma. For this we recall the definitions of C˜2b (E) in (2.6)
and C˜20 (E) in (2.7).
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Lemma 5.2 (a) The set C˜2b (E) is dense in Cb(E). Both sets, C˜
2
b (E) and C˜
2
0 (E), are dense
in L2(E,νn), n ∈ N, as well as L2(E,ν).
(b) Let hn ∈ C such that 〈hn , hn〉n is bounded in n ∈ N. Furthermore, let h ∈ L2(E,ν) and
assume 〈f , hn〉n −→n→∞ 〈f , h〉 for all f ∈ C˜2b (E) or for all f ∈ C˜20 (E). Then hn w−→n→∞ h.
(c) For every f ∈ C(E ′n) there exists ϕ ∈ C with ϕ = f on En.
(d) Suppose (l) and (ll). For every f ∈ L2(E,ν) there exists ϕ ∈ C with ϕ = f ν-a.e. on E.
Proof. Density of C˜2b (E) in Cb(E) is a consequence of the Stone-Weierstrass theorem. Any-
thing else in part (a) is now obvious. To verify (b), let ε > 0 and ϕ ∈ C, and choose
f ∈ C˜2b (E) or f ∈ C˜20(E) with 〈ϕ− f , ϕ− f〉 < ε. We have
〈ϕ− f , ϕ− f〉n = 〈ϕ , ϕ〉n + 〈f , f〉n − 2〈ϕ , f〉n
−→n→∞ 〈ϕ , ϕ〉+ 〈f , f〉 − 2〈ϕ , f〉
= 〈ϕ− f , ϕ− f〉 < ε
since 〈ϕ , ϕ〉n −→n→∞ 〈ϕ , ϕ〉 by ϕ ∈ C ⊆ D, 〈f , f〉n −→n→∞ 〈f , f〉 by νn =⇒n→∞ ν according
to (kw), and 〈ϕ , f〉n −→n→∞ 〈ϕ , f〉 by (c2). Recall also the introduction to Subsection 2.2,
especially F = Cb(E) and (2.2). Claim (b) follows now from∣∣〈ϕ , hn〉n − 〈f , hn〉n∣∣ ≤ 〈ϕ− f , ϕ− f〉1/2n · 〈hn , hn〉1/2n ,
|〈ϕ , h〉 − 〈f , h〉| ≤ 〈ϕ− f , ϕ− f〉1/2 · 〈h , h〉1/2, and the hypotheses of (b).
For part (c) we mention that E ′n is a closed set of the metric space E. By the Tietze
extension theorem there is a continuous extension F of f to E, i. e., F ∈ Cb(E) = F , recall
for this again the introduction to Subsection 2.2. The rest is trivial since ϕ := f on En and
ϕ = g on E \ En for any g ∈ Cb(E) yield an element of C which proves claim (c).
Let us focus on (d). We set ϕ ≡ ϕf := f on E \
⋃∞
n=1En. Furthermore, we define ϕ ≡ ϕf
on En, n ∈ N, by
ϕ
(
1
n
∑n
i=1δzi
)
:=
∫
{µ=d(x) dx∈Hˆ}
f(µ)
n∏
j=1
d(zj)ν(dµ)∫
{µ=d(x) dx∈Hˆ}
n∏
j=1
d(zj)ν(dµ)
(5.2)
where z = (z1, . . . , zn) and z1, . . . , zn ∈ D. It follows from (l) and (ll) that ϕ is bounded and
continuous on En, n ∈ N. In order to show ϕ ∈ C we have to verify (c2’) of Subsection 2.2
and ϕ ∈ D. Using now the particular structure of νn and ν this means we have to show
〈ϕ , ψ〉n =
∫
{µ=d(x) dx∈Hˆ}
∫
z∈Dn
ϕ
(
1
n
∑n
i=1δzi
)
ψ
(
1
n
∑n
i=1δzi
) n∏
j=1
d(zj) dz1 . . . dzn dν
−→n→∞
∫
Hˆ
ϕψ dν , ψ ∈ Cb(E), (5.3)
and
〈ϕ , ϕ〉n =
∫
{µ=d(x) dx∈Hˆ}
∫
z∈Dn
ϕ2
(
1
n
∑n
i=1δzi
) n∏
j=1
d(zj) dz1 . . . dzn dν
−→n→∞
∫
Hˆ
ϕ2 dν . (5.4)
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We recall Proposition 4.2 (b) and assume for a moment that f is bounded and lower
semicontinuous. Since f is in this case the supremum of some sequence of bounded and
continuous functions on E we obtain
lim inf ϕ
(
1
n
∑n
i=1δzi
) ≥ ϕ(µ) as 1
n
∑n
j=1δzj =⇒n→∞ µ
for all µ ∈ Hˆ . Similarly, if f was upper semicontinuous we would get
lim supϕ
(
1
n
∑n
i=1δzi
) ≤ ϕ(µ) as 1
n
∑n
j=1δzj =⇒n→∞ µ.
We recall definition (5.2) and keep the last two relations in mind. If f is just bounded and
measurable, the Vitali-Carathe´odory theorem yields limϕ
(
1
n
∑n
i=1δzi
)
= ϕ(µ) as 1
n
∑n
j=1 δzj
=⇒n→∞ µ for ν-almost all µ ∈ Hˆ . For bounded measurable f we get (5.3) and (5.4) imme-
diately. For unbounded f we use fr := ((−r)∨ f)∧ r, r ∈ N, first and verify (5.3) and (5.4)
for fr. Then we observe that for all n ∈ N
〈ϕ− ϕr , ϕ− ϕr〉n ≤
∫
{µ=d(x) dx∈Hˆ}
∫
z∈Dn
∫
{µ′=d′(x) dx∈Hˆ}
(f(µ′)− fr(µ′))2 ×
×
( ∏n
j=1 d
′(zj)∫
{µ′′=d′′(x) dx∈Hˆ}
∏n
j=1 d
′′(zj)ν(dµ′′)
)
ν(dµ′)
n∏
j=1
d(zj) dz ν(dµ)
=
∫
{µ′=d′(x) dx∈Hˆ}
(f(µ′)− fr(µ′))2
∫
z∈Dn
n∏
j=1
d′(zj) dz ν(dµ
′) = ‖f − fr‖2L2(E,ν) .
This and (5.3) and (5.4) for fr give now (5.3) and (5.4) for f by letting r →∞. ✷
For z1, . . . , zn ∈ D, z := (z1, . . . , zn), y := (z1, . . . , zi−1, yi, zi+1, . . . , zn), yi ∈ ∂D, i ∈
{1, . . . , n}, and g ∈ C˜2b (E) define
ζg(z) :=
∫
x∈Dn
n∑
i=1
∫
yi∈∂D
dµnx
dσ
(y) s(dyi) · η(zi) ·
(−1
2
∆(g˜m˜n)
)
(x) dx
=
∫
x∈Dn
mnx(dz)
dz
(−1
2
∆(g˜m˜n)
)
(x) dx .
Proposition 5.3 Suppose (l)-(lll).
(a) (Partial integration) All g ∈ C˜20(E) restricted to En belong to D(A′n) and g = I1 belongs
also to D(A′n) and we have
A˜′ng = −
(−1
2
∆(g˜m˜n)
)
m˜n
+
ζg
m˜n
∈ C(Dn) .
Furthermore, ‖A′n I1‖Cb(En) is uniformly bounded in n ∈ N by −λ1c2 where c is the constant
specified in condition (l). For every g ∈ C˜20(E), the norm ‖A′ng‖Cb(En) is uniformly bounded
in n ∈ N.
(b) Assume, in addition, (jj) and (jjj). Let g ∈ C, f ∈ C˜2b (E), and fn ∈ D(Aˆn), n ∈ N, such
that there exists a sequence ϕn ∈ C, n ∈ N, with ϕn w−→n→∞ f and 〈fn−ϕn , fn−ϕn〉n −→n→∞ 0.
Then we have
〈Aˆnfn , g〉n −→n→∞ 〈Aˆf , g〉 .
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(c) Suppose (jj) and (jjj). Let g ∈ D(Aˆ) ∩ C, f ∈ L2(E,ν), and fn ∈ D(Aˆn), n ∈ N, such
that 〈Anfn , Anfn〉n is bounded in n ∈ N and there exists a sequence ϕn ∈ C, n ∈ N, with
ϕn w−→n→∞ f and 〈fn − ϕn , fn − ϕn〉n −→n→∞ 0. Then we have
〈−Aˆnfn , g〉n −→n→∞ 〈f , Aˆg〉 .
Proof. Step 1 We prepare the verification of part (a). Let BDj denote the process obtained
from Bj by killing upon hitting ∂D. Furthermore, let p
D(t, xj , zj) denote the transition
density of BDj from xj ∈ D to zj ∈ D in t > 0 units of time, j ∈ {1, . . . , n}. We have
ζ1(z) =
∫
x∈Dn
n∑
i=1
∫
yi∈∂D
dµnx
dσ
(y) s(dyi) · η(zi) ·
(−1
2
∆m˜n
)
(x) dx
=
∫
x∈Dn
n∑
i=1
∫ ∞
t=0
∏
j 6=i
Pxj (τj ≥ t, Bj,t ∈ dzj)
dzj
Pxi (τi ∈ dt) · η(zi) ·
(−1
2
∆m˜n
)
(x) dx
=
n∑
i=1
η(zi)
∫
x∈Dn
∫ ∞
t=0
∏
j 6=i
pD(t, xj , zj)Pxi (τi ∈ dt)
(−1
2
∆m˜n
)
(x) dx .
From, for example, the spectral resolution of Pxi (τi ∈ dt) with respect to the eigenfunctions
of ∆i we obtain
ζ1(z) =
n∑
i=1
η(zi)
∫
x∈Dn
∫ ∞
t=0
∏
j 6=i
pD(t, xj , zj)
∫
v∈D
pD(t, xi, v) dv dt
(−1
2
∆i
) (−1
2
∆m˜n
)
(x) dx
=
n∑
i=1
η(zi)
∫
v∈D
∫
x∈Dn
KD
n (
x, z(i)(v)
) (−1
2
∆i
) (−1
2
∆m˜n
)
(x) dx dv
=
n∑
i=1
η(zi)
∫
v∈D
∫
x∈Dn
KD
n (
x, z(i)(v)
) (−1
2
∆
) (−1
2
∆im˜n
)
(x) dx dv
=
n∑
i=1
ηn,z{i}(zi)
∫
v∈D
(−1
2
∆im˜n
) (
z(i)(v)
)
dv (5.5)
where, for the third equality sign, we have used (l). This implies
−
(−1
2
∆m˜n
)
(z)
m˜n(z)
+
ζ1(z)
m˜n(z)
=
n∑
i=1
−1n
(−1
2
∆m˜n
)
(z)
m˜n(z)
+
ηn,z{i}(zi)
∫
v∈D
(−1
2
∆im˜n
) (
z(i)(v)
)
dv
m˜n(z)
 . (5.6)
Step 2 We prove part (a). For this we keep Lemma 3.1 (b) and (d) in mind. Let f ∈
D2b (An) ∪ C˜2b (E) ∪ C˜20(E) and g ∈ C˜2b (E) ∪ C˜20 (E). Denoting by nn the inner normal vector
on ∂Dn we obtain〈
1
2
∆f˜ , g˜
〉
n
=
〈
f˜ ,
1
2
∆(g˜m˜n)
m˜n
〉
n
+
1
2
∫
∂Dn
f˜ · d(g˜m˜n)
dnn
dσ
=
〈
f˜ , 1
2
∆g˜
〉
n
+
〈
f˜ ,
∇g˜ · ∇m˜n
m˜n
〉
n
−
∫
Dn
g˜f˜ dm˜n +
∫
x∈Dn
∫
∂Dn
g˜f˜ dµnx m˜n(dx) . (5.7)
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By means of Lebesgue’s theorem on monotone convergence we get (3.4) and (3.5) for all
f ∈ D2b (An). With this (5.7) specifies for g = I1 and f ∈ D2b (An) to
〈Anf , I1〉n =
〈
1
2
∆f˜ , I˜1
〉
n
= −
∫
Dn
f˜ dm˜n +
∫
x∈Dn
∫
∂Dn
f˜ dµnx m˜n(dx)
= −
∫
Dn
f˜ dm˜n +
∫
x∈Dn
∫
Dn
f˜ dmnx m˜n(dx)
= −
〈
f˜ ,
(−1
2
∆m˜n
)
m˜n
〉
n
+
〈
f˜ ,
ζ1
m˜n
〉
n
. (5.8)
According to (l)-(lll) and (5.5) we have
(−1
2
∆m˜n
)
/m˜n ∈ C(Dn) and ζ1/m˜n ∈ C(Dn). By
(5.8), the result of Step 1, and Lemma 5.1 we find that g = I1 belongs to D(A′n), that we
have
A˜′n I1 = −
(−1
2
∆(m˜n)
)
m˜n
+
ζ1
m˜n
∈ C(Dn) ,
and that ‖A′n I1‖Cb(En) is uniformly bounded in n ∈ N by −λ1c2. Now, let g ∈ C˜20(E).
Replacing m˜n with g˜m˜n relation (5.8) implies
〈Anf , g〉n =
〈
1
2
∆f˜ , g˜
〉
n
= −
〈
f˜ ,
(−1
2
∆(g˜m˜n)
)
m˜n
〉
n
+
〈
f˜ ,
ζg
m˜n
〉
n
, f ∈ D2b (An).
We mention that the verification of ζg/m˜n ∈ C(Dn) is similar to ζ1/m˜n ∈ C(Dn) above,
n ∈ N.
It remains to show in the rest of the present Step 2 that, for g ∈ C˜20 (E), ‖A′ng‖Cb(En) is
uniformly bounded in n ∈ N. For this, we replace in (5.5) m˜n by g˜m˜n and obtain for all
z ∈ Dn
A˜′ng(z) = −
(−1
2
∆(g˜m˜n)
)
(z)
m˜n(z)
+
ζg(z)
m˜n(z)
= (1
2
∆g˜)(z) +
n∑
i=1
ηn,z{i}(zi)
∫
v∈D
(−1
2
∆ig˜
) (
z(i)(v)
) · m˜n (z(i)(v)) dv
m˜n(z)
+
∇g˜(z) · ∇m˜n(z)
m˜n(z)
−
n∑
i=1
ηn,z{i}(zi)
∫
v∈D
∇ig˜
(
z(i)(v)
) · ∇im˜n (z(i)(v)) dv
m˜n(z)
+g˜(z) · A˜′n I1(z) +
n∑
i=1
ηn,z{i}(zi)
∫
v∈D
(
g˜
(
z(i)(v)
)− g˜(z)) · (−1
2
∆im˜n
) (
z(i)(v)
)
dv
m˜n(z)
= T1(z) + T2(z) + T3(z) , z = (z1, . . . , zn) , z1, . . . , zn ∈ D,
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linewise, where ∇i, similar to ∆i, denotes the d-dimensional gradient with respect to i-
th d-dimensional argument and the product sign between two gradients stands for the
scalar product in the corresponding Euclidean vector spaces. Furthermore, we note that
|ηn,z{i}(v)| ≤ c1 · h1(v) for some positive constant c1 which is by the second line of (lll)
and (l) uniformly bounded in n ∈ N and z{i}. From (2.7) we take the representation
g(µ) = ψ((h1, µ), . . . , (hr, µ)) · ψ0((k, µ)) ∈ C˜20 (E). With Ψ(z) := ψ
(
(h1,
1
n
∑n
j=1 δzj ), . . . ,
(hr,
1
n
∑n
j=1 δzj )
)
, Ψ0(z) := ψ0
(
(k, 1
n
∑n
j=1 δzj )
)
,
T (z, v) =
r∑
j=1
λj · ∂Ψ
∂xj
(z) ·Ψ0(z) · 1
n
hj(v) + Ψ(z) · ∂Ψ0
∂x
(z) · 1
n
(
1
2
∆k
)
(v)
+
1
2n
r∑
j,j′=1
∂2Ψ
∂xj∂xj′
(z) ·Ψ0(z) · 1
n
(∇hj · ∇hj′) (v)
+
1
2n
(
2
r∑
j=1
∂Ψ
∂xj
(z)
∂Ψ0
∂x
(z) · 1
n
(∇hj · ∇k) (v) + Ψ(z) · ∂
2Ψ0
∂x2
(z) · 1
n
(∇k · ∇k) (v)
)
it holds that (1
2
∆g˜)(z) =
∑n
l=1 T (z, zl) and
(−1
2
∆ig˜
) (
z(i)(v)
)
= T (z, v) and thus
∥∥(1
2
∆g˜)
∥∥ ≤
c2 and
∥∥−1
2
∆ig˜
∥∥ ≤ c3/n with positive constants c2, c3 not depending on n ∈ N and i ∈
{1, . . . , n}. This implies
|T1(z)| ≤ c2 + c1c3
1
n
∑n
i=1
(∫
v∈D
m˜n
(
z(i)(v)
)
dv · h1(zi)
)
m˜n(z)
≤ c2 + c1c3
1
n
∑n
i=1
(∫
{µ=d(x) dx∈Hˆ}
∏n
j 6=i d(zj)ν(dµ) · h1(zi)
)
m˜n(z)
and with condition (l), ‖T1‖Cb(En) ≤ c2 + c1c3c. We continue with the investigation of T2.
We have
∇ig˜(z) = Ψ0(z) · 1
n
r∑
j=1
∂Ψ
∂xj
(z) · ∇hj(zi) + Ψ(z) · 1
n
∂Ψ0
∂x
(z) · ∇k(zi) , i ∈ {1, . . . , n},
and ∇g˜(z) =
(
(∇1g˜(z))T , . . . , (∇ng˜(z))T
)T
. Furthermore, we note that according to (2.7)
supp g˜ = Kn for some compact subset K of D. Therefore, ‖∇ig˜‖ ≡ ‖∇ig˜‖C(Dn;Rd) =
‖∇ig˜‖C(Kn;Rd) ≤ c4/n, i ∈ {1, . . . , n}, and ‖∇g˜‖ ≡ ‖∇g˜‖C(Dn;Rn·d) = ‖∇g˜‖C(Kn;Rn·d) ≤
c4/
√
n for some c4 > 0 which is independent on n ∈ N.
In addition, by condition (l),
(−1
2
∆d
)
is bounded on D uniformly in µ = d(x) dx ∈ Hˆ .
Accordingly, Gauss’ theorem in thin tubes (cylinders) shows that ∇d is also bounded on
D uniformly in µ = d(x) dx ∈ Hˆ . In other words, there is c5 > 0 such that ‖∇d‖ ≡
‖∇d‖C(D;Rd) < c5, uniformly in µ = d(x) dx ∈ Hˆ . In particular, we get from (ll)
∇im˜n(z) =
∫
{µ=d(x) dx∈Hˆ}
∇d(zi)
n∏
j 6=i
d(zj)ν(dµ) , i ∈ {1, . . . , n},
and ∇m˜n(z) =
(
(∇1m˜n(z))T , . . . , (∇nm˜n(z))T
)T
. With (l) and (ll) it follows that∣∣∣∣∇g˜(z) · ∇m˜n(z)m˜n(z)
∣∣∣∣ ≤ c4 · sup
v∈K
µ=d(x) dx∈Hˆ
|∇d(v)|
d(v)
≤ c4c5c · sup
v∈K
h−11 (v) , z ∈ Dn,
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and∑n
i=1
∣∣∫
v∈D
∇ig˜
(
z(i)(v)
) · ∇im˜n (z(i)(v)) dv · h1(zi)∣∣
m˜n(z)
≤ c4c · sup
v∈K
µ=d(x) dx∈Hˆ
|∇d(v)| · |D| ,
z ∈ Dn, which gives ‖T2‖Cb(En) ≤ c4c5c · supv∈K h−11 (v) + c1c4c5c · |D|. We turn to the
estimation of T3. It holds that∣∣g˜ (z(i)(v))− g˜(z)∣∣ ≤ ‖∇ig˜‖ · ∣∣z(i)(v)− z∣∣ ≤ 1
n
c4 · diam(D) , z ∈ Dn, v ∈ D,
where diam(D) denotes the diameter of D. Together with conditions (l) and (ll) this yields∑n
i=1
∣∣∫
v∈D
(
g˜
(
z(i)(v)
)− g˜(z)) · (−1
2
∆im˜n
) (
z(i)(v)
)
dv · h1(zi)
∣∣
m˜n(z)
≤ c4c3 · diam(D)
for all z ∈ Dn, v ∈ D, and i ∈ {1, . . . , n}. Therefore ‖T3‖Cb(En) ≤ ‖g‖Cb(En) · (−λ1)c2 +
c1c4c
3·diam(D). We have shown that ‖A′ng‖Cb(En) is uniformly bounded in n ∈ N.
Step 3 We demonstrate part (b). We get from Proposition 3.2 (c) and (3.6), (5.7) for
f ∈ C˜2b (E) and g ∈ C˜20(E)
lim
n→∞
〈
f˜ ,
∇g˜ · ∇m˜n
m˜n
〉
n
= −2〈f, Bg〉 . (5.9)
With this (5.7), and (5.8) we find for f ∈ C˜2b (E) and g ∈ C˜20 (E)
〈f, A′ng〉n − 12 〈f, A′n I1 · g〉n =
〈
f˜ , 1
2
∆g˜
〉
n
+
〈
f˜ ,
∇g˜ · ∇m˜n
m˜n
〉
n
−
∫
Dn
g˜f˜ dm˜n +
∫
x∈Dn
∫
∂Dn
g˜f˜ dµnx m˜n(dx)
−1
2
∫
g˜f˜ d
(∫
x∈Dn
mnx m˜n(dx)− m˜n
)
=
〈
f˜ , 1
2
∆g˜
〉
n
+
〈
f˜ ,
∇g˜ · ∇m˜n
m˜n
〉
n
− 1
2
∫
g˜f˜ d
∫
x∈Dn
(mnx − µnx) m˜n(dx)
+
1
2
∫
g˜f˜ d
(∫
x∈Dn
µnx m˜n(dx)− m˜n
)
.
Using, in this order, (3.6), (5.9), and again Proposition 3.2 (b),(c) we verify
〈f, A′ng〉n − 12 〈f, A′n I1 · g〉n
−→n→∞ 〈f, Bg〉 − 2〈f, Bg〉 −
1
2
(〈Cf, g〉+ 〈f, Cg〉) + 1
2
(〈Bf, g〉+ 〈f, Bg〉)
= 〈Bf, g〉 − 1
2
(〈Bf, g〉+ 〈f, Bg〉)− 1
2
(〈Cf, g〉+ 〈f, Cg〉)
= 〈Bf, g〉 − 1
2
(〈Af, g〉+ 〈f, Ag〉) .
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Now we use Corollary 2.13, Proposition 3.2 (a), especially (3.16), and recall the definitions
of the space C˜20 (E) in (2.7) and the operator C to derive
〈f, A′ng〉n − 12 〈f, A′n I1 · g〉n −→n→∞ 〈Bf, g〉+
1
2
∫
fgδ(Af) dν
= 〈Bf, g〉 − 1
2
〈A′ I1 · f, g〉
= 〈Af, g〉 − 1
2
〈A′ I1 · f, g〉
= 〈Aˆf, g〉 .
From Lemma 2.12 as well as Corollary 2.13 it follows that
〈f, A′ng〉n − 12 〈f, A′n I1 · g〉n −→n→∞ − 〈f, Aˆg〉 , f ∈ C˜2b (E), g ∈ C˜20(E) .
According to part (a) of this proposition and Lemma 5.2 (c) there is a sequence ψn ∈ C
such that ψn = A
′
ng − 12A′n I1 · g on En and ‖ψn‖Cb(En) is uniformly bounded in n ∈ N. Now
Lemma 5.2 (b) implies ψn w−→n→∞ − Aˆg. In order to prove even s-convergence we observe
that by Part (a) and (5.1)-(5.6)
A˜′n I1(z) =
1
n
n∑
i=1
∫ ((
1
2
∆d
)
(zi)
/
d(zi)
) · n∏
j=1
d(zj) dν
m˜n(z)
, z = (z1, . . . , zn),
z1, . . . , zn ∈ D and thus for ψ ∈ C
〈A′n I1 , ψ〉n =
∫
z∈Dn
ψ˜(z)
n
n∑
i=1
∫ ((
1
2
∆d
)
(zi)
/
d(zi)
) · n∏
j=1
d(zj) dν dz1 . . . dzn
=
∫ ∫
z∈Dn
ψ˜(z)
( 1
2
∆d
d
, 1
n
∑n
i=1 δzi
)
·
n∏
j=1
d(zj) dz1 . . . dzn dν
−→n→∞
∫
{µ=d(x) dx∈Hˆ}
ψ(µ)
(
1
2
∆d, I1
)
ν(dµ) (5.10)
where, for the second line, Fubini’s theorem applies because of condition (l) and, for the
third line, we use νn =⇒ ν, cf. (kw) and Proposition 4.1, Lemma 2.1 (a), (d), and (2.2)
together with the remark underneath. Furthermore,
〈A′n I1 · g , A′n I1 · g〉n =
∫
g˜2(z)
(
1
n
∑n
i=1
∫ ((
1
2
∆d
)
(zi)
/
d(zi)
) ·∏nj=1 d(zj) dν
m˜n(z)
)2
ν˜n(dz)
=
∫
z∈Dn
g˜2(z)
(∫ ( 1
2
∆d
d
, 1
n
∑n
i=1 δzi
)
·
∏n
j=1 d(zj)
m˜n(z)
dν
)2
m˜n(z) dz1 . . . dzn
=
∫
{µ=d′(x) dx∈Hˆ}
∫
z∈Dn
g˜2(z)
(∫
{µ=d(x) dx∈Hˆ}
( 1
2
∆d
d
, 1
n
∑n
i=1 δzi
)
×
×
∏n
j=1 d(zj)∫
{µ=d(x) dx∈Hˆ}
∏n
j=1 d(zj)ν(dµ)
ν(dµ)
)2
·
n∏
j=1
d′(zj) dz1 . . . dzn ν(dµ
′)
−→n→∞
∫
{µ′=d′(x) dx∈Hˆ}
g2(µ′)
(
1
2
∆d′, I1
)2
ν(dµ′) = 〈A′ I1 · g , A′ I1 · g〉 , (5.11)
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the limit by Proposition 4.2 (b). In order to show 〈A′ng , ψ〉n −→n→∞ 〈A′g , ψ〉 as well as
〈A′ng , A′ng〉n −→n→∞ 〈A′g , A′g〉 one may proceed as in Step 2 and individually prove con-
vergence of 〈Ti , ψ〉n and 〈Ti , Ti〉n as n→∞ by plugging in (ll) as well as (lll) and repeating
the way we have concluded in (5.10) and (5.11). We omit this long calculation here in the
paper.
One obtains finally ψn s−→n→∞ − Aˆg. Combining this with C ∋ ϕn w−→n→∞ f ∈ C˜2b (E),
Proposition 2.3 (c) gives
〈ϕn, A′ng〉n − 12 〈ϕn, A′n I1 · g〉n = 〈ϕn , ψn〉n −→n→∞ − 〈f, Aˆg〉 , g ∈ C˜20 (E) .
For fn ∈ D(Aˆn) with 〈fn − ϕn , fn − ϕn〉n −→n→∞ 0 we have therefore
〈fn, A′ng〉n − 12 〈fn, A′n I1 · g〉n = 〈fn , ψn〉n −→n→∞ − 〈f, Aˆg〉 , g ∈ C˜20(E) .
According to Corollary 2.13 this yields
〈Aˆnfn , g〉n −→n→∞ 〈Aˆf, g〉 . (5.12)
for all g ∈ C˜20(E). Recalling Lemma 5.2 (a) one may choose a sequence Fn ∈ C˜20(E), n ∈ N,
with
〈Fn − Aˆnfn, Fn − Aˆnfn〉n −→n→∞ 0 (5.13)
and therefore
〈Fn , g〉n −→n→∞ 〈Aˆf, g〉 , g ∈ C˜20 (E) . (5.14)
If one chooses in [16] C = C˜20 (E) then it follows from Proposition 3.3 (a) of the same reference
that supn∈N〈Fn, Fn〉n <∞. Now (5.14) and Lemma 5.2 (b) imply that Fn w−→n→∞ Aˆf . This
and (5.13) yield (5.12) for all g ∈ C; here C in the sense of the present paper. We have
proved part (b) of the proposition.
Step 4 We prove part (c). First let g ∈ C˜20(E) and note that in this case g ∈ D(Aˆ) ∩ C
by Lemma 2.12 (b) and (c1’), (c2’) in the introduction to Subsection 2.2. As verified in
the previous step, there is a sequence ψn ∈ C such that ψn = A′ng − 12A′n I1 · g on En
and ψn s−→n→∞ − Aˆg. Furthermore, supn∈N ‖ψn‖Cb(En) < ∞ by Step 2 and 〈fn − ϕn , fn −
ϕn〉n −→n→∞ 0 by hypothesis which show 〈fn − ϕn , ψn〉n −→n→∞ 0. Using Proposition 2.3 (c)
and the hypothesis ϕn w−→n→∞ f we obtain
−
〈
Aˆnfn , g
〉
n
= − 〈fn , A′ng − 12A′n I1 · g〉n
= −〈ϕn , ψn〉n − 〈fn − ϕn , ψn〉n
−→n→∞ 〈f , Aˆg〉 .
For general g ∈ D(Aˆ) ∩ C the claim is a consequence of approximation as follows. First we
remind of the facts that by definition (2.1), condition (jjj) together with Corollary 2.13, i.
e., A′ I1 ∈ L∞(E,ν), and Lemma 2.12 (c) the set C˜20(E) is dense in D(Aˆ) with respect to
the graph norm (〈g , g〉 + 〈Aˆg , Aˆg〉)1/2. In particular, C˜20(E) ∋ gr −→r→∞ g ∈ D(Aˆ) ∩ C in
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the graph norm yields Aˆgr −→r→∞ Aˆg as well as gr −→r→∞ g, both in L2(E,ν). Furthermore,
supn∈N〈Anfn , Anfn〉n <∞ by hypothesis. Now, for every r ∈ N∣∣∣−〈Aˆnfn , g〉
n
−
〈
f , Aˆg
〉∣∣∣
≤
∣∣∣〈Aˆnfn , g − gr〉
n
∣∣∣ + ∣∣∣−〈Aˆnfn , gr〉
n
−
〈
f , Aˆgr
〉∣∣∣ + ∣∣∣〈f , Aˆgr − Aˆg〉∣∣∣
≤ sup
n∈N
〈
Aˆnfn , Aˆnfn
〉1/2
n
〈g − gr , g − gr〉1/2n +
∣∣∣−〈Aˆnfn , gr〉
n
−
〈
f , Aˆgr
〉∣∣∣
+ 〈f , f〉1/2
〈
Aˆgr − Aˆg , Aˆgr − Aˆg
〉1/2
−→n→∞ sup
n∈N
〈
Aˆnfn , Aˆnfn
〉1/2
n
〈g − gr , g − gr〉1/2n + 〈f , f〉1/2
〈
Aˆgr − Aˆg , Aˆgr − Aˆg
〉1/2
✷
6 Verifying Mosco Type Convergence
We recall that under (jj),(jjj) and (l)-(lll), C := 1
2
‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn) <
∞, cf. Corollary 2.13 and Proposition 5.3 (a).
Proposition 6.1 Suppose (jj),(jjj) and (l)-(lll). (a) For µ = d(x) dx ∈ Hˆ, i. e., for ν-a.e.
µ ∈ E, we have the representation −δ(Af )(µ) = A′ I1(µ) = (1
2
∆d, I1
)
.
(b) For all g ∈ L2(E,ν), all sequences gn ∈ C s-converging to g, and all β > C, we have
Gn,βgn s−→n→∞ Gβg.
Proof. Part (a) follows from (5.10) and (6.1) below where we also recall Corollary 2.13.
In Step 1 we verify condition (c6). In Step 2 condition (c3’) is verified. An immediate
consequence is (c3) (for Gn,β, n ∈ N, and Gβ) and, by Lemma 2.8, (c3) for Gˆn,β, n ∈ N,
and Gˆβ. In Steps 3-5, we demonstrate that the forms Sˆn converge to the form Sˆ as n→∞
in the sense of Definition 2.4. What we claim is then a consequence of Theorem 2.9 and
Remark (1) of Section 2.
Step 1 Let us verify condition (c6). Lemma 2.12 (a) together with Proposition 2.11 (a)
implies
T ′t I1 =
dν ◦ U+(−t, µ)
dν
= exp
{
−
∫ t
0
δ(Af)(U+(−s, µ)) ds
}
.
From this and (jjj), we obtain (c6(ii)). We also figure that I1 ∈ D(A′), the first part of
(c6(i)). Anything else required in (c6(i)) has been shown in Proposition 5.3 (a). Condition
(c6(iv)) has been verified in Lemma 3.1 (d).
In the remainder of the present step, let us focus on (c6(iii)). Recalling (c1’), (c2’), and
νn =⇒n→∞ ν by (kw) and Proposition 4.1, we get the implication ϕ, ψ ∈ C yields ϕ · ψ ∈ C.
Therefore, with Proposition 5.3 (b),
〈A′n I1 · ϕ , ψ〉n = −2
〈
Aˆn I1 , ϕ · ψ
〉
n
−→n→∞ − 2
〈
Aˆ I1 , ϕ · ψ
〉
= 〈A′ I1 · ϕ , ψ〉 , ψ ∈ C.
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In other words,
A′n I1 · ϕ w−→n→∞ A′ I1 · ϕ for all ϕ ∈ C . (6.1)
In order to show that even A′n I1 · ϕ s−→n→∞ A′ I1 · ϕ, ϕ ∈ C, we re-verify (5.11) with ϕ instead
of g. This completes the verification of (c6(iii)).
Step 2 According to (c1’) in the introduction to Subsection 2.2, for n ∈ N we have C ⊆
L∞(E,νn). Condition (c3’(ii)), that is Gn = {Gn,βg : g ∈ L∞(E,νn) , β > 0} ⊆ C,
is because of (c1’) in Subsection 2.2 and Lemma 5.2 (c) equivalent to Gn,βg ∈ C(E ′n),
g ∈ L∞(E,νn). The latter is a repetition of the arguments in [15], Proposition 1 and Step 2
of the proof of [15], Lemma 3 (a). Condition (c3’(i)) is a direct consequence of Lemma 5.2
(d).
Step 3 The objective of this step is to verify condition (i) of Definition 2.4 for Sˆn, n ∈ N,
and Sˆ. Let ϕ ∈ L2(E,ν). We assume that there is a subsequence nk, k ∈ N, of indices and
ϕnk ∈ D(Ank)∩C, k ∈ N, such that ϕnk w−→k→∞ ϕ and supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞. Let
g ∈ D(A) ∩ C. We note that Proposition 5.3 (c) holds also for subsequences nk, k ∈ N, of
indices. Thus, we have 〈
Aˆnkϕnk , g
〉
nk
−→
k→∞
−
〈
ϕ , Aˆg
〉
which is equivalent to
〈Ankϕnk , g〉nk −
〈
1
2
A′nk I1 · ϕnk , g
〉
nk
−→
k→∞
− 〈ϕ , Ag〉+ 〈1
2
A′ I1 · ϕ , g〉
and
〈Ankϕnk , g〉nk −→k→∞ − 〈ϕ , Ag〉+ 〈A′ I1 · ϕ , g〉 (6.2)
because of A′n I1 ·g s−→n→∞ A′ I1 ·g demonstrated in Step 1. By supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞
and Proposition 2.3 (b) for such a subsequence ϕnk , k ∈ N, there is a (sub)subsequence ϕnl,
l ∈ N, and an element F ∈ L2(E,ν) with
〈Anlϕnl , g〉nl −→l→∞ 〈F , g〉 . (6.3)
By Lemma 2.12 (b), C˜2b ⊆ D(A)∩C which together with Lemma 2.12 (c) says that D(A)∩C
is dense in D(A) with respect to the graph norm (〈f , f〉+ 〈Af , Af〉)1/2. By (6.2) and (6.3)
we obtain for ϕ ∈ L2(E,ν),
〈ϕ , Ag〉 = 〈A′ I1 · ϕ− F , g〉 , g ∈ D(A).
In other words, we have ϕ ∈ D(A′) and A′ϕ = A′ I1 · ϕ − F . Taking into consideration
Corollary 2.13 (b), we even get ϕ ∈ D(A). Recalling also Corollary 2.13 (a), we obtain
Sˆ(ϕ, ϕ) = 〈−Aϕ , ϕ〉 − 1
2
〈
δ(Af) · ϕ , ϕ〉 = 0
which verifies condition (i) of Definition 2.4.
Step 4 In order to verify condition (ii) of Definition 2.4 for Sˆn, n ∈ N, and Sˆ, let us first
restrict ourselves to ψ ∈ C˜2b (E)
(
⊆ D(Aˆ)
)
. For n ∈ N, choose ψn ∈ D(Aˆn) with ψn s−→n→∞ ψ.
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For this recall also D(Aˆn) = D(An), Lemma 3.1 (d) and that all functions in C satisfy (c1′).
In particular, the above choice guarantees
〈ψn − ψ , ψn − ψ〉n −→n→∞ 0 . (6.4)
By Proposition 5.3 (b) we have
〈−Aˆnψn , ϕ〉n −→n→∞ 〈−Aˆψ , ϕ〉 , ϕ ∈ C.
Lemma 5.2 (c) yields the existence of a sequence Ψn ∈ C with〈
−Aˆnψn −Ψn , −Aˆnψn −Ψn
〉
n
−→n→∞ 0 . (6.5)
It follows from the last two relations that −Ψn w−→n→∞ Aˆψ and thus supn∈N〈Aˆnψn , Aˆnψn〉n <
∞, cf. [17], Proposition 2.3 (a).
Furthermore, according to (6.4) we have supn∈N〈ψn , ψn〉n < ∞. With (6.5) this shows〈
−Aˆnψn −Ψn , ψn
〉
n
−→n→∞ 0. Proposition 2.3 (c) implies now
Sˆn(ψn, ψn) = 〈Ψn , ψn〉n +
〈
−Aˆnψn −Ψn , ψn
〉
n
−→n→∞ 〈−Aˆψ , ψ〉 = Sˆ(ψ, ψ) .
For general ψ ∈ D(Sˆ) = D(Aˆ), we remind of the fact that by definition (2.1), A′ I1 ∈
L∞(E,ν) cf. condition (jjj) as well as Corollary 2.13, and Lemma 2.12 (c), the set C˜2b (E)
is dense in D(Aˆ) with respect to the graph norm (〈f , f〉+ 〈Aˆf , Aˆf〉)1/2. Condition (ii) of
Definition 2.4 follows from the above particular case ψ ∈ C˜2b (E)(⊆ D(Aˆ)) by approximation
from Lemma 5.2 (c) and Proposition 5.3 (b) which we use as before. In particular we get
supn∈N〈Aˆnψn , Aˆnψn〉n <∞ for general ψ ∈ D(Sˆ) = D(Aˆ).
Step 5 Let us verify condition (iv) for Aˆn, n ∈ N, and Aˆ which is because of Lemma 2.5
sufficient for (iii) of Definition 2.4 for Sˆn, n ∈ N, and Sˆ. For this, let D(Sˆn)∩C = D(Sn)∩C ∋
un w−→n→∞ v for some v ∈ L2(E,ν). Let u ∈ D(S) = D(Sˆ) and suppose Aˆnun ∈ C as well
as βun − Aˆnun w−→n→∞ βu − Aˆu. One consequence is Aˆnun w−→n→∞ β(v − u) + Aˆu which, by
Proposition 2.3 (a), says that supn∈N〈Aˆnun , Aˆnun〉n <∞. We have
〈u , βg + Aˆg〉 = 〈βu− Aˆu , g〉
= lim
n→∞
〈βun , g〉n + lim
n→∞
〈−Aˆnun , g〉n
= 〈v , βg + Aˆg〉 , g ∈ D(Aˆ) ∩ C.
Here, the first line is true because of (2.8) and the third line is true because of Proposition
5.3 (c). Choose g = Gˆβf , f ∈ C. Recalling that by Step 2 of this proof and Lemma 2.8 (a)
it holds that g ∈ D(Sˆ) ∩ C = D(Aˆ) ∩ C it turns out that
0 = 〈u− v , 2βGˆβf − f〉
= 〈2βGˆ′β(u− v)− (u− v) , f〉 .
By Lemma 2.1 (c), 2βGˆ′β(u − v) = u − v which implies u − v ∈ D(Aˆ′) and −β(u − v) =
Aˆ′(u−v). Since Aˆ′ is an antisymmetric operator, −β < 0 is not an eigenvalue. Consequently,
u = v. ✷
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7 Relative Compactness
In this subsection, we establish relative compactness of the family of processes Xn =
((Xnt )t≥0, Pνn), n ∈ N. Throughout the whole subsection we assume (jj),(jjj) and (l)-(lll),
and β > ‖A′ I1‖L∞(E,ν) ∨ supn∈N ‖A′n I1‖L∞(E,νn) = 2C, recall for this Proposition 5.3 (a) and
the assumptions of the previous subsection. Let
C˜b(E) :=
{
f = ϕ ((h1, ·), . . . , (hr, ·)) ∈ C˜2b (E) :
r∑
i=1
∂ϕ
∂xi
· (hi, ·) = 0
}
.
For such an element f ∈ C˜b(E) we note that
f − 1
β
Af = f − 1
β
Bf =: g ≡ g(f) ∈ C (7.1)
by Lemma 2.12. For this we have recalled conditions (c1’) and (c2’) from the beginning of
Subsection 2.2 and (2.2). For n ≥ 2, F ∈ Cr(Dn), and y = (z1, . . . zi−1, yi, zi+1, . . . , zn) ∈
∂(1)Dn with i ∈ {1, . . . , n}, yi ∈ ∂D, z1, . . . , zn ∈ D, set
eF (y) :=
∫
zi∈D
(F (z)− F (y)) ηn,z{i}(zi) dzi .
For n ≥ 2 identify ∂(1)Dn with ∂Dn. Let f ∈ C˜b(E) and g ≡ g(f) as in (7.1). Define
b(n) :=
1
(β − 2C) ·
∥∥∥f − 1βBf∥∥∥2 ·
∫
x∈Dn
∫
y∈∂Dn
∣∣∣e
(f˜−βG˜n,βg)2
(y)
∣∣∣ µnx(dy) m˜n(dx) . (7.2)
Furthermore, for B defined in (2.3) and n ∈ N, put Bˆ ≡ Bˆn(ψ) := {ψ2 ≥ E·e−βτBc} where ψ
is some bounded everywhere on En defined function which we specify below. Let us denote
by E·, A, Aˆ, τAc ≡ τnAc the images of E·, B, Bˆ, τBc ≡ τnBc under the map 1n
∑n
i=1 δzi →
(z1, . . . , zn), z1, . . . , zn ∈ D, taking into consideration invariance under permutations of
(z1, . . . , zn).
Lemma 7.1 For n ≥ 2, f ∈ C˜b(E), and g ≡ g(f) the integral (7.2) is finite and we have
lim
n→0
b(n) = 0 .
Proof. The proof uses ideas of the proof of Lemma 5 in [15], Lemma 5. However the jump
mechanism and the measures νn, ν used in the present paper differ from those used in [15]
and lead to different technical details which are necessary to point out. Note also that the
notation in [15] is slightly different.
Step 1 Fix n ∈ N in this step and define Ψ := f −βGn,βg. As above, let y = (z1, . . . zi−1, yi,
zi+1, . . . , zi) ∈ ∂(1)Dn with i ∈ {1, . . . , n}, yi ∈ ∂D, z1, . . . , zn ∈ D. We have
eΨ˜2(y) =
∫
zi∈D
(
Ψ˜(z)− Ψ˜(y)
)(
Ψ˜(z) + Ψ˜(y)
)
ηn,z{i}(zi) dzi
=
∫
zi∈D
(
f˜(z)− f˜(y)
)(
f˜(z) + f˜(y)− β˜Gn,βg(z)− βG˜n,βg(y)
)
η(zi) dzi
−
∫
zi∈D
(
βG˜n,βg(z)− βG˜n,βg(y)
)(
f˜(z)− βG˜n,βg(z)
)
η(zi) dzi
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because of (3.4) which reads as
∫
zi∈D
(
βG˜n,βg(z)− βG˜n,βg(y)
)
η(zi) dzi = 0. Using this
again, we continue by
eΨ˜2(y) = ef˜2(y)− 2
∫
zi∈D
(
f˜(z)− f˜(y)
)
· βG˜n,βg(z)η(zi) dzi
+
∫
zi∈D
((
G˜n,βg(z)
)2
−
(
G˜n,βg(y)
)2)
η(zi) dzi
= ef˜2(y)− 2
∫
zi∈D
(
f˜(z)− f˜(y)
)
· βG˜n,βg(z)η(zi) dzi + e(G˜n,βg)2(y) . (7.3)
Step 2 Let us consider the particular items of (7.3). Since f ∈ C˜b(E) yields f 2 ∈ C˜b(E), we
obtain by Proposition 3.2 (a) and (3.21)∫
x∈Dn
∫
y∈∂Dn
∣∣ef˜2(y)∣∣ µnx(dy) m˜n(dx) −→n→∞ 0 . (7.4)
For the second item in (7.3) we recall Proposition 3.2 (a) and the appendix below (3.21).
We use the inequality
∣∣∣G˜n,βg(x)− G˜n,βg(y)∣∣∣ ≤ 1β sup{z∈Dn:z+y−x∈Dn} ∣∣g(z)− g(z + y − x)∣∣,
n ∈ N, and the fact that g = f − 1
β
Af = f − 1
β
Bf is a bounded continuously differentiable
cylindric function because of f ∈ C˜b(E). We obtain∫
x∈Dn
∫
y∈∂Dn
n∑
i=1
χ(y)i∈∂D(y)
∣∣∣∣∫
zi∈D
(
f˜(z)− f˜(y)
)
×
×βG˜n,βg(z)η(zi) dzi
∣∣∣∣ µnx(dy) m˜n(dx) −→n→∞ 0 . (7.5)
In order to handle the third item in (7.3) we observe that by (3.4)
e
(βG˜n,βg)2
=
∫
zi∈D
(
βG˜n,βg(z)− βG˜n,βg(y)
)2
η(zi) dzi ≥ 0 .
Furthermore, by Lemma 3.1 (c) and multidimensional differential calculus,
0 ≤
∫
x∈Dn
∫
∂Dn
∣∣∣e
(βG˜n,βg)2
∣∣∣ dµnx m˜n(dx)
=
∫
x∈Dn
∫
∂Dn
e
(βG˜n,βg)2
dµnx m˜n(dx)
=
∫ (
βG˜n,βg
)2
d
∫
x∈Dn
(mnx − µnx)
(−1
2
∆m˜n
)
(x) dx
=
∫ (
−1
2
∆
(
βG˜n,βg
)2)
dν˜n + lim
t↓0
1
t
∫ (
T˜n,t
(
βG˜n,βg
)2
−
(
βG˜n,βg
)2)
dν˜n
= −
∫
∆βG˜n,βg · βG˜n,βg dν˜n −
∫ (
∇βG˜n,βg
)2
dν˜n +
∫ (
βG˜n,βg
)2
A˜′n I1 dν˜n
≤ 2β
∫ (
g˜ − βG˜n,βg
)
· βG˜n,βg dν˜n +
∫ (
βG˜n,βg
)2
A˜′n I1 dν˜n
By the Mosco type convergence of Proposition 6.1 and Proposition 2.3 (c), we get the limit∫ (
g˜ − βG˜n,βg
)
· βG˜n,βg dν˜n −→n→∞ 〈g − βGβg , βGβg〉 .
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In addition, ϕ : E → R given by ϕ = βGn,βg on En, n ∈ N, and ϕ = βGβg ν-a.e. on
E \⋃∞n=1En is by Proposition 6.1 an element of C, cf. also (c1’) and (c2’) of Subsection 2.2.
Thus, by (6.1), Proposition 6.1 and Proposition 2.3 (c),∫ (
βG˜n,βg
)2
A˜′n I1 dν˜n = 〈βGn,βg , A′n I1 · ϕ〉n
−→n→∞ 〈βGβg , A′ I1 · ϕ〉 = 〈βGβg , A′ I1 · βGβg〉 .
Putting the last three relations together we conclude that
0 ≤
∫
x∈Dn
∫
∂Dn
∣∣∣e
(βG˜n,βg)2
∣∣∣ dµnx m˜n(dx)
≤ 2β
∫ (
g˜ − βG˜n,βg
)
· βG˜n,βg dν˜n +
∫ (
βG˜n,βg
)2
A˜′n I1 dν˜n
−→n→∞ 2β〈g − βGβg , βGβg〉+ 〈βGβg , A′ I1 · βGβg〉
= −2〈AβGβg , βGβg〉+ 〈βGβg , A′ I1 · βGβg〉 = 0 (7.6)
where, for the last equality sign, we recall f = βGβg ∈ C˜b(E) ⊆ C˜2b (E) which implies
f 2 ∈ C˜2b (E) ⊆ D(A) by Lemma 2.12 (b). The conclusion “= 0” follows now from Corollary
2.13. The lemma is a consequence of (7.3) and the estimates of its items, (7.4)-(7.6). ✷
Define |||1
2
∆g||| := supµ∈⋃n∈N En |12 ∆g(µ)| and set
C1 = ‖f‖+ 2|||12 ∆f |||+ 3β‖g‖
as well as
C2 :=
C1
(β − 2C) ·
∥∥∥f − 1βBf∥∥∥2
where, for the constant C, we recall the introduction to the present subsection. Furthermore,
for n ≥ 2, let
εn :=
(
C2
(∫
(f − βGn,βg)2 dνn
)1/2
+ b(n)
)1/3
.
We observe εn −→n→∞ 0 by the Mosco type convergence of Proposition 6.1 and by Lemma
7.1. For f and g as in (7.1) we specify
ψ :=
1
εn
∥∥∥f − 1βBf∥∥∥ (f − βGn,βg) =
1
εn‖g‖ (f − βGn,βg) , n ∈ N.
Theorem 7.2 The family of processes Xn = ((Xnt )t≥0, Pνn), n ∈ N, is relatively compact
with respect to the topology of weak convergence of probability measures over the Skorokhod
space DE([0,∞)).
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Proof. Recalling Theorem 2.10 everything to verify is (c7) in Step 1 below and (c8) in Step
2 below.
Step 1 The set C˜b(E) is an algebra containing the constant functions. Furthermore, we
observe that {
Φ
(∑2k
l=1al · ln(hl, ·)2
)
: Φ ∈ C2(R) with both,
lim
x→∞
ebx/Φ(x) and lim
x→−∞
e−bx/Φ(x) being finite for some
b >
1
2
, al ∈ {−1, 1},
2k∑
l=1
al = 0, k ∈ N
}
can be represented by a subset of C˜b(E) that separates points in E. The rest of (c7) is a
direct consequence of the particular choice of C˜b(E) which implies f − 1βAf = f − 1βBf =
g ≡ g(f) ∈ C if f ∈ C˜b(E) as already mentioned in (7.1).
Step 2 By β > 2C and (3.7) we have
(β − 2C)Eνne−βτBc = (β − 2C)
∫
Dn
ψ˜2 ∨ E·e−βτAc dν˜n
≤ β
∫
Dn
ψ˜2 ∨ E·e−βτAc dν˜n −
∫
Dn
ψ˜2 ∨ E·e−βτAc ·A′n I˜1 dν˜n
= β
∫
Dn
ψ˜2 ∨ E·e−βτAc dν˜n
− lim
t↓0
1
t
∫ (
T˜n,t
(
ψ2 ∨ E·e−βτBc
)− ψ˜2 ∨ E·e−βτAc) dν˜n
≤ β
∫
Dn
ψ˜2 ∨ E·e−βτAc dν˜n
−
∫
Aˆ
1
2
∆
(
ψ˜2 ∨ E·e−βτAc
)
dν˜n −
∫
Aˆc
1
2
∆
(
ψ˜2 ∨ E·e−βτAc
)
dν˜n
−
∫ (
ψ˜2 ∨ E·e−βτAc
)
d
∫
x∈Dn
(mnx − µnx)
(−1
2
∆m˜n
)
(x) dx (7.7)
where, for the last “ ≤ ” sign, we have taken into consideration that ψ˜2 ∨ E·e−βτAc is
convex from below in direction of every vector orthogonal to ∂{ψ˜2 ≥ E·e−βτAc}. Recalling
that E·e
−βτAc is β-harmonic on Aˆc with respect to 1
2
∆ we obtain
(β − 2C)Eνne−βτBc ≤ β
∫
Aˆ
ψ˜2 dν˜n −
∫
Aˆ
1
2
∆ψ˜2 dν˜n −
∫
x∈Dn
∫
y∈∂Dn
n∑
i=1
χ(y)i∈∂D(y)×
×
∫
zi∈D
(
ψ˜2 ∨ E·e−βτAc (z)− ψ˜2 ∨ E·e−βτAc (y)
)
η(zi) dzi µ
n
x(dy) m˜n(dx) . (7.8)
From the jump mechanism of the process X we observe that, for any y ∈ ∂Dn \ ∂A with
y = (z1, . . . , zi−1, yi, zi+1, . . . , zn) ∈ ∂(1)Dn where z1, . . . , zi−1, zi+1, . . . , zn ∈ D and yi ∈ ∂D,
i ∈ {1, . . . , n}, we have
Eye
−βτAc =
∫
zi∈D
Eze
−βτAcη(zi) dzi .
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Here z1, . . . , zi−1, zi+1, . . . , zn have been fixed in the notation z = (z1, . . . , zn). With the
same notation it follows that∫
zi∈D
ψ˜(z)2 ∨ Eze−βτAcη(zi) dzi − ψ˜(y)2 ∨ Eye−βτAc ≥ 0 on y ∈ Aˆc ∩ ∂Dn . (7.9)
Putting (7.8) and (7.9) together we find
(β − 2C)Eνne−βτBc ≤
∫
Aˆ
(
βψ˜2 − 2
(
1
2
∆ψ˜
)
ψ˜
)
dν˜n −
∫
Dn
∫
y∈Aˆ∩∂Dn
n∑
i=1
χ(y)i∈∂D(y)×
×
∫
zi∈D
(
ψ˜2(z) ∨ Eze−βτAc − ψ˜2(y)
)
η(zi) dzi µ
n
· (dy) m˜n(dx)
≤
∫ ∣∣∣βψ˜ − 2(12∆ψ˜)∣∣∣ |ψ˜| dν˜n − ∫
x∈Dn
∫
y∈Aˆ∩∂Dn
n∑
i=1
χ(y)i∈∂D(y)×
×
∫
zi∈D
(
ψ˜2(z)− ψ˜2(y)
)
η(zi) dzi µ
n
x(dy) m˜n(dx)
≤
∫ ∣∣∣βψ˜ − 2(12∆ψ˜)∣∣∣ |ψ˜| dν˜n + ∫
x∈Dn
∫
y∈∂Dn
n∑
i=1
χ(y)i∈∂D(y)×
×
∣∣∣∣∫
zi∈D
(
ψ˜2(z)− ψ˜2(y)
)
η(zi) dzi
∣∣∣∣ µnx(dy) m˜n(dx)
=
1
ε2n
∥∥∥f − 1βBf∥∥∥2
∫ ∣∣∣β(f − 2g)− 2 (12 ∆f)+ β2Gn,βg∣∣∣ · |f − βGn,βg| dνn
+
(β − 2C) · b(n)
ε2n
≤ β‖f‖+ 2|||
1
2
∆f |||+ 3β‖g‖
ε2n
∥∥∥f − 1βBf∥∥∥2
(∫
(f − βGn,βg)2 dνn
)1/2
+
(β − 2C) · b(n)
ε2n
≤
C1
(∫
(f − βGn,βg)2 dνn
)1/2
ε2n
∥∥∥f − 1βBf∥∥∥2 +
(β − 2C) · b(n)
ε2n
.
In other words, for n ≥ 2,
Eνne
−βτBc ≤
C2
(∫
(f − βGn,βg)2 dνn
)1/2
+ b(n)
ε2n
= εn
which gives (c8) by the already verified relation εn −→n→∞ 0. ✷
Remark (1) We recall Remark (2) of Section 2. We recall also that condition (c3) has been
verified in Step 2 of the proof of Proposition 6.1 as a consequence of (c3’). Furthermore, we
have T = {Ttg : g ∈ C, β > 0} ⊆ C by Lemma 5.2 (d). For Tn = {Tn,tg : g ∈ C, β > 0} ⊆ C,
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n ∈ N, we recall the proof of Lemma 3.1, in particular (3.13). Indeed, g ∈ C implies by (c1’)
that g˜ bounded and continuous on Dn for which we have
T˜n,tg˜(x) =
∫
(g˜ − hg˜) (y)Px(BDnt ∈ dy) + hg˜(x)
+
n∑
i=1
∫
i
∫ ∫
zi∈D
∫
yi∈∂D
(g˜(z)− g˜(y)) Px(Bτ ∈ dy, τ < t)
σ(dy)
s(dyi) η(zi) dz .
For g ∈ C, C ∋ gn s−→n→∞ g, and β > 12‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn) we have by
Theorem 2.9 and Remark (2) of Section 2 Tn,tgn s−→n→∞ Ttg.
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