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Tests a` la Hurewicz dans le plan.
Dominique LECOMTE
Fund. Math. 156 (1998), 131-165
Re´sume´. Nous donnons, pour une certaine cate´gorie de bore´liens d’un produit de deux espaces polonais, comprenant
les bore´liens a` coupes de´nombrables, une caracte´risation du type “test d’Hurewicz” de ceux ne pouvant pas eˆtre rendus
diffe´rence transfinie d’ouverts par changement des deux topologies polonaises.
1 Introduction.
Ces travaux se situent dans le cadre de la the´orie descriptive des ensembles. Je renvoie le lecteur
a` [Ku] (resp. [Mo]) pour les notions de base de the´orie descriptive classique (resp. effective). Rap-
pelons que dans le cas des espaces polonais de dimension 0, la hie´rarchie de Baire des bore´liens est
construite en alternant les ope´rations de re´union de´nombrable et de passage au comple´mentaire, en
partant des ouverts-ferme´s, ce de manie`re transfinie. On a alors la hie´rarchie suivante :
Σ
0
1 = ouverts Σ
0
2 = Fσ ... Σ
0
ω ...
Π
0
1 = ferme´s Π02 = Gδ ... Π0ω ...
On s’inte´resse ici a` une hie´rarchie analogue a` celle de Baire, sauf qu’au lieu de partir des ouverts-
ferme´s d’un espace polonais de dimension 0, on part des produits de deux bore´liens, chacun d’entre
eux e´tant inclus dans un espace polonais. L’analogie devient plus claire quand on sait qu’e´tant donne´s
un espace polonais X et un bore´lien A de X, on peut trouver une topologie polonaise plus fine que
la topologie initiale sur X (topologie ayant donc les meˆmes bore´liens), de dimension 0, et qui rende
A ouvert-ferme´. Pour notre proble`me, le fait de travailler dans les espaces de dimension 0 n’est donc
pas une restriction re´elle. La de´finition qui suit apparaıˆt alors naturelle :
De´finition. Soient X et Y des espaces polonais, et A un bore´lien de X × Y . Si Γ est une classe
de Baire, on dira que A est potentiellement dans Γ (ce qu’on notera A ∈ pot(Γ)) s’il existe des
topologies polonaises de dimension 0, σ (sur X) et τ (sur Y ), plus fines que les topologies initiales,
telles que A, conside´re´ comme partie de (X,σ) × (Y, τ), soit dans Γ.
La motivation pour l’e´tude de ces classes de Baire potentielles trouve son origine dans l’e´tude
des relations d’e´quivalence bore´liennes, et plus pre´cise´ment dans l’e´tude du pre´-ordre suivant sur la
collection des relations d’e´quivalence bore´liennes de´finies sur un espace polonais :
E ≤ F ⇔ ∃ f bore´lienne E = (f × f)−1(F ).
A l’aide de la notion de classe de Baire potentielle, A. Louveau montre dans [Lo3] que la collec-
tion des relations d’e´quivalence Σ0ξ n’est pas co-finale, et il en de´duit qu’il n’existe pas de relation
maximum pour ≤.
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Pour de´terminer la complexite´ exacte d’un bore´lien, on est amene´ a` montrer qu’il n’est pas d’une
classe de Baire donne´e - ce qui est ge´ne´ralement beaucoup plus difficile que de montrer qu’il est d’une
autre classe de Baire. Le the´ore`me d’Hurewicz, rappele´ ci-dessous, donne une condition ne´cessaire
et suffisante pour la classe des Gδ (cf [SR]).
The´ore`me. Soient X un espace polonais, et A un bore´lien de X. Alors les conditions suivantes sont
e´quivalentes :
(a) Le bore´lien A n’est pas Π02.
(b) Il existe u : 2ω → X injective continue telle que u−1(A) = {α ∈ 2ω / ∃ n ∀m ≥ n α(m) = 0}.
Ce the´ore`me a e´te´ ge´ne´ralise´ aux autres classes de Baire par A. Louveau et J. Saint Raymond (cf
[Lo-SR]). On cherche a` e´tablir des re´sultats analogues au the´ore`me d’Hurewicz pour les classes de
Baire potentielles. Dans la premie`re partie, nous nous inte´resseront a` la caracte´risation des ensembles
potentiellement ferme´s ; nous de´montrons le
The´ore`me. Il existe un bore´lien A1 de 2ω×2ω tel que pour tous espaces polonais X et Y , et pour tout
bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Π01).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que A1 ∩ (u× v)−1(A) = A1.
Rappelons que les bore´liens a` coupes verticales (ou horizontales) de´nombrables sont pot(Σ02)
(cf [Lo1]), donc ve´rifient l’hypothe`se de ce the´ore`me. Il est a` noter qu’on ne peut pas espe´rer une
re´duction sur tout le produit, c’est a` dire qu’on ne peut pas avoir (u×v)−1(A) = A1 dans la condition
(b) (cf [Le1], Cor. 4.14.(b)). Nous montrerons e´galement l’impossibilite´ d’avoir l’injectivite´ des
fonctions u et v de re´duction, ce qui constitue une autre diffe´rence avec le the´ore`me d’Hurewicz.
Dans la seconde partie, nous e´tendrons ce the´ore`me a` d’autres classes, qui s’introduisent na-
turellement a` partir du the´ore`me d’Hurewicz. En effet, ce the´ore`me montre entre autres l’inte´reˆt
des re´ductions par des fonctions continues pour la comparaison de la complexite´ des bore´liens. La
de´finition suivante apparaıˆt alors naturelle :
De´finition. Soit Γ une classe de parties d’espaces polonais de dimension 0. On dit que Γ est une
classe de Wadge s’il existe un espace polonais P0 de dimension 0, et un bore´lien A0 de P0 tels que
pour tout espace polonais P de dimension 0 et pour toute partie A de P , A est dans Γ si et seulement
s’il existe une fonction continue f de P dans P0 telle que A = f−1(A0).
On peut de´montrer que la hie´rarchie de Wadge affine celle de Baire. L’utilite´ de conside´rer les
espaces de dimension 0 apparaıˆt ici : il faut assurer l’existence de suffisamment de fonctions con-
tinues. En effet, les seules fonctions continues de R dans 2ω sont les fonctions constantes ! Il y a
eu des travaux, notamment de A. Louveau et J. Saint Raymond (cf [Lo2]), pour de´crire la hie´rarchie
de Wadge en termes d’ope´rations ensemblistes, comme dans la hie´rarchie de Baire. Ceci ame`ne a`
conside´rer de nouveaux ensembles.
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Par exemple, si ξ est un ordinal de´nombrable et (Aη)η<ξ une suite croissante d’ouverts d’un
espace polonais X, on note
D((Aη)η<ξ) :=

x ∈ X / ∃ η < ξ x ∈ Aη \ (
⋃
θ<η
Aθ) et η n’a pas la meˆme parite´ que ξ

 .
On note Dξ(Σ01) la classe des ensembles de la forme D((Aη)η<ξ). On peut montrer que les seules
classes de Wadge non stables par passage au comple´mentaire contenues dans ∆02 = Σ02 ∩Π02 sont
les Dξ(Σ01) et Dˇξ(Σ01). On obtient alors la hie´rarchie suivante :
D0(Σ
0
1) = {∅} D1(Σ
0
1) = ouverts ... Dω(Σ
0
1) ... Σ
0
2
Dˇ0(Σ
0
1) Dˇ1(Σ
0
1) = ferme´s ... Dˇω(Σ01) ... Π02
On peut de´finir sans proble`me les ensembles potentiellement Γ, ou` Γ est une classe de Wadge, en
utilisant la meˆme de´finition que pre´ce´demment. Nous de´montrons le
The´ore`me. Soit ξ un ordinal de´nombrable.
(1) Si ξ est pair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dξ(Σ01)).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que Aξ ∩ (u× v)−1(A) = Aξ .
(2) Si ξ est impair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dˇξ(Σ01)).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que Aξ ∩ (u× v)−1(A) = Aξ .
Questions. (a) Un premier proble`me ouvert est de savoir si on peut supprimer l’hypothe`se “A est
pot(Σ03) et pot(Π03)” dans ce the´ore`me.
(b) Un deuxie`me proble`me ouvert est le suivant. Comme nous l’avons mentionne´ avant, les seules
classes de Wadge non stables par passage au comple´mentaire contenues dans ∆02 sont les Dξ(Σ01) et
Dˇξ(Σ
0
1). Les bore´liens a` coupes de´nombrables e´tant pot(Σ02), la caracte´risation de ces bore´liens en
termes de “tests a` la Hurewicz” est donc comple`te, a` l’exception de ceux qui ne sont pas pot(Π02). La
question est donc de savoir si la conjecture suivante est vraie :
Conjecture. Il existe un bore´lien B de 2ω × 2ω , tel que pour tous espaces polonais X et Y , et pour
tout bore´lien A de X ×Y a` coupes de´nombrables, on a l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Π02).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que B ∩ (u× v)−1(A) = B.
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2 Un test pour les ensembles non potentiellement ferme´s.
(A) La construction de base.
Nous montrons un premier re´sultat qui n’est pas tout a` fait la caracte´risation des ensembles
non potentiellement ferme´s annonce´e dans l’introduction. Sa de´monstration est plus importante que
l’e´nonce´ lui-meˆme, et fournit une construction qui sera affine´e plus tard, de 3 manie`res diffe´rentes :
- Pour e´tablir la caracte´risation des ensembles non potentiellement ferme´s.
- Pour montrer l’impossibilite´ de l’injectivite´ de la re´duction.
- Pour e´tablir la caracte´risation des ensembles non potentiellement diffe´rence transfinie d’ouverts.
Pour e´noncer et e´tablir ce re´sultat, il nous faut du vocabulaire :
De´finition 2.1 Soient (Gn) une suite de ferme´s et G un ferme´ d’un espace topologique X. On dit
que (Gn) converge vers G si G =
⋃
n∈ωGn \ (
⋃
n∈ωGn).
L’ide´e est la suivante : comment tester si une partie A d’un espace me´trique est ferme´e ? Une
re´ponse est que A n’est pas ferme´ si et seulement s’il existe une suite (xn) d’e´le´ments de A con-
vergeant vers un point x hors de A. On a alors, avec la de´finition pre´ce´dente, que ({xn}) converge
vers {x}. On ne peut pas prendre ce test pour caracte´riser les ensembles non potentiellement ferme´s,
puisque le singleton {x} peut eˆtre rendu ouvert-ferme´. Cependant, on peut remarquer que si X est un
espace polonais et τ une topologie polonaise plus fine sur X, il existe un Gδ dense de X sur lequel les
deux topologies coı¨ncident. L’ide´e est donc de remplacer les singletons par des ensembles rencontrant
tout produit de deux Gδ denses. Un exemple de tels ensembles est le graphe d’une fonction continue
et ouverte de domaine et d’image ouverts-ferme´s non vides. Dans la suite, les Gn et G seront de tels
graphes. Les notations et de´finitions qui suivent paraıˆssent alors naturelles, avec le rappel qui suit.
Notation. Soient A, B, Z et T des ensembles, g : A→ B une fonction. La notation G(g) de´signera
le graphe Gr(g) de g si A × B ⊆ Z × T , et {(z, t) ∈ Z × T / (t, z) ∈ Gr(g)} si A × B ⊆ T × Z .
On a donc G(g) ⊆ Z × T dans les deux cas.
De´finition 2.2 On dit que (Z, T, g, (gn)) est une situation ge´ne´rale si
(a) Z et T sont des espaces polonais parfaits de dimension 0.
(b) g et gn sont des fonctions continues et ouvertes de domaine ouvert-ferme´ non vide de Z et d’image
ouverte-ferme´e de T , ou de domaine ouvert-ferme´ non vide de T et d’image ouverte-ferme´e de Z .
(c) La suite (G(gn)) converge vers G(g).
Il est de´montre´ le the´ore`me suivant dans [Le2] (cf the´ore`me 2.3) :
The´ore`me 2.3 Soient X et Y des espaces polonais, A un bore´lien pot(Σ03) et pot(Π03) de X × Y .
Les conditions suivantes sont e´quivalentes :
(a) Le bore´lien A n’est pas pot(Π01).
(b) Il existe une situation ge´ne´rale (Z, T, g, (gn)) et des injections continues u : Z → X et v : T → Y
telles que
⋃
n∈ωG(gn) ∩ (u× v)
−1(A) =
⋃
n∈ω G(gn).
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Dans ce re´sultat, la situation ge´ne´rale (Z, T, g, (gn)) de´pend de A, meˆme si elle est toujours du
meˆme type. Dans le re´sultat qu’on cherche a` obtenir, annonce´ dans l’introduction, le bore´lien A1
est inde´pendant de A. On cherche donc essentiellement a` obtenir un the´ore`me d’interversion de
quantificateurs, c’est-a`-dire une version uniforme du the´ore`me pre´ce´dent. Apre`s ce rappel, il nous
faut encore du vocabulaire.
De´finition 2.4 On dit que (Z, (gn)) est une bonne situation si
(a) Z est un ferme´ parfait non vide de ωω.
(b) gn est un home´omorphisme de domaine et d’image ouverts-ferme´s de Z . De plus, α <lex gn(α)
si α ∈ Dgn .
(c) La suite (Gr(gn)) converge vers la diagonale ∆(Z).
Notations. Soit Z ⊆ ωω. On note Ns l’ouvert-ferme´ de base de Z associe´ a` s ∈ ω<ω :
Ns := {α ∈ Z / s ≺ α}.
• Soit (Z, (fn)) une bonne situation, f∅ := IdZ et R la relation sur ω<ω definie comme suit :
sR t ⇔ |s| = |t| et (Ns ×Nt) ∩
(
Gr(f∅) ∪
⋃
n∈ω
Gr(fn)
)
6= ∅.
• Si sR t, on pose
m(s, t) := min{m ∈ ω / ∃ w ∈ {∅} ∪ ω |w| = m et (Ns ×Nt) ∩ Gr(fw) 6= ∅},
n(s, t) := min{n ∈ ω / s⌈n R t⌈n et m(s, t) = m(s⌈n, t⌈n)}.
• On pose s T t ⇔ s R t ou t R s. On dira que c ∈ (ω<ω)<ω \ {∅} est une T -chaıˆne si
∀ i < |c| − 1 c(i) T c(i + 1).
• On de´finit E comme e´tant la relation d’e´quivalence engendre´e par R :
s E t⇔ ∃ c T -chaıˆne c(0) = s et c(|c| − 1) = t.
De´finition 2.5 On dit que (Z, (fn)) est une tre`s bonne situation si
(a) (Z, (fn)) est une bonne situation.
(b) Si c est une T -chaıˆne telle que |c| ≥ 3, c(0) = c(|c| − 1), et c(i) 6= c(i + 1) si i < |c| − 1, alors
il existe i < |c| − 2 tel que c(i) = c(i + 2).
The´ore`me 2.6 Soient (Z, (gn)) une bonne situation et (ωω, (fn)) une tre`s bonne situation. On sup-
pose que les classes d’e´quivalence de la relation E associe´e a` (ωω, (fn)) sont finies. Alors il existe
une fonction continue u : ωω → Z telle que
⋃
n∈ω
Gr(fn) ∩ (u× u)−1
(⋃
n∈ω
Gr(gn)
)
=
⋃
n∈ω
Gr(fn).
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De´monstration. On va construire
- Une suite (Us)s∈ω<ω d’ouverts-ferme´s non vides de Z .
- Une fonction Φ : {(s, t) ∈ ω<ω × ω<ω / |s| = |t|} → {∅} ∪ ω.
On notera, si s R t, w(s, t) := Φ(s⌈n(s, t), t⌈n(s, t)). On demande a` ces objets de ve´rifier
(i) Us⌢i ⊆ Us
(ii) δ(Us⌢i) ≤ 2
−|s|−1
(iii) s R t⇒
{
|w(s, t)| = m(s, t)
Ut = gw(s,t)[Us]
• Admettons ceci re´alise´. Soit α dans ωω. Comme pour q > 0, δ(Uα⌈q) < 2−q , (Uα⌈q)q est une suite
de´croissante de ferme´s non vides dont les diame`tres tendent vers 0. On peut donc de´finir u : ωω → Z
par la formule {u(α)} =
⋂
q∈ω Uα⌈q , et u est continue. Montrons que si (α, β) est dans
⋃
n∈ω Gr(fn),
alors (u(α), u(β)) est dans
⋃
n∈ω Gr(gn). Soit donc n entier tel que (α, β) ∈ Gr(fn) ; on peut trouver
un entier naturel m0 tel que (Nα⌈m0 ×Nβ⌈m0) ∩ Gr(f∅) = ∅. Alors si m ≥ m0, on a α⌈mR β⌈m et
on a les e´galite´s m(α⌈m,β⌈m) = m(α⌈m0, β⌈m0) = 1. Posons n0 := n(α⌈m0, β⌈m0). Si p ≥ n0,
on a m(α⌈p, β⌈p) = m(α⌈n0, β⌈n0) et n(α⌈p, β⌈p) = n(α⌈n0, β⌈n0) = n0. Posons s := α⌈n0 et
t := β⌈n0. Par (iii), |Φ(s, t)| = m(s, t) = m(α⌈m0, β⌈m0) = 1. On a
gΦ(s,t)(u(α)) ∈ gΦ(s,t)[
⋂
n≥n0
Uα⌈n] ⊆
⋂
n≥n0
gΦ(s,t)[Uα⌈n] =
⋂
n≥n0
Uβ⌈n = {u(β)}.
D’ou` (u(α), u(β)) ∈ Gr(gΦ(s,t)). Si (α, β) ∈
⋃
n∈ω Gr(fn)\(
⋃
n∈ω Gr(fn)), α = β et u(α) = u(β).
Donc (u(α), u(β)) /∈
⋃
n∈ω Gr(gn).
• Montrons donc que la construction est possible. On pose Φ(∅, ∅) := ∅ et U∅ := Z . Admettons
avoir construit Us et Φ(s, t) pour |s|, |t| ≤ p ve´rifiant (i)-(iii), et soient s ∈ ωp et i ∈ ω. Posons
d :
{
E(s⌢i)× E(s⌢i)→ ω
(x, y) 7→ min{|c| − 1 / c T -chaıˆne, c(0) = x et c(|c| − 1) = y}
Si k ∈ ω, on pose Hk := {z ∈ E(s⌢i) / d(z, s⌢i) = k}. Alors Hk et le nombre de Hk non vides
sont finis, puisque les classes d’e´quivalence de E sont suppose´es finies. De plus, Hk est non vide si
Hk+1 l’est, donc on peut trouver q tel que H0, ...,Hq soient non vides et Hk soit vide si k > q. Posons
Hk := {z(k,1), ..., z(k,pk)}, φ :
{⋃
k≤q{k} × {1, ..., pk} → ω
(k, r) 7→ (Σi<k pi) + r
On a donc Im(φ) = {1, ..., p0, p0 + 1, ..., p0 + p1, ..., p0 + ...+ pq−1 + 1, ..., p0 + ...+ pq}.
On va construire par re´currence sur n ∈ {1, ..., p0 + ...+ pq}, et pour k ∈ {1, ..., n}, des ouverts-
ferme´s non vides Unz
φ−1(k)
de Z . Si zφ−1(k) R zφ−1(l), on note w(k, l) := w(zφ−1(k), zφ−1(l)).
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On demande aux ouverts-ferme´s de ve´rifier
(1) Unz
φ−1(k)
⊆ Uz
φ−1(k)⌈p
(2) δ(Unz
φ−1(k)
) ≤ 2−p−1
(3) Si k, l ∈ {1, ..., n} et zφ−1(k) R zφ−1(l), alors
− |w(k, l)| = m(zφ−1(k), zφ−1(l))
− Unz
φ−1(l)
= gw(k,l)[U
n
z
φ−1(k)
]
(4) Un+1z
φ−1(k)
⊆ Unz
φ−1(k)
si k ∈ {1, ..., n}
Admettons cette construction effectue´e. Il restera a` poser, si z, z′ ∈ E(s⌢i), Uz := Up0+...+pqz , et si
Φ(z, z′) n’est pas encore de´fini, on posera Φ(z, z′) := Φ(z⌈p, z′⌈p). On a
Uz
φ−1(k)
= U
p0+...+pq
z
φ−1(k)
⊆ Uz
φ−1(k)⌈p
.
La condition (i) est donc re´alise´e pour toute suite de E(s⌢i). La condition (2) entraıˆnera de meˆme
que (ii) est re´alise´e pour toute suite de E(s⌢i). Pour (iii), il suffit de remarquer que si s˜ R t˜, s˜ et t˜
sont dans la meˆme E-classe, et (3) donne le re´sultat.
• Montrons donc que cette nouvelle construction est possible. Si n = 1, φ−1(n) vaut (0, 1) et
zφ−1(n) = s
⌢i ; on choisit pour U1z(0,1) un ouvert-ferme´ non vide de Us, de diame`tre au plus 2
−p−1
.
Admettons avoir construit les suites finies U1z
φ−1(1)
, ..., Un−1z
φ−1(1)
, ..., Un−1z
φ−1(n−1)
, ve´rifiant (1)-(4),
ce qui est fait pour n = 2. La suite zφ−1(n) est dans H(φ−1(n))0 , donc on peut trouver une T - chaıˆne c
telle que c(0) = s⌢i, c(|c| − 1) = zφ−1(n) et |c| − 1 = (φ−1(n))0. Comme p0 = 1, (φ−1(n))0 ≥ 1,
donc |c| ≥ 2 et c(|c| − 2) ∈ H(φ−1(n))0−1 ; par le choix de φ, on peut trouver m < n tel que
c(|c| − 2) = zφ−1(m). D’ou` zφ−1(n) T zφ−1(m). Notons
o :=
{
n(zφ−1(n), zφ−1(m)) si zφ−1(n) R zφ−1(m),
n(zφ−1(m), zφ−1(n)) si zφ−1(m) R zφ−1(n).
Cas 1. o < p+ 1.
1.1. zφ−1(m) R zφ−1(n).
La suite w(m,n) = Φ(zφ−1(m)⌈o, zφ−1(n)⌈o) a de´ja` e´te´ de´finie et on a
Uz
φ−1(n)⌈p
= gw(m,n)[Uzφ−1(m)⌈p ].
On choisit, dans gw(m,n)[Un−1z
φ−1(m)
], un ouvert-ferme´ non vide Unz
φ−1(n)
de diame`tre au plus 2−p−1.
De sorte que (1), (2), et (3) pour k = l = n sont re´alise´es.
On de´finit ensuite les Unz
φ−1(q)
pour 1 ≤ q < n, par re´currence sur d(zφ−1(q), zφ−1(n)) : on choisit
une T -chaıˆne e de longueur minimale telle que e(0) = zφ−1(q) et e(|e| − 1) = zφ−1(n). Comme
|e| ≥ 2, Un
e(1) a e´te´ de´fini et il y a 2 cas. Soit r entier compris entre 1 et n tel que e(1) = zφ−1(r).
Un tel r existe car la condition (b) de la de´finition d’une tre`s bonne situation entraıˆne l’unicite´ d’une
T -chaıˆne sans termes conse´cutifs identiques allant d’une suite a` une autre ; cette T -chaıˆne est donc
de longueur minimale, et la de´finition de φ montre l’existence de r.
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1.1.1. zφ−1(r) R zφ−1(q).
On pose
Unz
φ−1(q)
:= gw(r,q)[U
n
z
φ−1(r)
].
1.1.2. zφ−1(q) R zφ−1(r).
On pose
Unz
φ−1(q)
:= g−1
w(q,r)(U
n
z
φ−1(r)
).
Montrons que ces de´finitions sont licites. On a e(1) = zφ−1(r), ou` 1 ≤ r ≤ n. Si le cas r = n se
produit, comme zφ−1(m) et zφ−1(q) sont dans E(s⌢i), l’unicite´ de la T -chaıˆne sans termes conse´cutifs
identiques allant de s⌢i a` zφ−1(n) montre que q = m.
On en de´duit que si r = n, on est dans le cas 1.1.2 puisqu’on ne peut pas avoir zφ−1(q) R e(1)
et e(1) R zφ−1(q), ces deux suites e´tant diffe´rentes par minimalite´ de la longueur de v (si s˜ R t˜, on a
que s˜ ≤lex t˜, par de´finition d’une tre`s bonne situation).
Dans le cas 1.1.1, on a r < n et Un−1z
φ−1(q)
= gw(r,q)[U
n−1
z
φ−1(r)
], donc Unz
φ−1(q)
est un ouvert-ferme´
non vide de Un−1z
φ−1(q)
, puisque Unz
φ−1(r)
⊆ Un−1z
φ−1(r)
. De meˆme, Unz
φ−1(q)
est un ouvert-ferme´ non vide
de Un−1z
φ−1(q)
dans le cas 1.1.2, r < n. Si r = n, q = m et la meˆme conclusion vaut, par le choix de
Unz
φ−1(n)
. D’ou` la condition (4). Les conditions (1) et (2) pour k = q en de´coulent.
Ve´rifions (3). Soient donc k, l ≤ n tels que zφ−1(k) R zφ−1(l), et c˜ (resp. e˜) la T -chaıˆne ayant
servi a` de´finir Unz
φ−1(k)
(resp. Unz
φ−1(l)
). On a c˜(|c˜| − 1) = e˜(|e˜| − 1) = zφ−1(n). Si |c˜| = |e˜| = 1,
k = l = n et (3) a e´te´ ve´rifie´. Plus ge´ne´ralement, si k = l, (3) est ve´rifie´. Si |c˜| = 1 et |e˜| = 2, la
liaison entre zφ−1(k) et zφ−1(l) a de´ja` e´te´ prise en compte, par minimalite´ des longueurs. De meˆme
si |c˜| = 2 et |e˜| = 1. Si |c˜| et |e˜| sont au moins e´gaux a` 2, par unicite´ de la T -chaıˆne sans termes
conse´cutifs identiques allant d’une suite a` une autre, on a que c˜(1) = e˜(0) ou c˜(0) = e˜(1). La` encore,
la liaison a e´te´ prise en compte. La condition (3) est donc re´alise´e.
1.2. zφ−1(n) R zφ−1(m).
Ce cas est analogue au pre´ce´dent (on a Uz
φ−1(m)⌈p
= gw(n,m)[Uzφ−1(n)⌈p ], on choisit U
n
z
φ−1(n)
dans
g−1
w(n,m)(U
n−1
z
φ−1(m)
), et seul le cas 1.2.1 est possible si r = n).
Cas 2. o = p+ 1.
2.1. zφ−1(m) R zφ−1(n).
Soit w ∈ {∅} ∪ ω tel que (Nz
φ−1(m)⌈p
×Nz
φ−1(n)⌈p
) ∩ Gr(fw) 6= ∅. On peut supposer que
|w| = m(zφ−1(m)⌈p, zφ−1(n)⌈p) = 0,
et w = ∅, zφ−1(m)⌈p = zφ−1(n)⌈p. Comme Gr(g∅) =
⋃
n∈ω Gr(gn) \ (
⋃
n∈ω Gr(gn)), on peut trouver
t ∈ ω minimal tel que (Un−1z
φ−1(m)
× Un−1z
φ−1(m)
) ∩ Gr(gt) 6= ∅, et on a |t| = m(zφ−1(m), zφ−1(n)) = 1.
On pose alors Φ(zφ−1(m), zφ−1(n)) := t.
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On a alors que gw(m,n)[Un−1z
φ−1(m)
∩g−1
w(m,n)(U
n−1
z
φ−1(m)
)] est un ouvert-ferme´ non vide de Uz
φ−1(n)⌈p
.
On choisit Unz
φ−1(n)
dans cet ouvert-ferme´ et on raisonne comme en 1.1.
2.2. zφ−1(n) R zφ−1(m).
On raisonne comme en 2.1, en choisissant Unz
φ−1(n)
dans g−1t (Un−1zφ−1(m)) ∩ U
n−1
z
φ−1(m)
et en posant
φ(zφ−1(n), zφ−1(m)) := t. 
(B) L’existence de tests.
Nous donnons maintenant un exemple explicite, comme annonce´ dans l’introduction. Nous com-
menons par un exemple dans ωω×ωω, que nous raffinons ensuite dans un produit Z0×Z0, ou` Z0 est
plus complique´ a` de´crire que ωω , mais est home´omorphe a` 2ω .
Notations. Soit (qn) la suite des nombres premiers : q0 = 2, q1 = 3, q2 = 5, ... On pose
N :


ω<ω → ω
s 7→


q
s(0)+1
0 ...q
s(|s|−1)+1
|s|−1
si s 6= ∅,
0 sinon.
• La fonction f∅ est l’identite´. On pose ensuite
fn :


{α ∈ ωω / α(n) = 1} → {α ∈ ωω / α(n) = N(α⌈n⌢1)}
α 7→


ω →ω
p 7→


α(p) si p 6=n,
N(α⌈(n + 1)) sinon.
• On pose ensuite
A0 := {1},
An+1 := {1} ∪ {N(s
⌢1) / s ∈ Πi≤n Ai} (n ∈ ω),
Z0 := Πn∈ω An.
Alors on voit facilement par re´currence que An est fini et a au moins deux e´le´ments si n ≥ 1, de
sorte que Z0, muni de la topologie induite par celle de ωω, est home´omorphe a` 2ω , comme compact
me´trisable parfait de dimension 0 non vide. Il est clair que si α ∈ Z0 et α(n) = 1, alors fn(α) ∈ Z0,
de sorte qu’on peut remplacer ωω par Z0 dans la de´finition de fn. On note encore fn cette nouvelle
fonction, le contexte pre´cisant si on travaille dans ωω ou dans Z0.
The´ore`me 2.7 (1) Le couple (ωω, (fn)) une tre`s bonne situation. De plus, les classes d’e´quivalence
de E sont finies.
(2) Le couple (Z0, (fn)n>0) une tre`s bonne situation. De plus, pour tout entier p, Πn<p An est une
classe pour E .
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De´monstration. Les espaces ωω et Z0 sont ferme´s parfaits non vides de ωω.
• Que ce soit dans ωω ou Z0, fn est clairement un home´omorphisme de domaine et d’image ouverts-
ferme´s, et on a α <lex fn(α) pour tout α de Dfn .
• Si α ∈ ωω, la suite de terme ge´ne´ral (α⌈n⌢1⌢(α(n + 1), ...), α⌈n⌢N(α⌈n⌢1)⌢(α(n + 1), ...))
converge vers (α,α), de sorte que (Gr(fn)) converge vers ∆(ωω). De meˆme si α ∈ Z0.
• Montrons maintenant que pour tout entier p, Πn<p An est une classe pour E . Il suffit de voir que
E(1p) = Πn<p An. La condition est clairement ve´rifie´e pour p = 0 : on a E(∅) = {∅}. Pour p = 1,
on a E(1p) = {1} = A0 car on conside`re la suite (fn)n>0, de sorte que la premie`re coordonne´e
vaut toujours 1. Soit donc s ∈ E(1p+1). On a bien suˆr s ∈ Πn<p+1 An. Re´ciproquement, si
s ∈ Πn<p+1 An, s⌈p ∈ Πn<p An, donc par hypothe`se de re´currence, on peut trouver une T -chaıˆne
v telle que v(0) = 1p et v(|v| − 1) = s⌈p. On a donc que (v(i)⌢s(p))i<|v| est une T -chaıˆne, et donc
que s ∈ E(1p⌢s(p)). D’ou` le re´sultat si s(p) = 1. Sinon, on peut trouver t dans Πn<p An telle que
s(p) = N(t⌢1). Par hypothe`se de re´currence, on peut trouver une T - chaıˆne w telle que w(0) = 1p
et w(|w| − 1) = t. Comme avant, (w(i)⌢1)i<|w| est une T -chaıˆne, donc t⌢1 ∈ E(1p+1). Donc
t⌢N(t⌢1) ∈ E(1p+1), c’est-a`-dire t⌢s(p) ∈ E(1p+1). Comme t ∈ E(1p), t⌢s(p) ∈ E(1p⌢s(p)) et
s ∈ E(1p+1).
• Montrons maintenant les classes d’e´quivalence de E sont finies. Soit C une E-classe, t0 ∈ C et
s0 ∈ C lexicographiquement minimale. Une telle suite existe car on de´finit, si q < |t0|, s0(q) comme
e´tant min{s(q) / s ∈ C et s⌈q = s0⌈q}. On montre par re´currence sur i < |s0| que
(i) E(s0⌈(i + 1)) est finie.
(ii) ∀ s ∈ E(s0⌈(i+ 1)) s(i) ∈ {s0(i)} ∪ {N(u
⌢s0(i)) / u ∈ E(s0⌈i)}.
Si i = 0, E(s0(0)) = {s0(0)} si s0(0) 6= 1, et {s0(0)} ∪ {N(1)} sinon, d’ou` le re´sultat. Admettons
ce re´sultat pour i < j < |s0|, ce qui est ve´rifie´ pour j = 1. Montrons-le pour j, ce qui prouvera que
C est finie.
Soit t˜ ∈ E(s0⌈(j + 1)) ; il existe une T -chaıˆne u telle que u(0) = t˜ et u(|u| − 1) = s0⌈(j + 1).
Si i < |u| − 1, comme u(i) T u(i+1), u(i)⌈j T u(i+1)⌈j, donc u(i)⌈j E u(i+1)⌈j et t˜⌈j E s0⌈j.
Montrons (ii) ; (i) s’en de´duira car s⌈j ∈ E(s0⌈j) qui est fini par hypothe`se de re´currence, et car
s(j) est dans un ensemble fini. On montre que
∀ s, t ∈ E(s0⌈(j + 1)) t(j) 6= s0(j) ou s(j) ∈ {s0(j)} ∪ {N(u
⌢s0(j)) / u ∈ E(s0⌈j)}.
On proce`de par re´currence sur d(s, t). C’est clair pour d(s, t) = 0. Soient s, t ∈ E(s0⌈(j + 1)) telles
que d(s, t) = k + 1. Soit e une T -chaıˆne telle que e(0) = t, e(|e| − 1) = s et |e| = k + 2. Soit
i < |e| maximal tel que e(i)(j) = s0(j). Si i > 0, par hypothe`se de re´currence, on a le re´sultat. On
peut donc supposer que si 1 ≤ i < |e|, e(i)(j) 6= s0(j).
Par conse´quent, e(1)(j) 6= s0(j) et e(0)(j) = t(j) = s0(j), donc s0(j) a e´te´ modifie´ en
N(t⌈j⌢s0(j)), par minimalite´ de s0.
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En effet, on remarque que si xR y, alors ∀ l ∈ ω \ {0}, x⌢l R y⌢l. Comme t⌈j E s0⌈j,
e(1) = t⌈j⌢e(1)(j) E s0⌈j
⌢e(1)(j)
et si on pose s′0 :=< s0(j+1), ..., s0(|s0|−1) >, on a e(1)⌢s′0 E s0 et e(1)⌢s′0 E s0⌈j⌢e(1)(j)⌢s′0.
Donc e(1)(j) ≥ s0(j) et e(1)(j) > s0(j). Pour transformer a` nouveau e(1)(j), on ne peut que revenir
a` s0(j), ce qui est exclus. Donc e(1)(j) reste fixe dans la suite et vaut s(j). L’entier s(j) a donc la
forme voulue. D’ou` (ii), avec t = s0⌈(j + 1).
• Montrons maintenant que (ωω, (fn)) une tre`s bonne situation. Nous voulons montrer que si c est
une T -chaıˆne telle que |c| ≥ 3, c(0) = c(|c| − 1), et c(i) 6= c(i + 1) si i < |c| − 1, alors il existe
i < |c| − 2 tel que c(i) = c(i + 2).
Soit c un contre-exemple de longueur minimale, et tel que l := |c(0)| soit minimale elle aussi.
Alors ne´cessairement la suite (c(i)(l − 1))i<|c| est non constante, et on trouve i1 minimal tel que
c(i1)(l − 1) 6= c(i1 + 1)(l − 1) ; il y a alors deux cas.
Ou bien c(i1)(l − 1) < c(i1 + 1)(l − 1), auquel cas comme on a les e´galite´s
c(i1)(l − 1)=c(0)(l − 1)=c(|c| − 1)(l − 1),
on trouve i2 > i1 + 1 minimal tel que l’on ait c(i1 + 1)(l − 1) 6= c(i2)(l − 1). Comme avant, on
voit que c(i1)(l − 1) = c(i2)(l − 1), et en fait c(i1) = c(i2). Donc i1 = 0 et i2 = |c| − 1, par
minimalite´ de |c|. Par minimalite´ encore, |c| = 3, ce qui constitue la contradiction cherche´e (on a
c(i1 + 1) = c(i2 − 1) car il existe un unique entier n tel que c(i1)⌢1ω ∈ An, avec n = l − 1 ; par
suite, c(i1 + 1)⌢1ω = fn(c(i1)⌢1ω) = fn(c(i2)⌢1ω) = c(i2 − 1)⌢1ω).
Ou bien c(i1)(l − 1) > c(i1 + 1)(l − 1), auquel cas on trouve i2 > i1 + 1 minimal tel que
c(i2)(l − 1) = ... = c(|c| − 1)(l − 1). On a c(i1 + 1) = c(i2 − 1), donc c(i1) = c(i2) comme avant.
D’ou` i1 = 0 et i2 = |c| − 1, par minimalite´ de |c|. Par minimalite´ encore, |c| = 3, ce qui constitue la
contradiction cherche´e.
• Il reste a` voir que (Z0, (fn)n>0) une tre`s bonne situation pour achever la preuve du the´ore`me. Mais
ceci se voit comme pre´ce´demment. 
The´ore`me 2.8 Soit (Z, T, g∅, (gn)) une situation ge´ne´rale. Alors il existe u : ωω → Z et v : ωω → T
continues telles que
⋃
n∈ω
Gr(fn) ∩ (u× v)−1
(⋃
n∈ω
G(gn)
)
=
⋃
n∈ω
Gr(fn).
De´monstration. On utilisera des notations analogues a` celles de la preuve du the´ore`me 2.6, et le
meˆme sche´ma de de´monstration. Les nuances sont les suivantes.
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• On va noter A˜∅ (resp. B˜∅, A˜n) le domaine de g∅ (resp. l’image de g∅, le domaine de gn).
• On va construire
- Une suite (Us)s∈ω<ω d’ouverts non vides de Z , inclus dans A˜∅ ou B˜∅.
- Une suite (Vs)s∈ω<ω d’ouverts non vides de T , inclus dans A˜∅ ou B˜∅.
- Une fonction Φ : {(s, t) ∈ ω<ω × ω<ω / |s| = |t|} → {∅} ∪ ω.
On demande a` ces objets de ve´rifier
(i) Us⌢i × Vs⌢i ⊆ Us × Vs
(ii) δ(Us⌢i), δ(Vs⌢i) ≤ 2
−|s|−1
(iii) sR t⇒


|w(s, t)| = m(s, t)
Vt = gw(s,t)[Us] si A˜w(s,t) ⊆ Z
Us = gw(s,t)[Vt] si A˜w(s,t) ⊆ T
• Admettons ceci re´alise´. On de´finit u : ωω → Z et v : ωω → T par les formules
{u(α)} =
⋂
q∈ω
Uα⌈q,
{v(α)} =
⋂
q∈ω Vα⌈q . Montrons que si (α, β) ∈
⋃
n∈ω Gr(fn) (resp. Gr(f∅)), alors (u(α), v(β)) est
dans
⋃
n∈ωG(gn) (resp. G(g∅)). Soit donc w dans {∅} ∪ ω tel que (α, β) ∈ Gr(fw) ; on peut trouver
un entier naturel m0 tel que (Nα⌈m0 ×Nβ⌈m0) ∩
⋃
s∈{∅}∪ω,|s|<|w| Gr(fs) = ∅. Alors si m ≥ m0, on
a α⌈m R β⌈m et on a l’e´galite´ m(α⌈m,β⌈m) = m(α⌈m0, β⌈m0) = |w|. Par (iii), on a
|Φ(s, t)| = m(s, t) = m(α⌈m0, β⌈m0) = |w| =
{
0 si β = f∅(α),
1 si ∃ n β = fn(α).
Si A˜Φ(s,t) ⊆ Z , on a
gΦ(s,t)(u(α)) ∈ gΦ(s,t)[
⋂
n≥n0
Uα⌈n] ⊆
⋂
n≥n0
gΦ(s,t)[Uα⌈n] =
⋂
n≥n0
Vβ⌈n = {v(β)}.
Si A˜Φ(s,t) ⊆ T , on a
gΦ(s,t)(v(β)) ∈ gΦ(s,t)[
⋂
n≥n0
Vβ⌈n] ⊆
⋂
n≥n0
gΦ(s,t)[Vβ⌈n] =
⋂
n≥n0
Uα⌈n = {u(α)}.
D’ou` (u(α), v(β)) ∈ G(gΦ(s,t)).
• Montrons donc que la construction est possible. On pose
Φ(∅, ∅) := ∅ et (U∅, V∅) :=
{
(A˜∅, B˜∅) si A˜∅ ⊆ Z ,
(B˜∅, A˜∅) si A˜∅ ⊆ T.
12
Par le the´ore`me 2.7, les classes d’e´quivalence de E sont finies. On peut donc de´finir Hk et φ
comme dans la preuve du the´ore`me 2.6. On va construire par re´currence sur n ∈ {1, ..., p0+ ...+pq},
et pour k ∈ {1, ..., n}, des ouverts non vides Unz
φ−1(k)
(resp. V nz
φ−1(k)
) de Z (resp. T ). On demande
aux ouverts de ve´rifier
(1) Unz
φ−1(k)
× V nz
φ−1(k)
⊆ Uz
φ−1(k)⌈p
× Vz
φ−1(k)⌈p
(2) δ(Unz
φ−1(k)
), δ(V nz
φ−1(k)
) ≤ 2−p−1
(3) Si k, l ∈ {1, ..., n} et zφ−1(k) R zφ−1(l), alors
− |w(k, l)| = m(zφ−1(k), zφ−1(l))
− si A˜w(k,l) ⊆ Z , alors V nz
φ−1(l)
= gw(k,l)[U
n
z
φ−1(k)
]
− si A˜w(k,l) ⊆ T , alors Unz
φ−1(k)
= gw(k,l)[V
n
z
φ−1(l)
]
(4) Un+1z
φ−1(k)
× V n+1z
φ−1(k)
⊆ Unz
φ−1(k)
× V nz
φ−1(k)
si k ∈ {1, ..., n}
• Montrons donc que cette nouvelle construction est possible. Si n = 1, on choisit pour U1z(0,1) un
ouvert non vide de A˜∅, de diame`tre au plus 2−p−1, tel que δ(g∅[U1z(0,1) ]) ≤ 2
−p−1
, g∅[U1z(0,1) ] ⊆ Vs et
U1z(0,1) ⊆ Us, et on pose V
1
z(0,1)
:= g∅[U
1
z(0,1)
]. Ceci si A˜∅ ⊆ Z . Si A˜∅ ⊆ T , on choisit pour V 1z(0,1) un
ouvert non vide de A˜∅, de diame`tre au plus 2−p−1, tel que δ(g∅[V 1z(0,1) ]) ≤ 2
−p−1
, g∅[V 1z(0,1) ] ⊆ Us et
V 1z(0,1) ⊆ Vs, et on pose U
1
z(0,1)
:= g∅[V
1
z(0,1)
].
Admettons avoir construit les suites finies U1z
φ−1(1)
, V 1z
φ−1(1)
, ..., Un−1z
φ−1(1)
, V n−1z
φ−1(1)
, ..., Un−1z
φ−1(n−1)
,
V n−1z
φ−1(n−1)
ve´rifiant (1)-(4).
Cas 1. o < p+ 1.
1.1. zφ−1(m) R zφ−1(n) et A˜w(m,n) ⊆ Z .
La suite w(m,n) = Φ(zφ−1(m)⌈o, zφ−1(n)⌈o) a de´ja` e´te´ de´finie et on a
Vz
φ−1(n)⌈p
= gw(m,n)[Uzφ−1(m)⌈p ].
1.1.1. A˜∅ ⊆ Z .
On choisit, dans Uz
φ−1(n)⌈p
∩ g−1∅ (gw(m,n)[U
n−1
z
φ−1(m)
]), un ouvert non vide Unz
φ−1(n)
tel que
Unz
φ−1(n)
× g∅[Unz
φ−1(n)
] ⊆ Uz
φ−1(n)⌈p
× Vz
φ−1(n)⌈p
,
δ(Unz
φ−1(n)
) ≤ 2−p−1 et e´galement δ(g∅[Unz
φ−1(n)
]) ≤ 2−p−1. On pose V nz
φ−1(n)
:= g∅[U
n
z
φ−1(n)
], de
sorte que (1), (2), et (3) pour k = l = n sont re´alise´es.
On de´finit ensuite les Unz
φ−1(q)
et V nz
φ−1(q)
pour 1 ≤ q < n, par re´currence sur d(zφ−1(q), zφ−1(n)).
On choisit une T -chaıˆne e de longueur minimale telle que e(0) = zφ−1(q) et e(|e| − 1) = zφ−1(n).
Comme |e| ≥ 2, Un
e(1) et V
n
e(1) ont e´te´ de´finis et il y a 4 cas. Soit r entier compris entre 1 et n tel que
e(1) = zφ−1(r).
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1.1.1.1. zφ−1(r) R zφ−1(q) et A˜w(r,q) ⊆ Z .
On pose {
V nz
φ−1(q)
:= gw(r,q)[U
n
z
φ−1(r)
],
Unz
φ−1(q)
:= Un−1z
φ−1(q)
∩ g−1∅ (V
n
z
φ−1(q)
).
1.1.1.2. zφ−1(r) R zφ−1(q) et A˜w(r,q) ⊆ T .
On pose {
V nz
φ−1(q)
:= V n−1z
φ−1(q)
∩ g−1
w(r,q)(U
n
z
φ−1(r)
),
Unz
φ−1(q)
:= Un−1z
φ−1(q)
∩ g−1∅ (V
n
z
φ−1(q)
).
1.1.1.3. zφ−1(q) R zφ−1(r) et A˜w(q,r) ⊆ Z .
On pose {
Unz
φ−1(q)
:= Un−1z
φ−1(q)
∩ g−1
w(q,r)(V
n
z
φ−1(r)
),
V nz
φ−1(q)
:= g∅[U
n
z
φ−1(q)
].
1.1.1.4. zφ−1(q) R zφ−1(r) et A˜w(q,r) ⊆ T .
On pose {
Unz
φ−1(q)
:= gw(q,r)[V
n
z
φ−1(r)
],
V nz
φ−1(q)
:= g∅[U
n
z
φ−1(q)
].
Montrons que ces de´finitions sont licites. Si r = n, on est dans le cas 1.1.1.3.
Dans le cas 1.1.1.1, Un
e(1) ⊆ U
n−1
e(1) et V
n−1
z
φ−1(q)
= gw(r,q)[U
n−1
e(1) ]. Par suite, la de´finition de V
n
z
φ−1(q)
est licite, et c’est un ouvert non vide de V n−1z
φ−1(q)
. On a zφ−1(q) R zφ−1(q), n(zφ−1(q), zφ−1(q)) = 0
et A˜∅ ⊆ Z . On en de´duit que V n−1z
φ−1(q)
= g∅[U
n−1
z
φ−1(q)
], et que Unz
φ−1(q)
est un ouvert non vide de
Un−1z
φ−1(q)
, bien de´fini.
Dans le cas 1.1.1.2, la de´finition de V nz
φ−1(q)
est licite, et c’est un ouvert de V n−1z
φ−1(q)
. De meˆme,
la de´finition de Unz
φ−1(q)
est licite, et c’est un ouvert de Un−1z
φ−1(q)
. Comme dans le cas pre´ce´dent, la
non-vacuite´ de V nz
φ−1(q)
entraıˆne celle de Unz
φ−1(q)
. Celle de V nz
φ−1(q)
re´sulte du fait que
Un−1z
φ−1(r)
= gw(r,q)[V
n−1
z
φ−1(q)
]
et Unz
φ−1(r)
⊆ Un−1z
φ−1(r)
.
Dans le cas 1.1.1.3, la de´finition de Unz
φ−1(q)
est licite, et c’est un ouvert de Un−1z
φ−1(q)
, donc de
Uz
φ−1(q)⌈p
et de A˜∅. Par suite, la de´finition de V nz
φ−1(q)
est licite, et c’est un ouvert de V n−1z
φ−1(q)
. La
non-vacuite´ de Unz
φ−1(q)
entraıˆne celle de V nz
φ−1(q)
. Celle de Unz
φ−1(q)
re´sulte du fait que
V n−1z
φ−1(r)
= gw(q,r)[U
n−1
z
φ−1(q)
]
et V nz
φ−1(r)
⊆ V n−1z
φ−1(r)
, si r < n.
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Si r = n, on a Unz
φ−1(r)
⊆ Uz
φ−1(r)⌈p
∩ g−1∅ (gw(q,r)[U
n−1
z
φ−1(q)
]), par le choix de Unz
φ−1(n)
, puisque
q = m. D’ou` V nz
φ−1(r)
⊆ gw(q,r)[U
n−1
z
φ−1(q)
] et Unz
φ−1(q)
est non vide.
Dans le cas 1.1.1.4, on a V n
e(1) ⊆ V
n−1
e(1) et U
n−1
z
φ−1(q)
= gw(q,r)[V
n−1
e(1) ]. Par suite, la de´finition de
Unz
φ−1(q)
est licite, et c’est un ouvert non vide de Un−1z
φ−1(q)
. On a comme en 1.1.1.1 que
V n−1z
φ−1(q)
= g∅[U
n−1
z
φ−1(q)
],
et que V nz
φ−1(q)
est un ouvert non vide de V n−1z
φ−1(q)
, bien de´fini.
On a donc montre´ que dans les 4 cas, Unz
φ−1(q)
(resp. V nz
φ−1(q)
) est un ouvert non vide de Un−1z
φ−1(q)
(resp. V n−1z
φ−1(q)
), bien de´fini. D’ou` (4). Ve´rifions (3) ; si k = l, (3) est ve´rifie´ : c’est clair dans les
cas 1.1.1.3 et 1.1.1.4, et dans les deux autres cas, on a clairement gw(k,k)[Unz
φ−1(k)
] ⊆ V nz
φ−1(k)
; si
y ∈ V nz
φ−1(k)
, y ∈ V n−1z
φ−1(k)
et il existe x ∈ Un−1z
φ−1(k)
tel que y = g∅(x). Par suite, x ∈ Unz
φ−1(k)
et
V nz
φ−1(k)
= g∅[U
n
z
φ−1(k)
] = gw(k,k)[U
n
z
φ−1(k)
]. La condition (3) est donc re´alise´e (c’est clair dans les
cas 1.1.1.1 et 1.1.1.4 ; dans le cas 1.1.1.2, on utilise le fait que Unz
φ−1(r)
est inclus dans Un−1z
φ−1(r)
; dans
le cas 1.1.1.3, on utilise le fait que V nz
φ−1(r)
est inclus dans V n−1z
φ−1(r)
si r < n ; si r = n, on utilise le
fait que V nz
φ−1(r)
est inclus dans gw(q,r)[Un−1z
φ−1(q)
]).
1.1.2. A˜∅ ⊆ T .
On a g∅[gw(m,n)[Un−1z
φ−1(m)
]] ⊆ Uz
φ−1(n)⌈p
, donc gw(m,n)[Un−1z
φ−1(m)
] ∩ g−1∅ (Uzφ−1(n)⌈p) est non
vide. On choisit, dans cet ouvert non vide, un ouvert V nz
φ−1(n)
non vide tel que l’on ait l’inclusion
g∅[V nz
φ−1(n)
]× V nz
φ−1(n)
⊆ Uz
φ−1(n)⌈p
× Vz
φ−1(n)⌈p
, δ(V nz
φ−1(n)
) ≤ 2−p−1 et
δ(g∅[V
n
z
φ−1(n)
]) ≤ 2−p−1.
On pose Unz
φ−1(n)
:= g∅[V
n
z
φ−1(n)
], de sorte que (1), (2), et (3) pour k = l = n sont re´alise´es.
On proce`de alors de manie`re analogue a` celle du cas 1.1.1 ; la` encore, on trouve 4 cas.
1.1.2.1. zφ−1(r) R zφ−1(q) et A˜w(r,q) ⊆ Z .
On pose {
V nz
φ−1(q)
:= gw(r,q)[U
n
z
φ−1(r)
],
Unz
φ−1(q)
:= g∅[V
n
z
φ−1(q)
].
1.1.2.2. zφ−1(r) R zφ−1(q) et A˜w(r,q) ⊆ T .
On pose {
V nz
φ−1(q)
:= V n−1z
φ−1(q)
∩ g−1
w(r,q)(U
n
z
φ−1(r)
),
Unz
φ−1(q)
:= g∅[V
n
z
φ−1(q)
].
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1.1.2.3. zφ−1(q) R zφ−1(r) et A˜w(q,r) ⊆ Z .
On pose {
Unz
φ−1(q)
:= Un−1z
φ−1(q)
∩ g−1
w(q,r)(V
n
z
φ−1(r)
),
V nz
φ−1(q)
:= V n−1z
φ−1(q)
∩ g−1∅ (U
n
z
φ−1(q)
).
1.1.2.4. zφ−1(q) R zφ−1(r) et A˜w(q,r) ⊆ T .
On pose {
Unz
φ−1(q)
:= gw(q,r)[V
n
z
φ−1(r)
],
V nz
φ−1(q)
:= V n−1z
φ−1(q)
∩ g−1∅ (U
n
z
φ−1(q)
).
La ve´rification des conditions (1) a` (4) est alors analogue a` celle du cas 1.1.1 ; pour ve´rifier (3) dans
le cas 1.1.2.3, r = n, on utilise le fait que V nz
φ−1(r)
⊆ gw(q,r)[U
n−1
z
φ−1(q)
].
1.2. zφ−1(m) R zφ−1(n) et A˜w(m,n) ⊆ T .
La suite w(m,n) = Φ(zφ−1(m)⌈o, zφ−1(n)⌈o) a de´ja` e´te´ de´finie et on a
Uz
φ−1(m)⌈p
= gw(m,n)[Vzφ−1(n)⌈p ].
1.2.1. A˜∅ ⊆ Z .
On choisit, dans Uz
φ−1(n)⌈p
∩ g−1∅ (g
−1
w(m,n)(U
n−1
z
φ−1(m)
)), un ouvert non vide Unz
φ−1(n)
tel que
Unz
φ−1(n)
× g∅[Unz
φ−1(n)
] ⊆ Uz
φ−1(n)⌈p
× Vz
φ−1(n)⌈p
,
δ(Unz
φ−1(n)
) ≤ 2−p−1 et e´galement δ(g∅[Unz
φ−1(n)
]) ≤ 2−p−1. On pose V nz
φ−1(n)
:= g∅[U
n
z
φ−1(n)
], de
sorte que (1), (2), et (3) pour k = l = n sont re´alise´es. On proce`de alors de manie`re analogue a` celle
du cas 1.1.1 ; on trouve les 4 meˆmes cas qu’en 1.1.1, et on adopte les meˆmes de´finitions. Cette fois-ci,
la diffe´rence est que si r = n, on est dans le cas 1.2.1.4. La ve´rification des conditions (1) a` (4) est
alors analogue a` celle du cas 1.1.1 ; pour ve´rifier que Unz
φ−1(q)
⊆ Un−1z
φ−1(q)
dans le cas 1.2.1.4, r = n,
on utilise le fait que gw(q,r)[g∅[Unz
φ−1(n)
]] ⊆ Un−1z
φ−1(q)
.
1.2.2. A˜∅ ⊆ T .
On a que g−1
w(m,n)(U
n−1
z
φ−1(m)
)∩ g−1∅ (Uzφ−1(n)⌈p) est non vide. On proce`de alors comme dans le cas
1.1.2 ; on a, dans le cas 1.2.2.4, r = n, Unz
φ−1(q)
⊆ Un−1z
φ−1(q)
puisqu’on a V nz
φ−1(n)
⊆ g−1
w(q,r)(U
n−1
z
φ−1(q)
).
1.3. zφ−1(n) R zφ−1(m) et A˜w(n,m) ⊆ Z .
La suite w(n,m) = Φ(zφ−1(n)⌈o, zφ−1(m)⌈o) a de´ja` e´te´ de´finie et on a
Vz
φ−1(m)⌈p
= gw(n,m)[Uzφ−1(n)⌈p ].
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1.3.1. A˜∅ ⊆ Z .
On choisit, dans Uz
φ−1(n)⌈p
∩ g−1
w(n,m)(V
n−1
z
φ−1(m)
), un ouvert non vide Unz
φ−1(n)
comme avant. On
proce`de alors de manie`re analogue a` celle du cas 1.1.1 ; on trouve les 4 meˆmes cas qu’en 1.1.1, et
on adopte les meˆmes de´finitions. Cette fois-ci, la diffe´rence est que si r = n, on est dans le cas
1.3.1.1. La ve´rification des conditions (1) a` (4) est alors analogue a` celle du cas 1.1.1 ; pour ve´rifier
que V nz
φ−1(q)
⊆ V n−1z
φ−1(q)
dans le cas 1.3.1.1, r = n, on utilise le fait que Unz
φ−1(r)
⊆ g−1
w(r,q)(V
n−1
z
φ−1(q)
).
1.3.2. A˜∅ ⊆ T .
On a que g−1∅ (g
−1
w(n,m)(V
n−1
z
φ−1(m)
))∩ Vz
φ−1(n)⌈p
est non vide. On proce`de alors comme dans le cas
1.1.2 ; on a, dans le cas 1.3.2.1, r = n, V nz
φ−1(q)
⊆ V n−1z
φ−1(q)
puisqu’on a Unz
φ−1(n)
⊆ g−1
w(r,q)(V
n−1
z
φ−1(q)
).
1.4. zφ−1(n) R zφ−1(m) et A˜w(n,m) ⊆ T .
La suite w(n,m) = Φ(zφ−1(n)⌈o, zφ−1(m)⌈o) a de´ja` e´te´ de´finie et on a
Uz
φ−1(n)⌈p
= gw(n,m)[Vzφ−1(m)⌈p ].
1.4.1. A˜∅ ⊆ Z .
On choisit, dans gw(n,m)[V n−1z
φ−1(m)
], un ouvert non vide Unz
φ−1(n)
comme avant. On proce`de alors
de manie`re analogue a` celle du cas 1.1.1 ; on trouve les 4 meˆmes cas qu’en 1.1.1, et on adopte les
meˆmes de´finitions. Cette fois-ci, la diffe´rence est que si r = n, on est dans le cas 1.4.1.2. La
ve´rification des conditions (1) a` (4) est alors analogue a` celle du cas 1.1.1 ; pour ve´rifier que la
condition (3) est ve´rifie´e dans le cas 1.4.1.2, r = n, on utilise le fait que Unz
φ−1(r)
⊆ gw(r,q)[V
n−1
z
φ−1(q)
].
1.4.2. A˜∅ ⊆ T .
On a que g−1∅ (gw(n,m)[V
n−1
z
φ−1(m)
]) ∩ Vz
φ−1(n)⌈p
est non vide. On proce`de alors comme dans le cas
1.1.2 ; on a la condition (3) dans le cas 1.4.2.2, r = n, puisqu’on a Unz
φ−1(n)
⊆ gw(r,q)[V
n−1
z
φ−1(q)
].
Cas 2. o = p+ 1.
2.1. zφ−1(m) R zφ−1(n).
Soit w ∈ {∅} ∪ ω tel que (Nz
φ−1(m)⌈p
×Nz
φ−1(n)⌈p
) ∩ Gr(fw) 6= ∅. On peut supposer que
|w| = m(zφ−1(m)⌈p, zφ−1(n)⌈p).
Par (iii), |w(zφ−1(m)⌈p, zφ−1(n)⌈p)| = |w| = 0 et on a zφ−1(m)⌈p = zφ−1(n)⌈p. Il y a deux cas.
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2.1.1. A˜∅ ⊆ Z .
Le produit Un−1z
φ−1(m)
× V n−1z
φ−1(m)
rencontre G(g∅), puisque V n−1z
φ−1(m)
= g∅[U
n−1
z
φ−1(m)
]. Comme
G(g∅) =
⋃
n∈ω G(gn) \ (
⋃
n∈ω G(gn)), on peut trouver t ∈ ω minimal tel que
(Un−1z
φ−1(m)
× V n−1z
φ−1(m)
) ∩G(gt) 6= ∅,
et aussi on a |t| = m(zφ−1(m), zφ−1(n)) = 1. On pose alors Φ(zφ−1(m), zφ−1(n)) := t. Il y a 2 cas.
2.1.1.1. A˜w(m,n) ⊆ Z .
On a alors Uz
φ−1(n)⌈p
∩ g−1
∅
(gw(m,n)[U
n−1
z
φ−1(m)
∩ A˜w(m,n)]) 6= ∅, et on raisonne comme en 1.1.1.
2.1.1.2. A˜w(m,n) ⊆ T .
On a alors Uz
φ−1(n)⌈p
∩ g−1∅ (g
−1
w(m,n)(U
n−1
z
φ−1(m)
)) 6= ∅, et on raisonne comme en 1.2.1.
2.1.2. A˜∅ ⊆ T .
On a Un−1z
φ−1(m)
= g∅[V
n−1
z
φ−1(m)
]. On raisonne alors comme en 2.1.1 (on se re´fe`re a` 1.1.2 et 1.2.2 ;
dans le cas analogue a` 1.1.2, on a gw(m,n)[Un−1z
φ−1(m)
∩ A˜w(m,n)] ∩ g
−1
∅ (Uzφ−1(n)⌈p) 6= ∅).
2.2. zφ−1(n) R zφ−1(m).
On raisonne comme en 2.1 : il y a deux cas.
2.2.1. A˜∅ ⊆ Z .
2.2.1.1. A˜w(n,m) ⊆ Z .
On a alors Uz
φ−1(n)⌈p
∩ g−1
w(n,m)(V
n−1
z
φ−1(m)
) 6= ∅, et on raisonne comme en 1.3.1.
2.2.1.2. A˜w(n,m) ⊆ T .
On a alors gw(n,m)[V n−1z
φ−1(m)
∩ A˜w(n,m)] 6= ∅, et on raisonne comme en 1.4.1.
2.2.2. A˜∅ ⊆ T .
On raisonne comme en 2.1.2 et 2.2.1 (on se re´fe`re a` 1.3.2 et 1.4.2 ; dans le cas analogue a` 1.4.2,
on a g−1∅ (gw(n,m)[V
n−1
z
φ−1(m)
∩ A˜w(n,m)]) ∩ Vz
φ−1(n)⌈p
6= ∅). 
The´ore`me 2.9 Il existe un bore´lien A1 de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Π01).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que A1 ∩ (u× v)−1(A) = A1.
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De´monstration. Soit Φ : 2ω → Z0 un home´omorphisme. On pose
A1 := (Φ× Φ)
−1
(⋃
n>0
Gr(fn)
)
.
• Appliquons le the´ore`me 2.3 a` X = Y = 2ω , A = A1, Z = T = Z0, g = IdZ0 , gn = fn+1, et
u = v = Φ−1. Ce the´ore`me s’applique car
- A1 a ses coupes de´nombrables, donc est pot(Σ03) et pot(Π03).
- (Z0, (fn)n>0) est une bonne situation (par 2.7), donc une situation ge´ne´rale puisque les domaines
des fn sont non vides.
-
⋃
n>0 Gr(fn) = (u× v)−1(A1) = (u× v)−1(A1) ∩
⋃
n>0 Gr(fn).
On a alors que A1 n’est pas potentiellement ferme´, ce qui montre que (b) implique (a).
• Re´ciproquement, si A n’est pas potentiellement ferme´, le the´ore`me 2.3 nous fournit une situa-
tion ge´ne´rale (Z, T, g∅, (gn)) et des injections continues u˜ : Z → X et v˜ : T → Y telles que⋃
n∈ω G(gn) ∩ (u˜× v˜)
−1(A) =
⋃
n∈ωG(gn). Le the´ore`me 2.8 nous fournit des fonctions continues
u′ : ωω → Z et v′ : ωω → T telles que
⋃
n∈ω
Gr(fn) ∩ (u′ × v′)−1
(⋃
n∈ω
G(gn)
)
=
⋃
n∈ω
Gr(fn).
Soit Ψ : Z0 → ωω l’injection canonique. On pose{
u := u˜ ◦ u′ ◦ Ψ ◦ Φ,
v := v˜ ◦ v′ ◦ Ψ ◦ Φ.
Alors u et v sont clairement continues, et on a clairement A1 ⊆ (u× v)−1(A). Si (α, β) ∈ A1 \ A1,
α = β car (Gr(fn))n>0 converge vers ∆(Z0), donc
(u′(Φ(α)), v′(Φ(α))) ∈
⋃
n∈ω
G(gn) \
(⋃
n∈ω
G(gn)
)
⊆ (ˇu˜× v˜)−1(A).
Par conse´quent, (u(α), v(β)) /∈ A. 
Remarques. (a) L’e´nonce´ de ce the´ore`me fournit un exemple de test A1 dans 2ω×2ω ; mais la preuve
nous donne aussi un test dans Z0×Z0, et un autre dans ωω ×ωω. Nous donnerons une autre variante
de cet exemple, qui se preˆte plus a` ge´ne´ralisation, dans le paragraphe suivant.
(b) On peut de´terminer la complexite´ d’un test comme dans l’e´nonce´ 2.9 : A1 est D2(Σ01) non
pot(Dˇ2(Σ01)). En effet, avec l’ouvert A = (2ω × 2ω) \ ∆(2ω), qui n’est pas potentiellement ferme´
(par la proposition 2.2 de [Le1]), on voit que A1 est D2(Σ01). Mais un tel A1 n’est pas pot(Dˇ2(Σ01)).
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En effet, avec A = A1, on voit que A1 n’est pas pot(Π01). Donc si A1 e´tait pot(Dˇ2(Σ01)), on
pourrait trouver une fonction continue g : 2ω×2ω → 2ω×2ω telle que l’image re´ciproque par g de tout
ensemble pot(Σ01) soit pot(Σ01), et telle que g−1(A1) = (2ω × 2ω) \∆(2ω) (cf [Le1], Cor. 4.14.(a)).
On aurait donc, avec l := (u× v) ◦ g et A = D0, g−1(A1)∩ l−1(D0) = (2ω× 2ω) \∆(2ω) (cf [Le1],
Ex. 3.6). Mais comme g−1(A1) est ferme´ de 2ω × 2ω et contient l’ouvert dense (2ω × 2ω) \∆(2ω),
g−1(A1) = 2
ω × 2ω et l−1(D0) = (2ω × 2ω) \∆(2ω), ce qui contredit la preuve du the´ore`me 3.7 de
[Le1].
(C) L’impossibilite´ de l’injectivite´ de la re´duction.
Nous montrons maintenant qu’il n’est pas possible d’avoir u et v injectives dans le the´ore`me 2.9.
Cependant, il y a un cas ou` on peut avoir l’injectivite´ de la re´duction : quand A = ⋃n∈ω Gr(gn), ou`
(Z, (gn)) est une situation correcte (voir la de´finition ci-apre`s).
De´finitions 2.10 (1) On dit que (Z, (gn)) est une situation correcte si
(a) Z est un espace polonais parfait de dimension 0 non vide.
(b) gn est un home´omorphisme de domaine et d’image ouverts-ferme´s de Z .
(c) La suite (Gr(gn)) converge vers la diagonale ∆(Z).
(2) On dit que (Z, (gn)) est une situation tre`s correcte si
(a) (Z, (gn)) est une situation correcte.
(b) Pour toute suite finie d’entiers p0, ..., pn et pour toute suite finie ε0, ..., εn d’e´le´ments de {−1, 1},
on a l’implication
∃ U ∈∆01⌈Z U 6= ∅ et ∀ z ∈ U gp0
ε0 ...gpn
εn(z) = z ⇒ ∃ i < n pi = pi+1 et εi = −εi+1.
Par exemple, une bonne situation est une situation correcte.
Lemme 2.11 Soit (Z, (gn)) une situation correcte. Alors il existe un ouvert-ferme´ C ′n du domaine de
gn tel que si g′n := gn⌈C ′n, (Z, (g′n)) soit une situation tre`s correcte.
De´monstration. Soit (Un) une base de la topologie de Z , et Vn ⊆ Un un ouvert-ferme´ non vide de
diame`tre au plus 2−n. On construit par re´currence une suite injective (qk) d’entiers et un ouvert-ferme´
non vide C ′qk de Cqk tels que
(1) Gr(g′qk) ⊆ V 2k .
(2) Pour toute suite finie p0, ..., pn d’e´le´ments de {q0, ..., qk} et pour toute suite finie ε0, ..., εn d’e´le´-
ments de {−1, 1}, on a l’implication
∃ U ∈∆01⌈Z U 6= ∅ et ∀ z ∈ U g
′
p0
ε0 ...g′pn
εn(z) = z ⇒ ∃ i < n pi = pi+1 et εi = −εi+1.
(3) Il n’y a qu’un nombre fini de compositions d’e´le´ments de {g′q0 , ..., g′qk , g′q0
−1, ..., g′qk
−1} ayant un
domaine de de´finition non vide.
• Admettons ceci re´alise´. Il restera a` poser C ′m := ∅ si m /∈ {qk / k ∈ ω} pour avoir le lemme.
Supposons donc la construction re´alise´e pour l < k.
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Enume´rons l’ensemble fini C des compositions d’e´le´ments de {g′q0 , ..., g
′
qk−1
, g′q0
−1, ..., g′qk−1
−1}
de domaine de de´finition non vide ne ve´rifiant pas la conclusion de l’implication de la condition (2) :
C = {f1, ..., fm}. On notera Dfi le domaine, ne´cessairement ouvert-ferme´ non vide, de fi. Posons,
pour I ⊆ m,
OI :=
⋂
i∈I
Dfi+1 ∩
⋂
i∈m\I
Dˇfi+1 .
Alors (OI)I⊆m est une partition de Z en ouverts-ferme´s, et ∃I ⊆ m tel que Vk ∩OI 6= ∅. Posons
O′ := {z ∈ Vk ∩OI / ∀ i ∈ I fi+1(z) 6= z}.
Alors O′ est ouvert dense de Vk ∩ OI , donc par continuite´ il existe un ouvert-ferme´ non vide O′′
de O′ tel que pour i dans I on ait O′′ ∩ fi+1[O′′] = ∅. Choisissons qk /∈ {q0, ..., qk−1} tel que
Gr(gqk) ∩ (O′′ × O′′) 6= ∅, puis un ouvert-ferme´ non vide C ′qk de Cqk ∩ O
′′ ∩ g−1qk (O
′′) tel que
C ′qk ∩ gqk [C
′
qk
] = ∅.
• La condition (1) est clairement re´alise´e. Soient p0, ..., pn une suite finie d’e´le´ments de {q0, ..., qk},
ε0, ..., εn une suite finie d’e´le´ments de {−1, 1}, U un ouvert-ferme´ non vide de Z tel que pour z
dans U on ait g′p0
ε0 ...g′pn
εn(z) = z, avec pi 6= pi+1 ou εi = εi+1 pour tout i < n. Alors il existe
i ≤ n tel que pi = qk, par hypothe`se de re´currence ; montrons qu’un tel i est unique. Si tel n’est
pas le cas, dans la composition apparaıˆt g′qk
εjg′pj+1
εj+1 ...g′ps
εsg′qk
εs+1
, avec pl 6= qk si j < l ≤ s.
On a g′qk
εs+1 ...g′pn
εn(z) ∈ O′′ ⊆ OI . Soit r < m tel que fr+1 = g′pj+1
εj+1 ...g′ps
εs ; alors r ∈ I car
fr+1(g
′
qk
εs+1 ...g′pn
εn(z)) est de´fini et g′qk
εs+1 ...g′pn
εn(z) ∈ OI . Donc fr+1(g′qk
εs+1 ...g′pn
εn(z)) /∈ O′′,
ce qui est absurde. D’ou` l’unicite´ de i. On en de´duit l’existence d’un ouvert-ferme´ non vide de Z sur
lequel g′qk coı¨ncide avec l’une des fonctions ft ou avec l’identite´. Mais ceci contredit le choix de C
′
qk
et de O′′. D’ou` la condition (2).
Posons H := {g′qk , g
′
qk
−1, IdC′qk , Idg′qk [C′qk ]}. Alors les seules compositions d’e´le´ments de H
ayant un domaine de´finition non vide sont les e´le´ments de H . Par suite, les seules compositions
d’e´le´ments de {g′q0 , ..., g
′
qk
, g′q0
−1, ..., g′qk
−1} ayant un domaine de de´finition non vide sont de la forme
h, f , hf , fh, ou fhg, ou` f et g sont des compositions d’e´le´ments de
{g′q0 , ..., g
′
qk−1
, g′q0
−1
, ..., g′qk−1
−1
}
de domaine de de´finition non vide (on raisonne comme pre´ce´demment pour voir qu’il n’y a pas plus
d’un e´le´ment de H dans une composition) ; elles sont donc en nombre fini. D’ou` la condition (3) et
le lemme. 
The´ore`me 2.12 Soit (Z, (gn)) une situation correcte. Alors il existe u : Z0 → Z injective continue
telle que ⋃
n>0
Gr(fn) ∩ (u× u)−1
(⋃
n∈ω
Gr(gn)
)
=
⋃
n>0
Gr(fn).
De´monstration. On utilisera des notations analogues a` celles de la preuve du the´ore`me 2.6, et le
meˆme sche´ma de de´monstration. Les nuances sont les suivantes. Soit (g′n) fournie par le lemme 2.11.
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• On va construire
- Une suite (Us)s∈Sp∈ω Πn<p An d’ouverts-ferme´s non vides de Z .
- Une fonction Φ :
⋃
p∈ω[(Πn<p An)× (Πn<p An)]→ {∅} ∪ ω.
On demande a` ces objets de ve´rifier
(i) Us⌢i ⊆ Us
(ii) δ(Us⌢i) ≤ 2
−|s|−1
(iii) s R t⇒
{
|w(s, t)| = m(s, t)
Ut = g
′
w(s,t)[Us]
(iv) Us⌢n ∩ Us⌢m = ∅ si n 6= m
On peut de´finir u : Z0 → Z comme dans la preuve du the´ore`me 2.6, et u est injective continue.
Comme Gr(g′n) ⊆ Gr(gn) ⊆ ∆ˇ(Z), la construction permet d’avoir le the´ore`me.
• Montrons donc que la construction est possible. Admettons avoir construit Us et Φ(s, t) pour |s|,
|t| ≤ p ve´rifiant (i)-(iv), et soient s ∈ Πn<p An et i ∈ Ap. On va construire par re´currence sur
n ∈ {1, ..., p0 + ... + pq}, et pour k ∈ {1, ..., n}, des ouverts-ferme´s non vides Unz
φ−1(k)
de Z . On
demande aux ouverts-ferme´s de ve´rifier
(1) Unz
φ−1(k)
⊆ Uz
φ−1(k)⌈p
(2) δ(Unz
φ−1(k)
) ≤ 2−p−1
(3) Si k, l ∈ {1, ..., n} et zφ−1(k) R zφ−1(l), alors
− |w(k, l)| = m(zφ−1(k), zφ−1(l))
− Unz
φ−1(l)
= g′
w(k,l)[U
n
z
φ−1(k)
]
(4) Un+1z
φ−1(k)
⊆ Unz
φ−1(k)
si k ∈ {1, ..., n}
(5) Unz
φ−1(k)
∩ Unz
φ−1(l)
= ∅ si k, l ∈ {1, ..., n} et k 6= l
On voit comme dans la preuve du the´ore`me 2.6 que cette construction est suffisante ((iv) re´sulte du
fait que Πn≤p An est une classe pour E , comme on l’a vu en 2.7).
Pour avoir la condition (5), on utilise le fait, vu en 2.7, que (Z0, (fn)n>0) est une tre`s bonne
situation. On commence par assurer les conditions (1)-(4) comme dans la preuve du the´ore`me 2.6.
Soient donc s et t dans Πn≤p An, avec s 6= t ; comme ce produit est une E-classe, il existe une
T -chaıˆne c de longueur minimale telle que c(0) = s et c(|c| − 1) = t. Soient n := |c| − 2, pi des
entiers et εi dans {−1, 1} tels que pour tout α dans Πn>p An, fpiεi(c(n− i)⌢α) = c(n− i+ 1)⌢α
(ces objets existent par minimalite´ de n). Par minimalite´ de n encore, on a pi 6= pi+1 ou εi = εi+1
pour tout i < n. Comme (Z0, (g′n)) est une situation tre`s correcte, on peut trouver x ∈ Us tel que
g′p0
ε0 ...g′pn
εn(x) 6= x ; par suite, il existe un voisinage ouvert-ferme´ U ′s de x, inclus dans Us, tel
que g′p0
ε0 ...g′pn
εn [U ′s] ∩ U
′
s = ∅. on construit alors a` nouveau des ouverts-ferme´s U ′r, pour r dans
Πn≤p An, par re´currence sur d(r, s), comme dans la preuve du the´ore`me 2.6. On a alors U ′r ⊆ Ur
et l’unicite´ de la T -chaıˆne allant d’une suite a` l’autre (qui re´sulte de la condition (b) de la de´finition
d’une tre`s bonne situation) montre que U ′s ∩ U ′t = ∅. En un nombre fini d’e´tapes, on obtient donc la
condition (5) en plus des autres conditions (1)-(4). 
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Lemme 2.13 Soient H , K des bore´liens de Z0, etB un bore´lien de
⋃
n>0 Gr(fn) inclus dans H×K
et non pot(Π01). Alors il existe un bore´lien Z de H ∩K , une topologie τ sur Z , et un bore´lien Cn de
Dfn ∩ Z tels que
(a) La topologie τ est plus fine que la topologie initiale de Z .
(b) Le graphe de la restriction de fn a` Cn est inclus dans B.
(c) Le couple ((Z, τ), (fn⌈Cn)n>0) est une situation correcte.
De´monstration. Comme B ⊆
⋃
n>0 Gr(fn), on peut e´crire que B =
⋃
n>0 Gr(fn⌈En), ou` En est
bore´lien de Z0. On peut supposer, pour simplifier l’e´criture, que Z0 est re´cursivement pre´sente´ et que
H , K , B, En et fn⌈En sont ∆11. On notera Σ (respectivement ∆) la topologie engendre´e par les Σ 11
(respectivement ∆11) de Z0. Posons
Ω := {x ∈ Z0 / ω
x
1 = ω
CK
1 },
D := {x ∈ Z0 / x /∈ ∆
1
1},
Z := {x ∈ H ∩K ∩D ∩Ω / (x, x) ∈ B
Σ×Σ
}.
Alors Ω muni de Σ est polonais, donc Ω est bore´lien de Z0 et Z aussi (puisque B est Σ 11 , une double
application du the´ore`me de se´paration nous donne que BΣ×Σ = B∆×∆, et on utilise le fait que ∆
soit polonaise pour voir que BΣ×Σ est bore´lien). On de´finit τ comme e´tant la restriction de Σ a`
Z . Comme Z est Σ 11 , c’est un ouvert de Ω muni de Σ , donc (Z, τ) est polonais, de dimension 0
car traces des Σ 11 sur Ω sont ouverts-ferme´s de Ω muni de Σ , parfait car inclus dans l’ensemble co-
de´nombrable D (je renvoie le lecteur a` [Lo3] pour les preuves des proprie´te´s de Ω, ∆ et Σ utilise´es
ici et non de´montre´es).
On va montrer que Z 6= ∅. Le bore´lien B n’est pas pot(Π01), donc B ∩ D2 non plus puisqu’un
bore´lien de projection de´nombrable est pot(∆01) (cf [Le1], remarque 2.1). Soit α tel que D soit
∆
1
1(α). Alors D2 ∩ Bˇ ∩B ∩D2
∆(α)×∆(α)
6= ∅, donc contient (x, y). On peut donc trouver (xn, yn)
dans Gr(fpn⌈Epn), ou` pn ∈ ω, tel que (xn, yn) converge vers (x, y), pour ∆(α)×∆(α). Or le graphe
de fp⌈Ep est ferme´ dans Z0 muni de ∆(α) × ∆(α) ; on peut donc supposer que la suite (pn) croıˆt
strictement vers l’infini, car (x, y) /∈ B. Par suite y = x, et comme H et K sont ferme´s pour ∆(α),
on a x ∈ H ∩K . On en de´duit que (H ∩K ∩D)2 ∩ Bˇ ∩ B ∩D2∆×∆ 6= ∅. Mais ce Σ 11 non vide,
qui vaut (H ∩K ∩D)2 ∩ Bˇ ∩B ∩D2Σ×Σ , rencontre {(x′, y′) ∈ Z0×Z0 / ω(x
′,y′)
1 = ω
CK
1 } ⊆ Ω
2
,
en (x′, y′), et en raisonnant comme pre´ce´demment, on voit que x′ = y′ ∈ Z .
Soit (zn) une suite dense de (Z, τ), et Qn un Σ 11 non vide contenant zn inclus dans la boule
ouverte de centre zn et de rayon 2−n, au sens de (Z, τ). Alors on construit par re´currence une suite
injective d’entiers (qn) telle que Q2n∩Gr(fqn⌈Eqn) 6= ∅. On pose alors Cqn := Eqn ∩Qn∩f−1qn (Qn),
et Cm := ∅ si m /∈ {qn / n ∈ ω}. Les ensembles Cn sont ouverts-ferme´s de (Z, τ), donc bore´liens
de Z0 muni de sa topologie initiale. Les ensembles fn[Cn] sont Σ 11 donc ouverts-ferme´s de (Z, τ).
Les restrictions de fn a` Cn sont clairement des home´omorphismes car tous les objets intervenant sont
Σ
1
1 . Leurs graphes sont dans B car Cn ⊆ En. Enfin, la suite (Gr(fn⌈Cn))n>0 converge vers ∆(Z)
par construction des Cn. 
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Lemme 2.14 Soit (hn)n>0 une suite de fonctions continues et ouvertes de domaine et d’image 2ω
telle que ∆(2ω) ⊆
⋃
n>0 Gr(hn) et hn(α) 6= α pour tout α d’un ouvert dense de 2ω . Alors il existe
un ouvert-ferme´ Cn de 2ω tel que si h′n := hn⌈Cn, on ait
(a) (2ω, 2ω, Id2ω , (h′n)n>0) est une situation ge´ne´rale (a` ceci pre`s que certains Cn peuvent eˆtre vides).
(b) Pour tout n > 0, on a Cn ∩ h′n[Cn] = ∅.
De´monstration. Soit (αn) une suite dense de 2ω . On va construire, en plus des Cn, une suite d’entiers
strictement croissante (m(n))n. On choisit x et y dans B(αn, 2−n−1[ tels que y 6= x et y = hm(n)(x),
ou` m(n) est un entier strictement supe´rieur a` maxp<n m(p). On choisit un voisinage ouvert-ferme´
C˜m(n) de x tel que
(C˜m(n) × hm(n)[C˜m(n)]) ∩∆(Z) = ∅,
C˜m(n) ⊆ B(αn, 2
−n−1[ ∩ h−1
m(n)(B(αn, 2
−n−1[).
On choisit un ouvert-ferme´ non vide Dm(n) de hm(n)[C˜m(n)], et puis enfin on pose
Cm(n) := C˜m(n) ∩ h
−1
m(n)(Dm(n)).
Il reste a` poser Cm := ∅ si m /∈ {m(n) / n ∈ ω}. 
Notation. On pose, pour n > 0,
hn :


2ω → 2ω
α 7→


ω → 2
k 7→


α(k) si k 6≡ −1 (2n),
α(2n+1q − 2n − 1) si k = 2nq − 1.
Lemme 2.15 Les fonctions hn ve´rifient les conditions suivantes :
- Ce sont des surjections continues et ouvertes.
- ∆(2ω) ⊆
⋃
n>0 Gr(hn).
- Pour tout n > 0, hn(α) 6= α sur un ouvert dense de 2ω .
- 0 < p < n ⇒ ∀α ∈ 2ω hp(hn(α)) = hp(α).
De´monstration. Les deux premie`res conditions sont clairement re´alise´es car (hn)n>0 converge uni-
forme´ment vers Id2ω . Si s ∈ ω<ω et n > 0, on peut trouver un entier q tel que 2nq − 1 ≥ |s| et
2n+1q − 2n − 1 ≥ |s| ; par conse´quent, on trouve α dans 2ω tel que hn(s⌢α) 6= s⌢α. D’ou` la
troisie`me condition. Il reste a` voir la quatrie`me :
Cas 1. k 6≡ −1 (2p).
On a alors hp(hn(α))(k) = hn(α)(k) = α(k), car k 6≡ −1 (2n) sinon on trouve q tel que
k = 2nq − 1 = 2p(2n−pq)− 1. Par ailleurs, hp(α)(k) = α(k).
Cas 2. k ≡ −1 (2p).
On a alors hp(hn(α))(k) = hn(α)(2p+1q − 2p − 1) = α(2p+1q − 2p − 1) car on a que
2p+1q − 2p − 1 6≡ −1 (2n) sinon on trouve q′ tel que 2p+1q− 2p− 1 = 2nq′− 1, ce qui entraıˆne que
2q − 1 = 2n−pq′. Par ailleurs, hp(α)(k) = α(2p+1q − 2p − 1). 
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The´ore`me 2.16 Il n’est pas possible d’avoir u et v injectives dans le the´ore`me 2.9.
De´monstration. Raisonnons par l’absurde : il existe un test B1 avec injectivite´ des fonctions de
re´duction. Avec A = (2ω × 2ω) \ ∆(2ω), on voit que B1 est D2(Σ01). Avec A = B1, on voit que
B1 /∈ pot(Π01). Avec A =
⋃
n>0 Gr(fn), on trouve des injections continues u et v de 2ω dans Z0
telles que B1∩ (u× v)−1(
⋃
n>0 Gr(fn)) = B1. Posons B := (u× v)[B1], H := u[2ω], K := v[2ω].
Alors B /∈ pot(Π01), sinon B1 le serait. Le lemme 2.13 peut donc s’appliquer et nous fournit, avec le
the´ore`me 2.12, une injection continue u˜ : Z0 → (Z, τ) telle que
⋃
n>0
Gr(fn) ∩ (u˜× u˜)−1
(⋃
n>0
Gr(fn⌈Cn)
)
=
⋃
n>0
Gr(fn).
Autrement dit, il existe une injection continue u′ : Z0 → u[2ω] ∩ v[2ω ] telle que⋃
n>0
Gr(fn) ∩ (u′ × u′)−1(B) =
⋃
n>0
Gr(fn).
Posons Z ′ := u′[Z0], puis
U :
{
Z0 → 2
ω
z 7→ u−1(u′(z))
, V :
{
Z0 → 2
ω
z 7→ v−1(u′(z))
.
Alors U et V sont des injections continues telles que⋃
n>0
Gr(fn) ∩ (U × V)−1(B1) =
⋃
n>0
Gr(fn).
En effet, si (α, β) ∈
⋃
n>0 Gr(fn)∩(U ×V)−1(B1)\(
⋃
n>0 Gr(fn)), α = β. On en de´duit, puisque
(u(U(α)), v(V(α))) /∈
⋃
n>0 Gr(fn), que (U(α),V(β)) /∈ B1, ce qui est absurde.
On en de´duit que si A est pot(Σ03) et pot(Π03), mais pas potentiellement ferme´ de X ×Y , on peut
trouver des injections continues U : Z0 → X et V : Z0 → Y telles que⋃
n>0
Gr(fn) ∩ (U × V )−1(A) =
⋃
n>0
Gr(fn).
Il suffit en effet de composer les injections continues qui seraient fournies par une version injective
du the´ore`me 2.9 avec U et V .
Par le lemme 2.15, on peut appliquer le lemme 2.14 a` Z = 2ω et a` (hn)n>0, ce qui fournit une
situation ge´ne´rale (2ω, 2ω, Id2ω , (h′n)n>0). On a, par application du the´ore`me 2.3, que
⋃
n>0 Gr(h′n)
n’est pas potentiellement ferme´. On peut donc trouver des injections continues U et V de Z0 dans
2ω telles que
⋃
n>0 Gr(fn) ∩ (U × V )−1(
⋃
n>0 Gr(h′n)) =
⋃
n>0 Gr(fn). Montrons que ceci est
impossible, ce qui constituera la contradiction cherche´e.
On raisonne par l’absurde. On commence par remarquer que U = V , puisque si z ∈ Z0, alors
(z, z) ∈
⋃
n>0 Gr(fn) \ (
⋃
n>0 Gr(fn)), donc
(U(z), V (z)) ∈
⋃
n>0
Gr(h′n) \
(⋃
n>0
Gr(h′n)
)
= ∆(2ω).
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Posons, pour n > 0 et m > 0,
Anm := {α ∈ Dfn / U(α) ∈ C
′
m et U(fn(α)) ∈ h
′
m[C
′
m]}.
Alors Dfn ⊆
⋃
m>0A
n
m, donc on peut trouver m tel que A1m 6= ∅. On a, pour α ∈ A1m,
(U(α), U(f1(α))) ∈ Gr(h′m),
donc h′m(U(α)) = U(f1(α)). Par conse´quent, la restriction de h′m a` U [A1m] est injective.
Soit α0 dans A1m ayant une infinite´ de 1 (α0 existe puisque A1m est ouvert de Z0). Notons (nk)k∈ω
la suite des entiers tels que α0 ∈ Dfnk . On peut trouver pk > 0 tel que
U(fnk(α0)) = h
′
pnk
(U(α0)).
Alors pour k assez grand, on a fnk(α0) ∈ A1m. Il existe k0 assez grand tel que pnk0 > m, sinon
on trouve r ≤ m tel que U(fnk(α0)) = h′r(U(α0)) pour une infinite´ de k. Comme (fnk(α0))k∈ω
converge vers α0, on a alors que U(α0) = h′r(U(α0)) ∈ Cr ∩ h′r[Cr] = ∅, ce qui est absurde. On a
donc h′m(h′pnk0
(U(α0))) = h
′
m(U(α0)). Comme U(α0) et h′pnk0
(U(α0)) = U(fnk0 (α0)) sont dans
U [A1m], on a par injectivite´ que U(α0) = h′pnk0 (U(α0)) ∈ Cpnk0 ∩ h
′
pnk0
[Cpnk0
] = ∅, ce qui est
absurde. 
3 Un test pour les ensembles non potentiellement diffe´rence transfinie
d’ouverts.
Dans le paragraphe 2, nous avons vu le roˆle important joue´ par l’arbre {∅}∪ω. Nous ge´ne´ralisons
maintenant cette notion d’arbre.
Notations. Dans toute la suite, ξ de´signera un ordinal de´nombrable.
• On de´finit Ψξ : ω<ω → {−1} ∪ (ξ + 1) par re´currence sur |s|, ou` s ∈ ω<ω : Ψξ(∅)=ξ et
Ψξ(s
⌢n)=


• − 1 si Ψξ(s) ≤ 0,
• θ si Ψξ(s) = θ + 1,
• un ordinal impair de Ψξ(s) tel que la suite (Ψξ(s⌢n))n soit cofinale
dans Ψξ(s) et strictement croissante si Ψξ(s) est limite non nul.
On de´finit alors des arbres : Tξ := {s ∈ ω<ω / Ψξ(s) 6= −1} et T ′ξ :={s ∈ Tξ / Ψξ(s) 6= 0}. Ces
arbres sont bien suˆr bien fonde´s, et la hauteur de Tξ (resp. T ′ξ) est 1 + ξ (resp. ξ).
• Soient (As)s∈Tξ , (Bs)s∈Tξ , Z et T des ensembles, avec As×Bs ⊆ Z×T ou As ×Bs ⊆ T × Z, et
fs :As→Bs des fonctions. On note Bp :=
⋃
s∈Tξ, |s| paire G(fs) et Bi :=
⋃
s∈Tξ, |s| impaire G(fs).
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De´finitions 2.17 (1) On dit que (Z, T, (fs)s∈Tξ) est une situation ge´ne´rale si
(a) Z et T sont des espaces polonais parfaits de dimension 0.
(b) Les fs sont des fonctions continues et ouvertes de domaine ouvert-ferme´ non vide de Z et d’image
ouverte-ferme´e de T , ou de domaine ouvert-ferme´ non vide de T et d’image ouverte-ferme´e de Z .
(c) La suite (G(fs⌢n))n converge vers G(fs) si s ∈ T ′ξ.
(d) Bp = Bp ∪disj. Bi si ξ est pair, et Bi = Bp ∪disj. Bi si ξ est impair.
(2) On dit que (Z, (fs)s∈Tξ) est une bonne situation si
(a) Z est un ferme´ parfait non vide de ωω.
(b) fs est un home´omorphisme de domaine et d’image ouverts-ferme´s non vides de Z , et les graphes
des fs sont deux a` deux disjoints. De plus, α ≤lex fs(α) si α ∈ As.
(c) La suite (Gr(fs⌢n))n converge vers Gr(fs) si s ∈ T ′ξ, et f∅ = IdZ .
(d) Bp = Bp ∪ Bi si ξ est pair, et Bi = Bp ∪ Bi si ξ est impair. De plus,
⋃
s∈Tξ, |s|<m
Gr(fs) est
ferme´ dans Z × Z pour tout entier m.
Il est de´montre´ le the´ore`me suivant dans [Le2] (cf the´ore`me 2.3) :
The´ore`me 2.18 Soit ξ un ordinal de´nombrable.
(1) Si ξ est pair non nul, soient X et Y des espaces polonais, et A un bore´lien pot(Σ03) et pot(Π03) de
X × Y . Les conditions suivantes sont e´quivalentes :
(a) Le bore´lien A n’est pas potentiellement Dξ(Σ01).
(b) Il existe une situation ge´ne´rale (Z, T, (gs)s∈Tξ) et u : Z → X, v : T → Y injectives continues
telles que Bp ∩ (u× v)−1(A) = Bp.
(2) Si ξ est impair, soient X et Y des espaces polonais, et A un bore´lien pot(Σ03) et pot(Π03) de
X × Y . Les conditions suivantes sont e´quivalentes :
(a) Le bore´lien A n’est pas potentiellement Dˇξ(Σ01).
(b) Il existe une situation ge´ne´rale (Z, T, (gs)s∈Tξ) et u : Z → X, v : T → Y injectives continues
telles que Bi ∩ (u× v)−1(A) = Bi.
Notations. Soit (ωω, (fs)s∈Tξ) une bonne situation. On de´finit une relation R sur ω<ω comme en 2 :
sR t ⇔ |s| = |t| et (Ns ×Nt) ∩

 ⋃
w∈Tξ
Gr(fw)

 6= ∅.
• Si sR t, on pose
m(s, t) := min{m ∈ ω / ∃ w ∈ Tξ |w| = m et (Ns ×Nt) ∩ Gr(fw) 6= ∅}.
27
• On pose ensuite
As :=
{
α ∈ ωω / ∀ i
≤|s|
≥1 α(N(s⌈i)) = 1
}
Bs :=


α ∈ ωω / ∃ z ∈ ωN(s)+1


∀ i
≤|s|
≥1 z(N(s⌈i)) = 1 et ∀ p ≤ N(s)
α(p) =


N(z⌈(p + 1)) si ∃ i≤|s|≥1 p = N(s⌈i),
z(p) sinon.


fs :


As → Bs
α 7→


ω → ω
p 7→


N(α⌈(p + 1)) si ∃ i
≤|s|
≥1 p = N(s⌈i),
α(p) sinon.
• Enfin, on pose
An :=
{
{1} si n = 0 ou n /∈ Im(N),
{1} ∪ {N(s⌢1) / s ∈ Πi<n Ai et ∀ 0 < i < |N−1(n)| s(N(N−1(n)⌈i)) = 1} sinon,
Z0 := Πn∈ω An.
Alors on voit facilement par re´currence queAn est fini et a au moins deux e´le´ments si n∈ Im(N)\{0},
de sorte que Z0, muni de la topologie induite par celle de ωω, est home´omorphe a` 2ω , comme compact
me´trisable parfait de dimension 0 non vide. Il est clair que si α ∈ Z0 et α ∈ As, alors fs(α) ∈ Z0,
de sorte qu’on peut remplacer ωω par Z0 dans la de´finition de fs. On note encore fs cette nouvelle
fonction, le contexte pre´cisant si on travaille dans ωω ou dans Z0.
The´ore`me 2.19 (1) Le couple (ωω, (fs)s∈Tξ) est une bonne situation. De plus,
(a) Les classes d’e´quivalence de E sont finies.
(b) Si c est une T -chaıˆne telle que |c| ≥ 3, c(0) = c(|c| − 1), et c(i) 6= c(i + 1) si i < |c| − 1, alors
il existe i < |c| − 2 tel que c(i) = c(i + 2).
(2) Le couple (Z0, (fs)s∈Tξ) est une bonne situation.
De´monstration. Les ensembles As et Bs sont des ouverts-ferme´s de ωω , clairement. On a que fs est
de´finie et bijective, et que Bs 6= ∅ si As 6= ∅. Mais As 6= ∅, clairement. Les proprie´te´s topologiques
de fs sont claires. Si s et t sont deux suites distinctes de ω<ω, il y a deux cas. Ou bien par exemple s
de´bute t et Gr(fs)∩Gr(ft) = ∅. Ou bien il existe i < min(|s|, |t|) minimal tel que s(i) 6= t(i) ; dans
ce cas, fs(α)(N [s⌈(i + 1)]) est diffe´rent de α(N [s⌈(i + 1)]) alors que ft(α)(N [s⌈(i + 1)]) est e´gal
a` α(N [s⌈(i + 1)]), par injectivite´ de N . D’ou` Gr(fs) ∩ Gr(ft) = ∅ et la condition (b) d’une bonne
situation, puisqu’on a bien suˆr α ≤lex fs(α) si α ∈ As. Par ailleurs, la condition (a) d’une bonne
situation est clairement ve´rifie´e. Comme fs(α) ∈ Z0 si α ∈ Z0 ∩As, ces conditions (a) et (b) valent
e´galement dans le cas (2).
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• Soit s ∈ T ′ξ , (α, β) ∈ ωω × ωω tels que ∀ n ∈ ω (α, β) /∈ Gr(fs⌢n), et (α, β) = lim
k→∞
(αk, βk),
ou` βk = fs⌢nk(αk). Alors on peut supposer que la suite d’entiers (nk)k tend vers l’infini, pour
voir que β = fs(α). Comme αk ∈ As, α ∈ As. Soit p ∈ ω ; alors on trouve un rang k(p)
tel que si k ≥ k(p), fs⌢nk(αk)(p) = fs(αk)(p). Ce qui montre que β(p) = fs(α)(p). D’ou`⋃
n∈ω Gr(fs⌢n) \ (
⋃
n∈ω Gr(fs⌢n)) ⊆ Gr(fs).
Re´ciproquement, si β = fs(α), ∀ n ∈ ω (α, β) /∈ Gr(fs⌢n) et α ∈ As. Posons
αn := α⌈N(s
⌢n)⌢1ω.
On a αn ∈ As⌢n, puisque le fait d’eˆtre dans As ne de´pend que des N(s) + 1 premie`res coordonne´es
et que N(s) < N(s⌢n). On a alors, puisque N(s⌢n) tend vers l’infini avec n, que fs⌢n(αn)
tend vers β. En effet, pour n suffisamment grand, on a fs⌢n(αn)(p) = fs(αn)(p) = fs(α)(p). D’ou`
(α, β) ∈
⋃
n∈ω Gr(fs⌢n), puisque (αn) tend vers α. Ceci montre que la suite (fs)s∈Tξ ve´rifie la
condition (c) d’une bonne situation (dans les cas (1) et (2)).
• Montrons que
⋃
s∈Tξ, |s|<m
Gr(fs) est ferme´ dans ωω × ωω si m est entier. Soit donc (α, β) dans
ωω × ωω tel que (α, β) = lim
k→∞
(αk, βk), ou` βk = fsk(αk), avec |sk| < m. Alors on peut supposer
que sk est de la forme s⌢n⌢k uk, avec (nk)k strictement croissante vers l’infini. On montre alors
comme pre´ce´demment que β = fs(α). D’ou` le re´sultat.
Montrons maintenant que
⋃
s∈Tξ
Gr(fs) est ferme´ dans ωω ×ωω . Soit donc (α, β) dans ωω ×ωω
tel que (α, β) = lim
k→∞
(αk, βk), ou` βk = fsk(αk). Par ce qui pre´ce`de, on peut supposer que la suite
(|sk|)k croıˆt strictement vers l’infini. Alors il existe un entier p tel que {sk(p) / k ∈ ω} soit infini.
En effet, si tel n’e´tait pas le cas, {s ∈ Tξ / ∃ k ∈ ω s ≺ sk} serait un sous-arbre infini de Tξ , a`
branchements finis, donc il aurait une branche infinie par le lemme de Ko¨nig. Mais ceci contredit la
bonne fondation de Tξ . On peut donc supposer qu’il existe une suite s telle que |s| = p, s ≺ sk et
(sk(p))k tende vers l’infini. On en de´duit comme avant que β = fs(α). D’ou` le re´sultat. Bien suˆr,
ceci vaut e´galement dans Z0 × Z0.
• On a donc Bp ⊆
⋃
s∈Tξ
Gr(fs) = Bp ∪ Bi. Il reste a` voir que Bi ⊆ Bp pour avoir (d), dans le cas
ou` ξ est pair. Soit donc s ∈ Tξ de longueur impaire. Comme s ∈ T ′ξ , on a la conclusion en utilisant
la condition (c). On raisonne de manie`re analogue si ξ est impair. On a donc montre´ que les couples
nous inte´ressant sont des bonnes situations.
Les conditions (a) et (b) de (1) se montrent comme en 2.7, a` ceci pre`s que E(s0(0)) = {s0(0)}
vaut dans tous les cas, et que l’injectivite´ de N nous fournit c(i1 + 1) = c(i2 − 1). 
The´ore`me 2.20 Soit ξ un ordinal de´nombrable pair et (Z, T, (f˜s)s∈Tξ) une situation ge´ne´rale. Alors
il existe u : ωω → Z et v : ωω → T continues telles que Bp ∩ (u× v)−1(B˜p) = Bp.
29
De´monstration. Elle est calque´e sur celle du the´ore`me 2.8. On construit des suites (Us)s∈ω<ω et
(Vs)s∈ω<ω d’ouverts, ainsi que Φ a` valeurs Tξ ve´rifiant les conditions (i), (ii), et
(iii) s R t ⇒


|w(s, t)| a meˆme parite´ que et vaut au plus m(s, t)
Vt = f˜w(s,t)[Us] si A˜w(s,t) ⊆ Z
Us = f˜w(s,t)[Vt] si A˜w(s,t) ⊆ T
On montre que si (α, β) est dans Bp (resp. Bi), alors (u(α), v(β)) est dans B˜p (resp. B˜i). Soit donc
w ∈ Tξ tel que (α, β) ∈ Gr(fw) ; alors |w| est paire (resp. impaire), et on peut trouver un entier m0
tel que l’on ait (Nα⌈m0 ×Nβ⌈m0) ∩
⋃
s∈Tξ, |s|<|w|
Gr(fs) = ∅. Par (iii),
m(s, t) = m(α⌈m0, β⌈m0) = |w|
et |Φ(s, t)| ont meˆme parite´. Comme |w| est paire (resp. impaire), |Φ(s, t)| aussi. On a alors que
(u(α), v(β)) est dans G(f˜Φ(s,t)) ⊆ B˜p (resp. B˜i).
La suite de la preuve est identique a` celle du the´ore`me 2.8, le cas 2 non compris, a` ceci pre`s que
le premier aline´a de la condition (3) devient
|w(k, l)| a meˆme parite´ que et vaut au plus m(zφ−1(k), zφ−1(l)).
Cas 2. o = p+ 1.
2.1. zφ−1(m) R zφ−1(n).
Soit w ∈ Tξ tel que (Nzφ−1(m)⌈p ×Nzφ−1(n)⌈p) ∩ Gr(fw) 6= ∅. On peut supposer que
|w| = m(zφ−1(m)⌈p, zφ−1(n)⌈p).
Par (iii), |w(zφ−1(m)⌈p, zφ−1(n)⌈p)| et |w| ont meˆme parite´ et |w(zφ−1(m)⌈p, zφ−1(n)⌈p)| ≤ |w|. Il y a
deux cas.
2.1.1. A˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
⊆ Z .
Par la condition (3), on a
Vz
φ−1(n)⌈p
= f˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
[Uz
φ−1(m)⌈p
].
On en de´duit que (Un−1z
φ−1(m)
× Vz
φ−1(n)⌈p
) ∩G(f˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
) 6= ∅. Comme on a
G(f˜s) =
⋃
n∈ω
G(f˜s⌢n) \
(⋃
n∈ω
G(f˜s⌢n)
)
si s ∈ T ′ξ, on peut trouver t ∈ ω<ω lexicographiquement minimale telle que
(Un−1z
φ−1(m)
× Vz
φ−1(n)⌈p
) ∩G(f˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
⌢t) 6= ∅,
et aussi telle que |w(zφ−1(m)⌈p, zφ−1(n)⌈p)⌢t| soit de meˆme parite´ que et vaille au plus
m(zφ−1(m), zφ−1(n)).
On pose alors Φ(zφ−1(m), zφ−1(n)) := w(zφ−1(m)⌈p, zφ−1(n)⌈p)⌢t. Il y a alors 2 cas.
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2.1.1.1. A˜w(m,n) ⊆ Z .
2.1.1.1.1. A˜∅ ⊆ Z .
On a alors Uz
φ−1(n)⌈p
∩ f˜−1∅ (f˜w(m,n)[U
n−1
z
φ−1(m)
∩ A˜w(m,n)]) 6= ∅, et on raisonne comme en 1.1.1.
2.1.1.1.2. A˜∅ ⊆ T .
On a alors f˜w(m,n)[Un−1z
φ−1(m)
∩ A˜w(m,n)] ∩ f˜
−1
∅ (Uzφ−1(n)⌈p) 6= ∅, et on raisonne comme en 1.1.2.
2.1.1.2. A˜w(m,n) ⊆ T .
2.1.1.2.1. A˜∅ ⊆ Z .
On a alors Uz
φ−1(n)⌈p
∩ f˜−1∅ (f˜
−1
w(m,n)(U
n−1
z
φ−1(m)
)) 6= ∅, et on raisonne comme en 1.2.1.
2.1.1.2.2. A˜∅ ⊆ T .
On a alors f˜−1
w(m,n)(U
n−1
z
φ−1(m)
) ∩ f˜−1∅ (Uzφ−1(n)⌈p) 6= ∅, et on raisonne comme en 1.2.2.
2.1.2. A˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
⊆ T .
Par la condition (3), on a Uz
φ−1(m)⌈p
= f˜w(z
φ−1(m)⌈p,zφ−1(n)⌈p)
[Vz
φ−1(n)⌈p
]. On conclut alors
comme en 2.1.1.
2.2. zφ−1(n) R zφ−1(m).
On raisonne comme en 2.1 : il y a deux cas.
2.2.1. A˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
⊆ Z .
Par la condition (3), on a Vz
φ−1(m)⌈p
= f˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
[Uz
φ−1(n)⌈p
]. On en de´duit que
(Uz
φ−1(n)⌈p
× V n−1z
φ−1(m)
) ∩G(f˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
) 6= ∅. Comme
G(f˜s) =
⋃
n∈ω
G(f˜s⌢n) \
(⋃
n∈ω
G(f˜s⌢n)
)
si s ∈ T ′ξ, on peut trouver t′ ∈ ω<ω lexicographiquement minimale telle que
(Uz
φ−1(n)⌈p
×V n−1z
φ−1(m)
)∩G(f˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
⌢t′) 6=∅,
et aussi telle que |w(zφ−1(n)⌈p, zφ−1(m)⌈p)⌢t′| soit de meˆme parite´ que et vaille au plus
m(zφ−1(n), zφ−1(m)).
On pose alors Φ(zφ−1(n), zφ−1(m)) := w(zφ−1(n)⌈p, zφ−1(m)⌈p)⌢t′. Il y a alors 2 cas.
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2.2.1.1. A˜w(n,m) ⊆ Z .
2.2.1.1.1. A˜∅ ⊆ Z .
On a alors Uz
φ−1(n)⌈p
∩ f˜−1
w(n,m)(V
n−1
z
φ−1(m)
) 6= ∅, et on raisonne comme en 1.3.1.
2.2.1.1.2. A˜∅ ⊆ T .
On a alors f˜−1∅ (f˜
−1
w(n,m)(V
n−1
z
φ−1(m)
)) ∩ Vz
φ−1(n)⌈p
6= ∅, et on raisonne comme en 1.3.2.
2.2.1.2. A˜w(n,m) ⊆ T .
2.2.1.2.1. A˜∅ ⊆ Z .
On a alors f˜w(n,m)[V n−1z
φ−1(m)
∩ A˜w(n,m)] 6= ∅, et on raisonne comme en 1.4.1.
2.2.1.2.2. A˜∅ ⊆ T .
On a alors f˜−1∅ (f˜w(n,m)[V
n−1
z
φ−1(m)
∩ A˜w(n,m)]) ∩ Vz
φ−1(n)⌈p
6= ∅, et on raisonne comme en 1.4.2.
2.2.2. A˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
⊆ T .
Par la condition (3), on a Uz
φ−1(n)⌈p
= f˜w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
[Vz
φ−1(m)⌈p
]. On conclut alors
comme en 2.2.1. 
The´ore`me 2.21 Soit ξ un ordinal de´nombrable.
(1) Si ξ est pair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dξ(Σ01)).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que Aξ ∩ (u× v)−1(A) = Aξ .
(2) Si ξ est impair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dˇξ(Σ01)).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que Aξ ∩ (u× v)−1(A) = Aξ .
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De´monstration. Soit Φ : 2ω → Z0 un home´omorphisme. On montre le the´ore`me dans le cas ou` ξ est
pair, l’autre cas e´tant analogue. On pose
Aξ := (Φ× Φ)
−1(Bp).
• Si ξ = 0, Bp = Bp. Si A est non vide, soit (x, y) ∈ A, et u (resp. v) l’application constante
identique a` x (resp. y). Alors u et v sont continues, et A0 = A0 ⊆ (u × v)−1(A). Re´ciproquement,
A0 ⊆ (u× v)
−1(A), donc A est non vide et A /∈ D0(Σ01). Dans la suite, on supposera donc ξ 6= 0.
• Appliquons le the´ore`me 3.2 a` X = Y = 2ω , A = Aξ , Z = T = Z0, et u = v = Φ−1. Ce the´ore`me
s’applique car
- Aξ a ses coupes de´nombrables, donc est pot(Σ03) et pot(Π03).
- (Z0, (fs)s∈Tξ) est une bonne situation (par 3.3), donc (Z0, Z0, (fs)s∈Tξ) est une situation ge´ne´rale.
- Bp = (u× v)
−1(Aξ) = (u× v)
−1(Aξ) ∩Bp.
On a alors que Aξ n’est pas pot(Dξ(Σ01)), ce qui montre que (b) implique (a) (la parite´ de ξ fait
que la classe Dξ(Σ01) est stable par intersection avec les ferme´s).
• Re´ciproquement, si A n’est pas potentiellement Dξ(Σ01), le the´ore`me 3.2 nous fournit une situation
ge´ne´rale (Z, T, (f˜s)s∈Tξ) et des injections continues u˜ : Z → X et v˜ : T → Y telles que
B˜p ∩ (u˜× v˜)
−1(A) = B˜p.
Le the´ore`me 3.4 nous fournit des fonctions continues u′ : ωω → Z et v′ : ωω → T telles que
Bp ∩ (u
′ × v′)−1(B˜p) = Bp.
Soit Ψ : Z0 → ωω l’injection canonique. On pose
u := u˜ ◦ u′ ◦ Ψ ◦ Φ, v := v˜ ◦ v′ ◦ Ψ ◦ Φ.
Alors u et v sont clairement continues, et on a clairement Aξ ⊆ (u× v)−1(A). Si (α, β) ∈ Aξ \ Aξ ,
(Φ(α),Φ(β)) ∈ Bp \Bp = Bi, donc (u′ ◦ Ψ ◦ Φ(α), v′ ◦ Ψ ◦ Φ(β)) ∈ B˜i ⊆ B˜p, et (u(α), v(β))
n’est pas dans A. 
Remarques. (a) L’e´nonce´ de ce the´ore`me fournit un exemple de test Aξ dans 2ω×2ω ; mais la preuve
nous donne aussi un test dans Z0 × Z0, et un autre dans ωω × ωω.
(b) Le the´ore`me 3.5 fournit une caracte´risation des ensembles non potentiellement Dξ(Σ01) pour ξ
pair, et non potentiellement Dˇξ(Σ01) pour ξ impair. Mais un simple passage au comple´mentaire nous
fournit une caracte´risation des ensembles non potentiellement Dˇξ(Σ01) pour ξ pair, et non potentielle-
ment Dξ(Σ01) pour ξ impair :
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The´ore`me 2.22 Soit ξ un ordinal de´nombrable.
(1) Si ξ est pair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dˇξ(Σ01)).
(b) Il existe u : 2ω → X et v : 2ω → Y continues telles que Aξ ∩ (u× v)−1(A) = Aξ \Aξ .
(2) Si ξ est impair, il existe un bore´lien Aξ de 2ω × 2ω tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y qui est pot(Σ03) et pot(Π03), on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Dξ(Σ01)).
(b) Il existe u : 2ω → X et v : 2ω → Y continues telles que Aξ ∩ (u× v)−1(A) = Aξ \Aξ .
En fait, on a Aξ \ Aξ = (Φ × Φ)−1(Bi) si ξ est pair ; si ξ est impair, on a Aξ = (Φ × Φ)−1(Bi)
et Aξ \ Aξ = (Φ× Φ)−1(Bp).
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