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Abstract:
Personalized assistance systems (PAS) provide real-time assistance tailored to individual users to improve efficiency
in the workplace. PAS communicate dynamically with users through wearable computing devices. To deliver such
personalized assistance, PAS need personal data from the individuals who wear them. However, concerns over data
protection and security can negatively influence the extent to which users accept personalized assistance systems. The
key aspects in this regard that the literature currently lacks include data protection law and the employee perspective.
Hence, we develop seven design principles for PAS that respect user privacy through employee-determined approaches
to data collection and use. We developed the principles based on a systematic literature review, user personas, privacy
control, and European Union legal requirements for privacy by design and privacy by default. Our design principles,
which we evaluated in a focus group and an expert workshop, provide a framework to help practitioners and software
developers mitigate adoption barriers due to privacy concerns. Our study also contributes to the theoretical discussion
of current developments in personalized assistance in the workplace by providing a new perspective on ensuring
employees accept the required data collection and use.
Keywords: Personalized Assistance Systems, Design Principles, Employee-determined Data, Privacy Control, Privacy
by Design, Privacy by Default
Jia Shen was the accepting senior editor for this paper.
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Introduction

The need for assistance systems in the workplace has grown significantly (Ulmer et al., 2020). According
to an Allied Market Research study from 2021, the global market for industrial wearables––the devices on
which an assistance system runs––will grow by 12.4 percent annually by 2027, and the market size from
US$3.79 billion in 2019 to $8.4 billion by 2027 (Savekar, 2021). Assistance systems refer to software
programs that provide assistance through pre-defined work tasks, which can improve employee safety and
efficiency and enable instant communication in the workplace (Awolusi et al., 2019; Svertoka et al., 2021).
However, as employees usually have different skills and qualifications, they do not need the same type and
amount of assistance. Thus, to fully exploit an assistance system’s potential, the next logical step is to
personalize the system. Personalization enables an assistance system to adapt to an employee’s
knowledge with respect to a specific task and to help the employee with individual decisions or specific
problems (Gil et al., 2017).
Hence, personalized assistance systems (PAS) offer new and unexplored opportunities to foster
communication between workers and their environment (Maltseva, 2020). They can increase operational
efficiency via features such as hands-free work and instant instructions. Organizations can use the
generated data to optimize business processes and lower downtime. Additionally, a PAS can increase
workplace safety by guiding workers through complicated situations and enabling instant communication
(Awolusi et al., 2019; Svertoka et al., 2021). Using personal data, such as an employee’s movements and
body functions, photos, videos, and sound recordings from their immediate environment, PAS can even
provide real-time support tailored to a specific employee and dynamically adapt to their continuously
accumulating knowledge (Kalantari, 2017).
However, organizations must overcome several obstacles to integrate PAS into the workplace. For example,
employees may respond negatively to PAS if an organization makes using them mandatory (Lapointe &
Rivard, 2005; Laumer et al., 2016), leading to further problems. Hence, organizations might not use PAS to
their full potential, or employees might feel less satisfied with their job (Hwang et al., 2016). Additionally,
different positions in a company, even different employees with the same job, have different user
requirements. Therefore, organizations should take heterogeneous user requirements and preferences into
account to integrate PAS successfully. Finally, employees’ concerns over data protection and data security
can negatively influence PAS adoption and use (Xu et al., 2011; Kalantari, 2017). Therefore, we think that
organizations should adopt an employee-centered approach to prevent issues from arising when they
introduce PAS and to prioritize users’ requirements. Furthermore, when organizations implement PAS in
the workplace, they must follow national employee data-protection laws (e.g., the General Data Protection
Regulation (GDPR) in Europe). Due to the European setting in which we conducted this study, we operate
in the GDPR’s legal framework to ensure legally compliant data collection and use. As GDPR regulations
focus on employees, extending these legally binding guidelines through additional employee-centered
design principles is in employees’ best interests.
Prior research shows that employees are more likely to accept assistance systems if they have control over
their data’s collection and use, which the privacy control concept reflects (Tucker, 2014; Martin et al., 2017).
In 2017, by focusing on GDPR, Berkemeier et al. (2017) developed the first set of requirements for smart
glasses-based information systems in a work context. Although prior studies have referred to general design
guidelines for wearables (Wentzel et al., 2016; Sethumadhavan, 2017), investigated the adoption of
wearable technology in a working context (Buenaflor & Kim, 2013; Choi et al., 2017; Jacobs et al., 2019;
Spil et al., 2019), and even discussed the relevance of data protection for assistance systems in general
(Lee et al., 2018; Klapper et al., 2020), none of them have so far considered personalization features.
Moreover, current guidelines for designing PAS fail to consider either legal requirements or users’
heterogeneous requirements for appropriately handling personal data—a need that has increased as
organizations have increasingly adopted flexible working. Although numerous authors have noted as much
some extent, they have not yet fully formulated requirements for PAS and completely closed the gap. On
the one hand, studies have considered the digital assistance system context and its associated humancomputer interaction (HCI) and ethical aspects alongside purely technical requirements (Benke et al., 2020)
but left out data-protection aspects. On the other hand, studies have explored digital assistance systems in
a work context and even addressed GDPR (Berkemeier et al., 2017) but have not considered users’
heterogeneous requirements. In particular, the data protection aspect and associated legal framework
required for compliance with the GDPR has not been sufficiently addressed in other studies (Luse &
Burkman, 2020; Mettler & Wulf, 2019; Psychoula et al., 2020). Where studies have made a connection to
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GDPR, they have not done so in a work-related context (Ioannidou & Sklavos, 2021; Ziccardi, 2020). To
clarify our contribution’s unique nature, we summarize these studies’ features and highlight the differences
between their contributions and our study in Appendix A.
Against this background, in this study, we focused on developing PAS that respect privacy by considering
GDPR and employees’ heterogeneous requirements. To that end, we developed design principles that
specify how one should design an artifact (Chandra et al., 2015). Design principles refer to “statements that
guide or constrain actions, are prescriptive in nature, constitute and are an appropriate way to communicate
findings to both technology-oriented and management-oriented audiences” (Seidel et al., 2018, p. 225). The
resulting design principles should provide guidance for researchers and practitioners that design PAS. They
specifically focus on mechanisms for employee-determined data collection and use, which, in turn, should
help users accept PAS. To the best of our knowledge, our study constitutes the first work that
comprehensively compiles design principles for PAS that also cover the criteria relevant to data protection.
Our study contributes to research by providing a first set of universally applicable and empirically grounded
design principles for PAS in a workplace context that consider both employees’ personal requirements and
data-protection laws.
To develop these design principles, we applied a three-step qualitative research process that included
multiple methods. First, to identify the requirements for the design principles, we analyzed the literature on
technology acceptance and, specifically, on assistance systems; clarified the legal requirements; and
conducted a paper-and-pencil survey with representatives of two companies to identify heterogeneous user
requirements and preferences. Second, we derived affordances and material properties from these
requirements to formulate the design principles. Third, we conducted a focus group discussion and an expert
workshop to evaluate the design principles.
We structure this paper as follows: in Section 2, we review the research background and focus on the PAS
environment’s key economic and legal aspects. In Section 3, we develop and evaluate design principles for
employee-determined data collection and PAS use through a three-step research process. In Section 4, we
discuss and summarize the results. Finally, in Section 5, we conclude the paper.

2
2.1

Research Background
Personalized Assistance Systems

An assistance system is an interactive communication and information technology that connects humans
and machines (Mewes et al., 2020). The machine appears as a mobile or body-worn device that ideally
does not impair a user’s attention or flexibility (Kasselmann & Willeke, 2016; Niehaus, 2017; Mewes et al.,
2020). Examples include smart watches, data glasses, head-mounted displays and headsets, handheld
scanners, wristbands with radio-frequency identification (RFID) functionality, tablets, or smartphones
(Kasselmann & Willeke, 2016; Niehaus, 2017). In an industrial context, assistance systems provide
employees with computer-based support for their tasks, such as providing work-related information,
decision support, and instructions that can also advance their skills (Kasselmann & Willeke, 2016; Niehaus,
2017; Mewes et al., 2020). Assistance systems’ personalized features allow individuals to tailor their
functions and services. Such systems offer and present these functions and services in such a way that
they consider individuals’ preferences, interests (e.g., individual settings for notifications or displays),
behavior, expertise level (e.g., entry-level worker with a need for more support and guidance in comparison
to an experienced one), and tasks (Göker & Myrhaug, 2002).
As of 2022, the academic literature does not clearly define PAS. However, based on how existing studies
have defined (digital) assistance systems (Kasselmann & Willeke, 2016; Niehaus, 2017; Böckelmann &
Minow, 2018; Mewes et al., 2020) and personalization (for an overview, see Adomavicius & Tuzhilin, 2005),
we define a PAS as an information technology system that provides users with computer-based and
individualized support when performing work tasks. An assistance system adapts the support it offers and
presents to specific tasks and situations and to individuals’ preferences, interests, behaviors, and expertise
(Perugini & Ramakrishnan, 2003). To do so, it retrieves, processes, and transmits user inputs and data from
various systems in real time (Kasselmann & Willeke, 2016; Niehaus, 2017; Mewes et al., 2020). The
communication between user and device can be visual, acoustic, or haptic (Kasselmann & Willeke, 2016;
Mewes et al., 2020).
When developing design principles for PAS that respect privacy, we need to consider the following two
dimensions that have a decisive influence on the design process: 1) the business environment at the micro
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level and 2) the legal environment at the macro level. In the business environment, PAS must not only
address employees’ privacy concerns but also respect their heterogeneous privacy preferences and
requirements. The business environment directly connects to the legal environment and its respective dataprotection regulations (in our case, the GDPR). These key determinants and their interrelationship constitute
our research framework (see Figure 1).

Figure 1. Research Framework

2.2

Business Environment: Privacy Concerns and Preferences Heterogeneity

To a certain extent, providing personalized assistance requires data related to individuals as a basic
requirement. The need to disclose personal data, however, can increase privacy concerns among
employees, which, in turn, can reduce the extent to which they accept PAS adoption and use (Xu et al.,
2011; Kalantari, 2017). Thus far, researchers predominantly in digital marketing have investigated privacy
concerns and acceptance in connection with PAS and largely adopted a consumer perspective (Bélanger
& Crossler, 2001; Bleier & Eisenbeiss, 2015). Findings from digital marketing indicate that one can
significantly reduce privacy concerns by applying the so-called privacy control concept (i.e., giving users
individual control over how others use data that relates to them) (Martin et al., 2017). For example, Tucker
(2014) found that individuals who felt more in control over their personal data were more willing to accept
tracking cookies and, thus, personalized advertising. Consequently, by integrating privacy control aspects
from the user's perspective, PAS can not only minimize privacy concerns but also increase the extent to
which they accept employee-determined data collection and use for providing personalized support.
As we note above, users tend to exhibit heterogeneity to a certain degree in their preferences for privacy
control. While one employee may prefer to disclose as little data as possible, another may take a more
relaxed attitude towards data privacy and care less about data minimization. Therefore, we gathered and
analyzed opinions from different employees to reflect this heterogeneity in our study.

2.3

Legal Environment: General Data Protection Regulation

To establish PAS and ensure they succeed in the long term, organizations need to not only gain acceptance
from employees but also ensure legal compliance and, above all, ensure they handle employee data in a
data-protection compliant manner. In contrast to consumers, employees in particular, need protection due
to their (usually more long-term) ties to their employer. Therefore, a system’s design must consider dataprotection (and, in particular, employee data-protection) laws. In 2018, the General Data Protection
Regulation (GDPR) became the legal framework for data protection and privacy in the European Union (EU)
and the European Economic Area (EEA). The process of individual data release must meet the
requirements for effective consent under data protection law. Particular attention must be paid to the
voluntary and informed nature of the consent (principle of lawfulness, fairness, transparency principle
(Article 5(1) lit. a GDPR). Organizations must ensure that no one can use the data in their systems for
performance and behavior monitoring or for various other purposes (purpose limitation principle; Article 5(1)
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lit. b GDPR). Organizations must implement these and other data-protection principles, such as data
minimization, accuracy, or storage limitation (Article 5(1) GDPR), and enforce them through appropriate
technology design and default settings (Article 25 GDPR).
Privacy by design means that the data controller takes appropriate technical and organizational measures,
such as pseudonymization, to implement these data-protection principles and to incorporate necessary
safeguards in data processing (Article 25(1) GDPR). This essential GDPR requirement protects data
subjects’ rights. Privacy by default means that the controller implements appropriate technical and
organizational measures to ensure that, by default, data-processing activities use only the necessary
personal data that each specific purpose requires (Article 25(2) GDPR).
We acknowledge that the GDPR does not apply to companies outside the EU and the EEA. However, to
reach the highest acceptance level and guarantee user data safety, non-EU companies might want to follow
them regardless.

2.4

Design Principles

The environmental aspects of our research framework generate various requirements concerning PAS
features that design principles can capture. Design principles have become a popular way to provide
practical guidance for designing, developing, and using information systems and appropriate solutions
(Gregor et al., 2020). Chandra et al. (2015) highlighted three important reasons for developing and using
design principles: 1) they serve to capture and communicate design knowledge; 2) they enable one to
abstract away from singular settings and, thus, to generalize prescriptive knowledge; and 3) they constitute
one step in the process to develop more comprehensive bodies of knowledge.
A design principle refers to “a statement that prescribes what and how to build an artifact to achieve a
predefined design goal” (Chandra et al., 2015, p. 4040). In this sense, design principles concern a class of
information systems that “encompass knowledge about creating other instances that belong to this class”
(Sein et al., 2011, p. 45). Since design principles consider not only technical functionalities but also aspects
of use and legal frameworks, they can also make design-relevant regulations explicit (Chandra et al., 2015).
According to Seidel et al. (2018), design principles comprise three aspects at their core: 1) affordances, 2)
material properties, and 3) boundary conditions. Affordances describe a user’s needs or desires and, thus,
their action possibilities. A system’s material properties allow users to enact the affordances. Boundary
conditions serve to show the limits (especially with regard to generalizability).
Design principles can address technology-oriented and management-oriented target groups (Hevner et al.,
2004). For example, they can help one create practice-suitable IT artifacts because they combine
descriptive, explanatory, and predictive knowledge (Chandra et al., 2015). In this context, Gregor et al.
(2020) mention the requirement that design principles should consider human actors’ roles (which include
both implementers’ and users’ perspectives). Furthermore, to ensure their usefulness, one should formulate
design principles in such a way that people can easily understand them (Gregor et al., 2020).

3
3.1

Development
Overview of the Research Process

To develop a set of design principles for employee-determined data collection and use in PAS, we followed
a three-step empirical research methodology that included a qualitative, multi-method approach (see Figure
2), which various information systems studies have used to develop design principles (Ahmad et al., 2022;
Frische et al., 2021; Seidel et al., 2018). In addition, with this approach, we could reliably understand the
various requirements that users and regulations demand from PAS in depth.
In the first step, we identified the requirements for PAS. In the second step, we formulated the design
principles for PAS based on the affordances and material properties we derived from the requirements.
Using a focus group discussion and an expert workshop, we then evaluated the design principles in the
third step. We describe the three steps, research methods, and results next.
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Figure 2. Three-step Research Process

3.2

Step 1: Identification of Requirements

Identifying the requirements to develop our design principles involved three consecutive activities. We first
conducted a literature review before analyzing the legal aspects and conducting a survey to develop user
personas that reflect employees’ heterogeneity.

3.2.1

Literature Review

For our literature review, we followed the five-phase framework for IS literature reviews that vom Brocke et
al. (2009) proposed. In the first phase, we defined the review’s scope (e.g., by highlighting categories that
characterize the literature review) (Cooper, 1988). We conducted our literature review to summarize central
issues concerning the user-centric requirements for PAS, privacy control, privacy by design, and privacy by
default. The second phase involves conceptualizing the research topic, which means that one should
acquire broad knowledge and clarify what important constructs mean. To identify the key concepts, terms,
and synonyms used for the literature review, we analyzed relevant research on the topics of PAS, privacy
control, privacy by design, privacy by default, and design principles (see Section 2). We depict our literature
research process (i.e., the third phase) in Figure 3. We searched the Google Scholar and ScienceDirect
databases with keywords such as “privacy control”, “workplace privacy”, “employee privacy” and
“information privacy”. Additionally, we used these keywords in combination with the terms “review”, “meta”,
“organizational”, “personalized advertising”, “personalization”, “advertising”, “information systems”,
“digitals”, and “wearables”. We removed duplicates, inaccessible papers, and sources that did not contain
specific findings on user-centric requirements for data collection and use, particularly in the HCI, wearables,
or assistance systems areas. In addition, we sorted out literature that understood our keywords in a different
way, applied them in a different context, or did not provide empirical results. In total, we identified 23 relevant
studies.

Figure 3. Search Process of the Relevant Literature

We show the results from reviewing and synthesizing the literature (the fourth phase) in Table 1. In
particular, we show the derived user-centric requirements for PAS, which we used to derive material
properties and affordances to formulate design principles. We describe further research opportunities (i.e.,
the fifth phase) in Section 5.
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Table 1. User-centric Requirements for Personalized Assistance Systems
Reference
Allen et al. (2007)

Requirements
Users are more willing to disclose personal data if they see a benefit in personalizing the
system or storing the data.

Bandara et al. (2019)

Users who trust a personalized service provider are more likely to be positive about
personalization. Privacy and security concerns increase risk beliefs. Users want protection
against data misuse.

Bélanger & Crossler
(2011)

Users must perceive organizational policies or practices regarding data processing and
storage as fair. The perception that an organization adopts fair information practices can
increase users’ trust in a personalized service.

Berkemeier et al. (2017) Users want their personal data to be anonymized and pseudonymized.
Bleier & Eisenbeiss
(2015)

Users who trust a personalized service provider are more likely to be positive about
personalization. Providers can build trust through transparency about privacy policies. Users
perceive personalized services as effective when the personalization is appropriate.

Buchanan et al. (2013) Users often do not want organizations to collect and store location-tracking data.
Users who trust a personalized service provider are more likely to be positive about
Chellappa & Sin (2005) personalization. Users are more likely to use personalized services if they know their
benefits.

Culnan & Armstrong
(1999)

A provider can mitigate privacy concerns about personalization by providing explicit
disclosure to users about how it uses fair information practices. Users who perceive a
company that provides personalized services to engage in fair information practices can
increase the extent to which users trust them. Users are less likely to perceive personalized
services as invading their privacy if they feel that they can control how actors use the
information in the future.

Hui et al. (2007)

Related to privacy statements: the more personal information that one requests from users,
the less likely users are to disclose it.

Jacobs et al. (2019)

Users want to be involved and informed by their organizations in efforts to introduce
assistance systems. This involvement increases user acceptance of such systems and the
sharing of personal data.

Kolter & Pernul (2009)

To mitigate concerns that someone will identify them when they release their personal data,
users want pseudonymous personalization.

Landau (2015)

Users do not want their personal data to be used for any purpose other than the original one
without their consent.

Malhotra et al. (2004)
Maltseva (2020)
Merhar et al. (2018)

Personalized service users perceive existing procedural justice as fair when they have
control over their personal data.
Users are interested in enriching and expanding their (work) experience when using
assistance systems. Therefore, users want to be informed about the benefits and challenges
of (personalized) assistance systems.
The extent to which users accept personalized services increases when providers provide
safety features.

Rosenthal et al. (2019) Users who trust personalized service providers have fewer concerns about data privacy.
Schall et al. (2018)

An unbalanced cost/benefit ratio influences concerns to use assistance systems. Users
need to be informed about personalized technology’s benefits and potential.

Sethumadhavan (2017)

Users are more likely to trust assistance systems if organizations provide transparency
about how they collect and use personal data.

Shubina et al. (2019)

Users want providers to anonymize their data so that third parties cannot identify them.

Tucker (2014)

Users want control over what data is stored about them and what happens to that data.

White et al. (2008)
Xu et al. (2011)
Yildirim & Ali-Eldin
(2019)
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Legal Aspects

To ensure that one designs a PAS in compliance with data protection, one must implement GDPR
requirements for processing person-related data. As such, these principles constitute mandatory ones.
Therefore, in addition to the academic literature, we also considered GDPR requirements. Article 5 of the
GDPR contains the core of these requirements, which set out the principles for processing personal data.
The GDPR obliges the responsible party to design the processing and the implemented technology in such
a way that they comply with these principles (Articles 25 and 32). Furthermore, the GDPR assigns
individuals who use the assistance system various data subject rights (Articles 12 to 23), which the
responsible party must guarantee through the technical and organizational measures they implement
(Article 12). Furthermore, we added seven law articles that specify and explain various GDPR regulations.
We used these articles to derive requirements for employee-determined data collection and use in PAS
(see Table 2).
Table 2. User-centric Requirements for Personalized Assistance Systems
Reference
Herbst (2020)

Requirements
Data subjects shall be fully informed about the processing operations during the processing.

Riesenhuber (2020) Data subjects must give written or electronic consent.
Rost (2020)
Roßnagel (2019)
Schantz (2020)

Rost describes the standard data protection model with which the legal requirements for the
processing of personal data and the effectiveness of the implementation of data protection
measures can be put into a systematically verifiable relationship.
If personal data are not adequate for the purpose, not substantial and not limited to what it
needs for processing, an organization needs to conduct data minimization.
The controller must not only comply with Article 5(1) but also be able to demonstrate
compliance with it.

Schnebbe (2020a)

The authors discuss the relevant legal basis for implementing digital assistance systems in the
employee context.

Schnebbe (2020b)

When implementing digital assistance systems in a work context, organizations must consider
data-processing principles.

3.2.3

Persona Survey

While identifying requirements for PAS from the scientific literature, we found that studies tended to focus
on personalization aspects in the marketing context (e.g., personalized advertising or email communication)
(Tucker, 2014; Bleier & Eisenbeiss, 2015) but rarely in the digital or personalized assistance system context.
Moreover, because the scientific literature would likely not have covered all potential PAS users’
requirements, we conducted a survey in two companies to identify employee-centric requirements in a realworld setting, which informed our efforts to develop user personas. Personas describe hypothetical users
in a given context with their needs, goals, and tasks (Cooper, 1999). They represent a particularly relevant
and powerful technique in user-centric design that involves human-computer interactions to meet user
needs, expectations, goals, and concerns (Salminen et al., 2021).
We approached two team leaders in two companies we knew about through collaborative research. Both
had already begun implementing PAS and gaining initial experience with such systems. Company A
operated in the mechanical engineering area, employed more than 350 people, and had introduced
assistance systems in its maintenance service to make hands-free logging easier for technicians. Company
B operated in the production and assembly technology area, employed 30 people, and had introduced
assistance systems in its assembly process so that employees could receive assistance along the individual
steps of the process. We sent a paper-and-pencil survey to the team leader in each company and asked
them to fill it out. The team leader in company A led a team of 15 employees, while the team leader of
company B led a team of 11 employees.
The survey comprised a questionnaire with 36 open-ended questions (see Appendix B). The team leaders
had to answer all the questions from their perspective. The first part (questions 1-4) asked about the
significance of PAS in the company and about the user groups that used such systems. All further questions
concerned these user groups. The second part (questions 5-21) asked for information about the user
groups, such as demographics, background, expectations, and goals. The third part (questions 22-36)
gathered context-related data and included questions on challenges and solutions in using PAS in the
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workplace and what concerns and expectations individuals had related to employee-determined data
collection and use.
An early question in the persona survey asked the respondents to think about user groups that already
used, or would use, a PAS for their tasks, according to a chosen primary characteristic (e.g., work
experience or area, see question 4 in Appendix B). Both respondents mentioned three user groups working
in different areas. We assigned the six user groups to four personas based on their work objectives, their
willingness to use PAS, and the stated feelings that each user group had towards using such systems (see
Table 3). We called the four identified personas Alex, Billie, Chris, and Dale. Alex and Billie both had a
managerial position and shared a high willingness to use PAS to increase work efficiency. However, as a
team leader, the Billie persona sometimes views such systems more skeptically than Alex, a quality
manager. As for why, team leaders, as middle managers, often find themselves positioned between their
superiors and the employees they manage and, thus, are accountable to both. As a team leader, the Billie
persona describes team leaders who find it more important for the organization to handle their teams’ data
responsibly. The Chris persona describes employees who view PAS use more skeptically due to concerns
about surveillance and data misuse. On the other hand, the Dale persona describes employees who remain
relatively curious about such systems and would willingly use them if they found that it could increase their
efficiency.
Based on the answers from the second part of the persona survey, the questions about challenges and
solutions in using PAS in the workplace and related concerns and expectations (in particular, see questions
22-36 in Appendix B), we derived requirements for each persona in terms of employee-determined data
collection and use in PAS (see Table 3).
Table 3. Development of Personas
Persona

User group
& company

1
(Alex)

Quality
manager
(company A)

2
(Billie)

3
(Chris)

Working
objective

Willingness
to use PAS

Fulfillment of
High to very
good quality
high
orders

Efficient
coordination High, partial
Team leader
& allocation of skepticism
(company A)
employees &
present
resources

Production
Provide
employee
efficient
(company A) manufacturing

Low to
medium,
increased
skepticism

Assembly
employee
(company B)

Low to
medium,
increased
skepticism

Service
technician
(internal,
company B)
4
(Dale)
Service
technician
(external,
company B)
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Provide
efficient
assembly

Provide
efficient
maintenance,
inspection &
repair

Feelings
associated
with PAS use
Curiosity,
enthusiasm

Requirements

• Protection against unauthorized access
• Uncomplicated understanding of data
• Collection and use collection of only
necessary data

• Superiors handle data in a trustworthy
manner

Curiosity,
skepticism

• Transparency about the data-collection
and -use process

• Possibility to inspect (own) stored data
• Possibility to delete data at any time
• Ease of understanding the data-collection

Insecurity,
skepticism

and -use process

• Possibility to delete data at any time
• Understand the benefits of data collection
and use

Insecurity

• Personal data should be anonymized
• Protection against unauthorized access
• Secure data storage
•
•
•
•

Medium to
high

Curiosity

No spying and performance tracking
Collection of only necessary data
Personal data should be anonymized
Sufficient education about the datacollection and -use process
• Understand the benefits of data collection
and use
• Ease of understanding the data-collection
and -use process
• Native language understanding of the
data-collection and -use process
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Step 2: Formulation of Design Principles

In the second step of our research, we formulated initial design principles for employee-determined data
collection and use in PAS by consolidating the requirements from literature, the GDPR with further legal
articles, and the identified personas. In formulating our design principles (DP), we followed the structure
from Seidel et al. (2018), which follows the following scheme: “Provide the system with [material properties
such as specific features] to afford users [activity of user/group of users], given that [boundary conditions]”
(Seidel et al., 2018, p. 225, square brackets as illustrative placeholders in the original quote). In our case,
we can consider the GDPR a boundary condition for employee-determined data collection and use in PAS.
To integrate the data-protection requirements, we considered the guarantee objectives in the standard dataprotection model (Rost, 2020). One principle about processing personal data in the standard data-protection
model, as defined in Article 5(1) of the GDPR, is transparency for affected persons in the processing of
personal data. Transparency means that data subjects and responsible parties can understand which data
are collected and processed and for what purpose (Herbst, 2020). Sethumadhavan (2017) has shown that
transparency increases the extent users accept wearables. In addition, a privacy policy demonstrates that
an employee observes fair information practices, which contributes to the extent to which an employee
perceives the organizational procedures as fair, which leads users to accept data processing and storage
more (Culnan & Armstrong, 1999; Bélanger & Crossler, 2011). Employees in the companies that
participated in the persona survey also required transparency about the data-collection and -use process
(Billie, Chris). To afford users transparency about how an organization collects, uses, and stores their
personal data, it must provide features to make the privacy policy transparent to users. Hence, we formulate:
DP1: Provide the system with features that clearly demonstrate the privacy policy to afford users
transparency about data-collection, -use, and -storage processes.
In addition to transparency, users also find it important for data-protection regulations to adopt simple and
understandable language (Alex, Chris, Dale). This aspect is also defined in relation to the declaration of
consent in the employment sector (Article 88 of the GDPR, considering the requirements of Article 4. no.
11, 6(1) para. 1 lit. a, and Article 7). In addition, the declaration of consent must be in an understandable
and easily accessible format and in clear and simple language (Riesenhuber, 2020). The employer must
prepare and present information to users accordingly (Herbst, 2020; Rost, 2020). Further, providing an easyto-understand privacy policy can increase employees’ trust in their employer since the latter can better
understand and control how the former collects, uses, and stores data. Research has shown that trust in an
employer leads employees to accept personalized services more (Chellappa & Sin, 2005; Bélanger &
Crossler, 2011; Bleier & Eisenbeiss, 2015; Bandara et al., 2019). To share how they collect, use, and store
data in a user-friendly manner, employers need to formulate their privacy policy in simple and
understandable language. Correspondingly, we formulate:
DP2: Provide the system with features for simple and understandable language in the privacy policy
to afford users the ability to comprehend the data-collection, -use, and -storage processes.
Another important aspect concerns the control that users have over the data-collection process. Users
should receive information and control about what data an organization collects since they perceive the
relevant data-collection procedure as less privacy invasive (Culnan & Armstrong, 1999; Tucker, 2014). In
addition, when individuals have control over personal data, they perceive the procedure as justice and fair,
which, in turn, increases their trust in their company (Malhotra et al., 2004). In this context, we note that the
more personal data an organization wants to collect, the less likely the user will disclose it (Hui et al., 2007).
Users should be able to decide which data an assistance system collects and which data it does not
(Schnebbe, 2020a). In addition, the principles related to processing personal data come into play here (Rost,
2020), which means that the data processing has to be adequate, relevant, and limited to what an
organization needs in relation to why it processed it (Roßnagel, 2019; Alex, Chris). Hence, we formulate:
DP3: Provide the system with functions that show the type and extent of the collection of data to
afford users control over the collected data.
In addition to the control over data collection, another important factor concerns control over how others use
data (especially as it relates to protecting users’ privacy) (Landau, 2015). Furthermore, organizations must
only use data for the purpose they collected it for (Landau, 2015). For example, users often do not want
organizations (especially service providers they do not trust) to collect storage or location-tracking data
about them (Buchanan et al., 2013). Additionally, the fit between collected personal data and why an
organization collected it must be appropriate and justified (White et al., 2008; Bleier and Eisenbeiss, 2015).
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The three assurance objectives confidentiality, transparency, and non-linkage often reflect these aspects.
Confidentiality means that an organization takes technical and organizational measures to ensure they have
appropriately secured personal data (Schantz, 2020). As mentioned above, transparency should, among
other things, make it possible for users to understand why an organization has collected and processed
data (Herbst, 2020). Non-linking means that an organization may not combine personal data if not absolutely
necessary, and this point applies in particular to combined data that an organization collects for different
purposes (Rost, 2020). To ensure users can control how an organization uses their data (Tucker, 2014), an
organization needs to provide features to show the type and extent of data use. Accordingly, we formulate:
DP4: Provide the system with features that show the type and extent of the data use to afford users
control over the use of their data.
To increase the extent to which users accept and adopt an assistance system, employers need to inform
and involve employees in the implementation process to consider data subjects’ rights (Jacobs et al., 2019).
These rights provide an opportunity to access, rectify, erase and transfer the collected personal data
(Schnebbe, 2020b). Employees also want the possibility to view and delete collected and stored personal
data to protect their information privacy (Billie, Dale). To ensure users can consider their data subject rights,
employers need to provide features that allow employees to exercise the right to access, rectify, delete, and
transfer collected data about them. Accordingly, we formulate:
DP5: Provide the system with features that enable the right to access, rectify, delete, and transfer
the collected data to afford users the ability to exercise their data subject rights.
Data collection can provide an opportunity to enhance employees’ performance and efficiency (Maltseva,
2020). Due to these enhancements, employers need to inform their employees about the potential for an
assistance system to improve their work performance or their working conditions (Schall et al., 2018);
particularly those users with a rather low to medium willingness to use an assistance system (Chris, Dale).
In regard to whether employees accept employee-determined data collection and use, Allen et al. (2007)
found that they develop better attitudes toward workplace monitoring when they understand the reason for
it. In addition, Chellappa and Sin (2005) have argued that, when it comes to using online personalization
services, users perceive personalization’s benefits to outweigh the negative impact from privacy concerns.
In the same context, Rosenthal et al. (2019) found that users’ trust in the service provider increased when
they could see the value of the information personalization. Moreover, individuals are more likely to use
assistance systems in the workplace if they believe they will improve their efficiency and increase their
productivity (Yildirim & Ali-Eldin, 2019). Thus, to enable users to understand the benefits associated with
data, employees need to incorporate features in their systems that show the potential benefits associated
with data collection and use. On the other hand, data collection also entails some disadvantages, such as
the potential for an employer to monitor an individual’s working performance, with the associated
consequences for the subject’s employment, which the employer has to take into consideration (Maltseva,
2020). To mitigate these disadvantages, employers can provide information about potential risks to promote
transparency about their data-collection, -use, and -storage processes, which, in turn, can increase the
extent to which employees trust their employers by showing that the latter recognize the risks and take them
seriously (Bleier & Eisenbeiss, 2015). To enable users to understand data collection’s disadvantages,
employers need to provide features that show the potential risks associated with data collection and use.
Correspondingly, we formulate:
DP6a: Provide the system with features that show the potential benefits of data collection and use
to afford users the ability to recognize the associated advantages.
DP6b: Provide the system with features that show the potential risks of data collection and use to
afford users the ability to recognize the associated disadvantages.
The participants who conducted our persona survey also mentioned the demand for protection against data
security breaches and data misuse (Alex, Billie, Dale). Both privacy concerns and security concerns can
lead employees to perceive increased risk (Xu et al., 2011; Bandara et al., 2019), which may decrease their
trust in the employer and in the overall data-collection, -use, and -storage process. To avoid unexpected
interference with data integrity, organizations must implement additional security functions (Merhar et al.,
2018). These functions ensure they can restore a compromised data set. To afford protection against data
misuse for users, organizations need to provide features to secure data. Hence, we formulate:
DP7: Provide the system with data security features to afford users protection against data misuse.
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To improve trust in an assistance system, other users should not be able to identify data gained from using
it (Kolter & Pernul, 2009; Berkemeier et al., 2017). By anonymizing and pseudonymizing personal data,
organizations ensure that third parties cannot track a user’s behavior (Shubina et al., 2019). In particular,
employees with a low to medium willingness to use PAS and increased skepticism towards the employeedetermined data collection and use need to implement data anonymization and pseudonymization (Chris,
Dale). To protect users against other users from drawing conclusions about them, employers need to
provide features that anonymize and pseudonymize personal data. Hence, we formulate:
DP8: Provide the system with features for anonymizing and pseudonymizing personal data to afford
users protection against other system users individually identifying them.

3.4

Step 3: Evaluation of Design Principles

In the final step of our research process, we evaluated the eight design principles in a focus group discussion
with potential PAS users and a workshop with experts from different work domains.

3.4.1

Focus Group

A focus group refers to a moderated discussion among several participants on a specific topic that seeks to
elicit participants’ personal opinions, experiences, and assessments of the topic at hand. By using focus
groups, one can allow participants to exchange in-depth information through an open discussion;
understand individual argumentations, value systems, and possible fears; and gain new insights into and
shed light on previously defined questions from different perspectives (Stewart & Shamdasani, 2017; Schulz
et al., 2012). We conducted a focus group discussion with practitioners to gain their feedback on the eight
design principles and asked them to rank them in importance. Furthermore, we conducted the focus group
to reveal whether we should dismiss the design principles we formulated, adjust them, or even add new
ones. To recruit the focus group, we contacted 20 educational institutions, explained our research aim, and
asked for interested participants.
We conducted the focus group to facilitate interactions among participants and maximize how much quality
information we could collect in the limited time available, as recommended by Acocella (2012). Therefore,
the focus group comprised six male participants (average age 25) from a mechatronics trainee class.
According to Gill et al. (2008), a focus group with six participants ensures that a lively discussion takes place
while remaining manageable for the moderator. All participants had worked for at least three years in various
manufacturing and technical service companies. Three participants indicated they already used wearables
and assistance systems such as a tablet or smart glass for single work steps. Three participants had no
experience at all with assistance systems in the workplace. In terms of age, professional background, and
experience, we can describe the focus group as homogeneous, which should facilitate interaction (Acocella,
2012). However, in terms of experience with (personalized) assistance systems, we can describe the focus
group as heterogeneous, which means we could collect different views and opinions on the topic (Acocella,
2012).
To introduce the topic, we defined PAS and used the Vuzix M400 smart glass to exemplify a wearable
device that could be part of a PAS. In addition, we asked the participants to give examples of applications
from their everyday working life in which they could imagine using smart glasses.
After the focus group had finished its discussion and they had discussed all design principles, we asked
each participant to prioritize the design principles according to their importance to them (1 = highest priority;
8 = lowest priority). We used the “Slido” live ranking survey tool to ask for prioritization. We determined the
prioritization ranking in the following manner: a design principle that a participant ranked as the highest
priority (i.e., 1) received eight points, while a design principle that a participant ranked as the lowest priority
(i.e., 8) received one point. At the end, we summed the points and divided them by six (i.e., the number of
participants). We worded the design principles in a simpler manner for this task to help participants read
and understand them. We audio-recorded the focus group. We obtained written informed consent for
recording from all participants. The discussion lasted 60 minutes.
We found that participants prioritized protection against data misuse (DP7) as the most important aspect.
In second and third place, respectively, they found it important for an assistance system to provide functions
for displaying the type and extent to which it uses data (DP4) and offer users options to view, correct, and
delete collected data themselves (DP5). In contrast, they ranked the advantages and disadvantages of data
collection and use (DP6a and DP6b) and the provision of a privacy statement with each use of the PAS
(DP1) as the second-least and least important aspects, respectively. We provide the results in Appendix C.
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Generally, the participants indicated that they felt fine with their employer collecting and using their personal
data if they could ensure that their employer sufficiently protected the data against unauthorized access and
misuse. The stronger the users’ sense of security, the fewer concerns they would have about the type of
data that their employer collected and the extent to which the employer used it. Suggestions for what
employers would need to fulfill for users to feel more secure include:
•
•
•
•

Being transparent in communicating access rights to data collected
Providing employees with information or confirmation each time someone accessed employeedetermined data
Storing data in secure (encrypted) databases, and
An external agency, organization, or authority audited the company’s IT and security
infrastructure to verify that it sufficiently protected against data misuse.

The focus group agreed that trust in employers about how they handle employee-determined data plays a
central role in whether they accept data sharing in PAS. Should employers abuse or violate this trust even
just once, their willingness to disclose data would no longer exist. Furthermore, focus group participants
found it more important to know why their employer collected data and to be able to access, rectify, or even
delete the collected data at any time than they found deciding which data their employer should collect.
Accordingly, an assistance system should show users what data it will collect and how the organization will
use it before they use it for the first time.
When we asked participants what data an employer might collect (i.e., the type and extent of data collection),
they noted that the employer should collect people’s real names rather than a pseudonym. As for why, they
noted that colleagues in a company usually know each other and lack anonymity anyway. They also noted
that it would be helpful to know who has completed which tasks so that they could more easily and quickly
identify who to contact about any questions, problems, or ambiguities. Therefore, they placed lesser
importance on data anonymization compared to other privacy aspects. According to the focus group,
employers could collect the following employee-determined data in justified cases:
•
•
•

Physiological data, such as blood pressure, to send an emergency signal when people work
alone to allow first responders to find them in emergency situations
Body measurements, such as body weight and height or shoe and clothing size, for providing
work clothes or personal protective equipment,
User preferences for languages other than the main language that the company uses to allow
users to automatically adjust the system language.

However, the participants also had skeptical opinions about the following employee-determined data:
•
•

Location-tracking data
Time records

•

Audio and image recordings.

The participants expressed increased concerns that users might feel as though their employer monitored or
observed them if they collected such data. Participants seemed particularly sensitive to a PAS’s recording
functions. For remote maintenance, recordings or audio and video transmissions would be practical and
even desirable to reduce service costs and repair or maintenance time. Beyond that, users tended to
express aversion to recording functions. If a PAS had recording options, the focus group participants felt
that the system’s display would need to show clearly whether, for example, the microphone or the camera
were switched on or off. Furthermore, they suggested that systems should retain audio and video recordings
only temporarily and automatically delete them after a few hours or days (similar to a public surveillance
camera, which overrides or deletes recordings after a certain amount of time).
The participants noted that a PAS should have a data-protection declaration and show it on first use.
Additionally, they noted a supervisor or the data-protection officer should verbally explain and sign it.
According to the focus group, the data-protection statement should not exceed three pages and be easy to
understand (i.e., plain language).
In conclusion, the focus group evaluation confirmed the need for all eight design principles to enable
employee-determined data collection and use for PAS. Furthermore, it confirmed the existing principles as
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sufficient since participants did not raise any further aspects or topics that the design principles did not
already cover. Accordingly, we had no need to either delete any design principle or to add new ones.

3.4.2

Expert Workshop

We further evaluated the design principles as the focus group prioritized them in an expert workshop that
brought together this paper’s authors and six experts from the engineering (one expert), law (one expert),
technical service (three experts), and IT science (one expert) domains. We conducted the workshop to
review and interpret the results from the focus group. Furthermore, we discussed implementation options
for each design principle to find out which principles we could merge and which lacked technical feasibility
and, thus, could be discarded. The workshop lasted for four hours.
Based on the expert workshop, we made three adjustments to the design principles’ number and wording
(see Table 4). First, we noticed that the focus group made no major distinctions between the type of data
that an assistance system collected and the extent to which it collected data (the second and fourth
prioritized DPs; see Appendix C)). These two design principles involve the affordance to control the collected
data to promote transparency and only differed in terms of the material property. However, the experts
believed that the same feature would probably cover the affordance to offer users more control in the datacollection and -use process (i.e., material property) when implemented (e.g., by presenting the type and
extent of data use and collection in a concise format that allows users to quickly overview the PAS at any
time). Therefore, we merged these two design principles to avoid unnecessary complexity. As a result, the
total number of design principles was reduced from eight to seven (see Table 4, DP2).
Second, we reformulated the initial DP2. Previously, simple and understandable language referred in
particular to the privacy policy. In the focus group, it became clear that all information processing and
communication related to the data-collection and -use process should be simple and easy to understand
(see Table 4, DP4). Furthermore, in addition to any text, users should be easily able to understand any
presentation concerning the data-collection and -use process given that PAS could use videos or graphics
to present the required information.
Table 4. Final Set of Design Principles*
No.
(1 = highest
priority)

Design principle
(italicized = material properties, bold = affordances)

1

Provide the system with data security features to afford users protection against data misuse.

2

Provide the system with features that show the type and extent of data use and collection to afford
users control over the use of their data.

3

Provide the system with features that enable the right to access, rectify, delete, and transfer the
collected data to afford users the ability to exercise their data subject rights.

4

Provide the system with features for simple and understandable presentation of information to afford
users the ability to comprehend data-collection, -use, and -storage processes.

5

Provide the system with features for pseudonymizing personal data to afford users protection
against other system users individually identifying them.

6

7

a) Provide the system with features that show the potential benefits of data collection and use to
afford users the ability to recognize the associated advantages.
b) Provide the system with features that show the potential risks of data collection and use to afford
users the ability to recognize the associated disadvantages.
Provide the system with features that clearly demonstrate the privacy policy to afford users
transparency about data-collection, -use, and –storage processes.

* Note: we refer to these principles as “prioritized design principles” in the paper.

Third, we changed the initial DP8 to refer to pseudonymization rather than anonymization since, according
to the experts, in order to enable personalization, a PAS can never be completely anonymous (see Table
4, DP5).
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Discussion

In this study, we developed seven design principles for PAS that respect privacy. We followed a multimethod research process in which we searched the literature, gathered requirements, and conducted a
focus group and an expert workshop to evaluate the design principles we developed. The proposed design
principles consider the GDPR legal environment and guidelines for privacy by design and privacy by control.
Moreover, our design principles extend these guidelines with further requirements as potential PAS users
in a business environment indicated. In particular, the design principles suggest that employers should
implement material properties in their PAS that allow users to determine the extent to which the PAS collect
and use data for personalization.
Concerning the skeptical opinions in the focus group, we also found conflicting statements. On the one
hand, users accept data storage to run the PAS. However, on the other hand, they feel quite uncomfortable
when a PAS records their own voice or dialogue with colleagues. This conflict manifests itself in another
example: some employees feel that their company could spy on them. Simultaneously, the same people
normally trust their employer. Possible reasons for these conflicting opinions could be different subjective
perceptions towards privacy concerns or different character traits.
Our study integrates and extends previous research on PAS in the workplace. Previous studies have
investigated factors that influence the willingness to use wearable devices (Buenafor & Kim, 2013; Choi et
al., 2017; Jacobs et al., 2019; Kalantari, 2017; Sergueeva et al., 2019). Our study goes beyond these
influencing factors by considering the business environment and the legal environment for PAS. By listing
the differences between our study and other publications (see Appendix A), we point out that our contribution
offers unique added value.
Our design principles reflect previous knowledge about technology acceptance as we found in the literature,
which we extended with our own empirical research. From our findings, we can see that PAS users perceive
protection against data misuse as particularly important, which prioritized DP1 reflects (see Table 4). The
focus group expressed the view that organizations need to implement suitable material properties in a PAS
for users to accept the system, which means we can consider it mandatory. Prior studies have shown
organizational safety climate as a common factor that predicts whether users accept assistance systems
(Choi et al., 2017; Jacobs et al., 2019). Consequently, focusing on data protection leads users to accept
personalized services such as assistance systems at higher levels (Chellappa and Sin, 2005; Bélanger &
Crossler, 2011; Bleier & Eisenbeiss, 2015; Bandara et al., 2019). Especially in relation to person-related
data, users perceive control over the type and extent of data use as particularly important.
Prioritized DP2 reflects the notion that employees can reduce the fear of losing autonomy when working
with PAS by providing them with material properties that show the type and extent of data use and collection
and let them control the use of their data (see Table 4). For example, an organization could ask users if they
it could use their data to improve workflows or for data evaluations, such as how much time the organization
spent on one project. That lower levels of self-determination can have a negative influence on users' intrinsic
motivation, which, in turn, affects the extent to which they accept assistance systems concurs with previous
studies (Attig et al., 2018; Oesterle et al., 2019). A perceived loss of autonomy can lead to significantly lower
motivation and, therefore, to lower PAS acceptance (Haerens et al., 2010).
Prioritized DP3 (see Table 4) affords the highest possible degree of self-determination regarding data
usage. Other research studies have already shown that control over data collection leads to greater
acceptance among users (Frische et al., 2021). Increased acceptance, in turn, leads to a greater willingness
to use PAS in the first place (Buenaflor & Kim, 2013). Users attach special importance to the degree of selfdetermination about what data one may collect from them, especially when it comes to recording and
tracking data (e.g., location tracking data, time records, audio and image recordings) (Ryan & Deci, 2000;
Teixeira et al., 2012). Particularly with regard to this sensitive data, users need to know the purpose for
which the employer will use it.
Prioritized DP4 (see Table 4) reflects the need for simple communication, which includes, for example,
understandable language and easily accessible information. Understanding leads to trust, an important
factor for people to adopt wearable technologies in the workplace (Jacobs et al., 2019). The focus group
agreed with prior literature (Segura Anaya et al., 2018) that everything the PAS communicates to users
must be clearly and easily understandable.
Prioritized DP5 (see Table 4) affords users the ability to pseudonymize personal data, which represents
another way to give them more control over their data. The reason why focus group participants prioritized
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this design principle lower than other ones this aspect from the focus group, compared to other securityrelated design principles, might be that people perceive pseudonymization as a feature that protects against
internal violations, whereas prioritized DP1 (see Table 4) protects data security from both internal and
external violations.
Prioritized DP6 (see Table 4) reflects the advantages and disadvantages of collecting and using personal
data. Informing employees about potential risks helps to increase perceived transparency and, thus, trust
in the employer (Woźniak et al., 2020). Further, it can lead employees to better understand why the employer
uses an assistance system, which improves their attitudes towards it (Allen et al., 2007). However, our focus
group participants did not see the function of communicating potential benefits and risks comprehensively
as a necessary feature for a PAS (see Table 4, DP 6).
Prioritized DP7 (see Table 4) affords users the ability to view an employer’s privacy policy on request, which
gives them greater autonomy and increases transparency. The focus group did not perceive this DP as
especially necessary as they felt they needed to see the information only once to feel sufficiently informed.
By providing seven employee-determined design principles for data collection and use, this study also yields
practical relevance. To the best of our knowledge, this study constitutes the first comprehensive work that
compiles design principles that an organization should fulfill to sufficiently cover all criteria relevant to data
protection in PAS. We legitimize our contribution via clearly and practically implementing legal requirements
and adopting further measures to improve user acceptance. The design principles correspond and extend
to legal requirements such as the GDPR. In presenting our design principles, we provide, among other
things, a framework for software designers developing PAS so that they can make design processes more
efficiently. This framework can ensure that organizations can introduce PAS that respect privacy more
quickly into work environments. Additionally, developing PAS by applying our design principles can increase
the extent to which employees accept their employers collecting and processing their personal data and
reduce their concerns over data privacy. In a next step, we plan to implement these seven design principles
in the two companies from the industrial sector in Germany that took part in the persona survey.

5

Conclusion, Limitations, and Further Research

With this study, we developed seven design principles for PAS that respect privacy. Through our three-step
multi-method approach, we provide in-depth, empirically derived insights regarding the challenges in
collecting and using data from a user’s point of view. We developed our set of design principles based on
employee-centered approaches to privacy control, privacy by design, and privacy by default (i.e., legally
compliant data collection and processing). In our research process, we first collected and clustered
requirements from the literature and from four user personas that we derived from a qualitative survey with
practitioners. Furthermore, we derived affordances and material properties and formulated initial eight
design principles based on the identified requirements. Finally, we evaluated and prioritized these design
principles with a focus group and further refined them in an expert workshop. This process resulted in seven
final design principles that pertain to employee-centric data collection and use processes in PAS.
As with any study, this one has some limitations. First, we developed the user personas based on
statements from two informants from two companies (both team leaders). Therefore, we cannot rule out that
greater variety in respondents might have resulted in slightly altered user personas. Second, we cannot rule
out a possible age or gender bias in the focus group as all participants were male and 25 years old on
average. Greater variety in age, gender, and occupation might have resulted in further or other opinions on
the developed design principles. Generally, a higher number of informants in the empirical steps of our
research process could have resulted in our developing more reliable and generalizable findings. Third, we
used the tool “Slido” to prioritize the design principles in the focus groups. This tool displayed only the end
results but no individual prioritization rankings. Therefore, we could not possibly make statements about
conflicting opinions based on individual rankings. Fourth, some of our findings resulted from the subjective
manner in which we interpreted the literature, law articles, and survey data. When dealing with these data
sources, we as researchers engaged in a joint sensemaking process to consensually understand user
requirements in order to derive meaningful design principles for PAS. Other researchers might have
interpreted the underlying data differently and formulated different design principles. However, the two
evaluation steps in our research process support our impression that we have identified a meaningful set of
design principles. Another limitation concerns the legal environment we considered. To develop our design
principles, we oriented ourselves to the GDPR, which countries outside the EU do not need to follow.
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Nevertheless, we think that, due to the GDPR’s high standard, the design principles also offer added value
for non-EU countries.
We believe that the presented design principles will inspire future research. For instance, researchers could
validate them for a wider range of different industries (e.g., some with even higher default data-protection
standards, such as healthcare or work with classified information). In such settings, users might deviate
from data protection and control over that data as the most important PAS aspects and emphasize other
design principles as more important due to a generally higher data protection standard. As a next step for
our research, we plan to implement the design principles with a prototype assistance system. Through the
expert workshop, we gathered possible implementation options for each design principle. We plan to test
the design principles and the specific design options in practical experiments with a functioning prototype.
Moreover, we also plan to research the specific features for personalized assistance in more detail (e.g.,
regarding the identification of a worker’s expertise level).
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Appendix A: Differentiation from Other Relevant Publications
Table A1. How the Top Six Topic-relevant Publications Differ from our Contribution
Reference

Contribution

The authors provide requirements for smart
Berkemeier et
glasses-based information systems in a working
al. (2017)
context by focusing on the GDPR
Ioannidou &
Sklavos
(2021)
Luse &
Burkman
(2020)

Differences to our contribution
Berkemeier et al. (2017) address the work
context and the GDPR. However, they do not
holistically consider different motivational
reasons for employees to use personalized
assistance systems (e.g., via different user
personas).

The authors list the most critical privacy and
security aspects in popular commercial fitnesstracking applications.

Ioannidou and Sklavos (2021) omit deeper
implications related to GDPR-compliant design of
wearables and have no work-relevant context.

The authors investigate the use of RFID
wearables in a corporate environment by using a
privacy boundary model. Greater buy-in from
employees can be generated with greater
transparency in implementing wearables and the
associated data processing.

Luse and Burkman (2020) show impact that
using RFID wearables has on consent to use or
implement wearables in the work context.
However, they do not consider data-protection
aspects and the necessary criteria in detail.

The authors use an affordance theory lens to
identify five distinct user types of physiolytics
Mettler & Wulf wearables. In doing so, they better explain the
(2019)
broader implications and possible responses to
introducing wearable technologies in professional
contexts.

Mettler and Wulf (2019) focus primarily on the
increasing the extent to which user groups
accept using wearables. In contrast to our
contribution, they do not consider the legal
conditions that have to be fulfilled in detail.

The authors discuss privacy risk awareness and
provides a corresponding privacy risk aware
Psychoula et
framework. This framework has four parts: 1)
al. (2020)
initial Set up, 2) privacy risk aware negotiation, 3)
data transformation, and 4) data sharing.

Psychoula et al. (2020) focus in particular on a
technical implementation in the form of a
framework. As in the three previous papers, they
do not consider GDPR aspects and so cannot
provide any guidance for compliance in this
respect.

The author addresses the discrepancy of the
advantages of using wearables and the issues of
guaranteeing data security and the need to
comply with General Data Protection Regulation
No. 2016/679.

In contrast to the four previous publications,
Ziccardi (2020) mentions central GDPR content.
However, the author primarily focuses on
consumers and does not offer any explicit
implications for employees.

Ziccardi
(2020)
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Appendix B: Persona Survey
Part 1: Introduction
The aim of the survey is to identify different user groups of the personalized assistance system.
Think about your respective company when answering the questions.
1)
2)

In which areas or for which tasks is the use of a personalized assistance system required?
In addition, are there areas/tasks that could be added in the near future (within a year) to this?

Think about all users who use (or should/will use) the personalized assistance system.
Can you form one or more user groups that you can distinguish from each other?
Think of a primary characteristic by which users could be grouped and distinguished.
Note: A user group can also consist of only one person.
Example 1: primary characteristic: work experience → user groups: trainee, young professional,
experienced professional, expert.
Example 2: primary characteristic: work area → user groups: assembly work, installation work, maintenance
work
3)
4)

By what primary characteristic would you distinguish your users?
According to the stated primary characteristic (question 3), which user groups would you create?
Give a name to a user group (e.g., trainees) and list them all here. Please name no more than
five user groups.

Part 2: User Group Questionnaire
Demographics/ user group background
5)
6)
7)
8)
9)
10)
11)
12)
13)
14)

Please state the (estimated) average age of each user group.
What activities does each user group perform within the company?
How much professional experience does each user group have? (an estimate is sufficient)
Who influences each user group? How does each user group itself have influence? (e.g.,
advisors on specific topics, opinion leaders, etc.)
What language(s) does each user group speak?
What is the appearance of each user group?
What values are important to each user group in the company?
What technical skills does each user group possess? How is the use of technical devices or
programs to be classified?
Which channels does each user group primarily use to communicate?
Which channels does the company use to communicate with each user group?

Expectations, goals, and demands—general
15) What does each user group want to achieve? What problems does each user group want to
solve? (related to the professional)
16) What benefit does each user group want to achieve? What does each user group want to achieve
with its activity?
17) What is each user group's attitude toward digitalization?
18) How important is the quality of the company's products and processes for each user group?
19) What comfort does each user group desire to perform their work activities?
20) Is each user group more interested in security and staying in familiar surroundings/routines? Is
the user group willing to take a risk?
21) How does each user group react to change? What does each user group want to change?
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Challenges and solutions—related to personalized assistance systems
For clarification: personalized assistance system = An information technology system that provides users
with computer-based and individualized support when performing their work tasks. The personalized
support of the assistance system is offered and presented via its terminal in such a way that it is adapted to
the tasks and situations as well as preferences, interests, behaviors, and expertise of the user.
Communication to provide support to the user, as well as user input, can be visual, acoustic, or haptic.
22)
23)
24)
25)
26)

What challenges does each user group currently face in its tasks?
What challenges does each user group face from previous experiences?
What challenges does each user group see for the company in terms of digitalization?
What is generally difficult for each user group (in terms of new technologies, digitalization)?
How can each user group in general be helped to overcome the challenges mentioned above?

Use of a personalized assistance system
27) What activities does the user group perform (or would perform in the future) with the help of a
personalized assistance system?
28) What would the support of the work (steps) look like with the help of the personalized assistance
system? (showing info windows, time tracking, etc.)
29) Does it make sense for each user group to have their own user accounts and to use them to log
in to the assistance system before using it? Why?
30) Do individual users within each user group require different support from the personalized
assistance system? (or do they all always need the same instructions etc.)
31) What goal(s) should be achieved by the use of personalized assistance systems for each user
group?
32) What goal is the company pursuing through the use of personalized assistance systems by each
user group?
33) How would you rate each user group's willingness to use a personalized assistance system?
34) What feelings accompany each user group in connection with personalized assistance systems?
(e.g. curiosity, insecurity, fears, enthusiasm, etc.)
35) Why would each user group not use a personalized assistance system? What could unsettle or
disturb each user group?
36) If you have any further comments to each user group, please state them here:
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Appendix C: Prioritization of Design Principles
Table C1. Prioritized Design Principles for Employee-determined Data Collection and Use in Personalized
Assistance Systems
Ranking
points

Prioritization
(1 = highest
priority)

Initial DP
number

7.50

1

7

Provide the system with data security features to afford users protection
against data misuse.

6.17

2

4

Provide the system with features that show the type and extent of data use to
afford users control over the use of their data.

5.00

3

5

Provide the system with features that enable the right to access, rectify,
delete, and transfer the collected data to afford users the ability to exercise
their data subject rights.

4.50

4

3

Provide the system with functions that show the type and extent of the
collection of data to afford users control over the collected data.

3.83

5

2

Provide the system with features for simple and understandable language in
the privacy policy to afford users the ability to comprehend the datacollection, -use, and -storage processes.

3.33

6

8

Provide the system with features for anonymizing and pseudonymizing
personal data to afford users protection against other system users
individually identifying them.

6a

a) Provide the system with features that show the potential benefits of data
collection and use to afford users the ability to recognize the associated
advantages.

6b

b) Provide the system with features that show the potential risks of data
collection and use to afford users the ability to recognize the associated
disadvantages.

1

Provide the system with features that clearly demonstrate the privacy policy
to afford users transparency about data-collection, -use, and -storage
processes.

3.17

2.50

7

8
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