We analyse a large Bayesian Vector Autoregression (BVAR) containing almost one hundred New Zealand macroeconomic time series. Methods for allowing multiple blocks of equations with block-specific Bayesian priors are described, and forecasting results show that our model compares favourably to a range of other time series models. Examining the impulse responses to a monetary policy shock and to two less conventional shocks -net migration and the climate -we highlight the usefulness of the large BVAR in analysing shock transmission.
Introduction
Central banks are routinely faced with the problem of identifying the macroeconomic impacts of a wide range of shocks. Typically, these impacts are estimated using Vector Autoregressions (VARs) or Dynamic Stochastic General Equilibrium models (DSGEs). These models usually contain up to twenty macroeconomic variables, a very small number relative to the information set monitored by most central banks. The rationale for only utilising a small subset of the available information in DSGEs is that the microeconomic theory that underlies these models is not yet rich enough to incorporate all variables (and shocks) that may be of interest to central banks, such as business confidence, and production and prices across all industries in the economy. On the other hand, the rationale for only utilising a small subset of the available information in VARs is that these models lose degrees of freedom as more variables are added -the so-called 'curse of dimensionality'.
The literature on factor models has gone some way to resolving the curse of dimensionality, allowing the decomposition of very large panels of data into a small number of common factors (Stock and Watson 1999; Forni et al 2000; Stock and Watson 2002; Forni et al 2005) . These methods have been combined with standard VAR techniques to identify the effects of monetary policy on a large number of variables (Bernanke et al 2005; Stock and Watson 2005; Boivin and Giannoni 2008) .
Recently, another approach to resolving the curse of dimensionality has been explored in the context of Bayesian regression by De Mol et al (2008) . These authors show that a Bayesian forecast based on point estimates converges to the optimal forecast, as long as the tightness of the prior (the degree of shrinkage) increases as the number of variables increases. Banbura et al (2007) apply this result to a large Bayesian VAR (BVAR) with Litterman (1986) and sums of coefficients priors (Doan et al 1984) . Banbura et al (2007) find that the forecasting performance and the impulse responses to a monetary policy shock from their large model, which contains 108 US variables, compare favourably to those of smaller VARs. Moreover, forecasts from the large BVAR are found to outperform forecasts from factor-augmented VARs estimated using the same panel of data.
It appears that both the factor model and Bayesian approaches can deliver good forecasting performance and are capable of providing impulse responses to a wide range of shocks, making them both useful additions to the macroeconomist's toolkit. However, a potential advantage of the Bayesian approach over the fac-tor model approach is that estimation and inference can be conducted in (nonstationary) levels; factor model applications, in contrast, typically work with data that have been transformed to achieve stationarity, destroying the potential influence of long-run, cointegrating relationships. For this reason, this paper focuses on a Bayesian approach for analysing the impact of shocks for New Zealand, leaving the analysis of factor-augmented VARs for future work.
In addition to using New Zealand data, we extend the work of Banbura et al (2007) along several dimensions. We augment the Banbura et al (2007) prior with the copersistence prior of Sims (1993) , producing what Robertson and Tallman (1999) call the modified Litterman prior. We impose restrictions on the lagged variables entering each equation. This allows us to develop a model with multiple blocks of equations, including those that characterise the small open economy restrictions described by Cushman and Zha (1997) . We generalise the Banbura et al (2007) algorithm for determining the tightness of the Bayesian prior to the case where restrictions on lags are imposed. Essentially, this allows us to impose different degrees of shrinkage across each of the blocks of equations in the model. Finally, we explore a wider range of shocks than Banbura et al (2007) .
Generally, we find that our large BVAR provides a good description of the data in New Zealand, producing relatively good forecasts of real GDP, tradable and nontradable prices, 90-day rates and the real exchange rate compared with a range of other time series models. We examine the impulse responses of the large BVAR to a monetary policy shock and find that the responses appear to be reasonable. To further highlight the usefulness of the large BVAR, we also briefly look at its impulse responses to two shocks not typically included in standard small open economy VARs and DSGEs, but which are important determinants of the New Zealand business cycle: a net migration shock and a climate shock. The consequences of a monetary policy shock are of obvious importance to most macroeconomists, but net migration and climate shocks perhaps require more discussion here.
New Zealand is a small open economy with a working age population of around 3.25 million. Historically, changes in net migration account for a large proportion of the cyclical fluctuations in New Zealand's working age population. As a consequence, net migration has been a key determinant of the house price cycle in New Zealand for almost 50 years (see Coleman and Landon-Lane 2007) . Likewise, the importance of climate conditions for driving New Zealand's business cycle has been emphasised by Buckle et al (2007) . This is because exports constitute around 30 per cent of New Zealand's output and a large share of this production is related to the weather-dependent agricultural sector.
As with the monetary policy shock, the impulse responses relating to the net migration and climate shocks appear reasonable in our large BVAR. Overall, like Banbura et al (2007) , we find that the large BVAR is a useful tool for both forecasting and structural analysis. Moreover, the methods for allowing multiple blocks of equations with block-specific priors outlined here greatly improve the sophistication of structural analyses that can be conducted within this framework.
The paper is organised as follows. Section 2 outlines the BVAR framework and the Banbura et al (2007) algorithm for determining the tightness of the Bayesian prior. Section 3 describes how lagged restrictions can be imposed on multiple blocks of equations in the BVAR, and how the tightness of the Bayesian prior can be selected in a block-specific way. Section 4 describes the data and model specifications, and section 5 describes the forecasting results. The impulse responses are discussed in section 6, and we conclude in section 7.
Methodology

The Bayesian VAR
Let Y t = (y 1,t , y 2,t , . . . , y n,t ) be a set of time series. The VAR(p) representation of these time series is then:
where c = (c 1 , . . . , c n ) is an n-dimensional vector of constants, A 1 , . . . , A p are n × n autoregressive matrices, and u t is an n-dimensional white noise process with covariance matrix Eu t u t = Ψ.
The Litterman (1986) prior, often referred to as the Minnesota prior, suggests that all equations are centered around a random walk with drift:
This essentially shrinks the diagonal elements of A 1 towards one and the other coefficients (A 2 , . . . , A p ) towards zero. Litterman's prior also embodies the belief that more recent lags provide more useful information than more distant ones, and that own lags explain more of a given variable than the lags of the other variables in the model.
The prior is imposed by setting the following moments for the prior distribution of the coefficients:
The coefficients A 1 , . . . , A p are assumed to be independent and normally distributed. The covariance matrix of the residuals is assumed to be diagonal, fixed and known (i.e. Ψ = Σ, where Σ = diag(σ 2 1 , . . . , σ 2 n ), and the prior on the intercept is diffuse. Note that the random walk prior, δ i = 1 for all i, reflects a belief that all the variables are highly persistent. However, the researcher may believe that some of the variables in the VAR are characterised by a substantial degree of mean-reversion. This does not pose a problem for this framework, because a white-noise prior can be set for some or all of the variables in the VAR by imposing δ i = 0 where appropriate.
The hyperparameter λ controls the overall tightness of the prior distribution around δ i . This hyperparameter governs the importance of prior beliefs relative to the information contained in the data: λ = 0 imposes the prior exactly so that the data do not inform the parameter estimates, and λ = ∞ removes the influence of the prior altogether so that the parameter estimates are equivalent to OLS estimates. The factor 1/k 2 is the rate at which the prior variance decreases with the lag length of the VAR, and σ 2 i /σ 2 j accounts for the different scale and variability of the data. The coefficient ϑ ∈ (0, 1) governs the extent to which the lags of other variables are less important than own lags.
Under the condition that ϑ = 1, Litterman's assumption that the covariance matrix is fixed and diagonal has been removed by Kadiyala and Karlsson (1997) and Sims and Zha (1998) by imposing a normal prior distribution for the coefficients and an inverse Wishart prior distribution for the covariance matrix of the residuals Ψ, the so-called inverse-Wishart prior.
Another modification of the Minnesota prior, motivated by the frequent practice of specifying a VAR in first differences, is the sums of coefficients prior of Doan et al (1984) . Consider the VAR in its error correction form:
The sums of coefficients prior shrinks (I n − A 1 − . . . − A p ) towards zero. The hyperparameter τ controls the degree of shrinkage of this prior. As τ → 0 the VAR will increasingly satisfy the prior. Higher values of τ, on the other hand, will loosen the prior until, when τ = ∞, the prior has no influence on VAR estimates. Notice that the sums of coefficients restriction implies that there are as many stochastic trends in the VAR as there are I(1) variables. It might, however, be reasonable to assume that there are stable, long-run cointegrating relationships in the system. Sims (1993) introduced a prior that makes some allowance for this possibility. This 'co-persistence' prior is governed by the hyperparameter θ . As θ → 0 the VAR will increasingly satisfy the prior, so that there is one stochastic trend in the system when θ = 0. On the other hand, the prior has no influence on the VAR estimates when θ = ∞. Together, the Minnesota, inverse-Wishart, sums of coefficients, and co-persistence priors are what Robertson and Tallman (1999) call the modified Litterman prior. 1 Writing the VAR in matrix notation yields:
where
and B = (A 1 , . . . , A p , c) is the k × n matrix containing all coefficients with k = np + 1. The form of the inverse-Wishart prior is then:
where the parameters B 0 , Ω 0 , S 0 , and α 0 are chosen to satisfy our prior expectations for B and Ψ. In this paper, we implement the modified Litterman prior by adding dummy observations to the system (5). It can be shown that adding T d dummy observations Y d and X d is equivalent to imposing the inverse-Wishart prior with
We add the following dummy observations to match our prior moments: 
, and ε is a very small number. 2 Generally speaking, the first block of dummies impose prior beliefs on the autoregressive coefficients, the second block of dummies impose the sums of coefficients prior, the third block of dummies impose the co-persistence prior, and the fourth and fifth blocks impose the priors for the covariance matrix and the intercepts, respectively. Following common practice, we set the prior for the scale parameter σ i equal to the residual standard deviation from a univariate autoregressive regression with p lags for variable y it . Likewise, the parameter µ i (the prior for the average level of variable y it ) is set equal to the sample average of variable y it .
Augmenting the system (5) with the dummy observations (7) yields:
After adding the diffuse prior Ψ ∝ |Ψ| −(n+3)/2 (to ensure the existence of the prior expectation of Ψ), the posterior has the form:
The dummy observations (7) make it clear that as λ , τ, and θ tend to infinity the Minnesota, sums of coefficients, and co-persistence dummies will tend to zero, and the posterior parameter estimates will tend to the OLS estimates from the original, un-augmented system (5). More generally, the posterior expectation of the parameters coincide with the OLS estimates of the dummy-augmented system (8).
Penalising over-fitting by imposing tighter priors
Adding more variables to a classical regression leads to a deterioration in the parameter estimates -over-fitting. However, in the context of Bayesian regression, De Mol et al (2008) show that a forecast based on point estimates converges to the optimal forecast for n and T going to infinity along any path, as long as the tightness of the prior (the degree of shrinkage) increases as n becomes larger. Banbura et al (2007) apply this result to a large BVAR with a modified Litterman prior without co-persistence dummy observations. The tightness of the prior is increased as n increases by using the following algorithm:
1. Select n * (where n * < n) benchmark variables for which in-sample fit will be evaluated;
2. Evaluate the in-sample fit of a VAR estimated with OLS on the n * benchmark variables;
3. Set the sums of coefficients hyperparameter τ to be proportionate to the overall tightness hyperparameter λ (τ = φ 1 λ , where φ 1 ≥ 0); 4. Choose the overall tightness hyperparameter λ (and τ) to have the same insample fit as the benchmark VAR.
We use a similar algorithm to penalise over-fitting in this paper. Our modified Litterman prior, however, has one more hyperparameter that needs to set -the tightness of the co-persistence prior θ . Following the Banbura et al (2007) rule for choosing the sums of coefficients hyperparameter, we set the co-persistence hyperparameter θ to be proportionate to the overall tightness hyperparameter λ (θ = φ 2 λ , where φ 2 ≥ 0). In this paper, we set φ 1 = φ 2 = 1. 3 We define in-sample fit as a measure of relative 1-step-ahead mean squared error (MSE) evaluated using the training sample t = 1, . . . , T − 1, as in Banbura et al (2007) . The MSE for variable i for a given λ is:
where the parameters are estimated using the training sample. The variables are then ordered so that the n * baseline variables are ordered first. The overall tight-ness hyperparameter (λ ) for a given measure of baseline fit (FIT ) is then found by a grid search over λ :
where MSE 0 i is the MSE of variable i with the prior restriction imposed exactly (λ = 0), and baseline fit is defined as the average relative MSE from an OLSestimated VAR containing the n * baseline variables:
Restrictions on lags (B)
Restrictions on the lagged variables entering into each equation can be important for correct inference in VARs in the small open economy context (Cushman and Zha 1997 and Zha 1999) . So far, we have outlined a BVAR methodology that is symmetric; each variable is a linear function of lags of all variables in the system. Undoubtedly, in a small open economy like New Zealand, foreign variables are key determinants of the business cycle. Domestic variables, on the other hand, are not likely to have much influence on foreign variables. It thus makes economic sense to make the foreign variables exogenous to the domestic variables. Likewise, oil prices might be exogenous to both the domestic variables and the foreign variables (Zha 1999) . Bayesian inference with these types of exogeneity restrictions on lagged variables can be readily made using the block by block estimation method laid out in Zha (1999) . 4 A potential problem with a block by block approach here is that the tightness of the Bayesian prior (λ , τ and θ ) will be the same across each block of equations; all blocks of equations will be linked to the in-sample fit for the n * baseline variables (section 2.2). To break this link, we define λ m , τ m and θ m to be block-specific hyperparameters for each block of equations, where m = 0, 1, . . . , M and m = 0 identifies a large endogenous block of domestic variables.
For each of the M blocks of equations, we can then re-define the hyperparameters in (7), select the appropriate columns from the dummy-augmented matrices (8), and estimate the posterior parameters from the block-specific version of (9). Notice that this method affords much flexibility in specifying the lagged relationships in each block, allowing the variables contained in any particular block to be exogenous to any other block (or subset of blocks), where the hyperparameters λ m , τ m and θ m can be chosen in a block-specific way. Indeed, if there is more than one large block of equations in the system, the algorithm outlined in section 2.2 can be used to set the hyperparameters for each of the large blocks. 5 In this paper, we only have one large block m = 0, the endogenous block of domestic variables. For the remaining M blocks of equations, we use the hyperparameters employed by Robertson and Tallman (1999) for their modified Litterman prior,
Data and model specifications 4.1 Data
The large BVAR is estimated using quarterly data ranging from the first quarter of 1990 to the second quarter of 2007. The panel consists of 94 time series covering a broad range of categories, including business and consumer confidence, the housing market, consumption and investment, production, and financial markets. All series in the panel are seasonally adjusted using Census X12 prior to estimation. The series that are expressed in percentages (e.g. interest rates and unemployment rates) and those that can take negative values (e.g. balances of opinion and net migration) are retained in levels. We transform the remainder of the series by applying natural logarithms and multiplying by 100. For most of the variables in the panel we use the random walk prior δ i = 1. However, some of the variables in the panel can be characterised as being mean-reverting. For these variables, we impose the white noise prior δ i = 0. The variables, transforms, and priors we use are displayed in appendix A.
The main purpose of this paper is to analyse the dynamic responses of a large number of time series to a handful of shocks. However, as an initial robustness check of the quality of our model, we first compare its forecasting performance to some smaller models. We adopt a small open economy monetary VAR containing real GDP, tradable and non-tradable consumer prices, 90 day interest rates, and the real exchange rate as our baseline specification. 6 All other VARs we consider nest this baseline specification. Note that the lag length p in all VARs is set to 4 unless otherwise stated.
Model specifications
BL is our baseline VAR for determining the overall tightness of our Bayesian prior λ and is estimated with OLS. To guard against possible over-parameterisationwhich will lead to poor forecasting performance -we also estimate the baseline VAR using the Schwartz-Bayesian Information Criteria (SBC) to determine the lag length, allowing lags to range from 1 to p. (This estimated version of the model is called BL SBC .) In addition, we estimate this model using data-determined Bayesian priors, BL BVAR , as in Del Negro and Schorfheide (2004) . 7 We also estimate two univariate models for the forecasting exercise: an autoregressive model AR and a random walk model RW . 8 The remaining BVARs are estimated using the methods described in sections 2.2 and 3 and are displayed in table 1.
In table 1, the first column identifies the left hand side (endogenous) variables contained in each block of equations m, and the second column identifies the blocks in which these blocks appear as right hand side (explanatory) variables. For example, the BL model only contains one block of equations (m = 0), and all of these variables appear as explanatory variables within this block.
The MED model is a variant of the medium-sized model used in Haug and Smith (2007) . 9 The model has a domestic endogenous block (m = 0), and a foreign block (m = 2) containing world GDP, the world CPI, and world 90-day rates. The domestic variables do not appear as right-hand-side variables in the foreign sector, but the foreign variables appear both in the foreign block and the domestic block.
The MEDL model is a variant of the large model used in Buckle et al (2007 In this model, the baseline domestic block (m = 0) is augmented with GNE, real exports, and real equity prices, and the foreign block (m = 2) is augmented with goods export prices and import prices (both expressed in world prices), and world equity prices. There is also a climate block (m = 1) containing the Southern Oscillation Index. The variables in the foreign block (m = 2) enter the foreign and domestic blocks (m = 0, 2), and the climate variable (m = 1) enters the climate block and the domestic block (m = 0, 1).
Our large model LAR contains all of the variables in the MEDL model plus another 80 variables. The domestic block (m = 0) is augmented with real GDP and GDP deflator data, housing market data, labour market data, survey (business and consumer confidence) data, and money market data. The foreign block (m = 2) is augmented with world 10-year interest rates, and the climate block (m = 1) is the same as in the MEDL model. Together, the domestic, foreign, and climate blocks interact in the same way as in the MEDL model. The LAR model, however, contains oil prices (m = 3), which appear in the oil price block, the foreign block, and the domestic block (m = 0, 2, 3). 10 The Southern Oscillation Index measures the difference in standardised monthly mean air pressure between Tahiti and Darwin, and is indicative of the Southern Oscillation phenomenon, which can bring major changes to climate conditions in New Zealand. A reading below -10 on the Southern Oscillation Index is associated with the El Nino climate pattern, while a reading above 10 is associated with the La Nina weather pattern. Both El Nino and La Nina tend to be associated with drought conditions in different parts of New Zealand. 11 For example, Buckle et al (2007) have four blocks of equations, and export and import prices are determined in a foreign block containing lags of export and import prices and world GDP. Our model, in contrast, determines all foreign variables endogenously within one block. Table 1 The lag structure of the VARs 
Forecasting results
We compare the forecasting performance of the models up to four quarters ahead over an out-of-sample period ranging from 2000Q1 and 2007Q1. At each point t in the out-of-sample evaluation period all parameters -including the tightness of the BVAR hyperparameters -are re-estimated conditional on data up to t − 1. Forecasting performance is evaluated using the n * benchmark variables: real GDP, tradable CPI, non-tradable CPI, 90-day rates, and the real exchange rate. For the purposes of the forecast comparison, our benchmark model is the large BVAR. Following Diebold and Mariano (1995) , we test the null hypothesis that model f and the large BVAR (denoted f = 0) have equal forecast accuracy on the basis of mean squared forecast error (MSFE) comparisons. Specifically, squared forecast errors are constructed over the evaluation period for each model, each variable, and each horizon:
where y i,t+h is the ex-post variable at horizon h,ŷ f i,t+h is the h-step-ahead forecast from model f , and h = 1, . . . , 4. The difference between the squared forecast errors of the competing models and the large BVAR, d t = ε f i,t+h − ε 0 i,t+h , is used to produce a sequence of squared forecast error differentials {d t } T t=1 , where T = ((T 2 − 4) − T 1 ) and T 1 and T 2 are the first and last dates over which the the out-of-sample forecasts are made. The mean difference in MSFEs is then tested by regressing the sequence of squared error differentials on a constant. A statistical difference in forecast accuracy between the competing models and the large BVAR is indicated by a constant that is statistically different from zero. 12 For most forecast variables and horizons, the large BVAR performs at least as well as the competing model specifications (table 2) . The model has particularly good performance for 90-day interest rates, outperforming most model specifications (with the exception of the AR and some of the restricted VARs, BL SBC and BL BVAR ).
The large BVAR also generally outperforms the other specifications when forecasting GDP and the real exchange rate. However, the results for tradable prices are less clear-cut, with the restricted small VARs, BL SBC and BL BVAR significantly outperforming the large BVAR over a number of horizons. For non-tradable prices, the large BVAR forecasts generally as well as the best of the competing specifications.
Overall, the forecasting performance of the large BVAR is good relative to the other model specifications we consider, suggesting that the model is a reasonable description of the data in New Zealand.
Impulse responses
We consider impulse responses to a monetary policy shock, a net migration shock, and a climate shock. Following Christiano et al (2005) and Bernanke et al (2005) , these shocks are identified using a recursive, shock-specific identification scheme.
For each shock, the variables are grouped into two categories: slow-moving variables S t and fast-moving variables F t . With r t identifying the variable being shocked, the variables are ordered as Y = (S t , r t , F t ). The ordering of the variables in Y t embodies two key identifying assumptions: the variables in F t respond contemporaneously to the shock r t and the variables in S t do not. Our VAR can be written as:
where A 1 , . . . , A p impose the zero restrictions outlined in section 4.2, and C is an n × n lower triangular Cholesky matrix of the reduced form residuals, i.e., Ce t = u t . The resulting impulse responses to a particular shock r t are invariant to the ordering of the variables in S t and F t (Christiano et al 2005) . For the monetary policy and net migration shocks, the ordering of the variables changes only for S t and r t ; the domestic financial variables are always included in F t . 13 For the climate shock, on the other hand, we assume all variables are slow-moving. 14 The classifications of each variable for each shock are displayed in appendix A. For each shock, we compute confidence intervals for our impulse responses by drawing from the estimated posterior distribution of the VAR parameters using the block by block Monte Carlo method laid out in Zha (1999) .
The impulse responses for all three shocks appear very reasonable. Almost all variables move in the expected direction, and a clear link between migration and the housing market, and between climate and agricultural production is evident. Figure 1 shows the responses of GDP, tradable CPI, non-tradable CPI, 90-day interest rates, and the real exchange rate for each of the three shocks we consider. In addition, figures 2 and 3 show further responses to a monetary policy shock, figure 4 shows some responses to a net migration shock, and figure 5 shows some responses to a climate shock. For each graph, the grey shaded region represents the 68 percent confidence interval around the impulse responses. Point estimates for the impulse responses to all three shocks are displayed in appendix B.
Monetary policy shock
We consider a 100 basis point increase in 90-day interest rates. The responses to this shock look very reasonable, and move in the expected direction in almost every case. The real exchange rate appreciates by 0.5 percent almost immediately, before returning to its starting point after three years. The level of GDP drops by around 0.2 percent over the year following the shock, with this effect persisting for some time. Prices for tradable goods fall by around 0.1 percent after about two years, reflecting the lagged effects of exchange rate appreciation. Prices of non-tradable goods show a similarly sized reaction, but the response is much more delayed.
An advantage of our large BVAR is that we are able to look at impulse responses of a wide range of variables that would not be included in a typical VAR. Figures 2 and 3 show a selection of these impulse responses to the monetary policy shock in this model. Across expenditure GDP components, investment shows the largest response, while the consumption response is more muted. The effects of policy tightening are evident in the labour market, with employment falling by 0.2 percent, and unemployment rising by 0.1 percentage points.
Across production GDP components, construction shows the largest response, falling by 0.5 percent. Retail trade, wholesale trade, transportation and manufacturing also show reasonably large responses. Responses are much smaller across primary and service sectors.
Net migration shock
We consider a 10,000 person shock to net migration of working age population. 15 The effects of this shock are most apparent in the housing market. House prices rise by around 2 percent initially, although this increase is eventually reversed. House sales also rise by around 2 percent, and construction costs increase by 0.5 percent. Residential investment increases by 2 percent, and household consumption rises by just under 0.5 percent. As well as a demand channel through the housing market, a supply channel is evident, with unemployment rising by 0.2 percentage points and skilled labour shortages easing.
Climate shock
In order to assess the effects of a climate shock, we consider a 20 point shock to the absolute value of the Southern Oscillation Index. A reading of 20 in either direction on this index would usually be associated with a severe drought.
Our model suggests that a climate event of this nature reduces both agricultural and manufacturing production by around 1 percent. 16 Value added in the electricity sector falls by almost 0.5 percent, as production switches from hydroelectric generation to the more resource-intensive thermal generation. The aggregate level of GDP falls by 0.3 percent and exports fall by 1 percent.
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Responses of the baseline variables Figure 2 Monetary policy shock Figure 3 Monetary policy shock: production GDP Figure 4 Net migration shock Figure 5 Climate shock 7 Summary and conclusion This paper analysed a large BVAR for New Zealand. We extended the work of Banbura et al (2007) by adding a co-persistence prior, and by generalising the algorithm for determining the tightness of the Bayesian prior to the case where restrictions on lags are imposed.
We found that our large BVAR produces relatively good forecasts of real GDP, tradable and non-tradable prices, 90-day rates and the real exchange rate compared with a range of other time series models, and reasonable impulse responses to a monetary policy shock, a net migration shock, and a climate shock. Overall, we find that the large BVAR is a useful tool for analysing shock transmission in a data-rich environment. 
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