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Abstract
In this paper, we study the problem of reconstructing a high-resolution image from multiple
undersampled, shifted, degraded frames with subpixel displacement errors from multisensors.
Preconditioned conjugate gradient methods with cosine transform based preconditioners and
incomplete factorization based preconditioners are applied to solve this image reconstruction
problem. Numerical examples are given to demonstrate the efficiency of these preconditioners.
We find that cosine transform based preconditioners are effective when the number of shifted
low-resolution frames are large, but are less effective when the number is small. However,
incomplete factorization based preconditioners work quite well independent of the number of
shifted low-resolution frames.
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1. Introduction
An image acquisition system composed of an array of sensors, where each sensor
has a subarray of sensing elements of suitable size, has recently been popular for
increasing the spatial resolution with high signal-to-noise ratio beyond the perform-
ance bound of technologies that constrain the manufacture of imaging devices. The
attainment of superresolution from a sequence of degraded undersampled images
could be viewed as reconstruction of the high-resolution image from a finite set of
its projections on a sampling lattice. This can then be formulated as a constrained
optimization problem whose solution is obtained by minimizing a cost function
[3,8,9,19,21,22].
The image acquisition scheme is important in the modeling of the degradation
process. The need for model accuracy is undeniable in the attainment of superres-
olution along-with the design of the algorithm whose robust implementation will
produce the desired quality in the presence of model parameter uncertainty. To keep
the presentation focused and of reasonable size, data acquisition with multisensors
instead of, say, a video camera is considered. Multiple undersampled images of
a scene are often obtained by using multiple identical image sensors which are
shifted relative to each other by subpixel displacements [1,6,10]. The resulting high-
resolution image reconstruction problem using a set of low-resolution images cap-
tured by the image sensors is interesting because it is closely related to the design of
high-definition television (HDTV) and very high-definition (VHD) image sensors.
CCD image sensor arrays, where each sensor consists of a rectangular subarray of
sensing elements, produce discrete images whose sampling rate and resolution are
determined by the physical size of the sensing elements. If multiple CCD image
sensor arrays are shifted relative to each other by subpixel values, the reconstruction
of high-resolution images is sometimes modeled as in [1]. Let gi , i = 1, . . . , m be
the low-resolution frames and z be the high-resolution image. We have
Hiz = gi + ηi, i = 1, . . . , m, (1)
where ηi is the noise of gi and Hi , i = 1, . . . , m are structured matrices which
will be specified in Section 2. The high-resolution image reconstruction problem
is equivalent to find z such that it can be modeled as a minimization problem with
regularization:
min
z
m∑
i=1
‖Hiz − gi‖22 + α‖Lz‖22, (2)
where L is the discretization of the first order differential operator. Here ‖Lz‖22 is a
functional which measures the regularity (the difference between pixel values) of z
and the regularization parameter α is used to control the degree of regularity of the
solution. This regularization functional has been used in [1,16] for the reconstruction
of high-resolution images.
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The minimization problem (2) is equivalent to the linear system(
m∑
i=1
HtiHi + αLtL
)
z =
m∑
i=1
Htigi .
Ng et al. [16] used cosine transform based preconditioners to precondition the above
linear system. When the number of shifted low-resolution images is equal to four
(i.e., m = 4) in the 2-by-2 sensor setting and these four shifted low-resolution images
are shifted relative to each other by the half-pixel value, they showed that the con-
jugate gradient method, when applied to solving the cosine preconditioned system,
converges superlinearly. We note that under the noiseless condition, the four shifted
low-resolution images are sufficient to reconstruct the high-resolution image per-
fectly. In [17], Ng and Sze further modified cosine transform based preconditioners
to handle some special cases where the number of shifted low-resolution images
is equal to two. Numerical results showed that the performance of these cosine
transform based preconditioners are quite good for some special cases. However,
the cosine transform based preconditioners do not work well in general. On the other
hand, in the literature, there is no theoretical and experimental results for cosine
transform preconditioners when the number of shifted low-resolution images is large.
We note that the quality of the reconstructed image is better when there are more
shifted low-resolution images (see the numerical results in Section 4).
There are two aims of this paper. The first aim is to extend cosine transform based
preconditioners for the high-resolution image reconstruction when the number of
shifted low-resolution images is large. The other one is to propose and develop in-
complete Cholesky factorization based preconditioners for the high-resolution image
reconstruction problem. Incomplete Cholesky factorization based preconditioners
was commonly employed to precondition the linear system arising from partial dif-
ferential equations. In this paper, we consider this type of preconditioner for the
blurring type problem. Our experimental results show that the performance of in-
complete Cholesky factorization based preconditioners is quite efficient independent
of the number of shifted low-resolution images. However, the cosine transform based
preconditioners are effective when the number of shifted low-resolution images is
large. When the number of shifted low-resolution images is small, cosine transform
based preconditioners do not work well.
The outline of the paper is as follows. In Section 2, we briefly give a mathematical
formulation of the problem. In Section 3, we study cosine transform based pre-
conditioners and incomplete Cholesky factorization based preconditioners. Finally,
numerical results and concluding remarks are given in Section 4.
2. The high-resolution image reconstruction model
In this section, we give a brief introduction of the mathematical model for the
high-resolution image reconstruction, see Bose and Boo [1] for details.
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Suppose that we have m sensors, each sensor has N1 ×N2 sensing elements
(pixels) and the size of each sensing element is T1 × T2. We then have m images
of resolution N1 ×N2 (low-resolution images). Our aim is to reconstruct an image
of resolution M1 ×M2 (high-resolution image), where
M1 = L1 ×N1 and M2 = L2 ×N2.
In order to have some information to resolve the high-resolution image, there are
subpixel displacements between the sensors. More precisely, there exist integers
ui ∈ [0, L1 − 1], vi ∈ [0, L2 − 1], and real numbers xi , yi ∈ (− 12 , 12 ), such that the
horizontal and vertical displacements of the ith sensor are given by:
dxi =
T1
L1
(ui + xi ) and dyi =
T2
L2
(vi + yi ).
Here (ui, vi) is the sensor position of the ith sensor, and xi and 
y
i denote respect-
ively the normalized horizontal and vertical displacement errors. We note that the
parameters xi and 
y
i can be obtained by manufacturers during camera calibra-
tion. The estimation method of these displacement errors was discussed in [15]. An
efficient algorithm for the estimation of these displacement errors is given in [5].
Let f be the original scene. The observed low-resolution image gi is modeled by:
gi[n1, n2]
= 1
T1T2
∫ T2(n2+ 12)+dyi
T2
(
n2− 12
)
+dyi
∫ T1(n1+ 12)+dxi
T1
(
n1− 12
)
+dxi
f (x, y)dx dy + ηi[n1, n2] (3)
for n1 = 1, . . . , N1 and n2 = 1, . . . , N2. In Fig. 1, we show the generation of the
low-resolution image pixel value from the high-resolution image pixel values. Here
ηi is the noise corresponding to the ith sensor. Similarly, the high-resolution image
z is modeled by:
low-resolution image pixel high-resolution image pixel
1
1/2
1/2
1/21/2
1/4
1/41/4
1/4
Fig. 1. The generation of the low-resolution image pixel for a 2-by-2 sensor array with the exact half-pixel
value displacement.
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z[n1, n2] = L1L2
T1T2
∫ (n2+ 12)T2/L2(
n2− 12
)
T2/L2
∫ (n1+ 12)T1/L1(
n1− 12
)
T1/L1
f (x, y)dx dy (4)
for n1 = 1, . . . ,M1 and n2 = 1, . . . ,M2.
Let gi , ηi , and z be the corresponding vectors obtained by using a column by
column ordering for gi , ηi , and z, respectively, we have
gi = Hiz + ηi,
where Hi is the blurring matrix corresponding to the ith sensor [1]. The stencil for a
L1-by-L2 sensor array is given by
1
L1L2

1
2 + x
1
...
1
1
2 − x
 ·
[ 1
2 + y 1 · · · 1 12 − y
]
.
For instance, the stencil for a 2-by-2 sensor array is given by
1
4

(
1
2 + x
) (
1
2 + y
) (
1
2 + x
) (
1
2 + x
) (
1
2 − y
)(
1
2 + y
)
1
(
1
2 − y
)(
1
2 − x
) (
1
2 + y
) (
1
2 − x
) (
1
2 − x
) (
1
2 − y
)
 ,
see also Fig. 1.
Now we can state the reconstruction problem as follows: find z minimizing
m∑
i=1
‖gi − Hiz‖22. (5)
Since the minimization problem (5) is ill-conditioned or even singular in general
and there exists noise in the low-resolution images, the classical Tikhonov regulariz-
ation is used. More precisely, we solve the problem
min
z∈RM1M2
m∑
i=1
‖gi − Hiz‖22 + α‖Lz‖22, (6)
where the regularization parameter α is a small positive number controlling the de-
gree of regularity of the solution, and L is discretization of the first order differential
operator, i.e.
LtL = IM1 ⊗

1 −1
−1 2 −1
.
.
.
.
.
.
.
.
.
−1 2 −1
−1 1

M2
+

1 −1
−1 2 −1
.
.
.
.
.
.
.
.
.
−1 2 −1
−1 1

M1
⊗ IM2 .
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Let the positions of all sensors be denoted by
S = [(u1, v1), (u2, v2), . . . , (um, vm)].
Let #(u, v) denote the number of sensors with position (u, v) in S for integers u ∈
[0, L1 − 1] and v ∈ [0, L2 − 1]. Define
M(S) = max
0uL1−1
0vL2−1
#(u, v) and m(S) = min
0uL1−1
0vL2−1
#(u, v). (7)
We note that for the image reconstruction problem in [1,16], M(S) = m(S) = 1 and
for the image reconstruction problem in [17], M(S) = 1 and m(S) = 0. Now the
proposed model (6) can handle the cases where M(S) > 1.
2.1. Image boundary
Because of the blurring process (cf. (3)), the boundary values of gi are also af-
fected by the values of f outside the scene. Thus in solving z from (6), we need
some assumptions on the values of f outside the scene. Bose and Boo [1] imposed
the zero boundary condition outside the scene, i.e., assuming a dark background
outside the scene in the image reconstruction. The ringing effects will occur at the
boundary of the reconstructed images if f is indeed not zero close to the boundary.
The problem is more severe if the image is reconstructed from a large sensor array
since the number of pixel values of the image affected by the sensor array increases,
see [16].
Let du,l be the l × 1 vector with zero entries except its (u+ 1)th entry being
equal to 1 (for instance, d1,4 = (0, 1, 0, 0)t). Under the zero boundary condition, the
blurring matrix corresponding to the ith sensor can be written as
H˜i = H˜yi ⊗ H˜xi , (8)
where
H˜xi = (IM1/L1 ⊗ dtui ,L1)H˜x(xi ) and H˜
y
i = (IM2/L2 ⊗ dtvi ,L2)H˜y(
y
i ).
Here H˜x(xi ) is an M1 ×M1 banded Toeplitz matrix with bandwidth L1 + 1:
1
L1

1 · · · 1 hx+i 0
...
.
.
.
.
.
.
.
.
.
.
.
.
1
.
.
.
.
.
.
.
.
.
.
.
. hx+i
hx−i
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
...
0 hx−i 1 · · · 1

with
hx±i =
1
2
± xi .
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The M2 ×M2 banded blurring matrix H˜y(yi ) is defined similarly. We recall that a
matrix T = [tij ]ni,j=1 is called a Toeplitz matrix if tij = ti−j for i, j = 1, . . . , n. In
many applications, Toeplitz matrices are generated by a function
p(θ) =
∞∑
k=−∞
tke
ikθ ,
which is called a generating function. For the above Toeplitz matrix, the generating
function is given by
p(θ) = 1
L1
 L1−1∑
k=−(L1−1)
eikθ + hx+uv eiL1θ + hx−uv e−iL1θ
 . (9)
Ng et al. [16] have considered using the Neumann boundary condition on the
image. It assumes that the scene immediately outside is a reflection of the original
scene at the boundary. Numerical results have shown that the Neumann boundary
condition gives better reconstructed high-resolution images than that by the zero or
periodic boundary conditions. Under the Neumann boundary condition, the blurring
matrices are given by
Hi =
[
(IM2/L2 ⊗ dtvi ,L2)Hy(
y
i )
]
⊗
[
(IM1/L1 ⊗ dtui ,L1)Hx(xi )
]
,
which is similar to (8). Here Hx(xi ) and Hy(yi ) areM1 ×M1 andM2 ×M2 Toeplitz-
plus-Hankel matrices respectively:
1
L1

1 · · · 1 hx+i 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1
.
.
.
.
.
.
.
.
.
.
.
. hx+i
hx−i
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 hx−i 1 · · · 1

+ 1
L1

1 · · · 1 hx−i 0
.
.
. q q
1 q hx+i
hx−i q 1
q q
.
.
.
0 hx+i 1 · · · 1

,
(10)
and Hy(yi ) is similar. We recall that a matrix H = [hij ]ni,j=1 is called a Hankel
matrix if hij = hi+j for i, j = 1, . . . , n. For the sake of simplicity, we define
Hxi = (IM1/L1 ⊗ dtui ,L1)Hx(xi ) and H
y
i = (IM2/L2 ⊗ dtvi ,L2)Hy(
y
i ).
Let E = [(x1 , y1 ), . . . , (xm, ym)],
A(S,E, α) =
m∑
i=1
[(Hyi )tHyi ] ⊗ [(Hxi )tHxi ] + αLtL, (11)
and
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g =
m∑
i=1
(Hyi ⊗ Hxi )tgi .
We see that when the Neumann boundary condition is applied, the optimization
problem (6) is equivalent to
A(S,E, α)z = g. (12)
In the next section, we consider solving (12) by preconditioned conjugate gradient
(PCG) methods.
We remark that Ng and Sze [17] have considered the image reconstruction prob-
lem where M(S) = 1 and m(S) = 0. For comparison, we briefly introduce the math-
ematical model proposed in [17].
Let Du,l be an l × l diagonal matrix with all zero diagonals except that the (u+
1)th diagonal is equal to 1 and
Du,v = (IM2/L2 ⊗ Dv,L2)⊗ (IM1/L1 ⊗ Du,L1).
Then the blurring matrix corresponding to the ith sensor under the Neumann bound-
ary condition is given by
H(xi , 
y
i ) = Dui ,vi (Hy(yi )⊗ Hx(xi )).
We note that the idea is to intersperse the low-resolution image gi to form an M1 ×
M2 image g˜i : assign gi[n1, n2] to g˜i[L1(n1 − 1)+ u+ 1, L2(n2 − 1)+ v + 1] and
zero to other positions of g˜i . Thus,
g˜i = H(xi , yi )z + η˜i .
The blurring matrix for the whole set of sensors is made up of blurring matrices from
each sensor:
H(S,E) =
m∑
i=1
H(xi , 
y
i ). (13)
With the Tikhonov regularization, the problem becomes:
(H(S,E)tH(S,E)+ αLtL)z = H(S,E)tg˜, (14)
where g˜ =∑mi=1 g˜i and g˜ =∑mi=1 g˜i is called the observed image.
It is not difficult to check that the systems (12) and (14) are equivalent if M(S) =
1. Thus, our model is an extension of the model in [17].
For the cases where M(S) = 1, the observed image is given by{
g˜[L1(n1 − 1)+ ui + 1, L2(n2 − 1)+ vi + 1] = gi [n1, n2] for i = 1, . . . , m,
g˜[L1(n1 − 1)+ u+ 1, L2(n2 − 1)+ v + 1] = 0 for #(u, v) = 0. (15)
If M(S)  2, that is, there exist integers u, v such that #(u, v)  2, then g˜[L1(n1 −
1)+ u+ 1, L2(n2 − 1)+ v + 1] is set to the average of values of [n1, n2]th pixel of
the low-resolution images with (u, v) sensor position.
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Fig. 2(a) shows the method of forming a 4 × 4 image g˜with a 2 × 2 sensor array each
having a 2 × 2 sensing elements, i.e., L1 = 2, L2 = 2, M1 = M2 = 4, N1 = N2 = 2
and T1 = T2 = 2. This is the case for high-resolution image reconstruction and
S = [(0, 0), (0, 1), (1, 0), (1, 1)].
Fig. 2(b) shows a 4 × 2 image g˜ with 2 sensors each having a 2 × 2 sensing elements.
The sensor positions are (0, 0) and (1, 0) respectively, i.e., S = [(0, 0), (1, 0)]. This
case corresponds to the sensor taking the same scene of the original image but is
slightly displaced in the horizontal direction with respect to the reference sensor. In
Fig. 2(c), we consider the case where S = [(0, 0), (0, 1)]. This case corresponds to
the sensor which is slightly displaced in the vertical direction with respect to the
sensor with position (0, 0). In Fig. 2(d), we consider the case of two sensors where
the sensor with position (1, 1) is slightly displaced in the diagonal direction with
respect to the sensor with position (0, 0). In this case, we have S = [(0, 0), (1, 1)].
3. The construction of preconditioners
In this section, we discuss the construction of preconditioners for the linear system
(12). We consider cosine transform based preconditioners and incomplete Cholesky
factorization based preconditioners.
3.1. Cosine transform based preconditioners
Let Cn be the n× n discrete cosine transform matrix, i.e. the (i, j)th entry of Cn
is given by√
2 − δi1
n
cos
(
(i − 1)(2j − 1)π
2n
)
, 1  i, j  n,
where δij is the Kronecker delta. Note that the matrix-vector product Cnx can be
computed in O(n log n) operations by using the fast cosine transform, see Sorensen
and Burrus [20, p. 557]. For an n× n matrix B, the cosine transform preconditioner
c(B) of B is defined to be the matrix Ctn%Cn that minimizes
‖Ctn%Cn − B‖F
in Frobenius norm [2]. Clearly, the cost of computing c(B)−1y for any vector y is
of O(n log n) operations. For banded matrices, like the matrices defined in (11) and
(13), the cost of constructing c(·) is of O(n) [2], where n = M1M2.
In this paper, we propose using c(A(S,E, α)) as preconditioner for (12). We note
that when M(S) = 1 the preconditioner can be written as c(H(S,E)tH(S,E))+
αLtL. Obviously, this preconditioner is different from the one proposed in [17]
c(H(S,E))tc(H(S,E))+ αLtL. The following theorems imply that our new pre-
conditioner can be more efficient than the preconditioner proposed in [17].
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Fig. 2. Observed images: (a) high-resolution image reconstruction; (b) high-resolution image recon-
struction (horizontal displacement of the sensor); (c) high-resolution image reconstruction (vertical
displacement of the sensor); (d) high-resolution image reconstruction (diagonal displacement of the
sensor).
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Theorem 1. Let H be a Toeplitz-plus-Hankel matrix
1
L

1 · · · 1 h+ 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1
.
.
.
.
.
.
.
.
.
.
.
. h+
h−
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 h− 1 · · · 1

+ 1
L

1 · · · 1 h− 0
.
.
. q q
1 q h+
h− q 1
q q
.
.
.
0 h+ 1 · · · 1

,
(16)
where h± = 1/2 ± . Then we have
HtH = A1 + A2,
where A1 is a Toeplitz-plus-Hankel matrix
A1 =

w1 w2 . . . wn
w2 w1
.
.
.
...
...
.
.
.
.
.
. w2
wn . . . w2 w1
+

w2 w3 . . . wn 0
w3 q q q wn
... q q q
...
wn q q q w3
0 wn . . . w3 w2

and A2 is a rank 2 matrix
A2 = 1
L2
−41L−1 On−2L+2
41L−1
 .
Here wi, i = 1, . . . , n are the entries of
w = (2L− 5/2 + 22, 2L− 3, 2L− 4, . . . , 1, 1/4 − 2, 0, . . . , 0)t/L2,
and 1m and Om are m×m matrices with all entries 1 and 0 respectively.
Proof. We first note that HtH can be written as a sum of a banded Toeplitz matrix
and a sparse matrix
HtH =
1
L2
(T + E).
Let l = L− 1, note that h+ + h− = 1, and the Toeplitz matrix T is generated by (cf.
(9))  l−1∑
k=−(l−1)
eikθ + h+e−ilθ + h−eilθ
 l−1∑
k=−(l−1)
eikθ + h−e−ilθ + h+eilθ

=
 l−1∑
k=−(l−1)
eikθ
2 + (e−ilθ + eilθ ) l−1∑
k=−(l−1)
eikθ
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+(h+e−ilθ + h−eilθ )(h−e−ilθ + h+eilθ )
=
2(l−1)∑
k=−2(l−1)
(2l − 1 − |k|)eikθ +
2l−1∑
k=1
eikθ
+
2l−1∑
k=1
e−ikθ + ((h+)2 + (h−)2)+ h+h−(e2ilθ + e−2ilθ )
=
(
2l − 1
2
+ 22
)
+ 2
2l−1∑
k=1
(2l − k) cos(kθ)+ 2
(
1
4
− 2
)
cos(2lθ).
In other words, T is a symmetric Toeplitz matrix with the first column given by
w. The matrix E is a sparse matrix with only the upper-left block E(1 : 2L− 2, 1 :
2L− 2) and the lower-right block E(n− 2L+ 3 : n, n− 2L+ 3 : n) are non-zero.
It can be verified that
E(1 : 2L− 2, 1 : 2L− 2)
=

w2 w3 . . . w2L−1
w3 q q 0
... q q
...
w2L−1 0 . . . 0
+
(−41L−1 OL−1
OL−1 OL−1
)
and
E(n− 2L+ 3 : n, n− 2L+ 3 : n)
=

0 0 . . . 0
0 q q w2L−1
... q q
...
0 w2L−1 . . . w2
+
(
OL−1 OL−1
OL−1 41L−1
)
.
Thus, the result of the theorem follows. 
Using the results and algorithms of [7], one can check that the matrix A1 can
be diagonalized by the cosine transform matrix, i.e. c(A1) = A1 and the cosine
transform preconditioner for A2 is the zero matrix, i.e. c(A2) = On. Hence,
HtH − c(HtH) = A2
is a rank two matrix, i.e. the spectrum of HtH − c(HtH) is clustered around 0.
Furthermore, when  is small, the matrix A2 is also a small norm matrix. On the
other hand, it is easy to check that c(H) = H0 and it follows that the spectrum of
HtH − c(Ht)c(H) = HtH − Ht0H0
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is not clustered around 0 if  not small enough. Therefore, as preconditioners for
HtH , c(HtH) is better than c(H)tc(H).
Based on the above discussions, we can easily prove the following theorem for
the two-dimensional case (the block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel
block case), which states that when M(S) = m(S) = 1 and all subpixel displace-
ment errors are the same, then c(A(S,E, α))− A(S,E, α) is a low rank matrix with
respect to the matrix size of A(S,E, α).
Theorem 2. Let H and Hδ be two Toeplitz-plus-Hankel matrices of order M1 and
M2 respectively, cf. (16). We have
(HtH)⊗ (HtδHδ)− c(HtH)⊗ c(HtδHδ) = A2M1+2M2+4,
where A2M1+2M2+4 is an (M1M2)× (M1M2) matrix of rank at most 2M1 + 2M2 +
4. Furthermore, if both  and δ are small enough, then A2M1+2M2+4 is also a small
norm matrix.
According to Theorem 2, we expect that the proposed cosine transform pre-
conditioner works well for block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel
block systems arising from the high-resolution image reconstruction problem when
M(S) = m(S) = 1.
3.2. Incomplete factorization based preconditioners
Besides the cosine transform based preconditioner, we study incomplete factoriz-
ation based preconditioners for the high-resolution image reconstruction problem.
Given a symmetric matrix A and a symmetric sparsity pattern S, an incomplete
Cholesky factor of A is a lower triangular matrix Q such that
A = QQT + V, qij = 0 if (i, j) ∈S, vij = 0 if (i, j) ∈S.
Meijerink and van der Vorst [14] considered two choices of S, the standard setting
ofS to the sparsity pattern of A, and a setting that allowed more fill. Many variations
are possible. In [14], it is proved that if A is an M-matrix, then the incomplete
Cholesky factorization exists for any predetermined sparsity pattern S. Manteuffel
[13] extended this result to H -matrix which positive diagonal elements. We note
that an n× n matrix A is called an M-matrix if A is invertible and all entries of the
inverse of A are non-negative. A matrix A is called an H -matrix if the associated
matrix M(A):
[M(A)]ij =
{ |[A]ij |, i = j,
−|[A]ij |, i /= j
is an M-matrix.
We are interested in the incomplete factorization withS being the sparsity pattern
of A. This fails if a negative diagonal element is encountered. One can increase any
non-positive pivot to a positive threshold during the factorization process. However,
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this may result in a very poor preconditioner, see for instance, the example in Section
3 of [11]. It is important to modify the diagonal elements before we encounter a neg-
ative pivot. There are several modifications to the incomplete Cholesky factorization
of the form A + E, where E is a diagonal matrix, see for instance [4,18].
In this paper, we will apply the shifted incomplete Cholesky factorization of
Manteuffel [12,13] for the scaled matrix
Aˆ = D−1/2AD−1/2, D = diag([A]11, . . . , [A]nn).
The idea is to apply the incomplete Cholesky factorization to the matrix Aˆ + βI,
where I is the identity matrix and β  0. It is obvious that for sufficiently large β,
Aˆ + βI is an H -matrix and therefore the incomplete factorization exists. However, a
large β will result in a poor preconditioner. The minimal value of β is an interesting
issue for further research. In summary, we have the following algorithm:
Shifted incomplete Cholesky factorization of Manteuffel
Choose βS > 0.
Compute Aˆ = D−1/2AD−1/2, where D = diag([A]11, . . . , [A]nn).
Set β0 = 0.
For k = 0, 1, . . . ,
Compute the incomplete Cholesky factorization of Aˆk = Aˆ + βkI. If suc-
cessful set β = βk and exit.
Set βk+1 = max(2βk, βS).
End.
The main features of the shifted incomplete Cholesky factorization are that the
memory requirement is predictable (limited memory) and the computational cost
is not more than (1 + log2(max(2β, βS)/βS))×,, where , is the cost of one in-
complete Cholesky factorization with the sparsity pattern of A. Note that the coef-
ficient matrix A(S,E, α) (c.f. (11)) is a block band matrix with band blocks, where
the bands are not more than (4L1 − 3) and (4L2 − 3) respectively, it follows that
, = O(L21L22M1M2). Numerical results in Section 4 show that the shifted incom-
plete Cholesky factorization performs well (see Table 3) and that the value of (1 +
log2(max(2β, βS)/βS)) is small for the high-resolution image reconstruction prob-
lem (see Table 4).
3.3. Comparison of the preconditioners
In this subsection, we compare the condition numbers and the spectra of the
preconditioned matrices of cosine transform preconditioner with the incomplete
Cholesky factorization preconditioner. We have randomly tested a number of dif-
ferent  (xi and yi are chosen randomly between −0.1 and 0.1), the results are
similar. In Table 1, we show the condition numbers for the following situations of
2 × 2 sensor:
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(i) S1 = [(0, 0), (0, 1)],
(ii) S2 = [(0, 0), (1, 1)],
(iii) S3 = [(0, 0), (0, 1), (1, 1)],
(iv) S4 = [(0, 0), (0, 1), (1, 0), (1, 1)],
(v) S5 = [(0, 0), (0, 1), (1, 0), (1, 1), (0, 0)],
(vi) S6 = [(0, 0), (0, 1), (1, 0), (1, 1), (0, 0), (0, 1)],
(vii) S7 = [(0, 0), (0, 1), (1, 0), (1, 1), (0, 0), (1, 1)],
(viii) S8 = [(0, 0), (0, 1), (1, 0), (1, 1), (0, 0), (0, 1), (1, 1)],
(ix) S9 = [(0, 0), (0, 1), (1, 0), (1, 1), (0, 0), (0, 1), (1, 0), (1, 1)].
For each situation, we show one numerical result. In our tests, we set M1 = M2 =
32. In Table 1, κ1, κ2, and κ3 denote the condition numbers of the coefficient matrix
A(S,E, α), c(A(S,E, α))−1A(S,E, α), and Q−tQ−1A(S,E, α) respectively, where
Q is the factor of the shifted incomplete Cholesky factorization of A(S,E, α). In the
shifted incomplete Cholesky factorization, we set βS = 0.01.
We observe that the preconditioned matrices with incomplete Cholesky factoriz-
ation preconditioners are quite well-conditioned for all situations. As to the cosine
transform preconditioners, the preconditioned matrices are very well-conditioned for
the cases Si where Si ⊇ S4 (m(Si)  1), i.e. Si for i = 4, . . . , 9 while they are quite
ill-conditioned for the cases Si where Si ⊂ S4 (m(Si) = 0), i.e. Si for i = 1, 2, 3.
We show in Fig. 3 the spectra of the preconditioned matrices. It is easy to see that
the spectra of preconditioned matrices are not clustered around one. Therefore, the
improvement of the convergence of the PCG method lies in the improvement of the
condition numbers of the preconditioned matrices.
4. Numerical results and concluding remarks
In this section, we compare the performance of cosine transform based precondi-
tioners and incomplete Cholesky factorization based preconditioners. Nine situations
Table 1
Condition numbers for different S: M1 = M2 = 32
S κ1 κ2 κ3 κ1 κ2 κ3
α = 2.5 × 10−5 α = 1.5 × 10−3
S1 1.99 × 104 2.44 × 104 13.29 338.36 315.77 1.51
S2 7.53 × 103 4.91 × 103 189.72 125.63 65.28 3.36
S3 1.18 × 104 5.71 × 103 55.83 198.39 77.36 2.10
S4 9.48 × 103 11.14 32.21 167.03 2.92 4.21
S5 1.15 × 104 10.54 42.02 216.26 3.97 3.49
S6 1.37 × 104 8.11 47.86 261.72 3.52 2.68
S7 1.30 × 104 9.68 87.65 250.18 3.42 4.36
S8 1.51 × 104 8.19 62.00 297.14 3.40 3.83
S9 1.53 × 104 5.30 57.27 331.74 2.20 3.61
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Fig. 3. Spectra of the preconditioned matrices with cosine transform preconditioners (left) and incomplete
Cholesky factorization preconditioners (right).
of 2-by-2 sensor array are considered: Si , i = 1, . . . , 9, (cf. Section 3.3). In the tests,
the parameters xi and 
y
i are chosen randomly between−0.1 and 0.1. Gaussian white
noises with signal-to-noise ratios of 50 and 30 dB are added to the low-resolution
images. The optimal regularization parameter α is chosen such that it minimizes
the relative error of the reconstructed image zr (α) to the original image z, i.e., it
minimizes
‖z − zr (α)‖2
‖z‖2 . (17)
In the conjugate gradient methods, we use the zero vector as the initial guess and the
stopping criteria is
‖r(j)‖2
‖r(0)‖2 < 10
−6,
where r(j) is the normal equations residual after j iterations. The data in Tables 2–4
are averages of 20 randomly generated problems.
The original 128×128 image is shown in Fig. 4(a). One of the low-resolution
images is shown in Fig. 4(b) (50 dB case). The observed noisy images and recon-
structed images for Si , i = 1, . . . , 9 are also shown in Fig. 4 (50 dB case). We can
see that all reconstructed images are much better than the observed images.
Table 2 shows the optimal regularization parameters and the corresponding relat-
ive errors for the nine situations. We can clearly see that the relative error becomes
smaller when the number of low-resolution images increases. Furthermore, the op-
timal regularization parameter is proportional to the number of sensor positions
covered by low-resolution images.
Table 3 shows the performance of the cosine transform based preconditioners and
the incomplete Cholesky factorization based preconditioners proposed in Section 3.
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Table 2
Regularization parameters and relative errors
S α Relative error α Relative error
SNR=50 dB SNR=30 dB
S1 2.50 × 10−5 0.0568 1.50 × 10−3 0.0698
S2 2.50 × 10−5 0.0521 1.50 × 10−3 0.0627
S3 3.75 × 10−5 0.0412 2.25 × 10−3 0.0589
S4 5.00 × 10−5 0.0313 3.00 × 10−3 0.0546
S5 5.00 × 10−5 0.0304 3.00 × 10−3 0.0534
S6 5.00 × 10−5 0.0295 3.00 × 10−3 0.0522
S7 5.00 × 10−5 0.0296 3.00 × 10−3 0.0522
S8 5.00 × 10−5 0.0287 3.00 × 10−3 0.0511
S9 5.00 × 10−5 0.0278 3.00 × 10−3 0.0500
Table 3
Number of iterations required for convergence
S N C IC N C IC
SNR=50 dB SNR=30 dB
S1 252.80 260.35 24.85 62.95 57.00 6.70
S2 166.90 141.20 40.85 43.45 27.45 8.15
S3 173.80 116.50 28.55 43.50 22.05 5.65
S4 160.85 12.00 16.30 38.45 6.70 5.10
S5 173.20 13.40 20.70 42.95 8.80 5.20
S6 184.25 12.85 20.10 46.05 8.70 5.10
S7 181.80 12.00 28.30 45.00 7.85 5.50
S8 191.30 11.70 21.80 48.10 8.05 5.40
S9 197.00 9.70 19.30 50.05 5.95 5.55
Table 4
Values of (1 + log2(max(2β, βS)/βS)) for α = 2.50 × 10−5
S
S1 S2 S3 S4 S5 S6 S7 S8 S9
1 + log2(max(2β, βS)/βS) 1.60 4.60 2.25 1.10 1.00 1.00 1.00 1.00 1.20
In Table 3, the symbols N , C, and IC denote the PCG methods without precondi-
tioner, with cosine transform based preconditioners and with incomplete Cholesky
factorization based preconditioners respectively. We see from Table 3 that the in-
complete Cholesky factorization based preconditioner is quite efficient for all sensor
arrays. The cosine transform preconditioner is more efficient than the incomplete
Cholesky factorization preconditioner when m(Si) = 1 while it is not efficient when
m(Si) = 0 (S1, S2, and S3). This observation is consistent with the numerical results
in Table 1. We remark that in Table 1 the value of the regularization parameter is fixed
at 2.5 × 10−5 or 1.5 × 10−3, while in Table 3, the optimal regularization parameter
166 F.-R. Lin et al. / Linear Algebra and its Applications 391 (2004) 149–168
Fig. 4. Images: (a) original; (b) low-resolution; (c) observation for S1; (d) restoration for S1; (e) obser-
vation for S2; (f) restoration for S2; (g) observation for S3; (h) restoration for S3 (i) observation for S4;
(j) restoration for S4; (k) observation for S5; (l) restoration for S5 (m) observation for S6; (n) restoration
for S6; (o) observation for S7; (p) restoration for S7 (q) observation for S8; (r) restoration for S8; (s)
observation for S9; (t) restoration for S9.
based on (17) is used for each Si . We note that for S4–S9, the regularization parameter
α is larger than that for S1–S3.
Finally in Table 4 we show the values of (1 + log2(max(2β, βS)/βS)) for differ-
ent sensor arrays with regularization parameter α = 2.5 × 10−5. We see from the
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table that (1 + log2(max(2β, βS)/βS)) are small for all problems we tested (for α =
1.50 × 10−3, all the values are equal to 1). It follows that the total cost of the shifted
incomplete Cholesky factorization which is given by (1 + log2(max(2β, βS)/βS))O
(L21L
2
2M1M2) is well bounded by O(L
2
1L
2
2M1M2).
In this paper we study the problem of reconstructing a high-resolution image from
multiple undersampled, shifted, degraded frames with subpixel displacement errors.
We apply the PCG method with cosine transform based preconditioners and incom-
plete factorization based preconditioners to solve this reconstruction problem. Nu-
merical results show that cosine transform based preconditioners are effective when
m(S) = 1 (the number of shifted low-resolution frames are large), but are less effect-
ive when m(S) = 0 (the number of shifted low-resolution frames is small). However,
incomplete factorization based preconditioners work quite well independent of the
number of shifted low-resolution frames.
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