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”Walk On! Walk On! With hope in your heart,
And you’ll never walk alone....”
- Gerry And The Pacemakers.
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RESUMO
A poluic¸a˜o do ar e´ um mal que atinge grande parte da populac¸a˜o mundial ocasionando di-
versas doenc¸as e, consequentemente, va´rias mortes. Para auxiliar o combate e a prevenc¸a˜o
desse mal, foi desenvolvido neste trabalho um Servidor para o Sistema de Monitoramento
Mo´vel da Qualidade do Ar que compo˜e o Projeto Canary. O Servidor e´ responsa´vel por
processar os dados recebidos dos dispositivos mo´veis de captac¸a˜o dos dados, e enviar as
informac¸o˜es geradas aos aplicativos dos usua´rios em tempo real, como tambe´m, monito-
rar as informac¸o˜es para caso existam ı´ndices fora do padra˜o, enviar alertas da anomalia.
Foram feitos testes reais, para analisar a corretude de suas funcionalidades, e simulados
para que o sistema pudesse ser testado em va´rias situac¸o˜es existentes do seu panorama.
O servidor mostrou-se bastante eficiente no processamento das informac¸o˜es, inclusive na
emissa˜o dos alertas na presenc¸a de anomalias. Neste trabalho, tambe´m, foi desenvol-
vido uma API RESTful onde e´ disponibilizada os acessos as todas informac¸o˜es coletadas,
processadas e alertas emitidos.
Palavras-chave: Monitoramento da Qualidade do Ar, Servidor de Processamento, Con-
textNet.
ABSTRACT
Air pollution is an evil that reaches a large part of the world’s population causing several
diseases and consequently several deaths. To help combat and prevent this evil, a Server
was developed for the Mobile Air Quality Monitoring System that makes up the Canary
project. The server is responsible for processing the data received from mobile data
capture devices, and sending the information generated to users ’ applications in real time,
as well as monitoring the information for if there are non-standard indexes, Send out the
anomaly alerts. Real tests were made to analyze the correctness of its functionalities, and
simulated so that the system could be tested in several existing situations in its panorama.
The server proved to be very efficient in the processing of information, including the issue
of alerts in the presence of anomalies. In this work, also, a RESTful API has been
developed where accesses are made available to all information collected, processed, and
alerts issued.
Key-words: Air Quality Monitoring, Processing Server, ContextNet.
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A poluic¸a˜o atmosfe´rica e´ um problema global. Cerca de 92% da populac¸a˜o do
planeta vivem em a´reas que atualmente esta˜o com os n´ıveis de qualidade do ar fora do
padra˜o aceita´vel imposto pela a Organizac¸a˜o Mundial da Sau´de(OMS) [39]. Diante da
gravidade do problema, a Ageˆncia Internacional de Pesquisa do Caˆncer (IARC), catalogou
a poluic¸a˜o do ar como cancer´ıgena para os seres humanos [15].
No Mundo, a poluic¸a˜o do ar mata cerca de 3 milho˜es de pessoas ao ano, sem
contabilizar algumas doenc¸as que ha´ ind´ıcios que sa˜o ocasionadas pela poluic¸a˜o do ar, caso
contra´rio, esse nu´mero pode chegar a 4,5 milho˜es de pessoas [24]. Segundo a OMS, 56%
da populac¸a˜o das grandes cidades dos pa´ıses ricos sa˜o afetadas pela poluic¸a˜o atmosfe´rica,
enquanto que nos pa´ıses pobres, esse ı´ndice chega a 98%. No Brasil, a taxa de mortalidade
devido a` condic¸a˜o atmosfe´rica e´ em torno de 7,50%, correspondendo ao nu´mero de 70.685
de mortes. Na cidade de Sa˜o Paulo, em 2015, morreram 11.200 mil pessoas v´ıtimas da
qualidade do ar, mais do que acidente de traˆnsito (7.867) e caˆncer de mama (3.620) [30].
A poluic¸a˜o do ar esta´ associada ao grande nu´mero de doenc¸as, como Caˆncer de
pulma˜o, Asma, Rinite, Bronquite, Alzheimer, Parkinson, Doenc¸a Pulmonar Obstrutiva
Croˆnica (DPOC),doenc¸a cardiovascular, doenc¸a cardiorrespirato´ria entre outras [17]. Os
efeitos ainda va˜o mais ale´m, atingem os fetos das ma˜es expostas a` poluic¸a˜o e os rece´m-
nascidos, resultando no nascimento e crescimento de crianc¸as com peso insuficiente para
idade, aumentando o risco de morte, de doenc¸as respirato´rias e outras doenc¸as croˆnicas
[31].
Uma das soluc¸o˜es para auxiliar o combate a` poluic¸a˜o atmosfe´rica e´ o monitora-
mento da qualidade do ar, que tem como objetivo garantir o desenvolvimento socioe-
conoˆmico de maneira sustenta´vel e ambientalmente segura [26]. Na Europa, ja´ existem
ac¸o˜es de sucesso que usaram sistemas de monitoramento para auxiliar na reduc¸a˜o do n´ıvel
de poluic¸a˜o. Na cidade de Chester - UK, houve uma operac¸a˜o conjunta entre governo
municipal e empresas do setor privado, em que foram instalados sensores de poluentes em
pontos da cidade e atrave´s do sistema Concordia, software de monitoramento da qualidade
do ar que processa e analisa os dados gerados, foi identificado que um grande contribuinte
a` poluic¸a˜o eram os grandes congestionamentos. Apo´s essa conclusa˜o e a identificac¸a˜o
das a´reas poluidoras, houve um remanejamento do traˆnsito nos locais detectados, com
a finalidade de diminuir os congestionamentos e tambe´m investimentos em transportes
pu´blicos [1].
Com o alto investimento em novas tecnologias de monitoramento da qualidade
do ar, vem sendo introduzido no mercado o dispositivo mo´vel de coleta, ja´ que e´ uma
tecnologia muito mais barata, abrangente e manuten´ıvel, mas ainda ha´ poucos sistemas
utilizando devido a falta de precisa˜o dos sensores, os dispositivos fixos de captac¸a˜o ainda
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sa˜o bem completos, com poder de captar va´rios paraˆmetros e com bem mais exatida˜o,
mas seu alto custo e´ um empecilho [14]. Projeta-se, que em breve, os dispositivos mo´veis
ira˜o substituir os fixos.
O Sistema Canary tem o objetivo de propiciar a oportunidade de melhoria da
qualidade do ar; realizando a captac¸a˜o dos dados atrave´s de dispositivos mo´veis, o pro-
cessamento dos dados coletados e o monitoramento dos mesmos, e disponibilizando um
sistema de alerta caso se identifique alguma anormalidade. Os dados brutos e os processa-
dos, ira˜o ser disponibilizados atrave´s da API REST do sistema, possibilitando que novos
produtos e estudos sejam desenvolvidos utilizando a base de dados disponibilizada.
1.1 Objetivo geral
O objetivo deste trabalho e´ desenvolver um servidor que realize o processamento,
monitoramento e a disponibilizac¸a˜o dos dados recebidos e processados dos dispositivos de
captac¸a˜o para quem possam ser utilizados por outros sistemas.
1.2 Objetivos espec´ıficos
O objetivo geral pode ser dividido nos seguintes objetivos espec´ıficos:
1. Implementar o sistema de comunicac¸a˜o cujo e´ responsa´vel pelo recebimento e envio
dos dados.
2. Desenvolver o sistema de processamento no qual e´ realizado o tratamento dos dados.
3. Desenvolver o sistema de monitoramento onde e´ feito o acompanhamento dos ı´ndices
dos paraˆmetros dos dados, e que envia alertas caso os ı´ndices estiverem fora da
normalidade.
4. Implementar uma API RESTful no qual sera´ disponibilizado todos os dados gerados
pelo sistema.
1.3 Estrutura da monografia
Na Sec¸a˜o 2 sa˜o apresentados alguns conceitos necessa´rios para o melhor entendi-
mento do trabalho e o estado da arte dos trabalhos relacionados a` esta monografia. A
Sec¸a˜o 3 apresenta a metodologia adotada para o desenvolvimento do trabalho. A Sec¸a˜o
4 expo˜e todas as funcionalidades do sistema detalhadamente. Na Sec¸a˜o 5 e´ apresentada
a ana´lise dos resultados juntamente com os testes realizados. A Sec¸a˜o 6 conclui com as
considerac¸o˜es finais, limitac¸o˜es e trabalhos futuros.
20
Ale´m das 6 Sec¸o˜es, o conta com o Anexo A que conte´m os requisitos funcionais e
na˜o funcionais do servidor desenvolvido neste trabalho.
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2 REFERENCIAL TEO´RICO E SISTEMAS SIMILARES
Neste cap´ıtulo sera˜o discutidos alguns conceitos necessa´rios para melhor compre-
ensa˜o deste trabalho de TCC, tais como o cena´rio atual do monitoramento da qualidade
do ar, onde sera´ discutido a importaˆncia da atividade, e tambe´m as tecnologias que sera˜o
utilizadas no desenvolvimento do sistema.
2.1 Refereˆncial Teo´rico
2.1.1 Cena´rio atual do monitoramento da qualidade do ar
A pol´ıtica de monitoramento da qualidade do ar ao redor do mundo vem ganhando
forc¸a nos u´ltimos anos. Pa´ıses com uma pol´ıtica de monitoramento bem definida, ja´ tem
resultados positivos, como e´ o caso da Finlaˆndia que foi reconhecida no ano de 2018
como o pa´ıs do ar mais limpo do mundo [41]. Contudo, em 2013 na Finlaˆndia foram
detectados 1.600 de mortes decorrente da poluic¸a˜o do ar, alarmando a populac¸a˜o com a
alta mortalidade [10].
Para conquistar tal t´ıtulo, o governo intensificou o monitoramento da qualidade
do ar implementando estac¸o˜es de monitoramento pelas cidades, e assim identificando
quais eram os principais problemas e criando programas de combate aos mesmos. A boa
qualidade do ar na˜o esta´ restrita somente a Finlaˆndia, mas toda a Europa que possui 8
pa´ıses dentro do top 10 no ranking [27] de qualidade do ar como mostrado na Figura 1 a
seguir.
Figura 1: Ranking do Top 10 de melhor qualidade do ar. Fonte: [27]
Os Estados Unidos, atualmente 17o no ranking mundial [27], vem implementando
nos u´ltimos anos uma forte pol´ıtica de monitoramento. Apesar de ter pelo menos uma
estac¸a˜o de monitoramento por estado, essa quantidade ainda na˜o e´ o suficiente Devido a
isso, o governo vem realizando parcerias com empresas privadas para o desenvolvimento
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de dispositivos mo´veis de monitoramento, ja´ que atualmente usar o dispositivo mo´vel
resulta em ganho de mais a´rea de cobertura e no custo, pore´m, ha´ uma perda na precisa˜o
dos dados. O objetivo e´ que se desenvolva o dispositivo mo´vel para que possa substituir os
fixos, pois eles demandam muito mais dinheiro e tem uma dif´ıcil manutenc¸a˜o. Contudo,
vale ressaltar que em ambas abordagens, a calibragem dos sensores teˆm que ser realizada
a cada 14 dias [14].
Os pa´ıses emergentes possuem um alto ı´ndice de poluic¸a˜o do ar, justamente pelo
fato que o crescimento da sua economia seja a prioridade. A China, ex dona do primeiro
lugar nos ı´ndices de poluic¸a˜o do ar, que em 2015 tinha o ı´ndice de 1.6 milho˜es de morte
proveniente da poluic¸a˜o do ar, saiu desse quadro de extrema poluic¸a˜o com fortes investi-
mentos em pol´ıticas de monitoramento [20]. A China tambe´m incentiva o desenvolvimento
de va´rios sistemas para que possam contribuir com o avanc¸o do objetivo. Para isso, o
governo chineˆs disponibiliza um portal com todos os dados gerados em tempo real.
Ja´ a I´ndia se encontra em um estado de calamidade, tal que 11 das 12 cidades do ar
mais polu´ıdo do mundo sa˜o do pa´ıs [18]. Pore´m, o pa´ıs ja´ comec¸ou a investir em pol´ıticas
de monitoramento e ja´ tem resultados positivos. Na cidade de Ahmedabad, a maior do
pa´ıs, o governo iniciou o projeto instalando va´rias estac¸o˜es de monitoramento pela cidade.
Apo´s a ana´lise dos dados obtidos, foi identificado que as maiores fontes de emissa˜o da
poluic¸a˜o foram os meios de transportes e a indu´stria, que juntos sa˜o responsa´veis por
mais de 70% da poluic¸a˜o da cidade. As medidas ja´ esta˜o em execuc¸a˜o, como a inserc¸a˜o
de ve´ıculos ele´tricos, e aumento de transportes pu´blicos. O pro´ximo passo e´ intensificar e
espalhar as ac¸o˜es pelo pa´ıs [25].
O Brasil e´ um pa´ıs emergente pore´m na˜o se encontra na situac¸a˜o alarmante como
a China e I´ndia. Atualmente estamos na posic¸a˜o 45o do ranking mundial de melhor qua-
lidade do ar [27]. No Brasil, existe o Programa Nacional de Controle da Qualidade do
Ar que foi institu´ıda pela Resoluc¸a˜o CONAMA No 05 de 15/06/19891, gerenciada pelo
IBAMA. O PRONAR foi quem determinou a criac¸a˜o de uma Rede Nacional de Monito-
ramento da Qualidade do Ar. Pore´m a rede de monitoramento na˜o se tornou ta˜o efetiva
quanto se imaginava quando proposta, pois atualmente apenas 40% da federac¸a˜o possui
algum tipo de monitoramento. Os Estados que possuem monitoramento sa˜o : Bahia,
Esp´ırito Santo, Goia´s, Mato Grosso, Minas Gerais, Parana´, Rio de Janeiro, Rio Grande
do Sul, Sa˜o Paulo, Sergipe e o Distrito Federal, totalizando 11 estados. Dentre todos es-
ses estados, apenas 1,7% dos munic´ıpios do pa´ıs sa˜o contemplados com o monitoramento,
onde 78% destes munic´ıpios monitorados esta˜o na Regia˜o Sudeste [38]. Esses detalhes
podem ser vistos na Figura 2.
1http://www.mma.gov.br/port/conama/legiabre.cfm?codlegi=81
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Figura 2: Monitoramento da qualidade do ar nas regio˜es do Brasil. Fonte:
[38]
No total, Existem 252 estac¸o˜es de monitoramento em todo o pa´ıs. A Regia˜o Sudeste
possui 76% do total, a Regia˜o Sul 13% e 5,5% nas Regio˜es Centro-Oeste e Nordeste. Os
principais poluentes que sa˜o coletados pelas estac¸o˜es sa˜o : Ga´s Carboˆnico (CO), Fumac¸a,
Dio´xido de Nitrogeˆnio (NO2), Ozoˆnio (O3), Part´ıculas de Mate´ria 2.5 (PM2.5),Part´ıculas
de Mate´ria 10 (PM10), Part´ıculas Totais em Suspensa˜o (PTS) e Dio´xido de Enxofre
(SO2). Entretanto apenas, 82% das estac¸o˜es coletam MP10 e MP2.5, 46% coletam o
Ozoˆnio(O3) e 45% coletam o Dio´xido de Enxofre (SO2) [38]. No entanto, ter o sistema
de monitoramento na˜o significa que seja eficiente, alguns desses estados teˆm um nu´mero
irriso´rio de estac¸o˜es clima´ticas. Em todo o estado do Mato Grosso por exemplo, so´
existe uma estac¸a˜o de monitoramento. Ale´m disso, algumas delas ainda sa˜o estac¸o˜es
manuais, ou seja, sa˜o estac¸o˜es que realizam a coleta dos dados e necessitam que pessoas
se desloquem ate´ elas (normalmente semanalmente) e recolham os dados para ana´lise
laboratorial. So´ apo´s a coleta e´ que e´ poss´ıvel determinar-se as condic¸o˜es do ar. Por
outro lado, a maioria das estac¸o˜es de coleta sa˜o automa´ticas. Ou seja, esta˜o ligadas a`
uma central de computadores que envia os dados em tempo real, sem precisar de ana´lise
laboratorial, aumentando a eficieˆncia [38].
No entanto, ter o sistema de monitoramento na˜o significa que seja eficiente, alguns
desses estados teˆm um nu´mero irriso´rio de estac¸o˜es clima´ticas. Em todo o estado do
Mato Grosso por exemplo, so´ existe uma estac¸a˜o de monitoramento. Ale´m disso, algumas
delas ainda sa˜o estac¸o˜es manuais, ou seja, sa˜o estac¸o˜es que realizam a coleta dos dados
e necessitam que pessoas se desloquem ate´ elas (normalmente semanalmente) e recolham
os dados para ana´lise laboratorial. So´ apo´s a coleta e´ que e´ poss´ıvel determinar-se as
condic¸o˜es do ar. Por outro lado, a maioria das estac¸o˜es de coleta sa˜o automa´ticas. Ou
seja, esta˜o ligadas a` uma central de computadores que envia os dados em tempo real, sem
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precisar de ana´lise laboratorial, aumentando a eficieˆncia [38].
Ale´m disso, os padro˜es de qualidade do ar do Brasil na˜o seguem os padro˜es es-
tipulados pela OMS. Mesmo que algum paraˆmetro esteja fora do ideal para OMS, este
ainda pode permanecer ideal nos padro˜es brasileiros. Como por exemplo, para o material
particulado2 no Brasil o limite do ideal e´ de 150 mg/Nm3 e para a OMS e´ de 50 mg/Nm3,
ou seja, 100 mg/Nm3 a mais. Por consequeˆncia, as informac¸o˜es que sa˜o emitidas pelos
o´rga˜os fiscais na˜o sa˜o de credibilidade. Atualmente, em 2018, ainda segue sem um o´rga˜o
federal responsa´vel pelo monitoramento da qualidade do ar, essa responsabilidade e´ de
competeˆncia dos governos estaduais [2].
A Lei N.o 10.650/2003 determina que as informac¸o˜es ambientais existentes nos
o´rga˜os de controle ambiental sejam de acesso pu´blico. Todavia, a realidade e´ que na˜o
ha´ o fa´cil acesso da populac¸a˜o a`s informac¸o˜es geradas, apenas a CETESB (Companhia
Ambiental do Estado de Sa˜o Paulo) e o IEMA (Instituto de Energia e Meio Ambiente)
disponibilizam plataformas de acesso para a visualizac¸a˜o destes dados. O projeto do IEMA
e´ o que chega mais pro´ximo do que esta˜o sendo aplicados ao redor do mundo, ja´ que ele
dispo˜e o acesso a` informac¸a˜o em tempo real e o histo´rico de dados. Pore´m, os estados
monitorados ainda sa˜o poucos e suas informac¸o˜es sa˜o pontuais, ja´ que sa˜o coletadas de
estac¸o˜es fixas [16]. A Figura 3 mostra um uma tela do sistema de monitoramento do
IEMA.
Figura 3: Plataforma de monitoramento da qualidade do ar. Fonte: [16]
A auseˆncia de um Programa efetivo de Monitoramento da qualidade do ar gera
uma se´rie de problemas a` nac¸a˜o. Dentre elas podemos citar: o governo que na˜o proveˆ de
2Material Particulado : sa˜o part´ıculas muito finas de so´lidos ou l´ıquidos suspensos no ar. Como por
exemplo, fuligem. As duas classificac¸o˜es para o MP sa˜o o PM10 e PM2,5, part´ıculas com diaˆmetro inferior
a 10 µm e 2,5 µm [23], respectivamente.
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dados para desenvolver novas pol´ıticas pu´blicas no combate a` poluic¸a˜o; o meio acadeˆmico,
que na˜o tem subs´ıdios para desenvolver novas pesquisas e estudos para as diversas a´reas
correlatas; e para a populac¸a˜o, que sofre dos males causados pela falta de informac¸a˜o e
pela poluic¸a˜o. Vale ressaltar que o sistema de monitoramento na˜o e´ o solucionador dos
problemas ambientais, mas, serve como principal ferramenta para entendeˆ-los e principal-
mente evita´-los.Neste contexto, a principal diferenc¸a entre o Brasil e os outros pa´ıses em
relac¸a˜o a qualidade do monitoramento e´ a falta de uma forte pol´ıtica pu´blica do governo.
Na Figura 4 poss´ıvel ver um site de monitoramento da qualidade do ar do mundo,
onde ele acessa os dados abertos disponibilizados. Analisando a figura, podemos concluir
duas coisas: a primeira e´ que o Brasil ainda esta´ muito atra´s em nu´mero de estac¸o˜es de
monitoramento em relac¸a˜o aos outros pa´ıses, e a segunda e´ que o pa´ıs na˜o possui um
sistema de disponibilizac¸a˜o de dados aberto,ja´ que, como vimos, a regia˜o sul possui mais
dados e informac¸o˜es do que as que sa˜o mostradas no mapa mundial de qualidade do ar.
Figura 4: Poluic¸a˜o do Ar no Mundo em tempo real. Fonte: [40]
2.1.2 ContextNet
O ContextNet e´ um middleware que permite a captura, disseminac¸a˜o e processa-
mento de dados mo´veis em larga escala e baixa lateˆncia, balanceamento de conexo˜es e
integrac¸a˜o com a nuvem e foi criado com foco inicial em dar suporte ao desenvolvimento
de aplicac¸o˜es mo´veis colaborativas e cientes de contexto. O ContexNet usa o SDDL (Sca-
lable Data Distribution Layer) como camada de distribuic¸a˜o da rede central, com isto, o
ContexNet e´ um middleware que oferece uma comunicac¸a˜o que conecta no´s estaciona´rios
em uma rede central, a` no´s mo´veis com uma conexa˜o sem fio baseada em IP (Internet
ProtocolInternet Protocol) [7]. O ContextNet, atrave´s do SDDL, utiliza dois protocolos
de comunicac¸a˜o: o RTPS (Real Time Publish-Subscribe) para a comunicac¸a˜o cabeada
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dentro da rede central, e o MR-UDP (Mobile Reliable User Datagram Protocol) para a
comunicac¸a˜o entre os no´s mo´veis e a rede central [8].
O MR-UDP e´ o protocolo utilizado para a comunicac¸a˜o entre os no´s mo´veis e a rede
central. Este protocolo implementa uma funcionalidade similar ao TCP sobre o UDP, e
que foi customizado para controlar conexo˜es intermitentes. Toda mensagem, em qualquer
direc¸a˜o, requer uma verificac¸a˜o se a entrega foi realizada com sucesso, caso contra´rio,
havera˜o va´rias tentativas de envio ate´ que a conexa˜o seja considerada encerrada. Como os
no´s tem suas limitac¸o˜es, como o tempo de vida da bateria por exemplo, e´ importante que
o protocolo na˜o utilize muito processamento do no´. Para isso, o protocolo foi otimizado
para que reduzisse o nu´mero pacotes de verificac¸a˜o de conexa˜o e um controle de fluxo de
dados simples, entre outras otimizac¸o˜es [7].
O gateway define o ponto de acesso para as conexo˜es com dispositivos mo´veis,
ou no´s mo´veis, que podem ser smartphones, ve´ıculos autoˆnomos, roboˆs entre outros.
O gateway e´ responsa´vel por gerenciar uma conexa˜o MR-UDP separada para cada um
dos dispositivos mo´veis, encaminhando qualquer mensagem espec´ıfica da aplicac¸a˜o ou de
contexto para a rede central, e em direc¸a˜o oposta, convertendo mensagens DDS para
mensagens MR-UDP e as entregando de maneira confia´vel aos dispositivos mo´veis corres-
pondentes [37].
O ContextNet utiliza o protocolo RTPS, que tem como padra˜o de comunicac¸a˜o,
o Publisher-Subscriber. Neste esquema, o Publisher e´ o que envia a informac¸a˜o e o
Subscriber que recebe. Ambas as partes devem esta´ conectado ao mesmo canal para que
a troca de mensagem seja feita, como por exemplo, se o Publisher envia mensagens sobre
o clima pelo to´pico denominado “clima”, o Subscriber, caso queira receber as mensagens
enviadas pelo Publisher, deve esta´ inscrito ao to´pico “clima”. Caso as duas partes, o
Publisher e o Subscriber estejam no mesmo canal, o casamento e entrega de mensagens
ocorrera´. O ContextNet utiliza um canal u´nico no protocolo RTSP.
O middleware ContextNet foi utilizado no projeto Canary como o meio de comu-
nicac¸a˜o entre o no´s. Ha´ treˆs to´picos para englobar toda a comunicac¸a˜o do sistema; O
primeiro to´pico e´ chamado de “CanaryCCInformation”, e´ usado para o envio dos dados ge-
rados pelo dispositivo ao servidor, o CC (Condic¸a˜o Clima´tica). O segundo e´ denominado
de “CanaryCCPInformation” e e´ utilizado para o servidor enviar os CCP’s (Condic¸o˜es
Clima´ticas Processadas) gerados aos aplicativos dos usua´rios. E por u´ltimo, o to´pico “Ca-
naryAlertInformation” e´ usado para envio dos alertas gerados, quando existentes. Todos
esses dados, o CC, CCP e alertas sera˜o melhores descritos na sec¸a˜o 4.1.
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2.2 Sistema Similares
Foram realizadas pesquisas por sistemas de monitoramento da qualidade do ar
dispon´ıvel no mercado com caracter´ısticas semelhantes a`s apresentadas neste trabalho.
Todos os softwares aqui descritos esta˜o dispon´ıveis para uso independente do custo para
o usua´rio.
Ale´m da identificac¸a˜o de aplicac¸o˜es semelhantes, foram levantadas as caracter´ısticas
te´cnicas destes softwares e foi realizada a descric¸a˜o em linhas gerais de suas principais
funcionalidades.
2.2.1 Concordia
O Concordia [5] e´ um sistema de monitoramento da qualidade do ar, onde e´ ali-
mentada por estac¸o˜es fixas de monitoramento localizadas em pontos diversos da cidade
que enviam os dados periodicamente, os paraˆmetros que sa˜o coletados seguem no Quadro
1. A plataforma e´ capaz de analisar os dados gerando histo´rico, previso˜es, me´dias e des-
vios de padra˜o. A plataforma tambe´m possui o servic¸o de monitoramento dos dados, no
qual se houver algo fora do padra˜o alertas sera˜o emitidos via e-mail. O sistema e´ capaz
de exportar os dados nas extenso˜es pdf, xls e txt. Todos esses dados podem ser visuali-
zados atrave´s da plataforma web e mobile. Informac¸o˜es te´cnicas do software podem ser
visualizadas no Quadro 2.





Captac¸a˜o da Pressa˜o Atmosfe´rica
Captac¸a˜o da Velocidade dos Ventos
Captac¸a˜o do Mono´xido Carboˆnico (CO)
Captac¸a˜o do Dio´xido de Carbono (CO2)
Captac¸a˜o do Ozoˆnio (O3)
Captac¸a˜o do Dio´xido de Enxofre (SO2)
Captac¸a˜o da Amoˆnia (NH3)
Captac¸a˜o das Part´ıculas de Mate´ria 2.5 (PM2.5)
Captac¸a˜o das Part´ıculas de Mate´ria 10 (PM10)
Captac¸a˜o do Metano (CH4)
Captac¸a˜o do Cloro (CL2)
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Plataforma Web e Mobile
Web site https://concordia.advanticsys.net/
Licenc¸a Pago
Ano de lanc¸amento -
2.2.2 Breeze
O Breeze [3] e´ um sistema de monitoramento da qualidade do ar, possui um dis-
positivo de captac¸a˜o de dados fixo e na˜o ta˜o complexa, justificada pelo alto prec¸o e com-
plexidade de se ter monitoramento de qualidade, logo se concentra em atender situac¸o˜es
espec´ıficas. Seu dispositivo possui dimenso˜es parecidas a um detector de fumac¸a, assim
facilitando a instalac¸a˜o em espac¸os pu´blicos, os paraˆmetros que sa˜o coletados seguem no
Quadro 3, os dados sa˜o enviados ao servidor a cada 30 segundos. O software possui um
sistema de monitoramento que quando ha´ algum paraˆmetro fora do padra˜o um alerta
e´ emitido aos usua´rios. A plataforma tambe´m e´ capaz de gerar o histo´rico dos dados.
Informac¸o˜es te´cnicas do software podem ser visualizadas no Quadro 4.




Captac¸a˜o do Mono´xido Carboˆnico (CO)
Captac¸a˜o do Dio´xido de Carbono (CO2)
Captac¸a˜o do Ozoˆnio (O3)
Captac¸a˜o do Dio´xido de Enxofre (SO2)
Captac¸a˜o da Amoˆnia (NH3)
Captac¸a˜o das Part´ıculas de Mate´ria 2.5 (PM2.5)
Captac¸a˜o das Part´ıculas de Mate´ria 10 (PM10)
Quadro 4: Informac¸o˜es Te´cnicas do Software Breeze. Fonte: Autoria Pro´pria.
Nome Breeze
Desenvolvedor Breeze Technologies
Plataforma Web e Mobile
Web site https://www.breeze-technologies.de/
Licenc¸a Pago
Ano de lanc¸amento -
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2.2.3 WeatherBug
O WeatherBug [32] e´ um software renomado no cena´rio de monitoramento da qua-
lidade do ar. Possue dispositivos fixos e mo´veis de coleta de dados onde os paraˆmetros que
sa˜o coletados esta˜o especificados no Quadro 7. A plataforma e´ capaz de analisar os dados
gerando histo´rico, previso˜es, me´dias e desvios de padra˜o. A plataforma tambe´m possui o
servic¸o de monitoramento dos dados, no qual se houver um fator fora do padra˜o o sistema
ira´ alertar os usua´rios via notificac¸a˜o do aplicativo mobile. O software tambe´m e´ capaz
de transmitir imagens da condic¸a˜o do tempo de diversos pontos atrave´s de caˆmeras. O
acesso a`s informac¸o˜es geradas se da´ atrave´s de uma plataforma web e mobile. Informac¸o˜es
te´cnicas do software podem ser visualizadas no Quadro 6.





Captac¸a˜o da Pressa˜o Atmosfe´rica
Captac¸a˜o da Velocidade dos Ventos
Captac¸a˜o do Mono´xido Carboˆnico (CO)
Captac¸a˜o do Dio´xido de Carbono (CO2)
Captac¸a˜o do Ozoˆnio (O3)
Captac¸a˜o do Dio´xido de Enxofre (SO2)
Captac¸a˜o das Part´ıculas de Mate´ria 2.5 (PM2.5)
Captac¸a˜o das Part´ıculas de Mate´ria 10 (PM10)




Plataforma Web e Mobile
Web site https://www.weatherbug.com
Licenc¸a Gratuito
Ano de lanc¸amento 1993
2.2.4 Comparativo entre os Softwares pesquisados
A fim de uma maior compreensa˜o sobre os softwares pesquisados foi realizado um
levantamento sobre as principais funcionalidades encontradas nesses sistemas.
As soluc¸o˜es apresentadas, em sua maioria, utilizam dispositivo fixo de coleta dos
dados. Espera-se que em um futuro pro´ximo os dispositivos mo´veis possam substituir os
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fixos garantindo a mesma precisa˜o dos sensores, pois o custo de produc¸a˜o um dispositivo
mo´vel e´ bem menor, custa cerca de $250 enquanto um fixo custa $5.000 [33]. Observa-
se que os softwares conseguem processar praticamente os mesmos paraˆmetros, ja´ que a
maioria dos poluentes do ar que afetam a sau´de humana de fato sa˜o esses captados. Os
produtos possuem um sistema de monitoramento para alertas, visto que o maior objetivo
desses softwares e´ de precaver a populac¸a˜o de problemas futuros. Alguns possuem ainda,
com as ana´lises dos dados, a funcionalidade de previsa˜o dos n´ıveis dos paraˆmetros. Todos
os softwares dispo˜e do acesso a`s informac¸o˜es via mobile e web. No Sistema Canary e´
capaz de realizar a captac¸a˜o mo´vel dos dados e o monitoramento dos mesmos. Assim
como nos softwares pesquisados, o Canary tambe´m disponibiliza as informac¸o˜es coletadas
pelas plataformas mobile e web.
No Quadro 7 a comparac¸a˜o podera´ ser analisada com mais detalhes, atentando
ao detalhe que os campos marcados com ”X”sa˜o as propriedade que os que os software
ja´ disponilizam, enquanto marcados com ”*”sa˜o os que disponibilizara˜o nas pro´ximas
verso˜es.
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Quadro 7: Comparativo entre os softwares pesquisados. Fonte: Autoria
Pro´pria.
Sensores de Captac¸a˜o Conc. Breeze WeatherB. Canary
Dispositivo Mo´vel X X
Dispositivo Fixo X X X
Captac¸a˜o da Temperatura X X X X
Captac¸a˜o da Umidade X X X X
Captac¸a˜o da Pressa˜o Atmosfe´rica X X *
Captac¸a˜o da Velocidade dos Ventos X X *
Captac¸a˜o do Mono´xido Carboˆnico (CO) X X X X
Captac¸a˜o do Dio´xido de Carbono (CO2) X X X *
Captac¸a˜o do Dio´xido de Nitrogeˆnio (NO2) X X X *
Captac¸a˜o do Ozoˆnio (O3) X X X *
Captac¸a˜o do Dio´xido de Enxofre (SO2) X X X *
Captac¸a˜o da Amoˆnia (NH3) X X *
Captac¸a˜o das Part´ıculas de Mate´ria 2.5 (PM2.5) X X X *
Captac¸a˜o das Part´ıculas de Mate´ria 10 (PM10) X X X *
Captac¸a˜o do Metano (CH4) X X
Captac¸a˜o do Cloro (CL2) X
Captac¸a˜o da Luminosidade X
Funcionalidades do Sistema Conc. Breeze WeatherB. Canary
Captac¸a˜o em Tempo Real X X
Ana´lise dos Dados Captados X X X X
Gera Histo´rico X X X X
Promove Previso˜es X X *
Sistema de Alerta X X X X
Exporta Dados X
API RESTful X
Plataforma Conc. Breeze WeatherB. Canary
Open-Source X
Web X X X X
Mobile X X X X
A pesquisa foi de suma importaˆncia para pontuarmos as funcionalidades mais
relevantes para o sistema que ira´ ser desenvolvido neste trabalho.
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3 PROCESSO DE DESENVOLVIMENTO
Para uma melhor elaborac¸a˜o deste trabalho o processo de desenvolvimento se deu a
partir de uma pesquisa bibliogra´fica em artigos de sistemas de monitoramento clima´tico,
em seguida, realizou-se uma ana´lise dos Sistemas Similares com intuito de obter mais
informac¸o˜es acerca dos sistemas de monitoramento e de tecnologias de desenvolvimento.
O estado da arte contribuiu para as definic¸o˜es do projeto comparando-o com os projetos
ja´ existente e focando-se em poss´ıveis melhorias.
Com a compreensa˜o do problema efetuou a especificac¸a˜o de requisitos da soluc¸a˜o
que sera´ desenvolvida. Nesta etapa foram definidos os modelos estruturais e compor-
tamentais que conduziram o desenvolvimento do sistema para resoluc¸a˜o do problema.
Portanto, para o melhor desenvolvimento do sistema Canary, o mesmo foi dividido em 4
partes que sa˜o definidas a seguir e mostradas na Figura 5.
1. Parte 01 - Dispositivo remoto: Nessa etapa de desenvolvimento realizou-se a
criac¸a˜o do dispositivo mo´vel de coleta de dados.
2. Parte 02 - Servidor: Criac¸a˜o do sistema de armazenamento, monitoramento,
processamento e disponibilizac¸a˜o dos dados coletados.
3. Parte 03 - Aplicativo mo´vel: Etapa que foca no desenvolvimento de aplicativos
mo´veis para uso por parte do dispositivo remoto, que envia os dados ao servidor, e
do usua´rio final do sistema, onde mostra as informac¸o˜es recebidas do servidor.
4. Parte 04 - Sistema Web: Sistema que mostrara´ as condic¸o˜es da qualidade do ar
e alertas gerados, assim como a versa˜o mo´vel para usua´rios finais.
Figura 5: As quatro Partes do Projeto Canary. Fonte: Autoria Pro´pria.
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Devido ao grande escopo do sistema Canary, o trabalho foi dividido e portanto
as atividades desenvolvidas no aˆmbito deste TCC focam especificamente em abordar a
parte referente ao processo de desenvolvimento da etapa 2, a criac¸a˜o do servidor do
sistema. Portanto, para alcanc¸ar o resultado final, a evoluc¸a˜o do desenvolvimento do
Mo´dulo Servidor deu-se em 6 etapas descritas a seguir.
1. Criac¸a˜o do Simulador do dispositivo Canary
Tendo em vista que todas etapas descritas anteriormente ocorreram simultanea-
mente, na˜o havia uma fonte de gerac¸a˜o de dados para que possibilitasse o in´ıcio da
criac¸a˜o deste sistema. Este simulador substituiu o dispositivo mo´vel de captac¸a˜o de
dados, onde gerava os dados: latitude, longitude, temperatura, umidade relativa do
ar e luminosidade; n´ıveis de mono´xido de carboˆnico e metano. O conjunto destes
dados foi denominado de CC, exibido na Figura 6. Todos os paraˆmetros que sa˜o
gerados pelo simulador sa˜o os que realmente sera˜o captados pelo dispositivo no fim
do desenvolvimento.
Figura 6: Dado gerado aleatoriamente pelo simulador. Fonte: Autoria
Pro´pria.
2. Criac¸a˜o do Sistema de comunicac¸a˜o.
Desenvolveu-se o sistema de comunicac¸a˜o em tempo real, que sera´ usado para re-
cebimento dos dados coletados, Figura 7, pelos dispositivos mo´veis, e para envio
dos dados processados e alertas gerados, descritos na sec¸a˜o 4 e 5. O Sistema de
Comunicac¸a˜o sera´ descrito detalhadamente na sec¸a˜o 4.2.
Figura 7: Dado recebido pelo servidor. Fonte: Autoria Pro´pria.
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3. Criac¸a˜o da Persisteˆncia de Dados.
Nesta etapa realizou-se a definic¸a˜o de qual tecnologia de persisteˆncia iria ser usada
e definiu o Banco de Dados. Com isso, deu-se a modelagem do MER (Modelo
Entidade Relacionamento), visto na Figura 8, e em seguida a sua implementac¸a˜o.
Figura 8: MER do Sistema Canary. Fonte: Autoria Pro´pria.
4. Criac¸a˜o do Sistema de Processamento.
Neta estapa foi desenvolvida o sistema que e´ responsa´vel por fazer o tratamento
dos dados coletados, onde ira´ separar os pontos por bairros, para que seja calculada
a me´dia dos paraˆmetros de todos os pontos que esta˜o no mesmo bairro, e assim e´
gerado o CCP (Condic¸o˜es clima´ticas processadas). Apo´s a gerac¸a˜o dos CCP‘s, o
sistema os enviara˜o atrave´s do sistema de comunicac¸a˜o para os aplicativos mobile
(usua´rios). O Sistema de Processamento sera´ descrito detalhadamente na sec¸a˜o 4.3.
5. Criac¸a˜o do Sistema de Monitoramento.
Este sistema e´ responsa´vel por acompanhar os ı´ndices dos paraˆmetros do CCP, caso
haja algum ı´ndice fora do padra˜o recomendado, emitira´ um alerta reportando a
anomalia.O Sistema de Monitoramento sera´ descrito detalhadamente na sec¸a˜o 4.4.
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6. Criac¸a˜o da API RESTful.
Nessa API e´ disponibilizada todas as func¸o˜es para acesso a`s informac¸o˜es coletadas,
processadas pelo servidor e aos alertas emitidos, e tambe´m requisitar o histo´rico dos
mesmos, como tambe´m, todas as outras func¸o˜es que sa˜o necessa´rias para o acesso
ao sistema via http. A API RESTful sera´ descrito com detalhes na sec¸a˜o 4.5.
Apo´s a definic¸a˜o das etapas, houveram reunio˜es semanais onde eram definidos os
Backlog e os Sprints de desenvolvimento e a partir dos sprints, diversos incrementos do
produto foram desenvolvidos ate´ a obtenc¸a˜o do produto final.
Ao final do desenvolvimento de todas etapas, foram realizados testes com a finali-
dades de testar o desempenho do servidor e de realizar a validac¸a˜o das funcionalidades.
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4 SERVIDOR DO SISTEMA CANARY
Podemos visualizar a arquitetura do Sistema Canary na Figura 9, todos os siste-
mas em negrito sera˜o descritos nas subsec¸o˜es subsequentes.. O que foi desenvolvido neste
trabalho, localiza-se no Server side. A linha de execuc¸a˜o desta arquitetura decorre da
seguinte maneira: O dispositivo de captac¸a˜o esta´ conectado ao aplicativo do motorista
do oˆnibus, esse dispositivo de captac¸a˜o coleta em tempo real a temperatura, umidade
relativa do ar, mono´xido de carbono, metano e a luminosidade, enquanto que o aplicativo
do motorista do oˆnibus e´ responsa´vel de adicionar a latitude e longitude obtidos atrave´s
do posicionamento geogra´fico, utilizando a servic¸o de GPS (Global Positioning System)
do pro´prio aplicativo e assim gerando o CC. Posteriormente e´ enviado ao servidor pelo
sistema de comunicac¸a˜o (linha 1) que ao receber e´ armazenado no banco de dados
(linha 2). Apo´s um determinado per´ıodo, o servidor executa o processamento dos dados,
que consiste em calcular a me´dia dos paraˆmetros por bairro, o CCP, ao fim do processa-
mento, o sistema de monitoramento analisa os CCP’s gerados e em seguida os CCP’s
e os alertas sa˜o enviados, se existirem, aos aplicativos dos usua´rios pelo sistema de co-
municac¸a˜o (linha 3 para os CCP’s e linha 4 para os alertas). Ha´ uma API RESTful
(linha 7) que disponibiliza func¸o˜es para acesso a`s informac¸o˜es geradas, como tambe´m,
func¸o˜es exclusivas para o sistema, como por exemplo o cadastro do oˆnibus na persisteˆncia
de dados (linha 6).
4.1 Arquitetura




4.2 Sistema de Comunicac¸a˜o
A comunicac¸a˜o em tempo real entre os aplicativos e o servidor e´ feita atrave´s do
middleware ContextNet. O Servidor conecta-se como subscriber no to´pico chamado de
“CanaryCCInformation”, pelo qual e´ recebido as informac¸o˜es geradas pelo dispositivo,
os CC’s. Apo´s o processamento dos CC’s, que resulta nos CCP’s, o servidor conecta-
se ao ContexNet como publisher para o envio dos dados processados usando o to´pico
denominado de “CanaryCCPInformation”. Quando houver um alerta emitido, o servidor
ira´ se conectar ao ContexNet como publisher e enviara´ os alertas pelo to´pico nominado de
“CanaryAlert Information”. A formatac¸a˜o dos dados utilizada no sistema de comunicac¸a˜o
e´ em protobuf (Protocol Buffered), que e´ a formatac¸a˜o de dados padra˜o do ContextNet.
4.3 Sistema de Processamento
Essa funcionalidade e´ responsa´vel por controlar o ciclo e realizar o processamento
dos dados recebidos. Durante um determinado per´ıodo de tempo, o ciclo, os dados sa˜o
recebidos dos oˆnibus e salvos no banco de dados, eles so´ sera˜o processados apo´s o fim do
ciclo.
Exemplo: Vamos supor que o ciclo seja de 4 minutos: Os oˆnibus enviara˜o os da-
dos coletados continuamente para o servidor, e o servidor so´ ira´ armazena´-los. Apo´s os 4
minutos, todos os dados que foram armazenados dentro desse per´ıodo ira˜o ser processados.
Apo´s o fim do ciclo de 4 minutos, inicia-se outro.
O processamento se dar inicialmente pelo descobrimento da localizac¸a˜o do CC
enviado, tendo em vista que, os u´nicos dados de localizac¸a˜o enviados, sa˜o a latitude e
longitude. Esse processo de localizac¸a˜o se da´ pela identificac¸a˜o da localidade por
pol´ıgonos (detalhado na sec¸a˜o 4.3.1), apo´s esse processo, ocorre a separac¸a˜o regional
(por bairro) para que seja gerado os CCP’s, que sa˜o as me´dias dos dados recolhidos por
regia˜o. No fim do processamento, sinaliza-se para o servidor de comunicac¸a˜o que os CCP’s
esta˜o prontos para envio e sa˜o enviados para os aplicativos dos usua´rios.
4.3.1 Identificac¸a˜o da localidade por pol´ıgonos
Para realizar este processo, a identificac¸a˜o da localidade por pol´ıgonos, e´ necessa´rio
ter um arquivo JSON com as coordenadas das bordas dos pol´ıgonos, que representam
os bairros. Esse documento com o limite dos bairros foi conseguido atrave´s do site da
prefeitura municipal de Joa˜o Pessoa3 que disponibiliza um arquivo no formato shapefile
(.shp) com o limite de todos os bairros, esse documento foi transformado para o formato




pode ser visto na Figura 10.
Figura 10: Pol´ıgonos representando os Bairros de Joa˜o Pessoa. Fonte: Autoria
Pro´pria.
No desenvolvimento deste processo, foi utilizado o pacote “pointsWithinPolygon”,
cujo qual e´ um pacote que oferece func¸o˜es de identificac¸a˜o de pol´ıgono para o framework
NodeJS(35). Quando essa func¸a˜o e´ executada, durante o processamento dos dados, passa-
se a latitude e longitude do CC como paraˆmetro onde ocorrera´ a identificac¸a˜o em qual
pol´ıgono se encontra, que sera´ o retorno da func¸a˜o. Como por exemplo, podemos ver na
Figura 11, que e´ um CC a ser processado, e a Figura 12 que e´ o retorno da func¸a˜o que
traz os dados do pol´ıgono ao qual a coordenada pertence que sa˜o os nomes do bairro,
cidade e estado .
Figura 11: CC executado pela func¸a˜o de identificac¸a˜o por pol´ıgonos. Fonte:
Autoria Pro´pria.
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Figura 12: Retorno da func¸a˜o de identificac¸a˜o por pol´ıgonos. Fonte: Autoria
Pro´pria.
4.4 Sistema de Monitoramento
Esse sistema e´ responsa´vel de analisar os paraˆmetros dos CCP’s, onde caso haja
algum fora do padra˜o de “recomendado”, o sistema emitira´ um alerta reportando a ano-
malia. O servidor ira´ reportar os paraˆmetros que estiverem nos estados de Atenc¸a˜o,
Alerta e Emergeˆncia, vistos no Quadro 8. Como na˜o ha´ essa especificac¸a˜o internacional
de criticidade para todos os paraˆmetros monitorados, caracteriza-se:
1. Estado de Atenc¸a˜o e´ quando o n´ıvel esta´ fora do padra˜o recomendado pore´m na˜o
ha´ se´rios riscos a` sau´de.
2. Estado de Alerta e´ quando o n´ıvel esta´ fora do padra˜o recomendado e existem riscos
a` sau´de, pore´m na˜o ta˜o graves.
3. Estado de Emergeˆncia e´ quando o n´ıvel esta´ fora do padra˜o recomendado e a ex-
posic¸a˜o ao paraˆmetro em questa˜o pode ocasionar se´rios danos a` sau´de.
Os paraˆmetros que sa˜o monitorados sa˜o: temperatura, umidade relativa do ar,
mono´xido de carbono e metano.
A temperatura ideal para o bem-estar dos seres humanos e´ de ate´ 29◦C, mas de-
pende tambe´m da umidade relativa do ar, pois dependendo do n´ıvel da umidade pode
aliviar ou agravar o calor, enta˜o por isso esse fator vai ser ignorado para essa classificac¸a˜o.
O estado de atenc¸a˜o para a temperatura e´ emitida entre 30◦C - 35◦C, pois se nessa tem-
peratura estiver exposto diretamente ao sol por longo tempo pode ter insolac¸a˜o, na´useas,
dor de cabec¸a. Para o estado de alerta, o intervalo e´ de 35◦C a 40◦C, ja´ que com essa
temperatura, mesmo que na˜o esteja em contato direto com o sol, as pessoas podem sentir
ca˜imbras, dor de cabec¸a mais fortes, na´useas, tontura entre outros sintomas. O estado
deemergeˆncia e´ emitido quando a temperatura ultrapassa os 40◦C, pois as chances que
pessoas sejam afetadas aumentam significativamente, em 2017 na Europa houve uma onda
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de calor em que as temperaturas passaram dos 40◦C e ocasionou uma se´ries de mortes
[21, 19].
Segundo a OMS [4], o ı´ndice recomendado da umidade relativa do ar para os seres
humanos e´ entre 100% e 60%. O estado de atenc¸a˜o e´ emitido para o ı´ndice entre 21%
- 30%, ja´ que e´ um n´ıvel onde as pessoas podem sentir um certo desconforto, mas sem
nenhum risco a` sau´de. O estado de alerta e´ emitido para o ı´ndice entre 12% - 20%, tal que
os sintomas podera˜o ser sentidos com veemeˆncia. E o estado de emergeˆncia e´ decretado
para ı´ndices abaixo de 12%, cujo e´ um n´ıvel e´ de condic¸o˜es extremas de sobreviveˆncia, no
Deserto do Saara a umidade relativa do ar gira em torno de 10% [11].
Para o mono´xido de carbono, o n´ıvel ideal para a sau´de dos humanos e´ entre 0ppm
- 9ppm. Dentre 10ppm - 24ppm, caso a exposic¸a˜o ao poluente seja por um longo tempo,
ja´ e´ poss´ıvel sentir os sintomas da exposic¸a˜o do CO, portanto classifica-se como estado
de atenc¸a˜o. Entre 25ppm - 400ppm, decreta-se o estado de alerta, tendo em vista que na
exposic¸a˜o ao poluente por 2 a 3 horas, ja´ e´ poss´ıvel que tenha sintomas mais fortes como:
na´useas, dor de cabec¸a e tontura. Para n´ıveis acima de 400 ppm, declara-se estado de
emergeˆncia, ja´ que se estiver exposto ao poluente a esse n´ıvel por poucas horas pode ser
levado a o´bito [22].
Segundo a OSHA (Occupational Safety and Health Administration), os ı´ndices
recomendados para o metano e´ entre 0ppm - 1.000 ppm(15). Entre 1.000ppm - 9.999ppm
caracteriza-se estado de atenc¸a˜o, porque mesmo na˜o tendo risco a` sau´de humana, mas
comec¸a a existir um potencial de explosa˜o. Entre 10.000ppm - 49.999ppm permanece a
mesma situac¸a˜o, na˜o ha´ risco a` sau´de humana comprovada, pore´m o risco de explosa˜o
aumenta significativamente, logo denota estado de alerta. E por fim, acima de 50.000ppm
classifica-se estado de emergeˆncia, pois a exposic¸a˜o a esse n´ıvel de poluic¸a˜o causa asfixia,
podendo levar ate´ a morte [28].
Quadro 8: Criticidade dos paraˆmetros monitorados
Paraˆmetro Estado
Atenc¸a˜o Alerta Emergeˆncia
Temperatura 30◦C - 35◦C 35◦C - 40◦C >40◦C
Umidade Relativa do Ar 21% - 60% 12% - 20% <12%
Mono´xido de Carboˆno 10ppm - 24ppm 25ppm - 400ppm >400ppm
Metano 1.000ppm - 9.999ppm 10.000ppm - 49.999ppm >50.000ppm
4.5 API RESTful
A API fornece as funcionalidades de que o Sistema Canary necessita para reali-
zar a sua execuc¸a˜o, como tambe´m as funcionalidades de consulta aos dados coletados,
processados e aos alertas emitidos.
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As func¸o˜es que sa˜o disponibilizadas na API que sa˜o para uso exclusivo do Sistema
Canary, sa˜o as de gerenciamento para cadastro de oˆnibus e bairros, podendo adicionar,
editar, e deletar no banco de dados do sistema. Esta API fornece as func¸o˜es para a
consulta, em qualquer intervalo de tempo, aos CC’s (Figura 13), CCP’s (Figura 14) e dos
alertas emitidos.
Figura 13: Retorno da consulta dos CC’s via API. Fonte: Autoria Pro´pria.
Figura 14: Retorno da consulta dos CCP’s via API. Fonte: Autoria Pro´pria.
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5 ANA´LISES DOS RESULTADOS E TESTES
Neste cap´ıtulo sera´ demonstrado como foi realizado o processo de validac¸a˜o e os
testes de estresse e carga e do servidor do Sistema Canary.
5.1 Testes
Nesta sec¸a˜o foram realizados testes com a finalidade de examinar a corretude do
sistema de monitoramento para as situac¸o˜es que possam ocorrer. Nesta sec¸a˜o, tambe´m,
foram realizados testes de estresse e carga, a fim de analisar o desempenho do servidor
em diversas situac¸o˜es.
5.1.1 Testes do Sistema de Monitoramento
Devido a dificuldade de gerar alertas com dados reais, foram usados dados gerados
manualmente com a finalidade de provocar os alertas. Foi realizado um teste para cada
n´ıvel de criticidade, os estados de Atenc¸a˜o, Alerta e Emergeˆncia.
• Teste para alertas de estado de atenc¸a˜o
Como citado na sec¸a˜o 4.4, o alerta em Estado de Atenc¸a˜o e´ emitido caso atinja pelo
menos um dos n´ıveis : a temperatura entre 30◦C - 35◦C, a umidade entre 21% -
60%, o mono´xido de carbono entre 10ppm - 24ppm e para o metano entre 1.000ppm
- 9.999ppm. O CCP, da Figura 15, foi o dado utilizado como entrada para o teste,
e o resultado, como pode ser vista na Figura 16, foram quatro alertas emitidos, um
alerta para cada paraˆmetros.
Figura 15: CCP gerado para o teste de alerta no Estado de Atenc¸a˜o. Fonte:
Autoria Pro´pria.
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Figura 16: Log do teste dos alertas para Estado de Atenc¸a˜o. Fonte: Autoria
Pro´pria.
• Teste para alertas de estado de alerta
Como citado na sec¸a˜o 4.4, o alerta em estado de alerta e´ emitido caso atinja pelo
menos um dos n´ıveis : a temperatura entre 35◦C - 40◦C, a umidade entre 12% - 20%,
o mono´xido de carbono entre 25ppm - 400ppm e para o metano entre 10.000ppm -
49.999ppm. O CCP, da Figura 17, foi o dado utilizado como entrada para o teste,
e o resultado, como pode ser vista na Figura 18, foram quatro alertas emitidos, um
alerta para cada paraˆmetros.
Figura 17: CCP gerado para o teste de alerta no Estado de Alerta. Fonte:
Autoria Pro´pria.
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Figura 18: Log do teste dos alertas para Estado de Alerta. Fonte: Autoria
Pro´pria.
• Teste para alertas de estado de emergeˆncia
Como citado na sec¸a˜o 4.4, o alerta em estado de emergeˆncia e´ emitido caso atinja
pelo menos um dos n´ıveis : a temperatura e´ acima de 40◦C, a umidade e´ abaixo
de 12%, o mono´xido de carbono e´ acima de 400ppm e para o metano e´ acima de
50.000ppm. O CCP, da Figura 19, foi o dado utilizado como entrada para o teste,
e o resultado, como pode ser vista na Figura 20, foram quatro alertas emitidos, um
alerta para cada paraˆmetros.
Figura 19: CCP gerado para o teste de alerta no Estado de Emergeˆncia. Fonte:
Autoria Pro´pria.
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Figura 20: Log do teste dos alertas para Estado de Emergeˆncia. Fonte: Au-
toria Pro´pria.
Todos os testes foram bem sucedidos, visto que, todos emitiram os alertas apro-
priados para cada situac¸a˜o.
5.1.2 Testes de Carga
A fim de testar o desempenho do servidor com diferentes quantidades de dados,
foi realizado um teste de carga. Foi invia´vel realizar esses testes usando o dispositivo
“real” pelo motivo que a demanda de dados e´ grande e levaria muito tempo para gerar
esses dados usando somente uma fonte de dados, por isso, foram utilizados os simuladores
(que foram descritos na sec¸a˜o 3.1). As cargas que foram utilizadas para testar o servidor
simulam o nu´mero de dados que seriam gerados pelo tamanho da frota de oˆnibus de
diferentes cidades. Foi procurado abordar os diferentes portes de cidades, capital regional,
metro´pole regional, metro´pole nacional e metro´pole mundial. As frotas das cidades que
foram utilizadas sa˜o das cidades de Joa˜o Pessoa, que possui uma frota de 540 oˆnibus
[29], a do Recife, que teˆm uma frota de aproximadamente 3.000 oˆnibus [36], a do Rio de
Janeiro, que teˆm uma frota de 7.240 oˆnibus [12], e de Sa˜o Paulo, que dete´m uma frota de
14.457 oˆnibus [13].
Para a realizac¸a˜o destes testes, partiu do pressuposto que todos os oˆnibus da
frota estavam em circulac¸a˜o e que enviaram apenas um dado por ciclo. Neste teste foi
mensurado o tempo de execuc¸a˜o do processamento dos dados. Foi mensurado, tambe´m,
as etapas de dentro do processamento dos dados. A Parte 1 representa a identificac¸a˜o
da localidade pela identificac¸a˜o por pol´ıgonos e a Parte 2 representa a funcionalidade de
separac¸a˜o por bairro e o monitoramento dos paraˆmetros.
O primeiro teste de carga foi simulando a frota de Joa˜o Pessoa, representando a
classe das capitais regionais. Foram 540 dados gerados e processados, para a realizac¸a˜o
do processamento destes dados levou 4 segundos e 508 mile´simos. A parte 1 durou 4
segundos e 352 mile´simos e a parte 2, 156 mile´simos, como pode ser visto na Figura 21.
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Figura 21: Resultado do Teste 1. Fonte: Autoria Pro´pria.
O segundo teste de carga foi simulando a frota do Recife, representando o grupo
das metro´poles regionais. Foram 3.016 dados gerados e processados, a durac¸a˜o deste
processamento foi de 23 segundos e 064 mile´simos. A parte 1 durou 22 segundos e 346
mile´simos e a parte 2, 703 mile´simos, visto na Figura 22.
Figura 22: Resultado do Teste 2. Fonte: Autoria Pro´pria.
O terceiro teste de carga foi simulando a frota do Rio de Janeiro, representando
o grupo das metro´poles nacionais. Foram 7.208 dados gerados e processados, para a
realizac¸a˜o deste processamento levou 54 segundos e 849 mile´simos. A parte 1 durou 53
segundos e 177 mile´simos e a parte 2, 1 segundo e 849 mile´simos, mostrado na Figura 23.
Figura 23: Resultado do Teste 3. Fonte: Autoria Pro´pria.
O quarto teste de carga,vistu foi simulando a frota de Sa˜o Paulo, representando
a famı´lia das metro´poles mundiais. Foram 14.952 dados gerados e processados, para a
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realizac¸a˜o deste processamento levou 1 minutos, 50 segundos e 321 mile´simos.A parte
1 durou 1 minuto , 47 segundos e 134 mile´simos enquanto a parte 2, 3 segundo e 172
mile´simos, pode ser visto na Figura 24.
Figura 24: Resultado do Teste 4. Fonte: Autoria Pro´pria.
Analisando os resultados, resumidamente no Quadro 9, e a Figura 25, vimos que
o tempo de execuc¸a˜o cresce diretamente proporcional a quantidade de dados, visto que,
no primeiro teste processa-se 540 dados em 4,5 segundos, uma me´dia de 120 dados por
segundo, e essa me´dia permanece nos outros testes. Como podemos observar no segundo,
processou 3.016 dados em 23 segundos e 064 mile´simos que dar uma me´dia de 130,7
dados por segundo, no terceiro realizou-se o processamento de 7.208 em 54 segundos e
849 mile´simos, uma me´dia de 131,4 dados por segundo,e no quarto teste processou 14.454
dados em 1 minuto, 50 segundos e 321 mile´simos que dar uma me´dia de 131 dados por
segundo.
Quadro 9: Resultados dos Testes. Fonte: Autoria Pro´pria.
Teste Qtd. de CC’s Tempo de Execuc¸a˜o
1 540 04” 508”’
2 3.016 23” 064”’
3 7.208 54” 849”’
4 14.454 1’ 50” 321”’
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Figura 25: Ana´lise do desempenho dos testes. Fonte: Autoria Pro´pria.
Analisando o gra´fico, da Figura 26, conclui-se que a maior parte do tempo gasto
para o processamento dos dados e´ na parte 1, na identificac¸a˜o da localidade por pol´ıgonos.
A parte 1, toma cerca de 97% de tempo do total da execuc¸a˜o. Com essa informac¸a˜o,
podemos concluir que para ocorrer a otimizac¸a˜o do algoritmo de processamento basta
focar na otimizac¸a˜o do algoritmo da parte 1, na localizac¸a˜o por pol´ıgonos.
Figura 26: Gra´fico de desempenho da Parte 1 em relac¸a˜o ao Tempo total.
Fonte: Autoria Pro´pria.
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5.2 Validac¸a˜o do Sistema
Para realizac¸a˜o da validac¸a˜o do Servidor do Sistema Canary foi realizado um teste
real onde o dispositivo, dentro de um oˆnibus, fez o percurso do Ponto A( Bairro do
Banca´rios) ate´ o Ponto B(Bairro do Bessa). Todo o trajeto foi feito em 47 minutos.
Como podemos ver na Figura 27, cada ponto vermelho representa a localizac¸a˜o em que
um CC foi gerado pelo dispositivo. Devido ao tamanho da amostra do teste, o espectro
foi reduzido para que o teste possa ser discutido com mais detalhes. Foram utilizados
neste para a ilustrac¸a˜o do teste os CC’s gerados dentre o trecho do Ponto C ao Ponto D,
cujo quais foram gerados e processados no mesmo ciclo de processamento.
Os sensores de metano e do mono´xido de carbono do dispositivo ainda estavam em
estado de calibragem quando o teste ocorreu, os dados sa˜o reais pore´m na˜o ta˜o precisos.
A calibragem dos sensores na˜o era um fator relevante pro teste, ja´ que o maior objetivo
do teste e´ validar as funcionalidades do servidor.
Figura 27: Pontos onde os CC’s foram coletados no Teste de Validac¸a˜o. Fonte:
Autoria Pro´pria.
No teste, o dispositivo foi configurado para gerar 5 CC’s por minuto e o ciclo de
processamento foi configurado para ser de 4 minutos, ou seja,a cada 4 minutos os dados
coletados foram processados. Durante o teste, entre o trecho A ao B, foram gerados 234
CC’s, e destes 234, foram gerados 18 CCP’s nos 13 ciclos que ocorreram. O trecho do
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Ponto C ao D contempla dois bairros de Joa˜o Pessoa, o Castelo Branco e o Miramar.
Durante esse trecho foram coletados 23 CC’s, gerados 2 CCP’s e emitindo 3 alertas.
Apo´s a coleta dos CC’s durante o trecho, alguns deles podem ser vistos na Figura
28, realizou-se o processamento destes dados coletados, resultando na gerac¸a˜o de 2 CCP’s,
um para o bairro do Castelo Branco e outro do Miramar, como pode ser visto na Figura
29.
Figura 28: CC’s gerados entre o trecho do Ponto C ao D. Fonte: Autoria
Pro´pria.
Figura 29: CCP’s gerados ao fim do ciclo do trecho do Ponto C ao D. Fonte:
Autoria Pro´pria.
Apo´s a gerac¸a˜o dos CCP’s, ocorre a ana´lise dos paraˆmetros a fim de identificar
se ha´ alguma anomalia. Neste caso foram identificados 3 anomalias, gerando 3 alertas.
Vale lembrar que, como ja´ citado, os sensores de metano e do mono´xido de carbono do
dispositivo ainda estavam em fase de calibragem, que resulta em uma certa imprecisa˜o.
Os alertas emitidos esta˜o na Figura 30.
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Figura 30: Alertas gerados durante o Trecho do Ponto C ao D. Fonte: Autoria
Pro´pria.
Com este teste, foi validado o Servidor do Sistema Canary, visto que, cumpriu
todos seus requisitos.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
A poluic¸a˜o do Ar e´ um grande mal que afeta na˜o so´ a sau´de da populac¸a˜o, mas
como tambe´m os setores so´cio-econoˆmicos do pa´ıs, devido aos gastos em sau´de pu´blica
para tratar pessoas com doenc¸as relacionadas a` poluic¸a˜o do ar. Com o sistema desen-
volvido neste trabalho podera´ auxiliar o combate desse mal com mais veemeˆncia. Os
testes realizados constataram a efica´cia do propo´sito do servidor, cujo objetivo e´ gerar
informac¸o˜es detalhadas da qualidade do ar por bairro e emitir alertas quando os ı´ndices
estiverem fora do “aceita´vel”. A API RESTful disponibilizara´ todas as informac¸o˜es para
que possam ser consultadas, isto possibilitara´ que novos sistemas possam ser desenvolvidos
para que, tambe´m, ajudem a prevenir e combater e a poluic¸a˜o do ar.
A principal dificuldade no desenvolvimento deste trabalho foi a falta de docu-
mentac¸a˜o padronizada com os nomes dos bairros, ja´ que durante a pesquisa, foram en-
contrados va´rios documentos relatando diferentes nomes. Isso dificultou na integrac¸a˜o do
servidor com o sistema web do Canary.
Este trabalho serviu para que fossem colocados em pra´ticas conhecimentos ad-
quiridos ao longo curso, como por exemplo Programac¸a˜o Concorrente, Banco de Dados,
Computac¸a˜o Pervasiva e Engenharia de Software.
Como trabalhos futuros, planeja-se adicionar novas funcionalidades ao sistema,
como por exemplo, expandir a gama dos paraˆmetros que sa˜o coletados e processados,
adicionar um sistema de previso˜es dos ı´ndices dos dados. Pretende-se realizar uma oti-
mizac¸a˜o no algoritmo de identificac¸a˜o de pol´ıgono, ja´ que como foi visto, custa cerca de
97% do tempo total do processamento. Por u´ltimo, deseja-se implementar um bot no
twitter onde ira´ “twittar” as condic¸o˜es gerais dos bairro periodicamente.
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