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AN EQUIVARIANT MAIN CONJECTURE IN IWASAWA
THEORY AND APPLICATIONS
CORNELIUS GREITHER AND CRISTIAN D. POPESCU
Abstract. We construct a new class of Iwasawa modules, which are the num-
ber field analogues of the p–adic realizations of the Picard 1–motives con-
structed by Deligne in [6] and studied extensively from a Galois module struc-
ture point of view in our previous work [13] and [12]. We prove that the new
Iwasawa modules are of projective dimension 1 over the appropriate profinite
group rings. In the abelian case, we prove an Equivariant Main Conjecture,
identifying the first Fitting ideal of the Iwasawa module in question over the
appropriate profinite group ring with the principal ideal generated by a certain
equivariant p–adic L–function. This is an integral, equivariant refinement of
the classical Main Conjecture over totally real number fields proved by Wiles in
[34]. Finally, we use these results and Iwasawa co-descent to prove refinements
of the (imprimitive) Brumer-Stark Conjecture and the Coates-Sinnott Conjec-
ture, away from their 2–primary components, in the most general number field
setting. All of the above is achieved under the assumption that the relevant
prime p is odd and that the appropriate classical Iwasawa µ–invariants vanish
(as conjectured by Iwasawa.)
1. Introduction
Let us consider the data (K,S, T , p), where p is an odd prime, K is the cyclotomic
Zp–extension of a number field K (i.e. K is a Zp–field, in the terminology of
[15]), and S and T are two finite sets of finite primes in K. We assume that
T ∩ (S ∪ Sp) = ∅, where Sp is the set of p–adic primes in K. Also, let us assume
that Iwasawa’s µ–invariant conjecture holds for K and p, i.e. we have µK,p = 0,
where µK,p is the classical Iwasawa µ–invariant associated to K and p.
The main goals of this paper are threefold:
Firstly, for any data (K,S, T , p) as above, we construct a new class of Iwasawa
modules Tp(M
K
S,T ) which are Zp–free of finite rank (see §3 below.) We study
the Zp[[G]]–module structure of these modules, under the assumption that K is of
CM-type, K is a Galois extension of a totally real number field k of Galois group
G := Gal(K/k), the sets S and T are G–invariant, T 6= ∅ and S contains the finite
primes which ramify in K/k. In this context, we prove that
(1) pdZp[[G]]−Tp(M
K
S,T )
− = 1,
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whenever Tp(MKS,T )
− 6= 0. (See Theorem 4.6 below.) If G is abelian, then the
equality above implies that the first Fitting ideal FitZp[[G]]−Tp(M
K
S,T )
− is principal
(see Proposition 7.2(1) below.) This brings us naturally to our next goal, namely
the construction of a canonical generator of this ideal.
Secondly, working under the additional assumption that G is abelian, we con-
struct an equivariant p–adic L–function Θ
(∞)
S,T ∈ Zp[[G]]
− (see §5.2 below) and prove
the following Equivariant Main Conjecture - type equality.
(2) FitZp[[G]]−Tp(M
K
S,T )
− = Θ
(∞)
S,T · Zp[[G]]
−.
(See Theorem 5.6 below.) This refines the classical Main Conjecture proved by
Wiles in [34] in the following precise sense.
For simplicity, let us assume that K contains the group µp∞ of p–power roots of
unity. Then, under our working assumption that µK,p = 0, Wiles’s main theorem
in [34] can be restated as follows.
(3) FitQp(Zp[[G]]−)(Qp ⊗Zp X
+
S (−1)
∗) = G
(∞)
S ·Qp(Zp[[G]]
−),
where Qp(Zp[[G]]−) := Qp ⊗Zp Zp[[G]]
−, XS is the classical Iwasawa module given
by the Galois group of the maximal pro-p abelian extension of K, unramified away
from S ∪ Sp, and G
(∞)
S is a canonical element
1 in Qp(Zp[[G]]−) constructed out of
the S–imprimitive p–adic L–functions associated to K/k.
A na¨ıve integral refinement of Wiles’s result would aim for a calculation of
FitZp[[G]]−(X
+
S (−1)
∗) in terms of p–adic L–functions. Unfortunately, the Zp[[G]]−–
module X+S (−1)
∗ is only very rarely of finite projective dimension. Consequently,
its Fitting ideal is not principal and difficult to compute, in general. However, we
prove that there is an exact sequence of Zp[[G]]−–modules
(4) 0 // Tp(∆K,T )−/Zp(1) // Tp(MKS,T )
− // X+S (−1)
∗ // 0 .
(See §3.3 below for the proof and notations.) So, the new modules Tp(MKS,T )
− are
certain extensions of the classical modules X+S (−1)
∗ by Tp(∆K,T )
−/Zp(1). These
modules happen to be of projective dimension 1 over Zp[[G]]−. Also, a consequence
of the definition of the equivariant p–adic L–function Θ
(∞)
S,T is that
(5) Θ
(∞)
S,T = G
(∞)
S ·D
(∞)
T ,
where D
(∞)
T is a non zero–divisor distinguished generator
2 of the Fitting ideal
FitQp(Zp[[G]]−)(Tp(∆K,T )
−/Zp(1) ⊗Zp Qp). Since Fitting ideals over Qp(Zp[[G]]
−)
are multiplicative in short exact sequences, by way of (4)–(5) our main theorem (2)
“tensored with Qp” (i.e. base-changed from the integral group ring Zp[[G]]− to the
rational one Qp(Zp[[G]]−)) is equivalent to Wiles’s main theorem (3).
Finally, we use our main theorems (1) and (2) and Iwasawa co-descent to prove
refinements of the (imprimitive) Brumer-Stark Conjecture (see Theorem 6.5 below)
and the Coates-Sinnott Conjecture (see Theorem 6.11 and Corollary 6.19 below),
away from their 2–primary component, in the most general number field setting.
1The reader can easily check that G
(∞)
S
= (ι ◦ t1)(GS ), with notations as in §5.2.
2The reader can easily check that D
(∞)
T
= δ
(∞)
T
/(ι ◦ t1)(HS ), with notations as in §5.2.
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The main ideas and motivation behind the construction of the new Iwasawa
modules Tp(MKS,T ) are rooted in Deligne’s theory of 1–motives (see [6]) and in our
previous work [13] on the Galois module structure of p–adic realizations of Picard
1–motives. Also, we were strongly motivated and inspired by the Deligne-Tate
proof of the Brumer-Stark Conjecture in function fields via p–adic realizations of
Picard 1–motives. (See Chapter V of [32].)
In [13], we consider the Picard 1–motiveMXS,T associated to a smooth, projective
curve X defined over an arbitrary algebraically closed field κ and two finite, disjoint
sets of closed points S and T on X . We study the Galois module structure of its p–
adic realizations Tp(MXS,T ) in finite G–Galois covers X → Y of smooth, projective
curves over κ, in the case where S contains the ramification locus of the cover and
S and T are G–invariant. In particular, if κ = Fq, for some finite field Fq, and the
data (X → Y,S, T ) is defined over Fq, with Y = Y0×Fq Fq, for a smooth, projective
curve Y0 over Fq, then we prove that
(6) pdZp[[G]]Tp(M
X
S,T ) = 1, FitZp[[G]]Tp(M
X
S,T ) = Zp[[G]] ·ΘS,T (γ
−1),
for all primes p, where G := Gal(Fq(X)/Fq(Y0)), γ is the q–power arithmetic Frobe-
nius (viewed in G) and ΘS,T (γ−1) is an equivariant L–function which is the exact
function field analogue of Θ
(∞)
S,T . Theorem 4.6 (equality (1) above) is the number
field analogue of the first equality in (6), while Theorem 5.6 (equality (2) above) is
the number field analogue of the second equality in (6). Wiles’s Theorem (equality
(3) above) is equivalent to the number field analogue of The´ore`me 2.5 in Ch.V of
[32]. The second equality in (6) is a natural integral refinement of The´ore`me 2.5
in loc.cit. Further, in [13], we use the second equality in (6) and Galois co-descent
with respect to Gal(Fq/Fq) to prove refinements of the Brumer-Stark and Coates-
Sinnott Conjectures in function fields. In the number field case, these tasks are
achieved with almost identical techniques, in Theorems 6.5 and 6.11 below.
In §2.1 below, we define a category of purely algebraic objects which we call
“abstract 1–motives”. This category is endowed with covariant functors Tp to the
category of free Zp–modules of finite rank, called p–adic realizations, for all primes
p. Two particular examples of abstract 1–motives are Deligne’s Picard 1–motives
MXS,T and their number field analogues M
K
S,T , constructed in §3.1. The Iwasawa
module Tp(MKS,T ) of interest in this paper is the p–adic realization of M
K
S,T , and
it is the number field analogue of Tp(MXS,T ).
The paper is organized as follows. In §2, we define the category of abstract 1–
motives and lay down the number theoretic groundwork necessary for constructing
the abstract 1–motive MKS,T . In §3, we construct the abstract 1–motive M
K
S,T ,
show that its p–adic realizations Tp(MKS,T ) have a natural Iwasawa module struc-
ture and link these to the classical Iwasawa modules X+S (−1)
∗, under the appropri-
ate hypotheses. In §4, we prove the projective dimension result, (1) above. In §5,
we prove the Equivariant Main Conjecture, (2) above. In §6, we use the results ob-
tained in the previous sections to prove refined version of the (imprimitive) Brumer-
Stark Conjecture and the Coates-Sinnott Conjecture, away from their 2–primary
components, in the general number field setting. The paper has an Appendix (§7),
where we gather various homological algebra results needed throughout.
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In upcoming work, we will give further applications of the results obtained in
this paper and its function field companion [13] in the following directions: I. An
explicit construction of ℓ–adic models for Tate sequences in the general case of
global fields; II. A proof of the Equivariant Tamagawa Number Conjecture for
Dirichlet motives, in full generality for function fields, and on the “minus side”
and away from its 2–primary part for CM–extensions of totally real number fields.
A proof of the Gross-Rubin-Stark Conjecture (a vast refined generalization of the
Brumer-Stark Conjecture, see Conjecture 5.3.4 in [24]) will ensue in the cases listed
above; III. Finally, we will consider non-abelian versions of the Equivariant Main
Conjectures proved in this paper and [13].
Acknowledgement. The authors would like to thank their home universities for
making mutual visits possible. These visits were funded by the DFG, the NSF, and
U. C. San Diego.
2. Algebraic and number theoretic preliminaries
2.1. Abstract 1–motives. Assume that J is an arbitrary abelian group, m is a
strictly positive integer and p is a prime. We denote by J [m] the maximal m–
torsion subgroup of J and let J [p∞] := ∪mJ [p
m]. As usual, Tp(J) will denote the
p–adic Tate module of J . By definition, Tp(J) is the Zp–module given by
Tp(J) := lim
←−
n
J [pn] ,
where the projective limit is taken with respect to the multiplication–by–p maps.
There is an obvious canonical isomorphism of Zp–modules
Tp(J) ≃ HomZp(Qp/Zp, J) = HomZp(Qp/Zp, J [p
∞]) .
Now, let us assume that J is an abelian, divisible group. J is said to be of finite
local corank if there exists a positive integer rp(J) and a Zp–module isomorphism
J [p∞] ≃ (Qp/Zp)
rp(J) ,
for any prime p. The integer rp(J) is called the p–corank of J . Obviously, in this
case, we have Tp(J) ≃ Z
rp(J)
p , for all primes p. Further, one can use the “Hom”–
description of Tp(J) given above combined with the injectivity of the Zp–module
J [p∞] to establish canonical Zp–module isomorphisms
Tp(J)/p
nTp(J) ≃ J [p
n],
for all primes p and all n ∈ Z≥1. (See Remark 3.8 in [13] for these isomorphisms.)
Definition 2.1. An abstract 1–motive M := [L
δ
−→ J ] consists of the following.
• A free Z–module L of finite rank (also called a lattice in what follows);
• An abelian, divisible group J of finite local corank;
• A group morphism δ : L −→ J .
In many ways, an abstract 1–motiveM enjoys the same properties as an abelian,
divisible group of finite local corank. Namely, for any n ∈ Z≥1 and any prime p,
one can construct an n–torsion group M[n], a p–divisible p–torsion group of finite
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corank M[p∞], and a p–adic Tate module (or p–adic realization) Tp(M), which is
Zp–free of finite rank. This is done as follows.
For every n ∈ Z≥1, we take the fiber-product of groups J ×nJ L, with respect
to the map L
δ
−→ J and the multiplication by n map J
n
−→ J. An element in
this fiber product consists of a pair (j, λ) ∈ J × L, such that nj = δ(λ). Since
J is a divisible group, the map J
n
−→ J is surjective. Consequently, we have a
commutative diagram (in the category of abelian groups) whose rows are exact.
0 // J [n] //
=

J ×nJ L //

L //
δ

0
0 // J [n] // J
n // J // 0
Definition 2.2. The group M[n] of n–torsion points of M is defined by
M[n] := (J ×nJ L)⊗ Z/nZ .
Since L is a free Z–module, the rows of the above diagram stay exact when tensored
with Z/nZ and Z/mZ, respectively. Consequently, we have commutative diagrams
with exact rows
0 // J [m] //
m/n

M[m] //

L⊗ Z/mZ //

0
0 // J [n] //M[n] // L⊗ Z/nZ // 0 ,
for all n,m ∈ N, with n | m, where the left vertical map is multiplication by m/n,
the right vertical map is the canonical surjection and the middle vertical map is
the unique morphism which makes the diagram commute. This middle vertical
morphism maps (j, λ)⊗ 1̂ to (m/n · j, λ)⊗ 1̂ and, in what follows, we refer to it as
the multiplication–by–m/n map M[m]
m/n
−→M[n].
Definition 2.3. For a prime p, the p–adic Tate module Tp(M) of M is given by
Tp(M) = lim
←−
n
M[pn] ,
where the projective limit is taken with respect to the surjective multiplication–by–p
maps described above.
This way, for every prime p, we obtain exact sequences of free Zp–modules
0 −→ Tp(J) −→ Tp(M) −→ L⊗ Zp −→ 0 .
Clearly, we have an isomorphism of Zp–modules Tp(M) ≃ Z
(rp(J)+rkZL)
p , where
rp(J) is the p–corank of J and rkZL is the Z–rank of L.
For n,m ∈ Z≥1 with n | m, one also has commutative diagrams with exact rows
0 // J [m] //M[m] // L⊗ Z/mZ // 0
0 // J [n] //
 ?
OO
M[n] //
 ?
OO
L⊗ Z/nZ
 ?
OO
// 0 ,
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with injective vertical morphisms described as follows: the left–most morphism is
the usual inclusion; the right-most morphism sends λ⊗ x̂ to λ⊗m̂/n · x; the middle
morphism sends (j, λ)⊗ 1̂ to (j,m/n ·λ)⊗ 1̂. Now, if p is a prime number, we define
M[p∞] := lim
−→
m
M[pm] ,
where the injective limit is taken with respect to the injective maps described above.
Obviously,M[p∞] is a torsion, p–divisible group which sits in the middle of an exact
sequence
0 −→ J [p∞] −→M[p∞] −→ L⊗Qp/Zp −→ 0 ,
and whose p–corank equals (rp(J) + rkZL). It is not difficult to see that there are
canonical Zp–module isomorphisms
(7) Tp(M) ≃ Tp(M[p
∞]), Tp(M)/p
nTp(M) ≃M[p
n],
for all n ∈ Z≥1.
Remark 2.4. For a given prime p, one can define an abstract p–adic 1–motive
M := [L
δ
−→ J ] to consist of a Zp–module morphism δ between a free Zp–module
of finite rank L and a p–divisible Zp–module of finite corank J . Obviously, the
constructions above lead to a p–divisible group M[p∞] and a p–adic Tate module
Tp(M) ≃ Tp(M[p∞]), for any abstract p–adic 1–motive M. Any abstract 1–motive
M := [L
δ
−→ J ] gives an abstract p–adic 1–motive
Mp := [L⊗ Zp
δ⊗1
−→ J ⊗ Zp],
for every prime p. It is easy to show that there are canonical isomorphisms
M[pn] ≃Mp[p
n], Tp(M) ≃ Tp(Mp),
for all primes p and all n ∈ Z≥1.
Definition 2.5. A morphism f : M′ → M between two abstract (respectively,
abstract p–adic) 1–motives M′ := [L′
δ′
−→ J ′] and M := [L
δ
−→ J ] is a pair
f := (λ, ι) of group (respectively, Zp–module) morphisms λ : L′ → L and ι : J ′ → J ,
such that ι ◦ δ′ = δ ◦ λ.
Now, it is clear what it is meant by composition of morphisms and the category
of abstract (respectively, abstract p–adic) 1–motives. It is easy to see that any
morphism f = (λ, ι) as in the definition above induces canonical Z/mZ–module
and Zp–module morphisms
f [m] :M′[m]→M[m], Tp(f) : Tp(M
′)→ Tp(M) ,
respectively, for all the appropriate m and p. Moreover, the associations f → f [m]
and f → Tp(f) commute with composition of morphisms, so we obtain functors
from the category of abstract (p–adic) 1-motives to that of Z/mZ–modules and
Zp–modules, respectively, for all m and p as above. A consequence is the following.
Remark 2.6. If R is a ring, L and J are (say, left) R–modules and the map δ is
R–linear, then the groupsM[m], Tp(M), M[p∞] associated to the abstract (p–adic)
1–motive M := [L
δ
−→ J ] are naturally endowed with R–module structures. Also,
all the above exact sequences can be viewed as exact sequences in the category of
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R–modules. This observation will be of particular interest to us in the case where
R is either a group algebra or a profinite group algebra with coefficients in Z or Zp.
Example 2.7. In the case where J := A(κ) is the group of κ–rational points of
a semi-abelian variety A defined over an algebraically closed field κ and L is an
arbitrary lattice then, for any group morphism δ : L→ A(κ), the abstract 1–motive
M := [L
δ
−→ J ] is precisely what Deligne calls a 1–motive in [6].
In particular, let X be a smooth, connected, projective curve defined over an
algebraically closed field κ, and let S and T be two finite, disjoint sets of closed
points on X. Let JT be the generalized Jacobian associated to (X, T ). We remind
the reader that JT is a semi-abelian variety (an extension of the Jacobian JX of X
by a torus τT ) defined over κ, whose group of κ–rational points is given by
JT (κ) =
Div0(X \ T )
{div(f) | f ∈ κ(X)×, f(v) = 1, ∀ v ∈ T }
.
Here, Div0(X \ T ) denotes the set of X–divisors of degree 0 supported away from
T and div(f) is the divisor associated to any non–zero element f in the field κ(X)
of κ–rational functions on X. The group JT (κ) is divisible, as an extension of the
divisible groups JX(κ) and τT (κ). Its local coranks satisfy
p–corank(JT (κ)) =
{
2gX+ | T | −1, p 6= char(κ);
γX , p = char(κ),
where gX and γX are the genus and Hasse–Witt invariant of X, respectively. (See
§3 in [13] for the definitions and the above equality.)
If Div0(S) is the lattice of divisors of degree 0 on the curve X supported on S
and δ : Div0(S)→ JT (κ) is the usual divisor–class map, then the abstract 1–motive
MXS,T := [Div
0(S)
δ
−→ JT (κ)]
is called the Picard 1–motive associated to (X,S, T , κ). Its ℓ–adic realizations
Tℓ(MXS,T ), for all primes ℓ, were extensively studied in [13].
In this paper, we will construct a class of abstract 1–motives which arises natu-
rally in the context of Iwasawa theory of number fields. These should be viewed as
the number field analogues of the Picard 1–motives MXS,T described in the exam-
ple above. As we will see in the next few sections, their ℓ–adic realizations satisfy
similar properties to those proved to be satisfied by Tℓ(MXS,T ) in [13].
2.2. Generalized ideal–class groups. Let p be a prime number. In what follows,
we borrow Iwasawa’s terminology (see [15]) and call a field K a Zp–field if it is the
cyclotomic Zp–extension of a number field. If a Zp–fieldK contains the groupµp∞ of
p–power roots of unity, then it is called a cyclotomic Zp–field. A Zp–field K is said to
be of CM–type if it is the cyclotomic Zp–extension of a CM–number field K. This is
equivalent to the existence of a (necessarily unique) involution j of K (the so–called
complex conjugation automorphism of K), such that its fixed subfield K+ := Kj=1
is the cyclotomic Zp–extension of a totally real number field. The uniqueness of j
with these properties makes it commute with any field automorphism of K.
For the moment, K will denote either a number field or a Zp–field, for some
fixed prime p. As usual, a (finite) prime in K is an equivalence class of valuations
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on K. If K is a number field, all these valuations are discrete of rank one (with
value group isomorphic to (Z, +) with the usual order.) If K is a Zp–field, then its
valuations are either discrete of rank one, if they extend an ℓ–adic valuation of Q,
for some prime ℓ 6= p, or they have value group isomorphic to (Z[1/p], +) with the
usual order, if they extend the p–adic valuation on Q. For every K and v as above,
we pick a valuation ordv in the class v as follows.
• If K is a number field, then ordv is the unique valuation in the class v whose
strict value group Γv := ordv(K×) satisfies Γv = Z. Note that if K/K′ is an
extension of number fields and v and v′ are finite primes in K and K′, with v
dividing v′, then we have a commutative diagram
(8) K×
ordv // Γv
K′×
ordv′//
⊆
OO
Γv′ ,
× e(v/v′)
OO
where e(v/v′) := [Γv : ordv(K′×)] is the usual ramification index.
• If K is a Zp–field, then we denote by vK the prime sitting below v in any
number field K contained in K. We let Γv := lim−→K
ΓvK , where the limit is viewed
in the category of ordered groups and is taken with respect to all number fields K
contained in K and the (ordered group morphisms given by) multiplication by the
ramification index maps in the diagram above. Then, since K× = lim−→K
K×, where
the limit is taken with respect to the inclusion morphisms, we can define
ordv : K
× −→ Γv, ordv := lim−→K
ordvK .
It is easy to check that ordv is a valuation on K in the class v and that Γv =
ordv(K×). As a consequence of the existence of a number field K, with K ⊆ K,
such that K/K is a Zp–extension totally ramified at all p–adic primes v in K and
unramified everywhere else, there are non-canonical ordered group isomorphisms
Γv ≃ Z[1/p], Γv ≃ Z,
respectively, depending on whether v sits above the p–adic prime in Q or not. Also,
for any (necessarily finite) extension K/K′ of Zp–fields, we have a commutative
diagram identical to (8) above.
For any field K as above, its (additive) divisor group is given by
DivK :=
⊕
v
Γv · v ,
where the direct sum is taken with respect to all the finite primes in K. Let T be
a finite (possibly empty) set of finite primes of K, which is disjoint from the set Sp
consisting of all the primes in K extending the p–adic valuation of Q. We let
DivK,T :=
⊕
v 6∈T
Γv · v , K
×
T := {x ∈ K
× | ordv(x− 1) > 0 , ∀ v ∈ T } .
The usual divisor map associated to K induces a group morphism
divK : K
×
T −→ DivK,T , divK(x) =
∑
v
ordv(x) · v =
∑
v 6∈T
ordv(x) · v ,
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whose kernel is the following subgroup of the group UK of units in K.
UK,T := {u ∈ UK | ordv(u− 1) > 0 , for all v ∈ T }.
To K and T as above, we associate the following generalized ideal–class group
CK,T :=
DivK,T
divK(K
×
T )
.
If K/K′ is a finite extension of fields as above and T ′ is the set of primes in K′
sitting below primes in T , then we have an injective group morphism
DivK′,T ′ −→ DivK,T , v
′ →
∑
v|v′
e(v/v′) · v,
where the sum is taken over all the primes v of K sitting above the prime v′ in
K′. This morphism is compatible with the divisor maps (see diagram (8)) and it
induces a (not necessarily injective) group morphism CK′,T ′ → CK,T at the level of
generalized ideal class–groups. It is easy to check that
lim−→
K
DivK,TK ≃ DivK,T , lim−→
K
CK,TK ≃ CK,TK ,
where the limits are taken with respect to all number fields K ⊆ K and TK is the
set of primes in K sitting below primes in T . In particular, let us assume that
K is the Zp–cyclotomic extension of a number field K and write it as a union of
number fields K = ∪nKn, where Kn is the unique intermediate field K ⊆ Kn ⊆ K
with [Kn : K] = p
n. Then, since the set {Kn | n ≥ 1} is cofinal (with respect to
inclusion) in the set of all number fields contained inK, we have group isomorphisms
(9) lim
−→
n
DivKn,Tn ≃ DivK,T , lim
−→
n
CKn,Tn ≃ CK,T ,
where Tn is the set of primes in Kn sitting below those in T and the injective limits
are taken with respect to the morphisms described above.
If T = ∅, then we drop it from the notation arriving this way at the classical
group of units UK and ideal–class group CK associated to K. Let
∆K,T :=
⊕
v∈T
κ(v)× ,
where κ(v) denotes the residue field associated to the prime v. It is easy to see that
for any T as above we have an exact sequence of groups
(10) 0 // UK/UK,T // ∆K,T // CK,T // CK // 0.
If K is a number field, the exact sequence above is described in detail in [26] or [24],
for example. If K is the cyclotomic Zp–extension of a number field K, then the
exact sequence above is obtained by taking the injective limit of the corresponding
sequences at the finite levels Kn with respect to the obvious transition maps. If K
is a number field, (10) shows that CK,T is finite. In that case, the Artin reciprocity
map associated to K establishes an isomorphism between CK,T and the Galois
group of the maximal abelian extension of K which is unramified away from T and
at most tamely ramified at primes in T (see [26].) In the case of a Zp–field K, the
second isomorphism in (9) shows that CK,T is a torsion group.
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Throughout the rest of this section, K is a Zp–field, for some prime p. We let
AK := CK ⊗ Zp, AK,T := CK,T ⊗ Zp ,
for any T as above. A classical theorem of Iwasawa (see [15], pp. 272-273 and the
references therein) shows that there is an isomorphism of groups
AK ≃ (Qp/Zp)λK ⊕A′,
where λK is a positive integer which depends only on K, called the λ–invariant of K
and A′ is a torsion Zp–module of finite exponent. Iwasawa conjectured that A′ is
trivial (see loc. cit.). This conjecture is equivalent to the vanishing of the classical
Iwasawa µ–invariants µK/K := µK,p associated to p and all number fields K such
that K is the cyclotomic Zp–extension of K. For a given Zp–field K, although µK/K
depends on the chosen K with the above properties, its vanishing is independent
of that choice. The vanishing is known to hold if K is the cyclotomic Zp–extension
of an abelian number field (see [9].) In what follows, if K is a Zp–field, we write
µK = 0 to mean that µK/K = 0, for all (one) K as above.
Now, assume that K is of CM–type and j is its complex conjugation automor-
phism. Assume that the prime p is odd. For any Z–module M endowed with a
j–action (called a j–module in what follows) and on which multiplication by 2 is
invertible, we let M± := 12 (1 ± j) ·M denote the ±–eigenspaces of j on M . We
have a direct sum decomposition M = M− ⊕M+ and the two functors M →M±
are obviously exact. In particular, if we take M := AK, we obtain a direct sum
decomposition and Zp–module isomorphisms
AK = A
−
K ⊕A
+
K, A
−
K ≃ (Qp/Zp)
λ−
K ⊕A
′−, A+K ≃ (Qp/Zp)
λ+
K ⊕A
′+,
where λ±K are positive integers such that λK = λ
−
K + λ
+
K, and A
± are torsion Zp–
modules of finite exponent, such that A′ = A
′+⊕A
′−. Also, if the set of primes T
above is j–invariant, then (10) is as an exact sequence in the category of j–modules.
Consequently, we obtain two exact sequences of Zp–modules:
(11)
0 // (UK/UK,T ⊗ Zp)± // (∆K,T ⊗ Zp)± // A
±
K,T
// A±K
// 0.
Lemma 2.8. Let K be a Zp–field and T a finite, non–empty set of finite primes
in K, disjoint from the set of p–adic primes Sp. Then the following hold.
(1) The module ∆K,T ⊗Zp is p–torsion, divisible, of finite corank denoted δK,T .
(2) If µK = 0, then the module AK,T is p–torsion, divisible, of corank at most
λK + δK,T .
(3) If K is of CM–type, p is odd, T is j–invariant, and µK = 0, then the module
A−K,T is p-torsion, divisible, of corank
λ−K + δ
−
K,T − δK,
where δ±K,T := corank (∆K,T ⊗ Zp)
± and δK = 1, if K is a cyclotomic
Zp–field and δK = 0, otherwise.
Proof. (1) Assume that K is the cyclotomic Zp–extension of a number field K, let
v ∈ T and let v0 be the prime in K sitting below v. Since v 6∈ Sp, the prime
v0 splits completely up to a finite level Kn in K/K and remains inert in K/Kn.
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As a consequence, the residue field κ(v) associated to v is a Zp–extension of the
finite field κ(v0). Consequently, the p–primary part κ(v)
×⊗Zp of the torsion group
κ(v)× either equals the group µp∞ of all the p–power roots of unity or it is trivial,
according to whether κ(v0)
× contains µp or not. Consequently,
∆K,T ⊗ Zp ≃ (Qp/Zp)δK,T ,
where δK,T is the number of primes v ∈ T , such that µp ⊆ κ(v)×. Of course, if K
is a cyclotomic Zp–field, then δK,T =| T |. This is because no non–trivial p–power
root of unity is congruent to 1 modulo a non p–adic prime v, so the reduction mod
v maps µp∞ → κ(v) are injective, for all v 6∈ Sp, in particular for v ∈ T .
Part (2) is a consequence of part (1), exact sequence (10), and the fact that the
category of p–torsion, divisible, groups of finite corank is closed under quotients
and extensions.
Under the hypotheses of part (3), we obviously have
(12) (UK ⊗ Zp)− = µp∞ ∩K× ≃ (Qp/Zp)δK .
Since T ∩ Sp = ∅, this implies that (UK,T ⊗ Zp)− is trivial. In light of these facts,
part (3) is a direct consequence of exact sequence (11). 
Now, assume that K is the cyclotomic Zp–extension of the number field K and
that K is of CM–type. Then, every intermediate field Kn is a CM–number field
whose complex conjugation automorphism is the restriction of the complex conju-
gation j of K to Kn and will be denoted by j as well in what follows. For a finite
set T of finite primes in K, disjoint from Sp, we denote by Tn the set of primes in
Kn sitting below primes in T , for all n ≥ 0. We let
AKn := CKn ⊗ Zp, AKn,Tn := CKn,Tn ⊗ Zp .
If p is odd and the set T is j–invariant, then we can split these Zp–modules
AKn = A
+
Kn
⊕A−Kn , AKn,Tn := A
+
Kn,Tn
⊕A−Kn,Tn ,
into their ±–eigenspaces with respect to the j–action.
Lemma 2.9. Under the above hypotheses, the natural maps
A−Kn,Tn −→ A
−
Kn+1,Tn+1
are injective, for all n ≥ 0.
Proof. If T = ∅, this is Prop. 13.26 in [33]. The general case follows from the case
T = ∅ by a snake lemma argument applied to the “minus” exact sequence (11). 
3. The relevant Iwasawa modules
3.1. An Iwasawa theoretic abstract 1–motive. In this section, we fix a prime
p, a Zp–field K and two finite sets S and T of finite primes in K, with the property
that T ∩ (S ∪ Sp) = ∅. From this point on, we assume that µK = 0. To the data
(K,S, T ) we associate the abstract 1–motive
MKS,T := [DivK(S \ Sp)
δ
−→ AK,T ] ,
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where DivK(S \ Sp) is the group of divisors of K supported on S \ Sp and δ is the
usual divisor–class map sending the divisor D into D̂ ⊗ 1 in AK,T = CK,T ⊗ Zp,
where D̂ denotes the class of D in CK,T . Note that, under our current hypotheses,
DivK(S \ Sp) is a free Z–module of rank dK,S :=| S \ Sp | and AK,T is torsion,
divisible, of finite local corank. This local corank equals 0 at primes ℓ 6= p and
equals at most (λK + δK,T ) at p, as Lemma 2.8(2) shows. Consequently, all the
requirements in Definition 2.1 are met. The p–adic realization Tp(MKS,T ) of M
K
S,T
is a free Zp–module of rank at most (λK+δK,T +dK,S), sitting in an exact sequence
0 // Tp(AK,T ) // Tp(M
K
S,T ) // DivK(S \ Sp)⊗ Zp // 0 .
Next, we give a new interpretation of the pn–torsion groups MKS,T [p
n] of the ab-
stract 1–motive above, for all n ≥ 1. For that purpose, we need the following.
Definition 3.1. For every p, K, S, T as above and every m := pn, where n ∈ Z≥1,
we define the following subgroup of K×T .
K
(m)
S,T :=
{
f ∈ K×T | divK(f) = mD + y
}
,
where D ∈ DivK,T and y ∈ DivK(S \ Sp). (Note that since the group DivK(Sp)
is p–divisible, we could write y ∈ DivK(S) or y ∈ DivK(S ∪ Sp) instead of y ∈
DivK(S \ Sp) and arrive at an equivalent definition for K
(m)
S,T .)
Note that we have an inclusion K×mT · UK,T ⊆ K
(m)
S,T of subgroups of K
×
T .
Proposition 3.2. For every p, K, S, T and m as in the definition above, we have
a canonical group isomorphism
MKS,T [m] ≃ K
(m)
S,T /(K
×m
T · UK,T ) .
Proof. In what follows, in order to simplify notation, we view AK,T as the p–Sylow
subgroup of the torsion group CK,T . The general element in the fiber–product
AK,T ×mAK,T DivK(S\Sp) (see §2.1 for the definition) consists of a pair (D̂, x), where
D ∈ DivK,T , such that its class D̂ in CK,T lies in AK,T , and x ∈ DivK(S \Sp) with
the property that mD − x = divK(f), for some f ∈ K
×
T . Note that, by definition,
any such f lies in K
(m)
S,T . We define a map
AK,T ×
m
AK,T DivK(S \ Sp)
φ
−→ K
(m)
S,T /(K
×m
T · UK,T ), φ(D̂, x) = f̂ ,
where D, x and f are as above, and f̂ is the class of f in the quotient to the right.
We claim that φ is a well-defined, surjective group morphism. We check this next.
Step 1. φ is a well defined group morphism. Assume that D,D′ ∈ DivK,T
and x ∈ DivK(S \ Sp), such that (D̂, x) and (D̂′, x) belong to and are equal in the
fiber product above. This means that
divK(f) = mD − x, divK(f
′) = mD′ − x, D −D′ = divK(g),
for some f, f ′, g ∈ K×T . Obviously, this implies that divK,T (f) = divK,T (f
′gm).
Consequently, there exists u ∈ UK,T , such that f = f ′ · gmu. This implies that
φ(D̂, x) = f̂ = f̂ ′ = φ(D̂′, x), showing that φ is well-defined as a function. The fact
that φ is a group morphism is obvious.
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Step 2. φ is surjective. Let f ∈ K
(m)
S,T and D ∈ DivK,T and x ∈ DivK(S \
Sp), such that divK(f) = mD − x. Since CK,T is a torsion group, there exists
a natural number a, with gcd(a,m) = 1, such that aD̂ ∈ AK,T . This shows
that (aD̂,−ax) ∈ AK,T ×mAK,T Div(S \ Sp) and φ(aD̂,−ax) = f̂
a. Consequently,
f̂ a ∈ Im(φ). However, since Im(φ) is a group of exponent dividingm (as a subgroup
of K
(m)
S,T /K
×m
T ·UK,T ), it is uniquely a–divisible. This shows that f̂ ∈ Im(φ), which
concludes the proof of the surjectivity of φ.
Step 3. The kernel of φ. Next, we prove that
ker(φ) = m(AK,T ×
m
AK,T DivK(S \ Sp)).
Let (D̂, x) ∈ ker(φ). This means that there exists g ∈ K×T , such that
mD − x = divK(g
m) = m · divK(g) .
This implies that x = mx′, for some x′ ∈ DivK(S \ Sp). However, since AK,T is
m–divisible, there exists D′ ∈ DivK,T , such that D̂′ ∈ AK,T and D̂ = mD̂′. This
means that D −mD′ = divK(f ′), for some f ′ ∈ K
×
T . This shows that
(D̂, x) = m(D̂′, x′), mD′ − x′ = divK(gf
′) .
Therefore, ker(φ) ⊆ m(AK,T ×mAK,T Div(S \Sp)). The opposite inclusion is obvious.
Now, we combine Steps 1–3 above with the definition of MKS,T [m] (see §2.1) to
conclude that the map φ factors through a group isomorphism φ˜
AK,T ×mAK,T DivK(S \ Sp)
φ // //

K
(m)
S,T /(K
×m
T · UK,T )
MKS,T [m]
φ˜
∼
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
This concludes the proof of the proposition. 
Remark 3.3. If G is a group of field automorphisms of K and the sets S and T
are G–equivariant, then Tp(MKS,T ) and M
K
S,T [p
n] are endowed with natural Zp[G]–
module structures (see Remark 2.6.) In this case, it is easily seen that the canonical
isomorphism in Proposition 3.2 is Zp[G]–linear.
If, in addition, K is of CM–type, p is odd, and S and T are j–invariant,
where j is the complex conjugation automorphism of K, then we can talk about
the eigenspaces Tp(MKS,T )
± and MKS,T [p
n]±, for all n ≥ 1. Since the actions of G
and j commute, these eigenspaces have natural Zp[G]–module structures. Moreover,
the isomorphism in Proposition 3.2 induces two Zp[G]–linear isomorphisms
MKS,T [m]
± ≃ (K
(m)
S,T /K
×m
T · UK,T )
± ,
for all m which are powers of p. This follows immediately from the fact that the
action of j and G on K commute, for any G as above.
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Corollary 3.4. If K is of CM–type, p is odd and S and T are j–invariant, then
the isomorphism in Proposition 3.2 induces isomorphisms of Zp–modules
MKS,T [m]
− ≃ (K
(m)
S,T /K
×m
T · UK,T )
− ≃
(
K
(m)
S,T /K
×m
T
)−
,
for all m := pn, where n ≥ 1. If, in addition, S and T are G–invariant, for a group
of automorphisms G of K, then the above isomorphisms are Zp[G]–linear.
Proof. Let m be as above. There is an obvious exact sequence of Zp[〈j〉]–modules
UK,T /U
m
K,T
// K(m)S,T /K
×m
T
// K(m)S,T /(K
×m
T · UK,T )
// 0.
Now, (12) above shows that (UK,T ⊗Zp)− = µp∞∩UK,T . If T 6= ∅, this intersection
is trivial, whereas if T = ∅, this intersection is either equal to µp∞ or trivial,
depending on whether K is a cyclotomic Zp–field or not. In all these cases, (UK,T ⊗
Zp)− is p–divisible. Consequently, (UK,T /UmK,T )
− ≃ (UK,T ⊗ Zp)− ⊗ Z/mZ = 0.
Consequently, the exact sequence above leads to a group isomorphism
(K
(m)
S,T /K
×m
T )
− ≃ (K
(m)
S,T /K
×m
T · UK,T )
−.
Now, the first part of the corollary is a direct consequence of Proposition 3.2. The
Zp[G]–linearity is a consequence of the previous Remark combined with the obvious
Zp[G]–linearity of the last displayed isomorphism. 
Remark 3.5. Assume that K/K′ is an extension of Zp–fields, and S and T are sets
of primes in K as above. Let S ′, T ′ and S ′p denote the sets of primes in K
′ sitting
below primes in S, T and Sp, respectively. Then, the inclusion K
′ → K induces
natural group morphisms DivK′(S ′\S ′p)→ DivK(S\Sp) and AK′,T ′ → AK,T . These
lead to a morphism of abstract 1–motivesMK
′
S′,T ′ →M
K
S,T . Since the isomorphisms
constructed in Proposition 3.2 are functorial, we get commutative diagrams
MKS,T [m]
∼ // K(m)S,T /(K
×m
T · UK,T )
MK
′
S′,T ′ [m]
OO
∼ // K
′(m)
S′,T ′/(K
′×m
T ′ · UK′,T ′).
OO
3.2. The ensuing Iwasawa modules. Let us assume that K is the cyclotomic
Zp–extension of a number field K. As usual, we let Γ := Gal(K/K). We pick two
finite sets S and T of finite primes in K, such that T ∩ (S ∪ Sp) = ∅. We assume
that S and T are Γ–invariant.
For all n ∈ Z≥0, we let Γn := Gal(K/Kn), where Kn is the unique intermediate
field K ⊆ Kn ⊆ K, such that [Kn : K] = pn. Also, we let
Λ = Zp[[Γ]] := lim←−
n
Zp[Γ/Γn]
denote the p–adic profinite group ring associated to Γ, where the projective limit is
taken with respect to the surjections Γ/Γn+1 ։ Γ/Γn induced by Galois restriction.
As in §2.2, we denote by Tn, Sn and Sp,n the sets of primes in Kn which sit
below primes in S, T , and Sp, respectively, for all n ≥ 0. Obviously, Sn, Tn and
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Sp,n are Γ/Γn–invariant. Consequently, AKn,Tn and DivKn(Sn \ Sp,n) ⊗ Zp have
canonical Zp[Γ/Γn]–module structures. Via the ring morphisms Λ ։ Zp[Γ/Γn],
they are endowed with canonical Λ–module structures. The natural morphisms
AKn,Tn −→ AKn+1,Tn+1, DivKn(Sn\Sp,n)⊗Zp −→ DivKn+1(Sn+1\Sp,n+1)⊗Zp
are Λ–linear. This leads to canonical Λ–module structures for
AK,T ≃ lim−→
n
AKn,Tn and DivK(S \ Sp)⊗ Zp ≃ lim−→
n
(DivKn(Sn \ Sp,n)⊗ Zp),
as direct limits of Λ–modules with respect to Λ–linear transition maps. This way,
Tp(AK,T ) inherits a canonical Λ–module structure as well.
Lemma 3.6. With notations as above, the Zp–module Tp(MKS,T ) can be endowed
with a natural Λ–module structure which makes the sequence
0 // Tp(AK,T ) // Tp(M
K
S,T ) // DivK(S \ Sp)⊗ Zp // 0
exact in the category of Λ–modules.
Proof. Remark 2.4 shows that in defining the torsion groups MKS,T [m], with m a
power of p, and the p–adic Tate module Tp(MKS,T ), we may replace the abstract
1–motive MKS,T with the associated abstract p–adic 1–motive
(MKS,T )p := [DivK(S \ Sp)⊗ Zp
δ⊗1
−→ AK,T ],
where δ ⊗ 1 is the extension of δ by Zp–linearity to DivK(S \ Sp)⊗ Zp. (Note that
AK,T ≃ AK,T ⊗ Zp.) Now, we obviously have
[DivK(S \ Sp)⊗ Zp
δ⊗1
−→ AK,T ] = lim−→
n
[DivKn(Sn \ Sp,n)⊗ Zp
δn⊗1−→ AKn,Tn ]
where δn is the usual divisor–class map sending the divisorD ∈ DivKn(Sn\Sp,n) to
D̂⊗1 in CKn,Tn⊗Zp = AKn,Tn , with D̂ denoting the class of D in CKn,Tn . Since the
maps δn⊗ 1 are Zp[Γ/Γn]–linear, they are Λ–linear and therefore δ⊗ 1 is Λ–linear.
Remark 2.6 applied to (MKS,T )p and R := Λ, implies thatM
K
S,T [m] ≃ (M
K
S,T )p[m]
can be endowed with a natural Λ–module structure which makes the sequence
0 // AK,T [m] //M
K
S,T [m] // DivK(S \ Sp)⊗ Z/mZ // 0
exact in the category of Λ–modules, for all m which are powers of p. The statement
in the Lemma is now obtained by taking the projective limit of the exact sequences
above for m = pa, with a ∈ Z≥1, with respect to the multiplication-by-p maps,
which are clearly Λ–linear. 
Remark 3.7. Assume that K/k is a Galois extension of number fields, of Galois
group G. Let K and be the cyclotomic Zp–extensions of K, for some prime p.
Then, the extension K/k is Galois. Let G := Gal(K/k). Now, let us assume that
the sets S and T in K considered above are G–invariant. Then, just as above,
DivK(S \ Sp) ⊗ Zp and AK,T are endowed with obvious canonical Zp[[G]]–module
structures and the map δ ⊗ 1 above is Zp[[G]]–linear. Consequently, MKS,T [p
a], for
a ≥ 1, and Tp(MKS,T ) are endowed with a canonical Zp[[G]]–module structure and
the sequence in Lemma 3.6 is exact in the category of Zp[[G]]–modules.
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If, in addition, K is a CM–number field (which makes K of CM–type), S and
T are j–invariant and p is odd, then MKS,T [p
a]±, for a ≥ 1, and Tp(MKS,T )
± have
natural Zp[[G]]–module structures. The exact sequence of Zp[[G]]–modules in Lemma
3.6 can be split into a direct sum of two exact sequences of Zp[[G]]–modules
(13) 0 // Tp(AK,T )± // Tp(M
K
S,T )
± // DivK(S \ Sp)± ⊗ Zp // 0 .
Remark 3.8. For every n ≥ 0, let MKnSn,Tn := [DivKn(Sn \ Sp,n)
δn−→ AKn,Tn ],
where δn is the divisor–class map defined in the proof of the above Lemma. Of
course, MKnSn,Tn is not an abstract 1–motive, unless the finite group AKn,Tn happens
to be trivial. Nevertheless, one can define the Zp[Γ/Γn]–modules
MKnSn,Tn [m] := (AKn,Tn ×
m
AKn,Tn
DivKn(Sn \ Sp,n))⊗ Z/mZ,
for every m which is a power of p. For all m and n as above, we have obvious and
canonical Λ–module morphisms
MKnSn,Tn [m]→M
Kn+1
Sn+1,Tn+1
[m]→MKS,T [m].
It is easily proved that these lead to a Λ–module isomorphism
lim−→
n
MKnSn,Tn [m] ≃M
K
S,T [m].
3.3. Linking Tp(MS,T )− to the classical Iwasawa modules. In this section,
we assume that K/k is a Galois extension of number fields, where K is CM and k
is totally real. We fix a prime p > 2 and let K denote the cyclotomic Zp–extension
of K. We let G := Gal(K/k), G := Gal(K/k), Γ := Gal(K/K) and Λ := Zp[[Γ]].
Let S be a G–equivariant finite set of finite primes in K. As in classical Iwasawa
theory, we denote by XS the Galois group of the maximal abelian pro–p exten-
sion of K which is unramified away from S ∪ Sp. Then, XS is endowed with the
usual canonical Zp[[G]]–module structure (with the G–action on XS given by lift–
and–conjugation.) In particular, XS has a canonical Λ–module structure. Recall
Iwasawa’s classical theorems stating that XS is a finitely generated Λ–module of
rank r2(K) (the number of complex infinite primes in K) and that X
+
S is Λ–torsion
and contains no non–trivial finite Λ–submodules (see [14].)
Further, let us assume that µp ⊆ K (i.e. µp∞ ⊆ K.) In what follows, we adopt
the notations and definitions of §7.2 in the Appendix. In particular, note that under
our current assumptions the Teichmu¨ller component ωp of the p–adic cyclotomic
character cp : G → Z×p factors through G.
By the definitions of XS and KS,∅, Kummer theory leads to perfect Zp–bilinear
pairings of Zp[[G]]–modules
〈· , ·〉m : XS/p
mXS × K
(pm)
S,∅ /K
×pm −→ µpm ,
for all m ∈ Z≥1, with the G–equivariance property
(14) 〈gx, gy〉m = g(〈x, y〉m),
for all x ∈ XS/pmXS , y ∈ K
(pm)
S,∅ /K
×pm and g ∈ G. Consequently, for all m as
above, we obtain perfect Zp–bilinear pairings
X
+
S /p
mX
+
S × (K
(pm)
S,∅ /K
×pm)− −→ µpm ,
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with property (14). Now, we use Corollary 3.4 and pass to a projective limit with
respect to m and the obvious transition maps in the pairings above to obtain a
perfect Zp–bilinear, continuous pairing of Zp[[G]]–modules
〈· , ·〉 : X+S × Tp(M
K
S,∅)
− −→ Zp(1),
with property (14). Consequently, the following holds.
Lemma 3.9. The last pairing induces an isomorphism of Zp[[G]]–modules
Tp(M
K
S,∅)
− ≃ HomZp(X
+
S , Zp(1)),
where the right-hand side has the Zp[[G]]–module structure given by
(λ ∗ f)(x) := f((ι ◦ t1)(λ) · x),
for all f ∈ HomZp(X
+
S , Zp(1)), x ∈ X
+
S and λ ∈ Zp[[G]].
Proof. For all x ∈ X+S , y ∈ Tp(M
K
S,∅)
− and g ∈ G, we have
〈gx, y〉 = g(〈x, g
−1
y〉) = cp(g)〈x,
g−1y〉 = 〈x, (ι ◦ t1)(g) · y〉.
This shows that the isomorphism above is at least Zp[G]–linear. However, since it
is continuous, it has to be Zp[[G]]–linear, as desired. 
Remark 3.10. With notations as above, let T be a finite, nonempty, G–invariant
set of finite primes in K, which is disjoint from S ∪Sp. Then, the group morphism
AK,T ։ AK induces an obvious morphism of abstract 1–motives MKS,T −→M
K
S,∅.
This leads to a morphism Tp(MKS,T ) −→ Tp(M
K
S,∅) of Zp[[G]]–modules. As a con-
sequence of (11) this morphism leads to an exact sequence of Zp[[G]]–modules
(15) 0 // Tp(∆K,T )−/Zp(1) // Tp(MKS,T )
− // Tp(MKS,∅)
− // 0
Therefore, Lemma 3.9 above gives surjective morphisms of Zp[[G]]–modules
Tp(M
K
S,T )
−(n− 1)։ Tp(M
K
S,∅)
−(n− 1)) ≃ (X+S )
∗(n), ∀n ∈ Z.
Above, (X+S )
∗ := HomZp(X
+
S ,Zp), endowed with the contravariant G–action given
by gf(x) := f(g−1 · x), for all f ∈ (X+S )
∗, g ∈ G and x ∈ X+S .
4. Cohomological triviality
Throughout this section, K/K′ will denote a Galois extension of Zp–fields, of
Galois group G. We fix two finite sets S and T of finite primes in K, such that
T ∩ (Sp ∪ S) = ∅. From now on, we assume that T 6= ∅ and S contains the finite
ramification locus Sfinram(K/K
′) of K/K′. Also, we assume that S and T are G–
invariant and let S ′ and T ′ denote the sets consisting of all primes on K′ sitting
below primes in S and T , respectively.
If K is of CM–type, j will denote, as usual, the complex conjugation automor-
phism of K. Since j commutes with any element in G (as automorphisms of K), it is
easy to check that, in this case, K′ is either totally real or of CM–type, depending
on whether K′ ⊆ K+ := Kj=1 or not. In the case where both K and K′ are of
CM–type, then the complex conjugation automorphism of K′ is the restriction of j
to K′ and will be denoted by j as well. If K is of CM–type, we will assume further
that S and T are j–invariant as well.
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Throughout this section, we assume the vanishing of the Iwasawa µ–invariant of
all Zp–fields involved.
For simplicity, we let M := MKS,T and M
′ := MK
′
S′,T ′ . The natural abstract
1–motive morphism M′ → M (see Remark 3.5) induces Zp–module morphisms
M′[pn]→M[pn]G and Tp(M
′)→ Tp(M)
G. The main goal of this section is to use
these morphisms in order to study the Zp[G]–module structure of Tp(M)−, in the
case where K is of CM–type and p is odd.
Proposition 4.1. Assume that m is a non–trivial power of p. Then,
(1) The inclusion K′× ⊆ K× induces a group isomorphism
K
′(m)
S′,T ′/K
′×m
T ′ ≃ (K
(m)
S,T /K
×m
T )
G .
(2) If K and K′ are of CM–type and p is odd, then the morphism M′ →M of
abstract 1–motives induces canonical Zp–module isomorphisms
M′[m]− ≃ (M[m]−)G, Tp(M
′)− ≃ (Tp(M)
−)G .
Proof. (1) Let us fix an m as above. Since K/K′ is unramified at finite primes
outside of S ′, we have inclusions
K′
×
T ′ = (K
×
T )
G ⊆ K×T , K
′(m)
S′,T ′ ⊆ (K
(m)
S,T )
G ⊆ K
(m)
S,T .
Since T is non-empty and disjoint from Sp, the group K
×
T has no m–torsion. There-
fore, the m–power–map induces a G–invariant group isomorphism K×T ≃ K
×m
T . If
one takes G–invariants in this isomorphism, one obtains
K
′×m
T ′ = (K
×m
T )
G = K×mT ∩ K
′×.
When combined with the displayed inclusions above, this leads to an injection
K
′(m)
S′,T ′/K
′×m
T ′ →֒ (K
(m)
S,T /K
×m
T )
G .
In order to complete the proof of (1), we need to show that this injection is an iso-
morphism. For this purpose, we write the first four terms in the long G–cohomology
sequence associated to the short exact sequence of Z[G]–modules
1 // K×mT
//// K(m)S,T
// K(m)S,T /K
×m
T
// 1 .
We obtain an exact sequence of multiplicative groups
1 // K
′×m
T ′
// (K
(m)
S,T )
G // (K
(m)
S,T /K
×m
T )
G // H1(G, K×mT )
// · · · .
Therefore, (1) would be a consequence of the following equalities.
(16) H1(G, K×mT ) = 0, (K
(m)
S,T )
G = K
′(m)
S′,T ′ .
Since K×T ≃ K
×m
T , the first equality above is equivalent to H
1(G, K×T ) = 0. This is
proved as follows. We let K×(T ) := {x ∈ K
× | ordw(x) = 0, ∀w ∈ T }. We have short
exact sequences of Z[G]–modules
1 // K×T
// K×(T )
resT // ∆K,T // 1 ,
1 // K
×
(T )
// K×
divK,T // DivK(T ) // 0.
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Here, we have resT (x) := (x mod w)w∈T , for all x ∈ K
×
(T ), and divK,T (x) :=∑
w∈T ordw(x) · w, for all x ∈ K
×. The maps resT and divK,T are surjective
as a consequence of the weak approximation theorem applied to the independent
valuations of K corresponding to the primes in T . Since the extension K/K′ is
unramified at primes in T ′ and T ∩ Sp = ∅, we have Z[G]–module isomorphisms
(17) ∆K,T ≃
⊕
w′∈T ′
(κ(w)× ⊗Z[Gw] Z[G]), DivK(T ) ≃
⊕
w′∈T ′
(Zw ⊗Z[Gw] Z[G]) ,
where w is a prime in T sitting above w′ and Gw is the decomposition group of w
in K/K′. Since Gw ≃ G(κ(w)/κ(w′)) and κ(w′) is a Zp–extension of a finite field,
Gw is cyclic of order coprime to p. The first isomorphism in (17) combined with
Shapiro’s Lemma, Hilbert’s Theorem 90 and Herbrandt quotient theory (view κ(w)
as a union of Galois extensions of Galois group Gw of finite subfields of κ(w
′)) give
Ĥi(G,∆K,T ) ≃
⊕
w′∈T ′
Ĥi(Gw , κ(w)
×) = 0 , ∀ i ∈ Z.
Consequently, Tate cohomology applied to the first exact sequences above gives
H1(G,K×T ) ≃ H
1(G,K×(T )) .
The second isomorphism in (17) combined with Shapiro’s Lemma gives
DivK′(T
′) ≃ DivK(T )
G, H1(G,DivK(T )) ≃
⊕
w′∈T ′
H1(Gw ,Z) = 0 ,
where the first isomorphism above is induced by the canonical injectionDivK′(T ′)→
DivK(T ). Since divK,T |K′×= divK,T , Tate cohomology applied to the second exact
sequence above combined with Hilbert’s Theorem 90 gives
H1(G,K×(T )) ≃ H
1(G,K×) = 0 .
Consequently, we have
H1(G,K×T ) ≃ H
1(G,K×(T )) ≃ H
1(G,K×) = 0,
which concludes the proof of the first equality in (16).
In order to prove the second equality in (16), we consider the exact sequence
1 // K
(m)
S,T
// K×T
divK,S // DivK,S ⊗ Z/mZ
in the category of Z[G]–modules, where DivK,S := ⊕v 6∈SΓv · v is the group of
divisors in K supported away from S and divK,S(x) := (
∑
v 6∈S ordv(x) · v)⊗ 1̂, for
all x ∈ K×T . Since K/K
′ is unramified away from S, the natural injective morphism
DivK′,S′ → DivK,S induces an isomorphism of groups DivK′,S′ ≃ (DivK,S)G and
the restriction of divK,S to K′
×
T ′ equals divK′,S′ . Consequently, when we take G–
invariants in the exact sequence above, we obtain an exact sequence at the K′–level
1 // (K
(m)
S,T )
G // K′×T ′
divK′,S′// DivK′,S′ ⊗ Z/mZ ,
which shows that K
′(m)
S′,T ′ = (K
(m)
S,T )
G, as desired.
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(2) The first isomorphism in part (2) of the Proposition is a direct consequence
of part (1) combined with Remark 3.5 and Corollary 3.4. The second isomorphism
in part (2) is obtained from the first by taking the obvious projective limit. 
Let us assume that K is of CM–type and p is odd. Then, if we let Fp denote the
field with p elements, we have an exact sequence of Fp[G]–modules
1 // A
−
K,T [p]
//M[p]− // (DivK(S \ Sp)⊗ Z/pZ)− // 1.
According to Lemma 2.8, if we let r−M := dimFp M[p]
−, we have
(18) r−M = λ
−
K + δ
−
K,T − δK + d
−
K,S ,
where λ−K, δ
−
K,T and δK are as in Lemma 2.8 and
d−K,S := dimFp (DivK(S \ Sp)⊗ Z/pZ)
−.
We need a concrete formula for d−K,S . For that purpose, we let J := G(K/K
+) and
we view DivK(S \Sp) as a Z[J ]–module. Obviously, J is cyclic of order 2, generated
by j. Let S+ and S+p denote the sets of primes in K
+ sitting below primes in S and
Sp, respectively. Also, for every v ∈ S+ \ S+p , let Jv be the decomposition group of
v in K/K+. Then, we have the following obvious Z[J ]–module and Fp–vector space
isomorphisms, respectively:
DivK(S \Sp) ≃
⊕
v∈S+\S+p
Z[J/Jv], (DivK(S \Sp)⊗Z/pZ)− ≃
⊕
v∈S+\S+p
Fp[J/Jv]−.
Obviously, we have Fp[J/Jv]− ≃ Fp, if Jv is trivial (i.e. if v splits in K/K+) and
Fp[J/Jv]− = 0, otherwise. Consequently, we have the following formula for d
−
K,S :
d−K,S = card {v | v ∈ S
+ \ S+p , v splits completely in K/K
+} .
The above formula permits us to reformulate the main result in [16] as follows.
Theorem 4.2 (Kida). Assume that p is odd, G is a p–group and K and K′ are of
CM–type. Then, we have the following equality.
(λ−K − δK + d
−
K,S) = |G| · (λ
−
K′ − δK′ + d
−
K′,S′) .
The above result is known is “Kida’s formula”. It was first proved by Kida in [16]
and later and with different methods by Iwasawa (see [15]) and Sinnott (see [29].)
This should be viewed as a “partial” number field analogue of Hurwitz’s genus
formula for finite covers of smooth, projective curves over an algebraically closed
field. Here, A−K plays the role of the Jacobian and its corank (equal to λ
−
K) plays
the role of twice the genus of the underlying curve. Of course, a “full” number
field analogue of the Hurwitz genus formula should involve the ideal class–group
AK and its corank λK. To our knowledge, no such formula exists at the moment.
The following consequence of the above theorem is of interest to us.
Corollary 4.3. Assume that p is odd, G is a p–group and K and K′ are of CM–
type. Then, we have the following equality.
r−M = |G| · r
−
M′ .
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Proof. The first isomorphism in (17) induces an isomorphism of Zp[G]–modules
(∆K,T ⊗ Zp)− ≃ (∆K′,T ⊗ Zp)− ⊗Zp Zp[G] .
Above, we took into account that since G is a p–group, Gw is trivial, for all w ∈ T .
Now, by comparing p–coranks on both sides of the above isomorphism, we get
δ−K,T =| G | · δ
−
K′,T ′ .
The equality in the statement of the corollary is a direct consequence of the above
equality combined with (18) and Theorem 4.2. 
Now, we are ready to state and prove the main results of this section. The reader
will note that in what follows we are using a strategy similar to that of §3 in [13].
Theorem 4.4. Assume that G is a p–group, K and K′ are of CM–type, and p is
odd. Then, the following hold.
(1) The Fp[G]–module M[p]− is free of rank
r−M′ := λ
−
K′ + δ
−
K′,T ′ + d
−
K′,S′ − δK′ .
(2) The Zp[G]–module Tp(M)− is free of rank r−M′ .
Proof. For the proof of (1), we need the following (see [20], Proposition 2, §4.)
Lemma 4.5 (Nakajima). Assume that k is a field of characteristic ℓ 6= 0, G is a
finite ℓ–group and M is a finitely generated k[G]–module, such that
dimkM ≥ |G| · dimkM
G.
Then, M is a free k[G]–module of rank equal to dimkM
G.
Now, if we combine the first isomorphism in Proposition 4.1(2) for m := p, with
Corollary 4.3 above, we obtain the following.
dimFpM[p]
− =| G | · dimFp(M[p]
−)G .
The above Lemma applied to ℓ := p, k := Fp andM :=M[p]− implies that, indeed,
M[p]− is a free Fp[G]–module whose rank satisfies
rankFp[G]M[p]
− = dimFp(M[p]
−)G = dimFpM
′[p]− = r−M′ .
This concludes the proof of part (1).
In order to prove part (2), we consider the exact sequence of Zp[G]–modules
0 // Tp(M)−
×p // Tp(M)− //M[p]− // 0
where the injective morphism is the multiplication–by–p map (see (7).) Since
M[p]− is a free Fp[G]–module, it is G–induced and therefore G–cohomologically
trivial. Consequently, when we apply Tate G–cohomology to the short exact se-
quence above, we obtain group–isomorphisms
Ĥi(G, Tp(M)
−)
×p
∼
// Ĥi(G, Tp(M)−)
given by the multiplication–by–p map, for all i ∈ Z. Since the cohomology groups
above are p–groups, this implies that Ĥi(G, Tp(M)
−) = 0. Since G is a p–group,
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this implies that Tp(M)− is cohomologically trivial (see Theorem 8, in [27], Ch. IX,
§5.) Therefore, Tp(M)− is a projective Zp[G]–module, as it is Zp–free (see loc.cit.)
However, since G is a p–group, the ring Zp[G] is local and therefore Tp(M)− is a
free Zp[G]–module (see [19], Lemma 1.2.) The Fp[G]–module isomorphism
Tp(M)
− = Fp[G]⊗Zp[G] Tp(M)
−
(a consequence of the short exact sequence above) combined with part (1) leads to
rankZp[G]Tp(M)
− = rankFp[G]M[p]
− = r−M′ .
This concludes the proof of the Theorem. 
Theorem 4.6. Assume that K is of CM–type, p is odd and G is arbitrary. Then,
if we let “pd” denote “projective dimension”, the following hold.
(1) pdZp[G]−Tp(M)
− = pdZp[G]Tp(M)
− = 0.
(2) If, in addition, K′ is the Zp–cyclotomic extension of a number field k, such
that K/k is Galois of Galois group G and S and T are G–invariant, then
pdZp[[G]]−Tp(M)
− = pdZp[[G]]Tp(M)
− = 1, unless Tp(M)− = 0.
Proof. (1) Since Tp(M)− is a free Zp–module, the statement in part (1) of the
Theorem is equivalent to the G–cohomological triviality of Tp(M)−. (See [27], Ch.
IX, §5.) In order to prove that, let H denote a p–Sylow subgroup of G and let KH
be the maximal subfield of K fixed by H . Then, K/KH is Galois, of Galois group
H . Also, KH is of CM–type. Indeed, if KH ⊆ K+, then 2 = [K : K+] would divide
| H |= [K : KH ], which is false, because p is odd. Consequently, we can apply
Theorem 4.4(2) to the extension K/KH to conclude that
Ĥi(H,Tp(M)
−) = 0, ∀ i ∈ Z .
Since this happens for any p–Sylow subgroup H of G, the module Tp(M)− is G–
cohomologically trivial and therefore Zp[G]–projective, as desired. (See loc.cit.)
(2) Let Γk := G(K
′/k). Since Γk is a free abelian topological group, the usual
Galois–restriction exact sequence
(19) 1 // G // G
resK/K′// Γk // 1
is split. Pick a splitting and let Γ be its image in G. Then, we have a group
isomorphism G ≃ G ⋊ Γ, where ⋊ denotes a semi-direct product. Let K be the
normal closure (over k) in K of KΓ (the maximal subfield of K fixed by Γ.) Then
K/k is a Galois extension of number fields and K = K · K′ (the compositum of K
and K′ inside K.) Consequently, if we let G′ := G(K/k), Galois restriction induces
an isomorphism between G and the normal subgroup G(K/K′ ∩K) of G′. Via this
isomorphism, we identify G with G(K/K′ ∩K) and G′/G with G(K′ ∩K/k). We
have an exact sequence of groups induced by the obvious Galois restriction maps
(20) 1 // G // G′ × Γ // G′/G // 1 .
Consequently, Zp[[G′ × Γ]] viewed as a left or right Zp[[G]]–module in the obvious
way is free of basis given by any complete set of representatives for the left cosets
of G in G′. We consider the left Zp[[G′ × Γ]]–module
˜Tp(M)− := Zp[[G′ × Γ]]⊗Zp[[G]] Tp(M)
−.
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As Zp[[G′ × Γ]] is a free right Zp[[G]]–module, (2) in the Theorem is equivalent to
pdZp[[G′×Γ]]
˜Tp(M)− = 1.
We claim that this follows directly from part (1) of the Theorem combined with
Proposition 2.2 and Lemma 2.3 in [23]. In order to see this, let us first note that we
have an obvious ring isomorphism Zp[[G′ × Γ]] ≃ Λ[G′], where Λ := Zp[[Γ]]. Now,
we have the following.
Lemma 4.7. A finitely generated Λ[G′]–module M satisfies pdΛ[G′]M ≤ 1 if and
only if the following conditions are satisfied.
(i) pdZp[G′]M ≤ 1.
(ii) M has no non trivial finite Λ–submodules (i.e. pdΛM ≤ 1.)
Proof. Combine Proposition 2.2 and Lemma 2.3 in [23]. 
Since the Λ–module ˜Tp(M)− is Zp–free, it satisfies (ii) above automatically. Also,
as a consequence of the definitions and exact sequence (20), we have an isomorphism
of left Zp[G′]–modules
˜Tp(M)− ≃ Zp[G′]⊗Zp[G] Tp(M)
−.
Consequently, part (1) of the Theorem implies that pdZp[G′]
˜Tp(M)− = 0. The
above Lemma implies that pdΛ[G′]
˜Tp(M)− ≤ 1. However, since ˜Tp(M)− is of finite
Zp–rank, we must have pdΛ[G′] ˜Tp(M)− = 1. This concludes the proof of part (2)
in the Theorem. 
Corollary 4.8. Assume that K and K′ are of CM–type, p is odd and G is arbitrary.
Then, there is a canonical isomorphism of Zp–modules
Tp(M)
−/IGTp(M)
− ≃ Tp(M
′)−,
where IG is the usual augmentation ideal in Zp[G].
Proof. Since Tp(M)− is Zp[G]–projective, it is G–cohomologically trivial. In par-
ticular, Ĥ0(G, Tp(M)−) = Ĥ−1(G, Tp(M)−) = 0. As a consequence, if we denote
by NG the usual norm element in Zp[G], we have
(Tp(M)
−)G = NG · Tp(M)
−, Tp(M)
−/IGTp(M)
− ≃ NG · Tp(M)
− ,
where the isomorphism of Zp–modules to the right is induced by multiplication with
NG. Now, the corollary is a direct consequence of Proposition 4.1, part (2). 
5. The Equivariant Main Conjecture
We begin by recalling two classical theorems on special values of global L–
functions. Let K/k be an abelian extension of number fields of Galois group G.
Throughout, if C is an algebraically closed field, we denote by Ĝ(C) the group of
irreducible C–valued characters of G. Let S be a finite set of primes in k, which
contains the set S∞(k) ∪ Sram(K/k) of primes which are either infinite or ramify
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in K/k. For every χ ∈ Ĝ(C), we let LS(χ, s) denote the C–valued S–incomplete
Artin L–function associated to χ, of complex variable s. These L–functions are
holomorphic everywhere, except for a simple pole at s = 1 when χ = 1G. We let
ΘS,K/k :=
∑
χ∈Ĝ(C)
LS(χ
−1, s) · eχ, ΘS,K/k : C→ C[G]
denote the so–called S–incomplete G–equivariant L–function associated to K/k,
where eχ := 1/|G|
∑
σ∈G χ(σ) · σ
−1 is the idempotent associated to χ in C[G].
Theorem 5.1 (Siegel [28]). For all n ∈ Z≥1, we have
ΘS,K/k(1 −m) ∈ Q[G].
As usual, for every abelian group M and every m ∈ Z, we let M(m) denote the
group M endowed with the action by the absolute Galois group Gk of k given by
the n–th power of the cyclotomic character ck : Gk → Aut(µ∞) ≃ Ẑ×.
Theorem 5.2 (Deligne-Ribet [7], Cassou-Nogue`s [3]). For all m ∈ Z≥1, we have
AnnZ[G](Q/Z(m)
GK ) ·ΘS,K/k(1−m) ⊆ Z[G],
where Q/Z(m)GK denotes the Z[G]–module of GK–invariants of Q/Z(m).
Now, let T be a finite, non-empty set of finite primes in k, disjoint from S. We let
δT,K/k :=
∏
v∈T
(1− σ−1v · (Nv)
1−s), δT,K/k : C→ C[G],
where σv denotes the Frobenius morphism associated to v in G.
Corollary 5.3. Let p be a prime number and m ∈ Z≥1. Assume that either
T contains at least a prime which does not sit above p or p does not divide the
cardinality of (the finite group) Q/Z(m)GK . Then, we have
δT,K/k(1−m) ·ΘS,K/k(1 −m) ∈ Z(p)[G] .
Proof. Remark that if v ∈ T does not sit above p, then σv acts on the group
Q/Z(m)GK ⊗ Zp ≃ Qp/Zp(m)GK via multiplication by (Nv)m. This implies that,
under the hypotheses of the Corollary, we have
δT,K/k(1−m) ∈ AnnZ(p)[G](Qp/Zp(m)
GK ).
Now, the Corollary follows from Theorem 5.2. 
Definition 5.4. For S and T as above, the S–incomplete T–modified G–equivariant
L–function associated to K/k is defined by
ΘS,T,K/k := δT,K/k(s) ·ΘS,K/k(s), ΘS,T,K/k : C→ C[G].
Remark 5.5. Note that ΘS,T,K/k is holomorphic everywhere on C and
ΘS,T,K/k(1−m) ∈ Z(p)[G],
whenever the integer m, the prime p and the set T satisfy the hypotheses of the
Corollary above. In particular, if T contains a prime of residual characteristics
coprime to the cardinality of (Q/Z(m)GK ), for some m ∈ Z≥1, then
ΘS,T,K/k(1−m) ∈ Z[G].
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Also, if T contains two primes of distinct residual characteristics, then
ΘS,T,K/k(1 −m) ∈ Z[G], ∀m ∈ Z≥1.
Throughout the rest of this section, we fix an odd prime p and an abelian ex-
tension K/k, where K is a CM Zp–field and k is a totally real number field. Let
G := Gal(K/k). We fix two finite, non–empty, disjoint sets S and T of primes in
k, such that S contains Sram(K/k) ∪ S∞. Note that, in particular, S contains the
set Sp of p–adic primes of k. We let S and T denote the sets of finite primes in K
sitting above primes in S and T , respectively.
The main goal of this section is the proof of an Equivariant Main Conjecture
for the data (K/k, S, T, p). This statement expresses the first Fitting invariant
FitZp[[G]]−(Tp(M
K
S,T )
−) of the finitely generated module Tp(MKS,T )
− over the (Noe-
therian, commutative) ring
Zp[[G]]− := Zp[[G]]/(1 + j)
in terms of a certain equivariant p–adic L–function Θ
(∞)
S,T , which is an element of
Zp[[G]]− canonically associated to the data (K/k, S, T, p). As usual, j denotes the
complex conjugation automorphism of K, viewed as an element of G. The precise
statement, to be proved in §5.3 below, is the following.
Theorem 5.6 (The Equivariant Main Conjecture). Under the above hypotheses,
we have the following equality of ideals in Zp[[G]]−.
FitZp[[G]]−(Tp(M
K
S,T )
−) = (Θ
(∞)
S,T ).
Let K′ be the cyclotomic Zp–extension of k and Γk := G(K′/k). As in the proof
of Theorem 4.6(2), the exact sequence
1 // G(K/K′) // G
resK/K′// Γk // 1
is split. We fix a splitting, i.e. we fix a subgroup Γ of G which is mapped iso-
morphically to Γk by resK/K′. We let K := K
Γ denote the maximal subfield of K
fixed by Γ. Then, Galois theory combined with the fact that G is abelian, implies
that K/k is Galois, K · K′ = K and K′ ∩ K = k. If we let G := G(K/k), Galois
restriction induces group isomorphisms G ≃ G × Γk, Γ ≃ Γk, and G(K/K′) ≃ G.
Below, we freely identify these groups via these isomorphisms. Obviously, K is a
CM number field whose cyclotomic Zp–extension is K. We let j denote the complex
conjugation automorphism of K as well. We fix a topological generator γ of Γ and
identify it via the Galois restriction isomorphism with a generator of Γk. For any
finite extension O of Zp, we have isomorphisms of compact O[G]–algebras
(21) O[[G]] ≃ O[G][[Γ]] ≃ O[G][[t]], O[[G]]± ≃ O[G]±[[Γ]] ≃ O[G]±[[t]].
Above, O[G]± := O[G]/(1 ∓ j), t is a variable, and the right-most isomorphisms
send γ to (t+ 1), as usual.
5.1. The work of Wiles on the Main Conjecture [34]. In order to simplify
notations, in this section we assume that µp ⊆ K (i.e. µp∞ ⊆ K.) Let c := ω · κ be
the decomposition of the p–cyclotomic character c := cp of G into its Teichmu¨ler
component ω := ωp and its complement κ := κp, as in §7.2 in the Appendix. Note
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that, in this case, ω and κ factor through G and Γ, respectively. Let u be the
element in (1 + pZp) given by u := κ(γ).
We fix an embedding C →֒ Cp. Via this embedding we identify Ĝ(C) and Ĝ(Cp).
A character ψ ∈ Ĝ(Cp) is called even if ψ(j) = 1 and odd otherwise. Let O be a
fixed finite extension of Zp which contains the values of all ψ ∈ Ĝ(Cp). We fix a
uniformizer π in O and denote by Q(O) the field of fractions of O. In [7], Deligne
and Ribet proved that for every character ψ ∈ Ĝ(Cp), there exist power series
Gψ,S(t) and Hψ,S(t) in O[[t]], uniquely determined by the following properties.
(22)
Hψ,S =
{
t, if ψ = 1G;
1, otherwise;
Gψ,S(u
m − 1)
Hψ,S(um − 1)
= LS(ψω
−m, 1−m), ∀m ∈ Z≥1.
The reader may consult §1 in [34] and §4 in [23] for the properties above and note
that, since K ∩ K′ = k, all the non trivial characters of G are of “type S”, in the
terminology used in loc.cit.
By definition, the S–incomplete p–adic L–function Lp,S(ψ, s) associated to an
even character ψ ∈ Ĝ(C) is given by
(23) Lp,S(ψ, 1− s) =
Gψ,S(u
s − 1)
Hψ,S(us − 1)
, s ∈ Zp.
The function Lp,S(ψ, s) is p–adically analytic everywhere, except for a possible pole
of order 1 at s = 1, if ψ = 1G.
Remark 5.7. As an immediate consequence of the functional equation for the
global L–functions LS(χ, s) considered above, we have LS(χ, 1−m) = 0, whenever
χ and 1 − m have the same parity, for all m ∈ Z≥1 and all χ ∈ Ĝ(C). Assume
that if ψ is an odd character. Then ψω−m and 1 − m have the same parity, for
all m ∈ Z≥1. Consequently, we have LS(ψω−m, 1 − m) = 0, for all m ∈ Z≥1.
Therefore, Gψ,S(t) = 0 and Lp,S(ψ, s) = 0, for all odd characters ψ.
For simplicity, if L is a subfield of K containing k, we denote by XL the Galois
group of the maximal abelian pro–p extension of L := L · K′ (the cyclotomic Zp–
extension of L), which is unramified away from the primes above those in S. We
view XL as a module over Zp[[G(L/k)]] ≃ Zp[G(L/k)][[Γ]] (and consequently over
Zp[[G]]) in the usual way. Note that XK is the module we denoted by XS in §3.3.
We will continue to use XS instead of XK in what follows. The modules XL and
X
+
L are finitely generated, respectively torsion and finitely generated modules over
Λ := Zp[[Γ]] (a classical theorem of Iwasawa [14].)
Let ψ ∈ Ĝ(Cp) be an even character. Let Kψ := Kkerψ be the largest subfield
of K fixed by the kernel of ψ. We have G(Kψ/k) ≃ F × H , where H is the p–
Sylow subgroup of G(Kψ/k) and F is its maximal subgroup of order coprime to p.
Consequently, ψ (viewed as a character of G(Kψ/k)) splits as ψ = ϕ · ρ, with ϕ a
faithful character of R (of order coprime to p) and ρ a faithful character of H (of
order a power of p.) Let h be a generator of H and assume that ord(h) = pn, for
some n ∈ Z≥0. Let eϕ := 1/|F |
∑
f∈F ϕ(f) · f
−1 be the idempotent associated to
ϕ. Note that eϕ ∈ O[F ]. The following definition of “character µ–invariants” of
XS is due to Greenberg (see [21], pp. 656–657.)
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Definition 5.8 (Greenberg). Let ψ ∈ Ĝ(Cp) be an even character. Then µψ,O(XS)
is defined to be the µ–invariant µO(X
ψ
S) of the O[[Γ]]–module
X
ψ
S :=
{
(hp
n−1
− 1)eϕ(XKψ ⊗Zp O), if n ≥ 1;
eϕ(XKψ ⊗Zp O), otherwise.
Note that if the character ψ has order coprime to p, i.e. ψ = ϕ and n = 0 in the
above notation, then we have
eϕ(XKψ ⊗Zp O) = {x ∈ (XKψ ⊗Zp O) | gx = ψ(g)x, ∀g ∈ G(Kψ/k)}.
This reconciles the definition above with Wiles’s definition (see [34], p. 497) of
“character µ–invariants” for characters of order coprime to p. (See also Definition
11.6.14 in [21].)
The following is the statement of the classical (non–equivariant) Main Conjec-
ture for the module X+S , proved by Wiles in [34]. Below, we denote by mγ the
multiplication-by-γ automorphism of all the relevant vector spaces.
Theorem 5.9 (Wiles). For every even character ψ ∈ Ĝ(C), we have
Gψ,S(t) ∼ π
µψ,O(XS) · detQ(O)((t+ 1)−mγ | eψ(XS ⊗Zp Q(O))),
where ∼ denotes association in divisibility in the ring O[[t]] and eψ is the idempotent
associated to ψ in Q(O)[G].
Proof. (Sketch.) For characters ψ of order coprime to p, the statement above is
the combination of Theorems 1.3 and 1.4 in [34]. For arbitrary characters, [34]
contains a proof of the statement above only up to a power of π (Theorem 1.3.
loc.cit.) However, once one has the right definition of µψ,O(XS) (see above), one
can deduce the statement above for arbitrary characters ψ without much difficulty
from Theorems 1.3 and 1.4 in [34] restricted to the case of the trivial character and
base fields Kψ and Kψp , respectively (see Theorem 11.6.16 in [21] for a proof.) 
Remark 5.10. As proved by Greenberg (see Proposition 1 in [10]), we have an
equality of monic polynomials in O[t]
detQ(O)((t+1)−mγ | eψ(XS⊗ZpQ(O))) = detQ(O)((t+1)−mγ | eψ(XKψ⊗ZpQ(O))),
for all even ψ. Also, it is easy to see that
eψ(XKψ ⊗Zp Q(O)) = X
ψ
S ⊗O Q(O) ,
for all even ψ. Consequently, the right hand-side of the equivalence ∼ in Theorem
5.9 is precisely the characteristic polynomial charO[[Γ]](X
ψ
S ) of the O[[Γ]]–module
X
ψ
S . On the other hand, by definition, X
ψ
S is an O[[Γ]]–submodule of (XKψ ⊗Zp O).
As such, it is a torsion O[[Γ]]–module with no finite non trivial O[[Γ]]–submodules
(a classical theorem of Iwasawa.) Consequently, pdO[[Γ]]X
ψ
S = 1 (see Lemma 4.7)
and its first Fitting ideal FitO[[Γ]](X
ψ
S) is principal, generated by charO[[Γ]](X
ψ
S) (see
Lemma 2.4 in [23] and also Proposition 7.2(1) in the Appendix.) This leads to the
following equivalent, and perhaps more elegant formulation of Theorem 5.9:
FitO[[Γ]](X
ψ
S) = (Gψ,S(t)), for all even ψ,
where (Gψ,S(t)) denotes the principal ideal of O[[Γ]] generated by Gψ,S(t).
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In light of this reformulation, it would be natural to expect that a G–equivariant
refinement of Theorem 5.9 would give the Fitting ideal FitZp[[G]]+(X
+
S ) in terms of
an equivariant p–adic L–function. Unfortunately, in general, the Zp[[G]]+–module
X
+
S has infinite projective dimension, which makes its Fitting ideal non–principal
and difficult to compute. This is the main reason why the module X+S is replaced
with Tp(MKS,T )
−, a Zp[[G]]−–module of projective dimension 1 (see Theorem 4.6
above), whose Fitting ideal is principal (see Proposition 7.2(1) in the Appendix).
Moreover, Tp(MKS,T )
− has a quotient isomorphic to (X+S )
∗(1) (see Remark 3.10.)
Corollary 5.11. If the µ–invariant µZp(X
+
S ) of the Zp[[Γ]]–module X
+
S is 0, then
the following hold for all even characters ψ ∈ Ĝ(Cp).
(1) µψ,O(XS) = 0.
(2) Gψ,S(t) ∼ detQ(O)((t+ 1)−mγ | eψ(XS ⊗Zp Q(O))) in O[[t]].
Proof. (2) is a consequence of (1) and Theorem 5.9. Part (1) is proved as follows.
It is easily seen that Galois restriction gives an isomorphism of Zp[[G]]–modules
X
+
S ≃ XK+ , where K
+ is the maximal real subfield of K. Also, since ψ is even, we
haveKψ ⊆ K
+ and Galois restriction leads to an exact sequence of Zp[[G]]–modules
XK+
// XKψ // G(Kψ ∩ K
′/k) // 1 .
Since G(Kψ ∩ K′/k) is finite and µZp(X
+
S ) = 0, we have µZp(XKψ ) = 0. Conse-
quently, we have µO(XKψ ⊗Zp O) = 0. Therefore µO(eϕ(XKψ ⊗Zp O)) = 0 and
µψ,O(XS) = 0. We have used the fact that the µ–invariant of a quotient or sub-
module of an Iwasawa module is at most equal to that of the module itself. 
5.2. The relevant equivariant p–adic L–functions. For simplicity, we will con-
tinue to assume that µp ⊆ K, unless otherwise stated. If R is a commutative ring
with 1, we denote by Q(R) the total ring of fractions of R. By abusing nota-
tion, we denote by ι, tm : Q(O[[G]]) ≃ Q(O[[G]]) the unique Q(O)–algebra au-
tomorphisms obtained by extending to Q(O)[[G]] the Zp–algebra automorphisms
ι, tm : Zp[[G]] ≃ Zp[[G]] defined in §7.2 of the Appendix, for all m ∈ Z.
As usual, we freely identify O[[G]] and Q(O[[G]]) with O[G][[t]] and Q(O[G][[t]]),
respectively, via the first isomorphism in (21). By abusing notation once again,
we let ψ : O[G][[t]] → O[[t]] denote the unique O[[t]]–algebra morphism extending
ψ : G→ O, for all ψ ∈ Ĝ(Cp).
Remark 5.12. Note that the non zero–divisors of O[G][[t]] (respectively O[G]) are
precisely those elements f ∈ O[G][[t]] (respectively f ∈ O[G]) with the property that
ψ(f) 6= 0 in O[[t]] (respectively in O), for all ψ ∈ Ĝ(Cp).
We consider the following power series in 1|G|O[G][[t]]:
GS(t) :=
∑
ψ∈Ĝ(Cp)
Gψ,S(t) · eψ, HS(t) :=
∑
ψ∈Ĝ(Cp)
Hψ,S(t) · eψ = t · e1G + (1− e1G).
Observe that, for all m ∈ Z, we have equalities
ι(eψ) = eψ−1 , tm(eψ) = eψω−m , ι(t) = (1 + t)
−1 − 1, tm(t) = u
m(1 + t)− 1,
AN EQUIVARIANT MAIN CONJECTURE 29
for all characters ψ ∈ Ĝ(Cp). Consequently, we have the following, for all m ∈ Z.
(ι ◦ tm)(GS(t)) =
∑
ψ∈Ĝ(Cp)
Gψ−1ωm,S(u
m(1 + t)−1 − 1) · eψ,
(ι ◦ tm)(HS(t)) = (u
m(1 + t)−1 − 1) · eωm + (1− eωm).
For every n ∈ Z≥0, we let Kn denote the unique field, with K ⊆ Kn ⊆ K and
[Kn : K] = p
n. We let Gn := G(Kn/k) and note that Gn ≃ G × Γ/Γp
n
. We
denote by πn : O[[G]]։ O[Gn] the usual (surjective) O–algebra morphism induced
by Galois restriction. By applying the remark above to the group rings O[[G]] and
O[Gn], it is easily seen that |G|(ι ◦ tm)(HS) is not a zero–divisor in O[[G]], for all
m 6= 0. Moreover, πn(|G|(ι ◦ tm)(HS)) is not a zero–divisor in O[Gn], for all n. Let
Υ := {f ∈ O[[G]] | πn(f) not a zero–divisor in O[Gn], ∀n}, Υn := πn(Υ ) .
It is easily proved that Υn is in fact the set of all non zero–divisors of O[Gn]. As a
consequence, we have an equality Υ−1n O[Gn] = Q(O[Gn]) = Q(O)[Gn]. The mor-
phisms πn above can be uniquely extended to surjective Q(O)–algebra morphisms
(for simplicity, also denoted) πn : Υ
−1O[[G]] ։ Q(O[Gn]), whose projective limit
gives an injective Q(O)–algebra morphism
Υ−1O[[G]] →֒ lim
←−
n
Q(O[Gn]).
Next, we consider the element
gS :=
(ι ◦ t1)(GS(t))
(ι ◦ t1)(HS(t))
=
|G|(ι ◦ t1)(GS(t))
|G|(ι ◦ t1)(HS(t))
∈ Υ−1O[[G]],
and describe its images πn(gS) in Q(O[Gn]), for all n. In order to do that, let
Θ
(n)
S (s) := ΘS,Kn/k(s), ∀n ∈ Z≥0
be the S–incomplete Gn–equivariant L–function associated to Kn/k. According to
Siegel’s Theorem 5.1, we have
Θ
(n)
S (1−m) ∈ Q[Gn] ⊆ Q(O[Gn]), ∀n ∈ Z≥0, ∀m ∈ Z≥1.
Moreover, the inflation property of Artin L–functions implies that
(Θ
(n)
S (1−m))n ∈ lim←−
n
Q(O[Gn]), ∀m ∈ Z≥1.
We let Θ
(∞)
S (1−m) := (Θ
(n)
S (1−m))n and view it as an element of lim←−
n
Q(O[Gn]).
Lemma 5.13. For all m ∈ Z≥1, we have.
(1) t1−m(gS) ∈ Υ−1O[[G]].
(2) Θ
(∞)
S (1−m) = t1−m(gS) in Υ
−1O[[G]].
Proof. Part (1) follows from the observation that the element
t1−m(|G|(ι ◦ t1)(HS)) = |G|(ι ◦ tm)(HS)
belongs to Υ , for all m ∈ Z≥1. Part (2) is equivalent to
πn(t1−m(gS)) = Θ
(n)
S (1−m),
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for all m ∈ Z≥1 and all n ∈ Z≥0. This is Proposition 4.1 in [23]. Note that in
loc.cit. our power series (ι ◦ t1)(GS(t)) and (ι ◦ t1)(HS(t)) are denoted GS(t) and
HS(t), respectively. However, gS denotes the same element in Υ
−1O[[G]]. 
Next, we use the additional set of primes T to eliminate the denominators of the
elements t1−m(gS) in Υ
−1O[[G]], for all m ∈ Z≥1. For that purpose, we consider
δ
(n)
T := δT,K(n)/k, Θ
(n)
S,T := ΘS,T,K(n)/k = δT,K(n)/k ·ΘS,K(n)/k,
viewed as holomorphic functions C→ C[Gn], for all n ∈ Z≥0. Note that we have
δ
(∞)
T (1−m) := (δ
(n)
T (1 −m))n ∈ lim←−
n
Zp[Gn] = Zp[[G]],
for all m ∈ Z≥1, as an immediate consequence of the definition of the δ
(n)
T ’s. Con-
sequently, since T ∩ Sp = ∅, Remark 5.5 implies that
(Θ
(n)
S,T (1 −m))n ∈ lim←−
n
Zp[Gn] = Zp[[G]], ∀m ∈ Z≥1.
We let Θ
(∞)
S,T (1 −m) := (Θ
(n)
S,T (1−m))n and view these as elements in Zp[[G]].
Lemma 5.14. For all m ∈ Z≥1, we have the following equalities in Zp[[G]].
(1) δ
(∞)
T (1−m) = t1−m(δ
(∞)
T (0)).
(2) Θ
(∞)
S,T (1−m) = t1−m(δ
(∞)
T (0)) · t1−m(gS) = t1−m(Θ
(∞)
S,T (0)).
Proof. Let m be as above. From the definitions, we have
δ
(∞)
T (1−m) =
∏
v∈T
(1− (σ(∞)v )
−1 ·Nvm),
where σ
(∞)
v is the Frobenius morphism associated to v in G. Now, since T ∩Sp = ∅,
we have c(σ
(∞)
v ) = Nv, for all v ∈ T . Combined with the last displayed equality,
this implies part (1) of the Lemma. Part (2) is a direct consequence of part (1)
combined with Lemma 5.13(2). 
Corollary 5.15. We have the following.
(1) gS ∈ Υ
−1
Zp
Zp[[G]], where ΥZp := Υ ∩ Zp[[G]].
(2) GS ∈ 1/|G|Zp[[G]].
Proof. Part (1) follows from Lemma 5.14(2) withm = 1 and the obvious observation
that δ
(∞)
T (0) ∈ ΥZp . Part (2) is an immediate consequence of part (1) and the fact
that HS ∈ 1/|G|Zp[[G]]. 
Definition 5.16. The S–incomplete, respectively S–incomplete T–modified, G–
equivariant p–adic L–functions Θ
(∞)
S ∈ Υ
−1
Zp
Zp[[G]] and Θ
(∞)
S,T ∈ Zp[[G]] associated
to (K/k, S, T, p) are defined by
Θ
(∞)
S := Θ
(∞)
S (0) = gS, Θ
(∞)
S,T := Θ
(∞)
S,T (0) .
For consistency, we let δ
(∞)
T := (δ
(n)
T (0))n ∈ Zp[[G]].
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Remark 5.17. Note that, by Lemmas 5.13 and 5.14, we have
Θ
(∞)
S,T = δ
(∞)
T ·Θ
(∞)
S
for all m ∈ Z≥1. Obviously, the link between Θ
(∞)
S,T and the classical p–adic L–
functions Lp(ψ, s) defined in (23) is given by
(24) χ(Θ
(∞)
S,T ) = χ(δ
(∞)
T ) ·
Gχ−1ω,S(u(1 + t)
−1 − 1)
Hχ−1ω,S(u(1 + t)−1 − 1)
,
for all characters χ ∈ Ĝ(Cp). Also, note that since for all odd characters ψ ∈
Ĝn(Cp) we have Gψ,S = 0 (see Remark 5.7) and p is odd, we have
Θ
(∞)
S ∈
1
2
(1− j) · Υ−1Zp Zp[[G]], Θ
(∞)
S,T ∈
1
2
(1− j) · Zp[[G]].
In what follows, we view Θ
(∞)
S,T and Θ
(∞)
S as elements of both 1/2(1− j)Zp[[G]] and
Zp[[G]]− = Zp[[G]]/(1 + j) via the ring isomorphism 1/2(1 − j)Zp[[G]] ≃ Zp[[G]]−
given by reduction modulo (1 + j).
Remark 5.18. In this section we assumed that µp ⊆ K (i.e. µp∞ ⊆ K). This
hypothesis was used whenever the twisting automorphisms tm of O[[G]] with respect
to the various powers cm of the p–cyclotomic character c of G were needed.
However, even if µp 6⊆ K, we can still construct any object ∗ in the list GS(t),
HS(t), Θ
(n)
S (s), δ
(n)
T (s), Θ
(n)
S,T (s) for the data (K/k, S, T, p), just as above. Let K˜ :=
K(µp), K˜ = K(µp), G˜ := G(K˜/k), G˜n := G(K˜n/k), G˜ := G(K˜/k). Further, let ∗˜
denote the analogue of ∗ for (K˜/k, S, T, p). By abuse of notation, let π : C[G˜n] ։
C[Gn], π : O[[G˜]]։ O[[G]], etc., denote the O–algebra morphisms induced by Galois
restriction. The inflation property of Artin L–functions immediately implies that
π(∗˜) = ∗ ,
for all ∗ as above. Consequently, we can construct equivariant p–adic L–functions
Θ
(∞)
S := (Θ
(n)
S (0))n ∈ Υ
−1
Zp
Zp[[G]]− and Θ
(∞)
S,T := (Θ
(n)
S,T (0))n ∈ Zp[[G]]
−, for
(K/k, S, T, p). Obviously, these will satisfy
π(Θ˜
(∞)
S,T ) = Θ
(∞)
S,T .
5.3. The Proof of the Equivariant Main Conjecture. In this section, we prove
Theorem 5.6. Consequently, we work under the hypothesis µK = 0. In particular,
we have µZp(X
+
S ) = 0. (Recall from classical Iwasawa theory that µZp(X
+
S ) = µ
−
K,p,
for all sets S as above.)
Lemma 5.19. It suffices to prove Theorem 5.6 under the assumption that µp ⊆ K.
Proof. Assume that µp 6⊆ K. With notations as in remark above, let ∆ := G(K˜/K).
Also let M :=MKS,T and M˜ :=M
K˜
S˜,T˜
, where S˜ and T˜ are the sets of primes in K˜
sitting above primes in S and T , respectively. Since
ker(π : Zp[[G˜]]− ։ Zp[[G]]−) = I∆Zp[[G˜]]−,
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where I∆ is the augmentation ideal in Zp[∆], Corollary 4.8 implies that we have
isomorphisms of Zp[[G]]−–modules
Tp(M)
− ≃ Tp(M˜)
−/I∆Tp(M˜)
− ≃ Tp(M˜)
− ⊗
Zp[[G˜]]−
Zp[[G]]−.
Consequently, the second equality in (44) (Appendix) implies that we have
FitZp[[G]]−Tp(M)
− = π(Fit
Zp[[G˜]]−
Tp(M˜)
−).
Now the last equality in Remark 5.3 shows that Theorem 5.6 for the data (K˜/k, S, T, p)
implies the same result for the data (K/k, S, T, p). 
As a consequence of the above Lemma, we may and will assume that µp ⊆ K
throughout the rest of this section. Now, note that Theorem 4.6(1) shows that the
Zp[G]−–module Tp(MKS,T )
− is projective. Consequently, if we apply Proposition
7.2(1) (see Appendix) for the semi-local ring R := Zp[G]−, g := γ and the R[[Γ]]–
module M := Tp(M
K
S,T )
−, we conclude that Theorem 5.6 is equivalent to the
following association in divisibility in Zp[[G]]− ≃ Zp[G]−[[t]]:
(25) Θ
(∞)
S,T ∼ detZp[G]−((t+ 1)−mγ | Tp(M
K
S,T )
−).
Lemma 5.20. For all odd characters χ ∈ Ĝ(Cp), we have the following in O[[t]].
(1) Gχ−1ω,S(u(1+t)
−1−1) ∼ χ
(
detQ(O)[G]((t+ 1)−mγ | Tp(M
K
S,∅)
− ⊗Zp Q(O))
)
.
(2) µ(Gχ−1ω,S(u(1 + t)
−1 − 1)) = 0, with notations as in Corollary 7.9.
Proof. (1) Combine Corollary 5.11(2) and Lemma 7.5(3), applied to the lattice
L := X+S ⊗Zp O and n = 1 to conclude that
Gχ−1ω,S(u(1 + t)
−1 − 1) ∼ χ
(
detQ(O)[G]((t+ 1)−mγ | (X
+
S )
∗(1)⊗Zp Q(O))
)
.
Now use the Zp[[G]]–module isomorphism Tp(MKS,∅)
− ≃ (X+S )
∗(1) given by Lemma
3.9 to conclude the proof of (1).
(2) This follows from (1) and the fact that the right-hand-side in (1) is a monic
polynomial in O[t] (see Lemma 7.5 in the Appendix.) 
Lemma 5.21. If Q(O) is endowed with the trivial G–action, then:
(1) HS(t) = detQ(O)[G]((t+ 1)−mγ | Q(O)).
(2) For all odd χ ∈ Ĝ(Cp), we have an association in divisibility in O[[t]]:
Hχ−1ω,S(u(1 + t)
−1 − 1) ∼ χ(detQ(O)[G]((t+ 1)−mγ | Q(O)(1))) .
(3) For all odd χ ∈ Ĝ(Cp), we have µ(Hχ−1ω,S(u(1 + t)−1 − 1)) = 0, with
notations as in Corollary 7.9.
Proof. Part (1) is clear from the equality HS(t) := t · e1G +(1− e1G). Part (2) is a
direct consequence of part (1), and Lemma 7.5(3) applied to L := O (with trivial
G–action), V = Q(O), and n = 1. Observe that Q(O)∗(1) ≃ Q(O)(1). Part (3)
follows from (2) and the fact that the right-hand-side in (2) is a monic polynomial
in O[t] (see Lemma 7.5 in the Appendix.) 
Lemma 5.22. The Zp[[G]]–module Tp(∆K,T ) satisfies the following.
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(1) Tp(∆K,T ) ≃
⊕
v∈T Zp[[G]]/(δ
(∞
v ), where δ
(∞)
v := (1− (σ
(∞
v )−1 ·Nv).
(2) FitZp[[G]]Tp(∆K,T ) = (δ
(∞
T ).
(3) pdZp[[G]]Tp(∆K,T ) = 1 and pdZp[G]Tp(∆K,T ) = 0.
(4) δ
(∞)
T ∼ detZp[G]((t+ 1)−mγ | Tp(∆K,T )) in Zp[[G]]
(5) µ(χ(δ
(∞)
T )) = 0, for all χ ∈ Ĝ(Cp).
Proof. (1) For every v ∈ T , let us fix a prime w(v) ∈ T sitting above v. Then, we
have an obvious isomorphism of Z[[G]]–modules
∆K,T ≃
⊕
v∈T
(
κ(w(v))× ⊗Z[[Gv]] Z[[G]]
)
,
where Gv is the decomposition group associated to v in G (topologically generated
by σ
(∞
v )) and κ(w(v)) denotes, as usual, the residue field associated to w(v). This
induces an isomorphism of Zp[[G]]–modules
Tp(∆K,T ) ≃
⊕
v∈T
(
Tp(κ(w(v))
×)⊗Zp[[Gv]] Zp[[G]]
)
.
The isomorphism above combined with Lemma 7.4(4) (see Appendix) applied to
the extension κ(w(v))/κ(v) of Galois group Gv, for q := card(κ(v)) and σq = σ
(∞)
v
concludes the proof of (1).
(2) is a direct consequence of (1) and the definition of the Fitting ideal.
(3) Note that if α ∈ Zp, such that σ
(∞)
v = γα and σv is the Frobenius associated
to v in G, then we have
δ(∞)v ∼ (σv · (t+ 1)
α −Nv) in Zp[[G]] ≃ Zp[G][[t]].
Consequently, χ(δ
(∞)
v ) = (χ(σv)(1 + t)
α − Nv) is not a zero divisor in Zp(χ)[[t]],
for all χ ∈ Ĝ(Cp) and therefore δ
(∞)
v is not a zero divisor in Zp[[G]], for all v ∈ T .
This observation combined with the isomorphism in part (1) leads to the equality
pdZp[[G]]Tp(∆K,T ) = 1. Now, in order to obtain the equality pdZp[G]Tp(∆K,T ) = 0,
one applies Lemma 4.7 for M := Tp(∆K,T ) and H := G, keeping in mind that
Tp(∆K,T ) is Zp–free.
(4) This is a direct consequence of (2) and (3) combined with Proposition 7.2(1)
applied for R := Zp[G], g := γ and the R[[Γ]] = Zp[[G]]–module M := Tp(∆K,T ).
(5) This is a direct consequence of (4) and the fact that the right-hand-side in
(4) is a monic polynomial in Zp[G][[t]] (see Remark 7.1 in the Appendix.) 
Remark 5.23. Note that the proofs of (1), (2) and the first equality in (3) of the
above Lemma are independent on our assumption that G ≃ G× Γ.
Now, we are ready to prove (25) above. Let
Θ := Θ
(∞)
S,T , F := detZp[G]−((t+ 1)−mγ | Tp(M
K
S,T )
−).
We view Θ and F as power series in Zp[G]−[[t]] and plan on using Corollary 7.9
(see Appendix) to show that Θ ∼ F . Note that, in fact, F is a monic polynomial
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in Zp[G]−[t] (see Remark 7.1 in the Appendix). Consequently, with notations as in
Corollary 7.9, we have
(26) µ(χ(F )) = 0, ∀χ ∈ Ĝ(Cp), χ odd.
Now, Lemma 5.20(2), Lemma 5.21(3) and Lemma 5.22(5) combined with equality
(24) above show that
(27) µ(χ(Θ)) = 0, ∀χ ∈ Ĝ(Cp), χ odd.
Now, exact sequence (15) combined with equality (24) and Lemma 5.20(1), Lemma
5.21(2) and Lemma 5.22(4) show that the following holds in O[[t]].
(28) χ(Θ) ∼ χ
(
detQ(O)[G]−((t+ 1)−mγ | Tp(M
K
S,T )
− ⊗Zp Q(O)
)
= χ(F ),
for all odd χ ∈ Ĝ(Cp). Now, as a consequence of (26), (27) and (28), Corollary 7.9
in the Appendix leads to
Θ ∼ F in Zp[G]−[[t]],
which concludes the proof of (25) and that of Theorem 5.6. ✷
Corollary 5.24. Under the hypotheses of Theorem 5.6, we have
FitZp[[G]]((Tp(M
K
S,T )
−)∗) = FitZp[[G]](Tp(M
K
S,T )
−) =
(
Θ
(∞)
S,T ,
1
2
(1 + j)
)
where (Tp(MKS,T )
−)∗ := HomZp(Tp(M
K
S,T )
−,Zp) with the coinvariant G–action.
Proof. Theorem 4.6(1) permits us to apply Proposition 7.2(3) (see Appendix) to
M := Tp(MKS,T )
−. The latter implies the first equality above. The second equality
is a direct consequence of Theorem 5.6. Note that in the statement of the Corollary
Θ
(∞)
S,T is viewed as an element of Zp[[G]]. 
6. Applications of the Equivariant Main Conjecture
In this section, we give two application of Theorem 5.6 proved above: the first is
a proof of a refinement of an imprimitive version of the Brumer–Stark Conjecture,
away from its 2–primary part (see Theorem 6.5 below); the second is a proof of
a refinement of the Coates-Sinnott Conjecture, away from its 2–primary part (see
Theorem 6.11 and Corollary 6.19 below.) Of course, these theorems are proved
under the assumption that the relevant classical Iwasawa µ–invariants vanish.
In what follows, if M is a Zp[[H]]–module, for some prime p and some abelian
profinite group H, then M∨ := HomZp(M,Qp/Zp) and M
∗ := HomZp(M,Zp) de-
note its Pontrjagin and Zp–module dual, respectively. depending on the context,
M∨ andM∗ will be endowed either with the covariant H–action (σf)(m) := f(σm)
or the contravariant one (σf)(m) := f(σ
−1
m), for all m ∈ M , σ ∈ H, and all
f ∈M∨ and f ∈M∗, respectively.
Throughout this section, we let K/k be an abelian extension of number fields
of Galois group G and let S be a fixed finite set of primes in k, containing the set
Sram(K/k) ∪ S∞. We will use the notations introduced at the beginning of §5.
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6.1. The Brumer-Stark Conjecture. We fix a non-empty, finite set T of primes
in k, such that S ∩ T = ∅. We assume that T contains either at least two primes
of distinct residual characteristics or a prime of residual characteristic coprime to
wK := |µK |, where µK denotes the group of roots of unity in K. (It is easily seen
that this last condition is equivalent to the non-existence of non trivial roots of
unity in K which are congruent to 1 modulo all primes in T .)
For simplicity, we let ΘS,T := ΘS,T,K/k denote the S–incomplete, T –modified
G–equivariant L–function associated to (K/k, S, T ) at the beginning of §5. Note
that, under our assumptions, Remark 5.5 for m = 1 gives
ΘS,T (0) ∈ Z[G].
In order to simplify notations, we let S and T also denote the sets of primes in K
sitting above primes in the original sets S and T , respectively. Similarly, depending
on the context, S∞ will denote the set of infinite primes in either K or k. As in §4.3
of [24], to the set of data (K,T ), one can associate a T –modified Arakelov class-
group (Chow group) CH1(K)0T , endowed with a natural Z[G]–module structure, as
follows. First, one defines the divisor group
Div(K)T := (
⊕
w 6∈S∞∪T
Z · w)
⊕
(
⊕
w∈S∞
R · w) ,
where the direct sums are taken over all the primes w in K. Then, one defines
degK,T : Div(K)T → R
to be the unique degree map which is Z–linear on the left direct summand and
R–linear on the right and satisfies
degK,T (w) :=
{
log |Nw|, if w is a finite prime;
1 if w is an infinite prime.
We let Div(K)0T := ker(degK,T ). Next, one defines a divisor map
divK : K
×
T → Div(K)
0
T , divK(x) :=
∑
w 6∈S∞∪T
ordw(x) · w +
∑
w∈S∞
(− log |x|w) · w,
where ordw and | · |w denote the canonically normalized valuation and metric associ-
ated to w, respectively and K×T denotes the subgroup of K
× consisting of elements
congruent to 1 modulo all primes in T . Finally, one defines
CH1(K)0T :=
Div(K)0T
divK(K
×
T )
.
If endowed with the natural quotient topology, this is a compact group whose
volume is the absolute value of the leading term ζ∗S,T,k(0) at s = 0 of the modified
zeta function ζS,T,k := ΘS,T,k/k : C→ C associated to k (see loc.cit.)
Remark 6.1. Note the difference, both in notation and definition, between the
finite divisor group DivK,T and divisor map divK defined in §2.2 and, respectively,
the Arakelov divisor group Div(K)T and divisor map divK defined above. The link
between the finite T–modified class-group CK,T defined in §2.2 and the compact T–
modified Arakelov class–group CH1(K)0T defined above is captured by the following
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obvious exact sequence of Z[G]–modules.
0 //
Div(K)0(S∞)
divK(UK,T )
// CH1(K)0T
// CK,T // 0.
Above, Div(K)0(S∞) :=
⊕
v∈S∞
R · v denotes the R–vector space of Arakelov divi-
sors of degree 0 supported on S∞ (denoted by RXS∞ in [24]) and UK,T denotes the
group of units in K which are congruent to 1 modulo all the primes in T . (See §4.3
of [24] for the exact sequence above.)
In §4.3 of [24], we proved that the Brumer–Stark Conjecture BrSt(K/k, S) for
the data (K/k, S) (as stated, for example, in Chpt. IV, §6 of [32]) is equivalent to
the following statement.
Conjecture 6.2 (Brumer-Stark). Let (K/k, S) be as above. Then, for all sets T
satisfying the above conditions, we have
BrSt(K/k, S, T ) : ΘS,T (0) ∈ AnnZ[G]CH
1(K)0T .
Remark 6.3. Let us fix (K/k, S, T ) as above. It is easily seen that if S contains
at least two primes which split completely in K/k, then ΘS,T (0) = 0. If S contains
exactly one prime which splits completely in K/k, then ΘS,T (0) = 0 unless k is
an imaginary quadratic field, K/k is unramified everywhere and S = S∞. In the
latter case, the proof of Conjecture BrSt(K/k, S, T ) is an easy, albeit instructive
exercise: Indeed, according to Corollary 4.3.3 (top change) in [24], one can assume
that K is the Hilbert class–field of k. In that case, it is easily seen that
ΘS,T (0) =
∏
v∈T (1−Nv)
wk
·NG,
where v runs through primes in k, NG :=
∑
σ∈G σ is the usual norm element in
Z[G], and wk is the cardinality of the group of roots of unity µk in k. Now, the
desired annihilation result follows from the fact that ideals in k become principal in
K (Hilbert’s capitulation theorem) and the exact sequence of abelian groups
1 // µk // ∆k,T // Ck,T // Ck // 1.
(See exact sequence (10) and note that Uk = µk in this case.) We leave the re-
maining details to the interested reader. As a consequence, it suffices to study the
Brumer-Stark Conjecture in the case where k is totally real and K is totally
imaginary. (Otherwise, S will contain at least one infinite prime which splits
completely in K/k and the above considerations settle the conjecture in that case.)
Now, Proposition 4.3.7 in [24] provides us with the following additional reduction.
Proposition 6.4. Let (K/k, S, T ) be as above. Assume that k is totally real
and K is totally imaginary. Let KCM be the maximal CM subfield of K, let
GCM := G(K
CM/k) and Θ˜S,T := ΘS,T,K˜/k. Then, the following are equivalent,
for all primes p > 2.
(1) ΘS,T (0) ∈ AnnZp[G](CH
1(K)0T ⊗ Zp).
(2) Θ˜S,T (0) ∈ AnnZp[GCM ](CKCM ,T ⊗ Zp)
−.
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Proof. See Proposition 4.3.7 in [24]. The upper script “−” in (2) refers to the action
of the unique complex conjugation morphism in GCM on (CKCM ,T ⊗ Zp). 
As a consequence of the Equivariant Main Conjecture (Theorem 5.6), we can
prove the following refinement of statement (2) in the Proposition above, under
certain hypotheses (see below.) In what follows, Sp denotes the set of p–adic primes
in k and µK,p denotes the Iwasawa µ–invariant associated to the number field K
and the prime p.
Theorem 6.5. Let (K/k, S, T ) be as above and let p be an odd prime. Assume
that K is CM, k is totally real, Sp ⊆ S and µK,p = 0. Then, we have
BrSt(K/k, S, T, p) : ΘS,T (0) ∈ FitZp[G] ((A
−
K,T )
∨),
where AK,T := (CK,T ⊗ Zp) and the dual is endowed with the covariant G–action.
Proof. In what follows, all occurring Zp–module or Pontrjagin duals are endowed
with the covariant action by the appropriate groups.
We let K be the cyclotomic Zp–extension of K and G := Gal(K/k). As usual,
we let S and T denote the sets of finite primes in K sitting above primes in S and
T , respectively. Note that the hypotheses of Theorem 5.6 are satisfied by the data
(K/k, S, T, p). Consequently, Corollary 5.24 implies that
(29) Θ
(∞)
S,T ∈ FitZp[[G]]((Tp(M
K
S,T )
−)∗) .
Now, recall that, with notations as in §2.2 and under the current hypotheses, the
Zp[[G]]–module
A−K,T ≃ lim−→
n
A−Kn,Tn
is a torsion, divisible Zp–module of finite co-rank and that the transition maps in
the injective limit above are injective (see Lemma 2.9.) Consequently, since A−K,T
is finite, we can fix n ∈ N, such that we have an inclusion of Zp[[G]]–modules
A−K,T ⊆ A
−
K,T [p
n].
The inclusion above induces a natural surjection of Zp[[G]]–modules
(30) A−K,T [p
n]∨ ։ (A−K,T )
∨.
Next, we need the following elementary result.
Lemma 6.6. Let p be a prime, H a profinite abelian group, and M a Zp[[H]]–
module. Assume that M is Zp–torsion, divisible, of finite corank. Then there exist
canonical isomorphisms of Zp[[H]]–modules
M [pm]∨ ≃ Tp(M)
∗ ⊗Zp Z/p
mZ , for all m ∈ Z≥1.
Proof. Fix m ∈ Z≥1. There is a canonical isomorphism of Zp[[H]]-modules
Tp(M)
∗ ≃M∨.
This induces a canonical isomorphism Tp(M)
∗/pm ≃ M∨/pm. However, the exact
functor ∗ → HomZp(∗,Qp/Zp) applied to the exact sequence
0 // M [pm] // M
×pm // M // 0
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induces an isomorphism M∨/pm ≃M [pm]∨. This concludes the proof. 
Consequently, we obtain the following surjective morphisms of Zp[[G]]–modules.
(31) (Tp(M
K
S,T )
−)∗ ։ Tp(A
−
K,T )
∗
։ A−K,T [p
n]∨ ։ (A−K,T )
∨.
The first surjection above is obtained by taking Zp–duals in exact sequence (13).
Note that Tp(A
−
K,T ) = Tp(AK,T )
−. Also, note that the exact sequence (13) is split
in the category of Zp–modules (because DivK(S\Sp)−⊗Zp is Zp–free) and therefore
it stays exact after taking Zp–duals. The second surjection is given by Lemma 6.6
applied to M := A−K,T , m := n, H := G. Finally, the third surjection is (30) above.
Now, apply the first part of (44) in the Appendix for R := Zp[[G]], M :=
(Tp(MKS,T )
−)∗ and M ′ := (A−K,T )
∨, in combination with the surjections (31) as
well as (29) above to conclude that we have
Θ
(∞)
S,T ∈ FitZp[[G]]Tp(M
K
S,T )
− = FitZp[[G]](Tp(M
K
S,T )
−)∗ ⊆ FitZp[[G]] ((A
−
K,T )
∨).
Now, consider the projection π : Zp[[G]] ։ Zp[G] given by Galois restriction. By
the definition of Θ
(∞)
S,T , we have
π(Θ
(∞)
S,T ) = ΘS,T (0), A
−
K,T ≃ A
−
K,T ⊗Zp[[G]] Zp[G],
where the isomorphism is viewed in the category of Zp[G]–modules. Consequently,
(44) (see Appendix) applied for M := A−K,T and ρ := π implies that
ΘS,T (0) ∈ FitZp[G] ((A
−
K,T )
∨),
which concludes the proof of the Theorem. 
Corollary 6.7. Assume that (K/k, S, T ) satisfy the hypotheses in Conjecture 6.2.
Let p be a prime. If k is totally real and K is totally imaginary, assume that p is
odd, Sp ⊆ S and µKCM ,p = 0. Then, we have:
BrSt(K/k, S, T, p) : ΘS,T (0) ∈ AnnZp[G](CH
1(K)0T ⊗ Zp).
Proof. Combine Theorem 6.5 with Proposition 6.4 and Remark 6.3 and note that
FitZp[G](M
∨) ⊆ AnnZp[G](M),
for any Zp[G]–module M , if M∨ is endowed with the covariant G–action. 
Remark 6.8. Some cases of the Brumer-Stark Conjecture over an arbitrary totally
real number field were also settled by the first author in [11] with different methods
and working under somewhat more restrictive hypotheses. See Theorem 10 in loc.cit.
6.2. The Coates-Sinnott Conjecture. As usual, K/k is an abelian extension
of number fields of Galois group G, and S is a finite set of primes in k, such that
Sram(K/k) ∪ S∞ ⊆ S.
If p is a prime number, we let Hiet(OK,S [1/p],Zp(n)) denote the i–th e´tale coho-
mology group of the affine scheme Spec(OK,S [1/p]) = Spec(OK,S∪Sp) with coeffi-
cients in the e´tale p–adic sheaf Zp(n), for all i ∈ Z≥0 and all n ∈ Z≥2. Also, for
every m ∈ Z≥0, we let Km(OK,S) denote the m–th Quillen K–group of OK,S . For
the definitions and properties of these e´tale cohomology groups and K–groups, the
reader may consult Kolster’s excellent survey article [17]. For a discussion closer in
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spirit to the current section, the reader may consult [23] as well. In the present con-
text, all these e´tale cohomology and K–theory groups come endowed with natural
Zp[G]–module, respectively Z[G]–module structures.
Quillen showed in [25] that Km(OK,S) is a finitely generated abelian group, for all
m. Borel showed in [1] that we have the following remarkable equalities
(32) rankZK2n−i(OK,S) =
{
0, if i = 2;
ords=(1−n) ζK,S(s), if i = 1,
for all n ≥ 2, where ζK,S is the S–incomplete zeta–function associated to K. For
all primes p > 2, Soule´ [30] and later Dwyer-Friedlander [8] constructed surjective
Zp[G]–linear p–adic Chern character morphisms
(33) chip,n : K2n−i(OK,S)⊗Zp ։ H
i
et(OK,S [1/p],Zp(n)), ∀ i = 1, 2, ∀n ∈ Z≥2.
Soule´ proved in [31] that these morphisms have finite kernels. Similar morphisms
have been defined for p = 2 (see [8].) Their kernels and cokernels are finite but non
trivial, in general.
Consequently, the group H2et(OK,S [1/p],Zp(n)) is finite while H
1
et(OK,S [1/p],Zp(n))
is finitely generated over Zp of Zp–rank equal to ords=(1−n) ζK,S(s), for all p and
all n ≥ 2. If i ≥ 3, the group Hiet(OK,S [1/p],Zp(n)) vanishes for p > 2 and is a
finite, 2-primary group for p = 2 (see [17], §2.)
With notations as in §5, we have the following.
Lemma 6.9. For all n ≥ 2 and all primes p, the following hold.
(1) We have a Zp[G]–module isomorphism
H1et(OK,S [1/p],Zp(n))tors ≃ (Qp/Zp(n))
GK .
(2) We have an equality of Zp[G]–ideals
AnnZp[G](H
1
et(OK,S [1/p],Zp(n))tors) = 〈δT,K/k(1 − n) | T 〉,
where T runs through all the finite, non-empty sets of primes in k which
are disjoint from S ∩ Sp.
(3) AnnZp[G](H
1
et(OK,S [1/p],Zp(n))tors) ·ΘS,K/k(1 − n) ⊆ Zp[G].
Proof. For (1), see §2 in [17]. Note that in loc.cit., the author deals with the
e´tale cohomology groups of Spec(OK [1/p]) rather than those of Spec(OK,S [1/p]).
However, for all n and p as above, Soule´’s localization sequence in e´tale cohomology
(see [30]) establishes an isomorphism of Zp[G]–modules
(34) H1et(OK [1/p],Zp(n)) ≃ H
1
et(OK,S [1/p],Zp(n)).
Part (2) follows from part (1) and a well–known lemma of Coates (see Lemma
2.3 in [4] and its proof.) Also, see the proof of Corollary 5.3 above.
Part (3) is a direct consequence of part (2) and Corollary 5.3 above. 
Conjecture 6.10 (Coates-Sinnott, cohomological version). For all (K/k, S, p , n)
as above, the following holds.
CS(K/k, S, p , n) : AnnZp[G](H
1
et(OK,S [1/p],Zp(n))tors) ·ΘS,K/k(1− n) ⊆
⊆ AnnZp[G](H
2
et(OK,S [1/p],Zp(n))).
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With notations as above, let en(K/k) be the idempotent in Zp[G] given by
en(K/k) :=
{ ∏
v∈S∞(k)
1
2 (1 + (−1)
nσv), if k is totally real;
0, otherwise,
where σv is the generator of the decomposition group Gv, for all v ∈ S∞(k). The
main goal of this section is a proof of the following refinement of the conjecture
above, under the expected hypotheses.
Theorem 6.11. Assume that (K/k, S, p , n) are as above. If k is totally real,
assume that p > 2 and µK(µp)CM ,p = 0, where K(µp)
CM is the maximal CM–
subfield of K(µp). Then, the following holds.
CS(K/k, S, p , n) : AnnZp[G](H
1
et(OK,S [1/p],Zp(n))tors) ·ΘS,K/k(1− n) =
= en(K/k) · FitZp[G](H
2
et(OK,S [1/p],Zp(n))).
Proof. We begin by making a few useful reduction steps.
Lemma 6.12. It suffices to prove statement CS(K/k, S, p , n) under the assump-
tion that Sp ⊆ S, where Sp denotes the set of p–adic primes in k.
Proof. This is an immediate consequence of (34) and the obvious equality in Zp[G]
ΘS∪Sp,K/k(1− n) = ΘS,K/k(1 − n) ·
∏
v∈Sp\S
(1 − σ−1v · (Nv)
n),
for all n and p as above. Indeed, for all v ∈ Sp \S, the element (1− σ−1v · (Nv)
n) is
a divisor of (1− pm) in Zp[G], for a large m (say, m such that pm = |κ(w)|n, for w
prime in K dividing v) and it is therefore a unit in Zp[G]. Therefore, the elements
ΘS∪Sp,K/k(1 − n) and ΘS,K/k(1− n) differ by a unit in Zp[G]. 
Lemma 6.13. It suffices to prove statement CS(K/k, S, p , n) under the assump-
tion that k is a totally real number field.
Proof. Indeed, the functional equation satisfied by the S-incomplete L–function
associated to a character χ ∈ Ĝ(C) implies the following formula for the order of
vanishing at s = (1− n), for all n ∈ Z≥2.
(35) ords=(1−n)LS(χ, s) =
{
r2(k) + a(χ)
+, if n is odd;
r2(k) + a(χ)
−, if n is even,
where r2(k) denotes the number of complex infinite places in k,
a(χ)+ = card{v ∈ S∞(k) | χ |Gv= 1Gv}, a(χ)
− = card{v ∈ S∞(k) | χ |Gv 6= 1Gv}.
Note that a(χ)+ + a(χ)− = r1(k), the number of real infinite places in k. The
above formula shows that if r2(k) > 0 (i.e. if k is not totally real), then we have
ΘS,K/k(1 − n) = 0, for all n ∈ Z≥2. This concludes the proof of the Lemma. 
Lemma 6.14. Assume that K˜/k is an abelian extension of number fields, of Galois
group G˜, with K ⊆ K˜ and Sram(K˜/k) ⊆ S. Then, for all p > 2 and n as above,
CS(K˜/k, S, p , n)⇒ CS(K/k, S, p , n).
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Proof. Let us fix p > 2 and n as above. In order to simplify notations, we let HiK :=
Hiet(OK,S [1/p],Zp(n)) and similarly for H
i
K˜
, for all i = 1, 2. Let H := G(K˜/K).
Galois restriction induces the usual Zp–algebra morphism π : Zp[G˜]։ Zp[G], whose
kernel is the relative augmentation ideal IH associated to H in Zp[G˜]. Proposition
2.10 in [17] gives a canonical Zp[G]–module isomorphism
H2K ≃ (H
2
K˜
)H , H
1
K ≃ (H
1
K˜
)H
whereMH := M [IH ] andMH :=M/IHM ≃M⊗Zp[G˜]Zp[G] denote the modules of
H–invariants and H–coinvariants, respectively, associated to any Zp[G˜]–moduleM .
The isomorphism above combined with the second equality in (44) of the Appendix
(applied for ρ := π, R := Zp[G˜], R′ := Zp[G], and M := H2K gives
(36) π(Fit
Zp[G˜]
(H2
K˜
)) = FitZp[G](H
2
K).
The above equality combined with the obvious equalities π(en(K˜/k)) = en(K/k),
π(ΘS,K˜/k(1− n)) = ΘS,K/k(1− n) and
(37) π(Ann
Zp[G˜]
(H1
K˜
)tors) = AnnZp[G](H
1
K)tors
concludes the proof of the Lemma. (Apply Lemma 6.9(2) for the last equality.) 
Lemma 6.15. With notations as in the previous Lemma, assume that k is totally
real, K˜ is totally imaginary and K := K˜ CM is the maximal CM subfield of K˜.
Then, for all p > 2 and n as above, we have
CS(K˜/k, S, p , n)⇔ CS(K/k, S, p , n).
Proof. Let us fix p > 2 and n as above. We use the notations in the proof of the
previous Lemma. Note that H is the 2–group generated by the set
{σv · σv′ | v, v
′ ∈ S∞(k), v 6= v
′}.
This shows that, for all χ ∈ Ĝ(C), we have
χ |H 6= 1H ⇒ LS(χ, 1− n) = 0, χ(en(K˜/k)) = 0.
Indeed, if χ |H 6= 1H , then there exist v, v′ ∈ S∞(k), with v 6= v′, such that
χ(σv) = 1 and χ(σv′ ) 6= 1. On one hand, this shows that χ(en(K˜/k)) = 0. On
the other hand, it shows that a(χ)+ ≥ 1 and a(χ)− ≥ 1. Now, (35) implies that
LS(χ, 1 − n) = 0, for all n ≥ 2. Consequently, if eH := |H |
−1 ·
∑
h∈H h is the
idempotent element associated to H in Zp[G˜] (note that p ∤ |H |), we have
ΘS,K˜/k(1− n) ∈ eHQp[G˜], en(K˜/k) ∈ eHZp[G˜].
Now, note that since Zp[G˜] = eHZp[G˜] ⊕ (1 − eH)Zp[G˜] and IH = (1 − eH)Zp[G˜],
the map π establishes a ring isomorphism π : eHZp[G˜] ≃ Zp[G]. Consequently, (36)
and (37) imply that π establishes an isomorphism at the level of eHZp[G˜]–ideals
π : eHFitZp[G˜](H
2
K˜
) ≃ FitZp[G](H
2
K), π : eHAnnZp[G˜](H
1
K˜
)tors ≃ AnnZp[G](H
1
K)tors.
Now, the equalities π(en(K˜/k)) = en(K/k) and π(ΘS,K˜/k(1−n)) = ΘS,K/k(1−n)
conclude the proof of the Lemma. 
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Now, we are ready to return to the proof of Theorem 6.11. We fix (K/k, S, p) as
in the theorem. According to the previous four Lemmas, we may assume that k is
totally real (otherwise, the statement is trivially true, according to Lemma 6.13),
Sp ⊆ S (see Lemma 6.12), K is CM and µp ⊆ K (otherwise, we replace K by
K(µp)
CM and apply Lemmas 6.15 and 6.14, respectively.) Under these hypotheses,
we assume in addition that p > 2 and µK,p = 0.
As usual, we let K denote the cyclotomic Zp–extension of K, G := G(K/k) and
Γ := G(K/K). We fix a finite, nonempty set T set of primes inK, such that S∩T =
∅. Also, we let S and T denote the sets of finite primes in K sitting above primes in
S and T , respectively. For simplicity, we let ΘS := ΘS,K/k, ΘS,T := ΘS,T,K/k and
δT := δT,K/k and resume using all the notations introduced in §5. In particular,
j ∈ G denotes the unique complex conjugation automorphism of K (identified as
usual with the complex conjugation automorphism j ∈ G of K.) Note that we have
en := en(K/k) =
1
2
(1 + (−1)nj), ∀n ∈ Z.
We view en either as an element of Zp[[G]] or Zp[G], for all n ∈ Z. Observe that if
M is a Zp[[G]]–module and n ∈ Z, then enM = M+, if n is even and enM = M−,
if n is odd. Also, note that as a consequence of (35) we have
(38) ΘS(1−n) = en ·ΘS(1−n), ΘS,T (1−n) = en ·ΘS,T (1−n), ∀n ∈ Z≥2.
In what follows, all the occurring Zp–module duals or Pontrjagin duals are en-
dowed with the contravariant actions by the appropriate groups, unless stated
otherwise. We will need the following elementary result.
Lemma 6.16. Let M be a Zp[[G]]–module. Assume that M is Zp–free of finite
rank and that MΓ is finite. Then,
(1) MΓ = 0.
(2) (MΓ)
∨ ≃ (M∗)Γ, as Zp[G]–modules.
(3) If pdZp[[G]]M ≤ 1, then pdZp[G]MΓ ≤ 1.
Proof. Part (1) is immediate. For part (2), see Lemma 5.18 in [13]. Part (3) is an
immediate consequence of Zp[[G]]Γ = 0 and Zp[[G]]Γ ≃ Zp[G]. 
Proposition 6.17. Let n ∈ Z≥2, p > 2, and HiK := H
i
et(OK,S ,Zp(n)), for all
i = 1, 2. Then, we have Zp[G]–module isomorphisms
(1) en ·H
2
K ≃ (X
+
S (−n)Γ)
∨ ≃ (X+S (−n)
∗)Γ;
(2) en ·H1K = en · (H
1
K)tors ≃ (H
1
K)tors ≃ Zp(n)Γ,
where MΓ and MΓ denote the Zp[G]–modules of Γ–invariants and Γ–coinvariants,
respectively, for all Zp[[G]]–modules M .
Proof. Let HiK+ := H
i
et(OK+,S ,Zp(n)), for all i = 1, 2, where K
+ := Kj=1, as
usual. Then, Proposition 2.9 in [17] shows that there is a canonical Zp[G]–module
isomorphism H1K+ ≃ (H
1
K)
+. Consequently, (33) and (32) together with (35) give
rankZp (en ·H
1
K) =
{
r2(K)− r1(K+), if n is odd;
r2(K
+), if n is even
}
= 0.
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Consequently, enH
1
K is a finite group. On one hand, this implies the equality in
part (2) of the Proposition. On the other hand, via the spectral sequence argument
on pp. 237–238 of [17] this leads to isomorphisms of Zp[G]–modules
en ·H
2
K ≃ en ·H
1
et(OK,S ,Qp/Zp(n)) ≃ en · H
1(G
(p)
K,S ,Qp/Zp(n))
Γ,
where G
(p)
K,S is the Galois group of the maximal pro–p extension of K which is un-
ramified away from S and the right–most cohomology group is a Galois cohomology
group. Now, since µp∞ ⊆ K and therefore G
(p)
K,S acts trivially on Qp/Zp(n) and
since XS is the maximal abelian quotient of G
(p)
K,S , we have the following isomor-
phisms of Zp[G]–modules.
H1(G
(p)
K,S ,Qp/Zp(n))
Γ ≃ HomZp(G
(p)
K,S ,Qp/Zp(n))
Γ
≃ HomZp(XS ,Qp/Zp(n))
Γ ≃ (XS(−n)Γ)
∨.
Now, the first isomorphism in part (1) of the Proposition follows from the last two
displayed isomorphisms and the obvious equality en · XS(−n) = X
+
S (−n).
The second isomorphism in part (1) follows from Lemma 6.16(2) applied to
M := X+S (−n). Note that the finiteness of H
2
K and the first isomorphism in part (1)
of the Proposition imply that X+S (−n)Γ is finite. Also, X
+
S (−n) is finitely generated
over Zp (a theorem of Iwasawa) and therefore Zp–free of finite rank (a consequence
of µK,p = 0.) This concludes the proof of part (1) of the Proposition.
The isomorphism in part (2) of the Proposition is an immediate consequence
of the isomorphism (H1K)tors ≃ (Qp/Zp(n))
Γ (see Lemma 6.9(1) and recall that
µp∞ ⊆ K) and the obvious equality Qp(n)Γ = Qp(n)Γ = 0. 
Note that the hypotheses of Lemma 3.9 and Theorem 5.6 are satisfied by the
data (K/k,S, T , p). Lemma 3.9 and exact sequence (15) tensored with Zp(n − 1)
lead to the following four term exact sequence of Zp[[G]]–modules.
(39) 0→ Zp(n)→ Tp(∆K,T )−(n− 1)→ Tp(MKS,T )
−(n− 1)→ X+S (−n)
∗ → 0.
We intend to apply Proposition 7.3 in the Appendix to the sequence of Γ–coinvariants
associated to the exact sequence above.
First, let us note that each of the four modules in the exact sequence above
is Zp–free. Most importantly, the module of Γ–coinvariants associated to each of
these is finite. Indeed, Zp(n)Γ and (X+S (−n)
∗)Γ are finite, due to Proposition 6.17.
On the other hand, Lemma 5.22(1) and Remark 5.23 combined with Lemma 7.4(1)
in the Appendix imply that we have a Zp[G]–module isomorphism
Tp(∆K,T )(n− 1)Γ ≃
⊕
v∈T
Zp[G]/(1− σ−1v ·N
n
v ).
Since n ≥ 2, the element (1 − σ−1v · N
n
v ) is not a zero–divisor in Zp[G], for all
v ∈ T . Consequently, the above isomorphism implies that Tp(∆K,T )(n − 1)Γ is
finite. Therefore, its direct summand Tp(∆K,T )
−(n− 1)Γ is indeed finite. Now, the
finiteness of Tp(MKS,T )
−(n− 1)Γ follows from the exact sequence
Tp(∆K,T )
−(n− 1)Γ → Tp(M
K
S,T )
−(n− 1)Γ → (X
+
S (−n)
∗)Γ → 0.
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Now, Lemma 6.16 implies that the Γ–invariants of the four modules in (39) are triv-
ial. Consequently, we obtain the following exact sequence of finite Zp[G]–modules
at the level of Γ–coinvariants
(40) 0→ en ·H
1
K → Tp(∆K,T )
−(n− 1)Γ → Tp(M
K
S,T )
−(n− 1)Γ → en · H
2
K → 0.
Above, we have used Proposition 6.17 to identify the Γ–coinvariants of the end
terms of (39) with en ·H1K and en ·H
2
K , respectively.
Since pdZp[[G]]Tp(∆K,T )
− ≤ 1 and pdZp[[G]]Tp(M
K
S,T )
− ≤ 1 (see Lemma 5.22(3)
and Remark 5.23 for the first and Theorem 4.6(2) for the second), we have
pdZp[G] (Tp(∆K,T )
−(n− 1)Γ) ≤ 1, pdZp[G] (Tp(M
K
S,T )
−(n− 1)Γ) ≤ 1,
as a consequence of 7.4(3) and Lemma 6.16(3). Consequently, we may apply Propo-
sition 7.3 in the Appendix to the exact sequence (40). This way, we obtain
FitZp[G](enH
1
K
∨
) · FitZp[G](Tp(M
K
S,T )
−(n− 1)Γ) =(41)
= FitZp[G](enH
2
K) · FitZp[G](Tp(∆K,T )
−(n− 1)Γ).
where the dual is endowed with the covariant G–action. Now, let us note that for
any Zp[[G]]–module M and Zp[G]–module N , we have
en ·M(n− 1) = M
−(n− 1), en · FitZp[G](N) = FitenZp[G](en ·N).
Consequently, if we combine Lemma 7.4(2) in the Appendix with Corollary 5.24
and Lemma 5.22(2), respectively, we obtain
en · FitZp[G](Tp(M
K
S,T )
−(n− 1)Γ) = en · (π ◦ t1−n(Θ
(∞)
S,T )) = (ΘS,T (1− n)),
en · FitZp[G](Tp(∆K,T )
−(n− 1)Γ) = en · (π ◦ t1−n(δ
(∞)
T )) = en · (δT (1− n)),
where π : Zp[[G]] → Zp[G] is the usual projection. Note that above we have used
the second equality in (38). Consequently, (41) implies that
FitZp[G](enH
1
K
∨
) ·ΘS,T (1− n) = enFitZp[G](H
2
K) · (δT (1− n)).
However, since ΘS,T (1−n) = δT (1−n)·ΘS(1−n) and δT (1−n) is not a zero–divisor
in Zp[G] (an easy exercise !), the last equality implies
FitZp[G]((H
1
K)
∨
tors) ·ΘS(1− n) = enFitZp[G](H
2
K).
Now, since (H1K)tors is a cyclic module (see Lemma 6.16(2)) and the dual is endowed
with the covariant G–action, we have equalities
FitZp[G]((H
1
K)
∨
tors) = AnnZp[G]((H
1
K)
∨
tors) = AnnZp[G]((H
1
K)tors).
When combined with the last displayed equality, this concludes the proof of Theo-
rem 6.11 (our refinement of the cohomological Coates-Sinnott Conjecture.) 
Remark 6.18. Results somewhat weaker than our Theorem 6.11 were obtained
with different methods in [2], Corollary 2 (which imposes restrictions upon K/k
and p) and [22], The´ore`me 4.3 (which imposes restrictions upon K/k and n.) In
both cases, the vanishing of the appropriate Iwasawa µ–invariant is assumed.
Finally, we would like to mention that the well known Quillen-Lichtenbaum
Conjecture states that the Chern character maps chip,n (see (33) above) are iso-
morphisms, for all p > 2 and n ≥ 2. On the other hand, it is known that the
Quillen-Lichtenbaum Conjecture is a consequence of the Bloch-Kato Conjecture for
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finitely generated fields (e.g., see Theorem 2.7 in [17].) To our knowledge, recent
work of Rost and Voevodsky has lead to a proof of the Bloch-Kato Conjecture.
The following is an immediate consequence of Theorem 6.11.
Corollary 6.19 (a refined K–theoretic Coates–Sinnott Conjecture). Let K/k be
an abelian extension of number fields of Galois group G. Let S be a finite set
of primes in k, such that S∞(k) ∪ Sram(K/k) ⊆ S. If k is totally real, assume
that µK(µp)CM ,p = 0, for all primes p > 2. Also, assume that the Quillen-
Lichtenbaum Conjecture holds. Then, for all n ∈ Z≥2, we have the following
equality of Z[1/2][G]–ideals.
Z[1/2]AnnZ[G](K2n−1(OK,S)tors) ·ΘS(1− n) =
= en(K/k) · Z[1/2] FitZ[G](K2n−2(OK,S)).
As the reader will notice right away, the K–theoretic statement above is closer in
spirit to the conjecture originally formulated by Coates and Sinnott in [5]. The
difference is the presence of a Fitting ideal rather than an annihilator on the right-
hand side and an equality rather than an inclusion of ideals. These differences
justify the use of the term “refined” above.
7. Appendix: Algebraic Ingredients
7.1. Determinants and Fitting Ideals. Let R be a commutative ring with 1, P a
finitely generated, projective R–module and f ∈ EndR(P ). Then, the determinant
detR(f | P ) of f acting on P is defined as follows. We take a finitely generated
R–module Q, such that P ⊕Q is a (finitely generated) free R–module, then we let
f ⊕ 1Q ∈ EndR(P ⊕Q), where 1Q is the identity of Q, and define
detR(f | P ) := detR(f ⊕ 1Q | P ⊕Q) .
It is easy to check (use Schanuel’s Lemma !) that the definition above does not
depend on Q. Now, one can use the same strategy to define the characteristic
polynomial detR(X − f | P ) ∈ R[X ] of variable X . Indeed, P ⊗R R[X ] is a finitely
generated, projective R[X ]–module. One defines
detR(X − f | P ) := detR[X](idP ⊗X − f ⊗ 1 | P ⊗R R[X ]) .
For any P , R and f as above and any R–algebra R′, we have base-change equalities
(42)
detR(f | P ) = detR′(f ⊗ 1R′ | P ⊗R R′) ,
detR(X − f | P ) = detR′(X − (f ⊗ 1R′) | P ⊗R R
′) .
Remark 7.1. It is easily checked that the polynomial F (X) := detR(X − f | P ) in
R[X ] defined above is always a monic polynomial.
Now, for any R as above and any finitely presented R–moduleM , the first Fitting
invariant (ideal) FitR(M) of M over R is defined as follows. First, one considers a
finite presentation of M
Rn
φ // Rm // M // 0 .
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By definition, the Fitting ideal FitR(M) is the ideal in R generated by the deter-
minants of all the m×m minors of the matrix Aφ associated to φ with respect to
R–bases of Rn and Rm. It is well-known that the definition does not depend on
the chosen presentation or bases, and
(43) AnnR(M)
m ⊆ FitR(M) ⊆ AnnR(M) .
Two elementary properties of Fitting ideals which are used throughout the paper
state that if M ։M ′ is a surjective morphism of finitely presented R–modules and
ρ : R→ R′ is a morphism of commutative rings with 1, then one has
(44) FitR(M) ⊆ FitR(M
′), FitR′(M ⊗R R
′) = ρ(FitR(M))R
′.
For more details on general properties of Fitting ideals, the reader can consult the
Appendix of [18].
In what follows, if R is a commutative topological ring and Γ is a profinite group,
then the profinite group algebra
R[[Γ]] := lim
←−
H
R[Γ/H],
where Γ/H are all the finite quotients of Γ by (open and) closed subgroups H, is
viewed as a topological R–algebra endowed with the usual projective limit topology.
Below, by a semi-local ring R we mean a direct sum of finitely many local rings.
Examples of such rings include O[G] and O[G]± := O[G]/(1 ∓ j), where G is a
finite, abelian group, O is a finite integral extension of Zp, for some odd prime p
and j is an element of order 2 in G.
Proposition 7.2. Let R be a commutative, semi-local, compact topological ring
and Γ a pro-cyclic group of topological generator g. Let M be a topological R[[Γ]]–
module, which is projective and finitely generated as an R–module. Let
F (X) := detR(X −mg |M),
where mg is the R[[Γ]]–module automorphism of M given by multiplication by g.
Then, the following hold.
(1) M is finitely presented as an R[[Γ]]–module. Also, if we let F (g) be the
image of F (X) via the R–algebra morphism R[X ] → R[[Γ]] sending X to
g, we have an equality of R[[Γ]]-ideals
FitR[[Γ]](M) = (F (g)) .
(2) Let M∗R := HomR(M,R), viewed as a topological R[[Γ]]–module with the
covariant Γ–action, given by σ ·f(x) := f(σ ·x), for all f ∈M∗R, σ ∈ Γ and
x ∈M . Then, we have
FitR[[Γ]](M) = FitR[[Γ]](M
∗
R) .
(3) Assume that R = Zp[G], where G is a finite, abelian group and p is a prime
number. Let M∗ := HomZp(M,Zp), viewed as an R[[Γ]] ≃ Zp[[G × Γ]]–
module with the covariant G× Γ–action. Then, we have
FitR[[Γ]](M
∗) = FitR[[Γ]](M).
Proof. See Proposition 4.1 and Corollary 4.2 in [13]. 
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Proposition 7.3. Let R := Zp[G], for some finite abelian group G and prime
number p. Assume that we have an exact sequence of finite R–modules
0 // A // P // P ′ // A′ // 0.
Further, assume that pdZp[G]P ≤ 1 and pdZp[G]P
′ ≤ 1. Then, we have
FitR(A
∨) · FitR(P
′) = FitR(A) · FitR(P ),
where the dual A∨ := Hom(A,Qp/Zp) is endowed with the covariant G–action.
Proof. See Lemma 5, p.179 of [2]. In loc.cit. this result is proved for general finitely
generated Zp–algebrasR which are Zp–free and relatively Gorenstein over Zp. Also,
note that pdZp[G]P = 0 if and only if P = 0 (and similarly for P
′), in which case
the equality above is immediate. 
7.2. Twisting. In what follows, we fix an odd prime p, a field k of characteristic
different from p and a Galois extensionK/k. We let G := Gal(K/k) and assume that
the group of p–power roots of unity µp∞ is contained in K. As usual, we denote
by cp : G → Z×p = Aut(µp∞) the p–cyclotomic character of G and decompose
cp := ωp · κp in its tame (Teichmu¨ller) and wild components, ωp : G → µp−1 and
κp : G → (1+pZp), respectively. For simplicity, we let c := cp, ω := ωp and κ := κp.
Let O be a finite, integral extension of Zp. We let Q(O) denote its field of
fractions. We consider the unique continuous isomorphisms of O–algebras
tn : O[[G]]
∼
−→ O[[G]], ι : O[[G]]
∼
−→ O[[G]]op
satisfying tn(g) = cp(g)
n · g and ι(g) = g−1, for all g ∈ G and all n ∈ Z. For any
O[[G]]–module M and any n ∈ Z, we let M(n) denote the usual Tate twist of M by
cnp . More precisely,M(n) := M with a new O[[G]]–action given by λ∗x := tn(λ) ·x,
for all λ ∈ O[[G]] and x ∈ M . Also, we let M∗ := HomO(M,O) and view it as
an O[[G]]–module with the contra-variant G–action given by g · f(x) = f(ι(g) · x),
for all f ∈ M∗, x ∈ M and g ∈ G. Throughout, O and Q(O) are viewed as a
O[[G]]–modules with the trivial G–action. Also, if M and N are O[[G]]–modules,
the M ⊗O N is viewed as an O[[G]]–module with the diagonal G–action.
Lemma 7.4. Assume that G is abelian and M is a finitely presented O[[G]]–module.
Then, for all n ∈ Z, the following hold.
(1) AnnO[[G]](M(n)) = t−n
(
AnnO[[G]](M)
)
;
(2) FitO[[G]](M(n)) = t−n
(
FitO[[G]](M)
)
;
(3) pdO[[G]]M = pdO[[G]]M(n);
(4) If k := Fq is the finite field of q elements (p ∤ q), σq ∈ G is the q–power
Frobenius automorphism of K, and M := Tp(K×), then
FitZp[[G]](M(n)) = AnnZp[[G]](M(n)) = (1− q
n · σ−1q ).
Proof. For the easy proof of (1) and (2), see Lemma 3.1 in [23]. Part (3) is an
immediate consequence of the existence of a unique Zp[[G]]–module isomorphism
Zp[[G]] ≃ Zp[[G]](n) which sends g → c(g)ng, for all g ∈ G. Part (4) is derived from
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part (2) as follows. Under the hypotheses of part (4), G is a pro–cyclic group of
(topological) generator σq. Since Zp is a cyclic Zp[[G]]–module, (43) gives
FitZp[[G]](Zp) = AnnZp[[G]](Zp) = (1− σ
−1
q ) .
Now, note that Tp(K×) = Tp(µp∞) = Zp(1) and c(σq) = q, and apply (1) with
M := Zp. 
Throughout the rest of this subsection, we will assume that K is a finite, abelian
extension of Galois group G of the cyclotomic Zp–extension K′ of k and that G
is abelian. Consequently, there is a non-canonical group isomorphism G ≃ G × Γ,
where Γ ≃ Zp. We fix a topological generator γ of Γ. We identify O[[G]], O[G][[Γ]]
and O[G][[t]] via the obvious O[G]–algebra isomorphisms
O[[G]] ≃ O[G][[Γ]] ≃ O[G][[t]], γ → (t+ 1).
We let K := KΓ and identify G and Γ with G(K/k) and G(K′/k) via the usual
Galois–restriction isomorphisms. Note that since µp∞ ⊆ K, we have µp ⊆ K.
Consequently, ω and κ factor through G and Γ, respectively. For simplicity, we
assume that O contains the values of all the irreducible Cp–valued characters of G.
We denote by Ĝ(Cp) the set of all Cp–valued irreducible characters of G and, for all
χ ∈ Ĝ(Cp), we let eχ := 1/|G|
∑
σ∈G χ(σ) · σ
−1 denote the idempotent associated
to χ in Q(O)[G]. Each χ as above will be extended to the unique Q(O)[X ]-algebra
and Q(O)⊗O O[[Γ]]–algebra morphisms
χ : Q(O)[G][X ]→ Q(O)[X ], χ : Q(O)⊗O O[[G]]→ Q(O)⊗O O[[Γ]]
which send g → χ(g), for all g ∈ G, respectively. Also, for a polynomial P ∈
Q(O)[G][X ], we denote by P (γ) (respectively P (t + 1)) its image via the unique
Q(O)[G]–algebra morphism Q(O)[G][X ] → Q(O) ⊗O O[[G]] which sends X → γ
(respectively X → (t+ 1).)
Next, we let L denote an O[[G]]–module, which is free of finite rank as an O–
module. We consider the following Q(O)–vector spaces
V := Q(O)⊗O L, V
∗ := HomQ(O)(V,Q(O)) ≃ Q(O)⊗O L
∗,
endowed with the usual Q(O) ⊗O O[[G]]–module structures. We consider the fol-
lowing polynomials in Q(O)[G][X ] and Q(O)[X ], respectively:
PV (X) := detQ(O)[G](X−mγ | V ), PV,χ(X) := χ(PV (X)) = detQ(O)(X−mγ | eχV ),
where mγ denotes the automorphism of V and eχV given by multiplication with γ,
for all χ ∈ Ĝ(Cp). Observe that, for all χ ∈ Ĝ(Cp) and all n ∈ Z, we have
(45) χ(tn(PV (γ))) = PV,χωn(κ(γ)
nγ), χ((ι◦tn)(PV (γ))) = PV,χ−1ωn(κ(γ)
nγ−1).
Lemma 7.5. The following hold for all n ∈ Z and all χ ∈ Ĝ(Cp).
(1) If L is a projective O[G]–module, then PV (n)(X), PV ∗(n)(X) are monic
polynomials in O[G][X ].
(2) PV (n),χ(X), PV ∗(n),χ are monic polynomials in O[X ].
(3) PV (n),χ(γ) ∼ χ(t−n(PV (γ))) and PV ∗(n),χ(γ) ∼ χ((ι ◦ tn)(PV (γ))), where
“∼” denotes association in divisibility in the ring O[[Γ]].
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Proof. Fix an n ∈ Z and note that we have Q(O)⊗O O[[G]]–module isomorphisms
(46) V (n) ≃ Q(O)[G]⊗O[G] L(n), V
∗(n) ≃ Q(O)[G]⊗O[G] L
∗(n).
In order to prove (1), first note that if L is O[G]–projective, then the O[G]–modules
L(n) ≃ L ⊗O O(n) and L∗(n) ≃ L(−n)∗ are projective as well. Indeed, since the
modules in question areO–free andO is a PID, their O[G]–projectivity is equivalent
to their G–cohomological triviality (See [27], Ch. IX, §5, Theorem 7 for Z[G]–
modules. The same proof works for O[G]–modules, for a general PID O.) Now,
apply the Corollary to Proposition 1 in [27], Ch. IX, §3 to arrive at the desired
result. (Loc.cit. deals with the case of Z[G]–modules. The same argument works
for R[G]–modules, where R is a PID, in particular R = O.) Now, part (1) follows
by applying (42) to conclude that
PV (n)(X) = detO[G](X −mγ | L(n)), PV ∗(n)(X) = detO[G](X −mγ | L
∗(n)) .
The monicity follows from Remark 7.1.
Part (2) follows similarly: First, one uses (46) to conclude that there are isomor-
phisms of Q(O)⊗O [[Γ]]–modules eχ · V (n) ≃ Q(O)⊗O eχ · L(n) and eχ · V ∗(n) ≃
Q(O)⊗O eχ · L∗(n), where eχ · L(n) and eχ · L∗(n) are viewed as (necessarily free)
O–submodules of maximal rank in eχ · V (n) and eχ · V ∗(n), respectively. Then,
(42) gives the equalities
PV (n),χ(X) = detO(X−mγ | eχ·L(n)), PV ∗(n),χ(X) = detO(X−mγ | eχ·L
∗(n)),
which conclude the proof of part (2).
Next, we prove the second “∼” in part (3). The first “∼” is proved similarly. For
every χ ∈ Ĝ(Cp), we fix an O–basis xχ of eχL. Note that xχ is also a Q(O)–basis
of eχV . Let Aγ,χ be the matrix of mγ restricted to eχV with respect to this basis.
Then, Aγ,χ ∈ GLmχ(O), where mχ = rkOeχL = dimQ(O)eχV . It is easily proved
that for all n and χ as above, the matrix of mγ restricted to eχ ·V ∗(n) = (eχ−1ωnV )
∗
with respect to the basis x∗χ−1ωn (dual basis of xχ−1ωn) is κ(γ)
n · (A−1γ,χ−1ωn)
t,
where t stands for transposition. Consequently, (45) combined with the fact that
det(Aγ,χ−1ωn) ∈ O
× and γ ∈ O[[Γ]]× imply that the following hold in O[[Γ]]:
PV ∗(n),χ(γ) = det(γ · Imχ−1ωn − κ(γ)
n · (A−1γ,χ−1ωn)
t)
∼ det(κ(γ)nγ−1 · Imχ−1ωn −Aγ,χ−1ωn)
= χ((ι ◦ tn)(PV (γ)))
This concludes the proof of the Lemma. 
7.3. Equivariant Power Series. (Compare with §2 in [2].) Let G be an arbitrary
finite abelian group, p a prime, and O a finite, integral extension of Zp which
contains the values of all characters χ ∈ Ĝ(Cp). We let π be a uniformizer of O. We
identify the set of Zp–algebra morphisms Hom(Zp[G],O) with the set χ ∈ Ĝ(Cp) of
Cp–valued characters of G in the obvious manner. We let I denote a radical ideal of
Zp[G] of pure codimension 1. It is easily seen that this means that I = ∩χ∈F ker(χ),
for some set F ⊆ Hom(Zp[G],O). In what follows, we let A := Zp[G]/I. Obviously,
F coincides with the set of Zp–algebra morphisms Hom(A,O). Also, we have an
injective Zp–algebra morphism
A −→ ⊕χO, x −→ (χ(x))χ∈Hom(A,O).
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For every χ ∈ Hom(A,O), we abuse notation once again and let χ also denote the
unique A[[t]]–algebra morphism
χ : A[[t]] −→ O[[t]],
which sends x→ χ(x), for all x ∈ A.
Definition 7.6. (1) The µ–invariant µ(f) of a power series f ∈ O[[t]] is the
largest exponent r ∈ Z≥0, such that f ∈ πrO[[t]].
(2) A power series F ∈ A[[t]] is said to have µ–invariant equal to 0 (and we
write µ(F ) = 0) if
µ(χ(F )) = 0, for all χ ∈ Hom(A,O).
(3) A polynomial F ∈ A[t] is said to be Weierstrass if χ(F ) is a Weierstrass
polynomial in O[t] (i.e. χ(F ) is monic and all its non–leading coefficients
are divisible by π), for all χ as above.
Remark 7.7. The rings A considered above are the most general reduced quotients
of Zp[G] of pure Krull dimension 1. It is easy to see that any ring A as above is
admissible, in the sense of [2], §2. Also, it is easy to prove that our definition of
power series F ∈ A[[t]] of µ–invariant equal to 0 is equivalent with the definition in
loc.cit., for all rings A as above.
In the following, if R is a commutative ring with 1, and f, g ∈ R, we write “f ∼ g
in R” to mean that f and g are associated in divisibility in R, i.e. there exists a
unit u ∈ R×, such that f = u · g.
Lemma 7.8. Assume that F,Θ ∈ A[[t]], such that µ(F ) = µ(Θ) = 0 and
χ(F ) ∼ χ(Θ) in O[[t]], for all χ ∈ Hom(A,O).
Then, we have F ∼ Θ in A[[t]].
Proof. Since µ(F ) = µ(Θ) = 0, Proposition 2.1 in [2] (the equivariant Weierstrass
preparation theorem) shows that there exist unique Weierstrass polynomials f, g ∈
A[t] and units u, v ∈ A[[t]]×, such that
F = u · f, Θ = v · θ.
This implies that we have Weierstrass decompositions in O[[t]]
χ(F ) = χ(u) · χ(f), χ(Θ) = χ(v) · χ(θ),
with χ(u), χ(v) ∈ O[[t]]× and χ(f), χ(θ) Weierstrass polynomials in O[t], for all
χ ∈ Hom(A,O). However, since the Weierstrass decomposition is unique in O[[t]]
(according to the classical Weierstrass preparation theorem), our hypotheses com-
bined with the above equalities imply that
χ(f) = χ(θ), for all χ ∈ Hom(A,O).
Consequently, we have f = θ and F = uv−1 ·Θ. Therefore, F ∼ Θ in A[[t]]. 
Now, let us assume that p is odd and that G has an element j of order 2. Let
Zp[G]− := Zp[G]/(1+ j) and call a character χ ∈ Ĝ(Cp) odd if χ(j) = −1. Clearly,
I := (1+ j) = ∩χ ker(χ), where χ runs through the odd characters of G. Therefore,
A := Zp[G]− is a reduced quotient of Zp[G] of pure Krull dimension 1. Therefore,
the following is a direct consequence of the above Lemma.
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Corollary 7.9. Let F,Θ ∈ Zp[G]−[[t]], such that
µ(χ(F )) = µ(χ(Θ)) = 0, χ(F ) ∼ χ(Θ) in O[[t]],
for all odd χ ∈ Ĝ(Cp). Then, we have F ∼ Θ in Zp[G]−[[t]].
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