Summary
• W-operators 
W-operators
W-operator is an image transformation that is locally defined inside a window W and translation invariant (the transformation rule applied is the same for all image pixels).
Our goal is to estimate the target operator from collections of input-output image pairs (training data).
Drawing of a training sample to design the W-operator 
Estimating a W-operator from training data
• Estimating a W-operator is an optimization problem;
• The training data gives a sample of a joint distribution of the observed images and their classification;
• The target operator is the one that has minimum error;
• The idea is to estimate an optimal sub-window W * that maximizes the available information about the unknown joint distributions, from a given window W and the available training data from the images through W .
What is the chosen window?

Pattern recognition approach
Each pattern is represented by a random vector of n features X = (X 1 , ..., X n ).
• sample: observed pattern x i of X.
Classify a pattern is to attribute a certain label (class) to it based on the samples set (training samples).
Training samples have known labels (supervised classification)
Dimensionality reduction
Dimensionality is the number of features used in the pattern representation (dimension of X).
Curse of dimensionality (U-curve): the required number of training samples is exponential in n (dimension of X).
Two main approaches: feature extraction and feature selection.
Focus: Feature selection
Feature selection
Feature selection: selects feature subsets Z of I = {1, ..., n} such that X Z be good representing subspaces of X.
After feature selection, the classifier ψ is designed based on X Z : ψ(x Z ) = y A feature selection method is composed by two main parts: a search algorithm and a criterion function to guide the algorithm.
Mean conditional entropy as criterion function
In this study, a criterion function for feature selection was idealized to select feature subspaces that discriminate two or more classes based on information given by the subspaces about the class variable.
Let X be a random variable and P be its probability distribution. The entropy of X is defined as:
where log 0 = 0 in entropy calculus.
• The more informative is X Z about Y , the smaller is the conditional entropy H(Y |X Z ).
(a) Low entropy; (b) High entropy
• The central idea is to minimize the conditional entropy of Y given each instance of X Z .
The conditional entropy averaged for all possible instances weighted by the number of occurrences of each instance in the training set:
where m is the number of possible instances, o i is the number of ocurrences of instance i and t is the number of training samples.
• α penalizes non-observed instances on training set (α = 1 in our experiments);
Conclusion
• This paper presents an extension for the design of W-operators from training data to be applied to gray-scale image analysis.
• Experimental results with texture recognition have been presented.
• The proposed technique is general and may be applied in a wide range of image processing problems besides texture segmentation, including document analysis and color image processing.
