Introduction.
There is an extensive literature dealing with the problem of expanding analytic functions of a complex variable in generalized Taylor series of the form oo (1) /(*) = £ cngn(z), n=0 where the gn(z) are, in a suitable sense, "nearly" the functions z" (1) .
where the hn(z) are analytic and bounded in a circle \z\ <r and vanish at z = 0, and/(z) is analytic in |z| <r, the possibility of an expansion of the form (1) was established by S. Pincherle [9] ; the series converges to/(z) in some circle |z| <s, where in general s<r. Much of the later work has been devoted to obtaining better estimates for the number s. In this paper, a new attack on the problem is developed; it eliminates rearrangements of power series, and uses a criterion for "nearness" of two sequences of functions which is essentially contained in work of Paley and Wiener [26, p. 100 ] (where it is applied to another problem). The results include some of those of G. S. Ketchum [4] , which are the most precise yet obtained, and in part go beyond them. Well known expansion theorems of G. D. Birkhoff [l] and J. L. Walsh [17] are also obtained.
The simplest of my results (and the most convenient one for applications) is that if the functions g"(z) in (1) are of the form specified above, and if the hn(z) have a common majorant h{z) for large n (that is, if the coefficients in the power series of hn(z) are less in absolute value than the corresponding coefficients of h(z)), then the expansion (1) converges to/(z) in \ z\ <s if h(s) < 1. For example, if l+AB(z) =eanZ, with lim sup^^«, |a"|^l, we may take h(z) = e(l+t)z-1 (with any positive e), so that the region of convergence of (1) is at least |z| <log 2; I have not been able to establish convergence in a larger region than |z| <l/e by using the theorems in the literature(2).
It is also possible to restrict linear combinations of the coefficients of the Presented to the Society, April 27, 1940 ; received by the editors March 18, 1940.
(') The bibliography at the end of this paper contains all the references which I have found (without however making an intensive search of the literature) on general expansions of this type. For special theorems, other than those considered in this paper, see especially G. S. Ketchum [4] . (Numbers in brackets refer to the bibliography.) (2) Added in proof: Ibragimoff [32] has proved that every function analytic in \z\ <s is the uniform limit in | z| gs' <s of a sequence of linear combinations of the functions in question if sglog 2.
&"(z) instead of the coefficients themselves; this can be done by a method different from that used by G. S. Ketchum in obtaining the first such results (see §5). Another generalization consists in modifying the assumption that the functions g"(z) should have precisely the form zn[l + /i"(z)] (see Theorem 6.4).
The expansion theorems of this paper were originally developed in the hope (which has so far proved illusory) of settling a conjecture concerning the values taken by derivatives of entire functions. However, I have obtained some new results in this field. In particular, I prove the following theorem (Theorem 7.1): If /(z) is an entire function of exponential type k <log 2, with /(0) = 1, and if the points a" (n = 0, 1, 2, • • ■ ) are in the circle |z| ^1, then for every r <k
This generalizes a theorem of S. Takenaka(') which states that/(n)(a") cannot be zero for all n.
Many of the papers listed in the bibliography treat, besides the convergence of the series (1), the existence of systems of functions biorthogonal to the g"(z), the form of the coefficients in (1), etc. These problems are not considered in this paper, although its methods could be made to furnish information about them.
Some of the results of this paper were announced, with indications of the proofs, in a note in the Proceedings of the National Academy of Sciences(4).
1. Abstract expansion theorems. We consider a normed complex linear space E, and a sequence G= {xn} of elements of E. G is said to be a fundamental set if the set of all finite linear combinations of elements of G is everywhere dense in E; that is, if for every y e E there exist complex numbers Ck,n such that (1.1) y = Hm Y Ck.nXu.
n->«> i=i G is said to be a base if every element y z E has a unique representation as an infinite series of multiples of elements of E; that is, if for every y e E there exists a unique sequence of complex numbers ck such that n (1.2) y = lim Y c***-
The following theorem states in effect that a sequence sufficiently near Hence (6) there is a linear functional g, defined on E, such that g(xn)=c" (w = l, 2, • • • ), and \\g\\ =SifX<if.
But since {xn} is a fundamental set and f(Xn) -g(xn) =0 (« = 1, 2, • ■ ■ ), we must have f(x) =g(x) for every x, and consequently if = ||/|] = ||g|| S£Xif<if, a contradiction; for if is not zero because /(z)9*0 for some z.
2. General expansions of analytic functions. We now apply Theorem 1.1 to the spaces Hp(r) whose elements are functions/(z) analytic in |z| <r, belonging to Lp (p^l) in this circle; that is, each function /(z) is assumed to satisfy (7 11/11 = {2xJo \f(re")\*d8j .
We introduce, to save repetition, the following
Definition.
A sequence }/n(z)} of functions analytic in \z\ <r and belonging to some class Hp(r) (Af^ptik 00) has Property T in \ z\ <r if every function /(z) analytic in \z\ <r and continuous in \z\ ^r can be expanded in a unique series of the form Applied to the spaces Hp(r), Theorem 1.1 yields Theorem 2.1. Let j/n(z)} and {g"(z)} be two sequences of elements of Hp(r)< such that for some numbers p and X (l^p^ », 0<X<1), and for all sets of complex numbers a\, a2, ■ ■ ■ , at? The direct deduction from Theorem 1.1 is that the series in (2.4) converges to/(z) in the topology of Hp(r). In case p = », this is the desired conclusion. Otherwise, if \z\ ^s<r we have , by Cauchy's inequality. In Walsh's theorem (2.7) holds, and in addition the series in (2.8) is assumed to converge. We apply the case p=<*> of Theorem 2.2. The sum of the series in (2.7) is continuous on \z\ =s, when s^r, and so has a maximum X2<1. We have, with z = ei9,
We assume to begin with that the hn(z) have a common majorant h(z); that is,
where h(z) =52t=i°kZk (\z \ <r0). This restriction will be considerably relaxed in §4. We introduce the quantity K" by the definition In the first place, we evidently have which occurs on the right of (3.8) is the coefficient of zm in the power series of \pm^\{z)h(z), and consequently can be written as
Hence its square does not exceed
From (3.8) we now obtain, if r<p,
Then (3.6) is satisfied if we can choose p so that K2r2/'{p2 -r2) < 1, or so that This shows that the relation (3.6) is satisfied if r=s and s satisfies inequality (3.5).
In earlier theorems of the same type as Theorem 3.1, the conditions have restricted the coefficients 8k of the function A(z) majorizing the hn(z); here we restrict only the behavior of h(z) in the large (9) . Two less precise known theorems can be deduced as corollaries of Theorem 3.1. For use in §5, we note the following property of the coefficients in the expansion whose existence is established by Theorems 3.1 and 3.2. If /(z) has the expansion (9) However, Theorem 3.1 (even as generalized in §4) does not seem to include Theorem III of G. S. Ketchum [4] .
(10) Narumi [7] , Takenaka [IS], G. S. Ketchum [4] . Lemma. Suppose that gn{z) and g*{z) are analytic in \z\ <r0, and gn(z) =g*(z) for n>N. If {gn(z)} has Property T in \z\ <si<r0, and {g*(z)} has Property T in every circle |z| <s*^s2, where ra^s2>si, then jg"(z)} has Property T in \z\ <s2.
Let F(z) be an arbitrary function analytic in |z| <s2 and continuous in I z| ^s2, and let 
4.2(13). The conclusion of Theorem 3.2 holds if the quantity M(p)
in (3.9) is defined by (4.8).
Expansions in terms of functions g"(z), analytic in |z| <r0, are particularly interesting if the expansion of every/(z) which is analytic in | z| <s converges in every circle |z| sSs'<s (where naturally s^r0). This property (which we may call Property U) is possessed, of course, by the functions z". Using the theorems of this section, we can easily obtain the following sufficient conditions for a set g"(z) to have Property U: (14); it generalizes a result of Widder [20 ] , in which the condition hn(z) =0(1/«) appears instead of (4.12). Condition (4.9) will sometimes establish Property U when (4.12) is not satisfied. A trivial, but not unimportant, illustration is given by the operator L which transforms g"(z) into <r(z)g"(z), where <r(z) is analytic and bounded in \z\ ^r, <r(0) = 1, and cr(z) 9^0 in I z| =>.
We now discuss a case which is not entirely covered by the procedure just outlined; it includes some of the results of G. S. Ketchum mentioned above. For simplicity we consider only the special case when the coefficients of the functions hn(z) are combined two at a time. Let {kv\ {v = \,2, ■ ■ ■ ) be a sequence of complex numbers such that lim sup I kv l11" = 1, the series converging in |z| <r, uniformly in |z[ -s<r. If s is temporarily fixed, and we take p so that s<p<r, the series El c»12P2n is convergent, and the functions w~ngn(w) are uniformly bounded on \w\ =s. It follows, by an application of Cauchy's inequality, that the series £c«g»(w) is uniformly (and absolutely) convergent on \w\ =s and so in |w| ^s. Since the series on the right of (5.4) is uniformly convergent in any circle |z| --s<r, we have
in \z\ <r, both series being uniformly convergent in any circle |z| ^s<r.
That is, the function f*(z) defined by It is easy to show that we may take h(r) =er-1 in this case. For details, the reader is referred to the author's note [22] where Theorem 6.2 is applied to show that an entire function of exponential type less than log 2 has an infinite number of derivatives which are Univalent in the unit circle, unless it is a polynomial.
For the next two theorems, it is necessary to go back to Theorem 2.2. Thus by Theorem 2.2 the system (6.5) has Property T if the brace in the last inequality is less than one. This will clearly be true if (6.4) is satisfied. 7. Applications. We now use the theorems of §6 to prove theorems concerning the values taken by derivatives of entire functions of order one and exponential type. We need the following lemma.
Lemma ( If now the functions g"(w) have property T in \ w\ =k', we can expand the function ezw in terms of them, substitute in (7.1), and integrate term by term (20) . We thus obtain an expansion of the form (7.3) f(z) = f>"(z) f gn(w)F(w)d
We can now establish the following theorems. This is more than follows from Theorem 7.2, but less than would follow if Theorem 7.2 were proved to be true with &<7r/4, as has been conjectured (22) .
Analogous theorems concerning functions analytic in a finite circle (23) can be proved by developing (w -z)_1, as a function of w, in terms of (for example)
(1 -anw)n and substituting the expansion into Cauchy's integral formula.
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