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Neste trabalho, estudamos uma classe particular de subane´is: os Ideais. Na
metade do se´culo XIX, Ernst Kummer (1810-1893) introduziu o termo “ideal”para
definir uma classe de nu´meros, que ele denominou Nu´meros Ideais, e usou em uma
demonstrac¸a˜o parcial do “U´ltimo Teorema de Fermat”. Alguns anos depois, R.
Dedekind (1831-1916), com base no trabalho de Kummer, definiu Ideal como sendo
um subconjunto I ⊂ K, K corpo, tal que:
Se a, b ∈ I e m,n ∈ Z enta˜o ma+ nb ∈ I.
Na e´poca de Dedekind na˜o havia a axiomatizac¸a˜o para definir estruturas alge´bricas.
Para grande parte dos autores do in´ıcio do se´culo XX, corpo era uma estrutura na˜o
necessariamente comutativa, e o conceito de anel na˜o existia.
A utilizac¸a˜o de axiomas para definir as estruturas alge´bricas levou a necessidade
de conhecer novas estruturas e, notadamente, as estruturas quociente. Este foi um
dos impulsos para chegar a` definic¸a˜o atual de ideal, a partir da definic¸a˜o de Dedekind.
Nosso principal objetivo neste trabalho e´ relacionar famı´lias de Ideais Primos com
Radicais de um anel com unidade na˜o necessariamente comutativo. Outro ponto im-
portante do trabalho sa˜o as relac¸o˜es de inclusa˜o que existem entre esses tipos de
Ideais Primos e, consequ¨entemente, entre os Radicais do anel.
O Cap´ıtulo 1 e´ um aquecimento para os outros dois Cap´ıtulos. Nele apresentare-
mos definic¸o˜es e proposic¸o˜es que sera˜o u´teis para o desenvolvimento dos outros
cap´ıtulos. No Cap´ıtulo 2, exploraremos as Classes de Ideais Primos, apresentando
suas definic¸o˜es, dando exemplos e estabelecendo relac¸o˜es entre essas classes. No
Cap´ıtulo 3, u´ltimo do trabalho, trabalhamos com os Radicais, mostrando as relac¸o˜es
destes com as Classes de Ideais Primos.
Neste trabalho, todos os ane´is teˆm unidade 1 6= 0. Em geral na˜o assumimos
a comutatividade para o anel. Quando for o caso, isso sera´ explicitado. Tambe´m
admitimos conhecidas as principais propriedades de subane´is.
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1 Ideais
Iniciamos apresentando o conceito de ideal de um anel R como um tipo especial




Sejam R um anel e I um subanel de R. Podemos definir em R a relac¸a˜o
a ≡ b(mod I) ⇔ a− b ∈ I.
A relac¸a˜o acima e´ uma relac¸a˜o de equivaleˆncia em R. De fato, para a, b, c ∈ R
temos:
reflexiva:
a− a = 0 ∈ I ⇒ a ≡ a(mod I).
sime´trica:
a ≡ b(mod I) ⇒ a− b ∈ I ⇒ −(a− b) = b− a ∈ I ⇒ b ≡ a(mod I).
transitiva:
a ≡ b(mod I) e b ≡ c(mod I) ⇒ a− b ∈ I e b− c ∈ I
⇒ (a− b) + (b− c) = a− c ∈ I
⇒ a ≡ c(mod I).
Vamos denotar a classe de equivaleˆncia de a ∈ R por a, isto e´,
a = {b ∈ R; b ≡ a(mod I)}.
O conjunto das classes de equivaleˆncia e´ denotado por
R
I
= {a; a ∈ R}.
Sabemos que o conjunto das classes de equivaleˆncia forma uma partic¸a˜o para o
conjunto onde esta´ definida a relac¸a˜o de equivaleˆncia. Ale´m disso, duas classes sa˜o
iguais exatamente quando seus representantes esta˜o relacionados. Portanto,
 R = ∪a∈R a
 a ∩ b = ∅ ou a = b
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 a = b⇔ a ≡ b(mod I) ⇔ a− b ∈ I.
Os conjuntos quocientes, como o que constru´ımos acima, teˆm grande utilidade em
matema´tica. Quando trabalhamos em alguma estrutura alge´brica, como anel, grupo
ou mo´dulo, desejamos que o conjunto quociente preserve a estrutura alge´brica. No
























(x, y) 7→ x+ y (x, y) 7→ xy
Com esta notac¸a˜o, temos:







Demonstrac¸a˜o: Sejam x = a, y = b ∈
R
I
. Para ver que a adic¸a˜o esta´ bem definida
devemos mostrar que x+ y = a+ b.
x = a⇔ x− a ∈ I
y = b⇔ y − b ∈ I
Como I e´ subanel vem que x − a + y − b = (x + y) − (a + b) ∈ I. Segue que
x+ y = a+ b.
Comutatividade: x+ y = x+ y = y + x = y + x.
Associatividade:
x+ (y + z) = x+ (y + z) = x+ (y + z) = (x+ y) + z = (x+ y) + z = (x+ y) + z.
Elemento Neutro: x+ 0 = x+ 0 = x.
Elemento Sime´trico: Dado x ∈
R
I
temos que x ∈ R. Como −x ∈ R temos a classe
−x. Enta˜o x+−x = x+ (−x) = 0.








Demonstrac¸a˜o: Em func¸a˜o do Lema 1.1, basta verificarmos a associatividade da
multiplicac¸a˜o e a distributividade da multiplicac¸a˜o em relac¸a˜o a` adic¸a˜o. Estas pro-
priedades sa˜o mostradas de forma ana´loga a` que fizemos no Lema 1.1 para provar a
associatividade da adic¸a˜o.
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A consequ¨eˆncia dos Lemas 1.1 e 1.2 e´ que:
R
I
e´ anel se, e somente se, a multiplicac¸a˜o induzida esta´ bem definida
No entanto, na˜o e´ verdade, em geral, que para todo subanel I do anel R a multi-
plicac¸a˜o esteja bem definida.




















































































induzida, devemos trabalhar com subane´is especiais.
Definic¸a˜o 1.1 : Seja I um subanel do anel R. Dizemos que I e´ ideal a` esquerda de
R se ax ∈ I, para quaisquer a ∈ R e x ∈ I.
De outra forma: Um subconjunto I do anel R, I 6= ∅, e´ ideal a` esquerda de R
quando:
(i) x− y ∈ I, ∀x, y ∈ I
(ii) rx ∈ I, ∀r ∈ R, ∀x ∈ I.
Analogamente, definimos ideal a` direita:
Definic¸a˜o 1.2 : Seja I um subanel do anel R. Dizemos que I e´ ideal a` direita de R
se xa ∈ I, para quaisquer a ∈ R e x ∈ I.
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De uma outra maneira: Um subconjunto I do anel R, I 6= ∅, e´ ideal a` direita de
R quando:
(i) x− y ∈ I, ∀x, y ∈ I
(ii) xr ∈ I, ∀r ∈ R, ∀x ∈ I.
Definic¸a˜o 1.3 : Se I e´ ideal a` direita e a` esquerda, dizemos que I e´ ideal bilateral
ou, simplesmente, ideal.
Observac¸a˜o 1.1 : Claramente, se R e´ um anel comutativo, essas treˆs definic¸o˜es
coincidem.








(ii) I e´ ideal de R.
Demonstrac¸a˜o: (i) ⇒ (ii) Sejam r ∈ R e a ∈ I. Devemos mostrar que ra, ar ∈ I.
a = r − (r − a) ∈ I ⇒ r ≡ (r − a)(mod I) ⇒ r = r − a.




e´ anel, a multiplicac¸a˜o esta´ bem definida. Enta˜o
r.a = (r − a).0 ⇒ ra = 0 ⇒ ra ∈ I
a.r = 0(r − a) = ar = 0 ⇒ ar ∈ I.
Portanto, I e´ ideal de R.
(ii) ⇒ (i) De acordo com o Lema 1.2, basta provar que a multiplicac¸a˜o esta´ bem
definida.
Sejam r = s, x = y ∈
R
I
. Enta˜o r − s, x − y ∈ I, com r, s, x, y ∈ R. Como I e´
ideal, temos:
(r − s)x ∈ I ⇒ rx− sx ∈ I
s(x− y) ∈ I ⇒ sx− sy ∈ I.




De acordo com a Proposic¸a˜o 1.1, os ideais de um anel sa˜o exatamente os subane´is
para os quais podemos obter o anel quociente.




Ale´m disso, se R e´ comutativo, enta˜o
R
I
e´ comutativo, pois x.y = xy = yx = y.x,




A partir de agora, vamos descrever resultados sobre ideais que sera˜o u´teis nos
cap´ıtulos seguintes.
Todo anel R tem pelo menos dois ideais a saber, {0} e R. Estes ideais sa˜o chama-
dos de ideais triviais.
Um ideal diferente do anel todo e´ chamado de ideal pro´prio.
Definic¸a˜o 1.4 : Um anel R que so´ tem ideais triviais e´ chamado anel simples.
Lema 1.3 : Seja I um ideal a` esquerda (respectivamente a` direita) do anel com
unidade A. Se I conte´m um elemento invers´ıvel de A enta˜o I = A.
Demonstrac¸a˜o: Trabalharemos com ideal a` esquerda. O racioc´ınio para ideais a`
direita e´ o mesmo.
E´ claro que I ⊆ A.
Vamos provar a inclusa˜o A ⊆ I. Seja a ∈ A. Por hipo´tese, existe x ∈ I tal que x−1 ∈
A. Como I e´ ideal a` esquerda de A, x ∈ I e ax−1 ∈ A, temos que a = (ax−1)x ∈ I.
Logo, A ⊆ I e, portanto, I = A.

Observac¸a˜o 1.3 : Se um ideal a` direita ou a` esquerda conte´m a unidade do anel,
este ideal e´ o pro´pio anel.
Exemplo 1.2 : Se K e´ corpo enta˜o K e´ um anel simples.
Se I e´ um ideal na˜o nulo de K, enta˜o existe k ∈ I, k 6= 0. Mas K e´ corpo e, da´ı,
k−1 ∈ K. Como I e´ ideal, pelo Lema 1.3, temos que I = K.
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Exemplo 1.3 : O anel A = M2(R) e´ um anel simples.






que pelo menos um aij e´ diferente de zero, 1 ≤ i, j ≤ 2. Agora, sejam ers ∈ A



























.emn e´ uma matriz 2× 2 contendo o ele-






















∈ I, em que 1 ≤ s,m ≤ 2.





























∈ I. Mas, enta˜o, pela Observac¸a˜o
1.3, I = A = M2(R). Logo, o anel das matrizes quadradas de ordem 2 e´ um anel
simples.

Observac¸a˜o 1.4 : O exemplo anterior e´ um caso particular de um teorema devido
a McCoy que assegura que Mn(K) e´ anel simples quando K e´ corpo.
O exemplo abaixo mostra um procedimento para produzir ideais a` direita e a`
esquerda.
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Exemplo 1.4 : Seja R um anel. Se a ∈ R, o conjunto aR := {ax;x ∈ R} e´ um
ideal a` direita de R, chamado ideal principal gerado por a.
E´ claro que aR e´ subanel de R. Sejam b ∈ aR e x ∈ R. Portanto, b e´ da forma am,
em que m ∈ R. Mas, enta˜o, bx = amx, ou seja, bx ∈ aR. Logo, aR e´ ideal a` direita
de R.

De forma ana´loga ao que fizemos no Exemplo 1.4, temos que Ra := {xa;x ∈ R}
e´ o ideal a` esquerda de R gerado por a.
Usando ideais a` direita e a` esquerda, podemos produzir novos ideais a` direita, a`
esquerda e bilaterais. Para isso, introduzimos a noc¸a˜o de soma e produto de ideais.
Sejam I e J ideais a` direita ou a` esquerda do anel A. Usaremos as seguintes
notac¸o˜es:





xiyi; n ∈ N, xi ∈ I e yi ∈ J
}
.
Note que I.J e´ o conjunto de todas as somas finitas de elementos de I multiplicados
por elementos de J .
Proposic¸a˜o 1.2 : Sejam A um anel e I, J ⊆ A. Enta˜o:
(i) Se I e J sa˜o ideais a` esquerda de A enta˜o I + J e´ ideal a` esquerda de A.
(ii) Se I e J sa˜o ideais a` direita de A enta˜o I + J e´ ideal a` direita de A.
(iii) Se I e´ ideal a` esquerda e J e´ ideal a` esquerda ou a` direita de A enta˜o I.J e´
ideal a` esquerda de A.
(iv) Se J e´ ideal a` direita e I e´ ideal a` esquerda ou a` direita de A enta˜o I.J e´ ideal
a` direita de A.
(v) Se I e´ ideal a` esquerda e J e´ ideal a` direita de A enta˜o I.J e´ ideal de A.
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Demonstrac¸a˜o: (i) E´ claro que I+J 6= ∅ pois I 6= ∅ e J 6= ∅. Sejam u, v ∈ I+J .
Escreva u = a + b, v = c + d com a, c ∈ I e b, d ∈ J . Como I e J sa˜o ideais a`
esquerda, temos a− c ∈ I e b− d ∈ J . Logo,
u− v = (a+ b)− (c+ d) = (a− c) + (b− d) ∈ I + J .
Seja, agora, α ∈ A. Novamente, pelo fato de I e J serem ideais a` esquerda, temos
αa ∈ I e αb ∈ J . Logo,
αu = α(a+ b) = αa+ αb ∈ I + J .
Portanto, I + J e´ ideal a` esquerda de A.
(ii) Ana´loga a` (i).







cjdj com m, n ∈ N, ai, cj ∈ I e bi, dj ∈ J, i = 1, 2, . . . , n e













(−cj)dj ∈ I.J .
Seja, agora, α ∈ A. Pelo fato de I ser ideal a` esquerda de A e ai ∈ I, vem que







(αai)bi ∈ I.J .
Portanto, I.J e´ ideal a` esquerda de A.
(iv) E´ ana´loga a` (iii).
(v) Como I e´ ideal a` esquerda, segue de (iii) que I.J e´ ideal a` esquerda. Como J
e´ ideal a` direita, segue de (iv) que I.J e´ ideal a` direita. Portanto, I.J e´ ideal de A.

O exemplo abaixo mostra que, se I e J sa˜o ideais de A que na˜o teˆm a mesma
lateralidade, pode ocorrer que I + J na˜o seja ideal a` esquerda e nem a` direita de A.
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. Facilmente verificam-se que I e´ ideal a` direita, que
I na˜o e´ ideal a` esquerda, que J e´ ideal a` esquerda e que J na˜o e´ ideal a` direita.







. No entanto I + J na˜o e´









































/∈ I + J .

Definic¸a˜o 1.5 : O ideal (a` esquerda ou a` direita) I + J e´ chamado de soma dos
ideais I e J .
Definic¸a˜o 1.6 : O ideal (a` esquerda ou a` direita) I.J e´ chamado de produto dos
ideais I e J .
Exemplo 1.6 : 2Z+ 3Z = Z.
E´ claro que 2Z + 3Z ⊆ Z. Por outro lado, seja x ∈ Z. Como mdc(2, 3) = 1,
aplicamos a Identidade de Bezout para garantir a existeˆncia de r, s ∈ Z tais que
1 = 2r + 3s. Multiplicando-se por x, temos que x = 2(rx) + 3(sx) ∈ 2Z + 3Z.
Portanto, Z ⊆ 2Z+ 3Z e da´ı Z = 2Z+ 3Z.

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O exemplo acima pode facilmente ser generalizado de acordo com a proposic¸a˜o
seguinte.
Proposic¸a˜o 1.3 : Sejam m, n ∈ N. Enta˜o mZ+ nZ = dZ em que d =mdc(m,n).
Demonstrac¸a˜o: Como d|m e d|n, temos que du = m e dv = n, u, v ∈ Z. Isso diz
que m ∈ dZ e n ∈ dZ. Como dZ e´ ideal de Z, temos que mZ ⊆ dZ e nZ ⊆ dZ
implicam mZ+ nZ ⊆ dZ.
Para ver a outra inclusa˜o usamos a Identidade de Bezout, obtendo-se r, s ∈ Z tais
que d = mr + ns ∈ mZ+ nZ. Como mZ+ nZ e´ ideal temos dZ ⊆ mZ+ nZ.
Portanto, dZ = mZ+ nZ.








e´ ideal a` esquerda de







e´ ideal a` direita de M2(R). De acordo com a































































e´ a unidade de M2(R) que esta´ em I.J , aplicamos a Observac¸a˜o 1.3
para concluir que I.J = M2(R).
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riasi; n ∈ N, ri, si ∈ R
}
e´ ideal do anel R.
Sejam R um anel e a ∈ R. Sabemos que R e´ ideal a` esquerda de R e aR a` direita de
R. De acordo com a Proposic¸a˜o 1.2 (v), RaR e´ ideal de R.

Exemplo 1.9 : Seja {Pi}i∈Γ uma famı´lia de ideais a` esquerda (respectivamente a`
direita) do anel A. Enta˜o ∩i∈ΓPi e´ ideal a` esquerda (respectivamente a` direita) de A.
Faremos apenas a` esquerda pois a outra situac¸a˜o e´ ana´loga. Como Pi e´ ideal a`
esquerda de A, temos que 0 ∈ Pi para qualquer i ∈ Γ, da´ı ∩i∈ΓPi 6= ∅.
Dados x, y ∈ ∩i∈ΓPi temos que
x, y ∈ Pi,∀i ∈ Γ ⇒ x− y ∈ Pi,∀i ∈ Γ ⇒ x− y ∈ ∩i∈ΓPi.
Seja agora a ∈ A. Enta˜o
x ∈ Pi,∀i ∈ Γ ⇒ ax ∈ Pi,∀i ∈ Γ ⇒ ax ∈ ∩i∈ΓPi.
Portanto, ∩i∈ΓPi e´ ideal a` esquerda do anel A.

Observac¸a˜o 1.5 : Segue do Exemplo 1.9 que a intersecc¸a˜o de ideais de um anel R
e´ um ideal deste anel.
Proposic¸a˜o 1.4 : Seja {Pi}i∈Γ uma famı´lia de ideais a` direita (respectivamente a`
esquerda) do anel R. Se Pi ⊆ Pj ou Pj ⊆ Pi para quaisquer i, j ∈ Γ, enta˜o ∪i∈Γ Pi
e´ ideal a` direita (respectivamente a` esquerda) de R.
Demonstrac¸a˜o: Faremos apenas a` direita, a outra situac¸a˜o e´ ana´loga.
Sejam x, y ∈ ∪i∈Γ Pi e r ∈ R. Enta˜o x ∈ Pi0 e y ∈ Pj0 , para i0 e j0 ∈ Γ. Sem perda
de generalidade, suponha Pi0 ⊆ Pj0 . Enta˜o x, y ∈ Pj0 e como Pj0 e´ ideal a` direita
temos que x− y ∈ Pj0 e xr ∈ Pj0 e portanto x− y e xr ∈ ∪i∈ΓPi.

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A hipo´tese dos ideais estarem encaixados e´ indispensa´vel para a Proposic¸a˜o 1.4.
Veja o pro´ximo exemplo.
Exemplo 1.10 : 2Z ∪ 3Z = {x ∈ Z; 2|x ou 3|x} na˜o e´ ideal de Z.
De fato, 2, 3 ∈ 2Z ∪ 3Z pore´m 3− 2 = 1 /∈ 2Z ∪ 3Z.

Perceba que 2Z * 3Z e 3Z * 2Z.
Trataremos agora de ideais primos e maximais em ane´is comutativos. A ide´ia e´
apresentar aqui os resultados ba´sicos sobre estes tipos de ideais em ane´is comutativos,
e abordar o caso na˜o comutativo no cap´ıtulo seguinte.
Definic¸a˜o 1.7 : Sejam R um anel comutativo e P um ideal de R, P 6= R. Dizemos
que P e´ ideal primo de R se
a, b ∈ R e ab ∈ P ⇒ a ∈ P ou b ∈ P .
Exemplo 1.11 : Para cada nu´mero primo p, o ideal pZ e´ ideal primo do anel co-
mutativo Z.
Sejam a, b ∈ Z tais que ab ∈ pZ. Enta˜o ab = pz, em que z ∈ Z. Mas, como p e´ primo,
a ou b devem teˆ-lo na sua decomposic¸a˜o em nu´meros primos. Portanto, a ∈ pZ ou
b ∈ pZ, e pZ e´ ideal primo de Z.

Definic¸a˜o 1.8 : Sejam R um anel comutativo e M um ideal de R, M 6= R. Dizemos
que M e´ ideal maximal de R se
J ideal de R tal que M ⊆ J ⊆ R implica J = M ou J = R.
Exemplo 1.12 : O ideal 2Z e´ ideal maximal de Z.
Seja M ideal tal que 2Z ⊆M ⊆ Z. Suponha que M 6= 2Z. Enta˜o existe m ∈M\2Z.
Claro que m e´ da forma 2k+ 1 com k ∈ Z, pois sena˜o m ∈ 2Z. Como 2k ∈ 2Z ⊆M ,
e 2Z e´ subanel de Z, temos que 2k + 1− 2k = 1 ∈M e, da´ı, M = Z. Portanto, 2Z e´
ideal maximal de Z.
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Observac¸a˜o 1.6 : Um resultado cla´ssico da A´lgebra comutativa assegura que as
condic¸o˜es abaixo sa˜o equivalentes:
 I e´ ideal de Z
 I e´ subanel de Z
 I = nZ, n ∈ N
Usando-se o fato de que os ideais de Z sa˜o da forma nZ, e´ fa´cil estender o Exemplo
1.12 para um nu´mero primo qualquer, isto e´, pZ e´ ideal maximal de Z, para todo
primo p.
Proposic¸a˜o 1.5 : Seja R um anel comutativo. Se M e´ um ideal maximal de R,
enta˜o M e´ ideal primo de R.
Demonstrac¸a˜o: Seja M um ideal maximal de R. Para provar que M e´ ideal primo,
tomamos a, b ∈ R tais que ab ∈ M . Vamos provar que a ∈ M ou b ∈ M . Suponha
que a /∈ M e forme o ideal principal aR. Sabemos que a soma de ideais e´ ideal e,
portanto, M + aR e´ ideal de R. Como 1 ∈ R, temos que a = 0 + a.1 ∈ M + aR.
Mas a /∈M e, enta˜o, M (M + aR ⊆ R. Como M e´ ideal maximal de R, conclu´ımos
que M + aR = R. Em particular, 1 ∈ R = M + aR e, da´ı, existem m ∈ M e x ∈ R
tais que 1 = m+ ax. Multiplicando por b, resulta b = mb+ (ab)x. Sabemos que m e
ab ∈M . Enta˜o
m ∈M ⇒ mb ∈M
ab ∈M ⇒ (ab)x ∈M
mb ∈M e (ab)x ∈M ⇒ b = mb+ (ab)x ∈M .
Portanto, b ∈M e M e´ ideal primo de R.

O pro´ximo exemplo mostra que na˜o vale a rec´ıproca da Proposic¸a˜o 1.5, isto e´,
existem ideais primos que na˜o sa˜o ideais maximais.
Exemplo 1.13 : No anel Z o ideal {0} e´ primo mas na˜o e´ maximal.
E´ claro que {0} na˜o e´ ideal maximal de Z, pois 2Z e´ ideal de Z e {0} & 2Z & Z.
Para ver que {0} e´ ideal primo de Z, tomamos a, b ∈ Z tais que ab ∈ {0}. Assim,
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ab = 0 e, como Z e´ dominio, conclu´ımos que a = 0 ou b = 0, isto e´, a ∈ {0} ou
b ∈ {0}.
Portanto, {0} e´ ideal primo de Z.

Enunciaremos agora va´rias definic¸o˜es que esta˜o relacionadas com o Lema de Zorn.
Definic¸a˜o 1.9 : Se existe uma relac¸a˜o de ordem no conjunto na˜o vazio S, dizemos
que S e´ parcialmente ordenado.
Definic¸a˜o 1.10 : Seja ≤ uma relac¸a˜o de ordem no conjunto S 6= ∅. Se, para
quaisquer x, y ∈ S, vale
x ≤ y ou y ≤ x
enta˜o S e´ totalmente ordenado.
Definic¸a˜o 1.11 : Sejam S 6= ∅ um conjunto parcialmente ordenado pela relac¸a˜o ≤
e X ⊆ S. Dizemos que s ∈ S e´ cota superior para X quando
x ≤ s para todo x ∈ X.
Definic¸a˜o 1.12 : Seja S um conjunto parcialmente ordenado pela relac¸a˜o ≤. Dize-
mos que s ∈ S e´ elemento maximal de S quando
x ∈ S e s ≤ x⇒ s = x.
Lema 1.4 (Lema de Zorn) Seja S um conjunto na˜o-vazio e parcialmente ordenado.
Se todo subconjunto totalmente ordenado de S tem cota superior em S, enta˜o S tem
elemento maximal.
Demonstrac¸a˜o: ([6], pg 105-110).

Neste trabalho, o Lema de Zorn sera´ importante para garantir a existeˆncia de
ideais maximais em um anel R.
Teorema 1.1 : Seja R um anel comutativo. Enta˜o existe um ideal maximal em R.
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Demonstrac¸a˜o: Seja S o conjunto dos ideais pro´prios de R, isto e´, ideais I tais que
I 6= R. Enta˜o S e´ conjunto na˜o-vazio, pois o ideal zero pertence a S. E´ claro que S e´
parcialmente ordenado pela relac¸a˜o de inclusa˜o. Ale´m disso, se T e´ um subconjunto
totalmente ordenado e na˜o-vazio de S, pela Proposic¸a˜o 1.4 a unia˜o de todos os ideais
de T , que chamaremos de U , e´ um ideal. Agora, se U = R, enta˜o 1 ∈ U e algum
I ∈ T e´ tal que 1 ∈ I, que implica I = R. Isto e´ um absurdo, pois S e´ um conjunto
de ideais pro´prios. Logo U ∈ S e e´ cota superior de T em S. Enta˜o, pelo Lema de
Zorn, existe um elemento maximal M em S.
Vamos provar que M e´ ideal maximal de R.
De fato, como M ∈ S, temos que M e´ ideal pro´prio de R. Seja J ideal de R tal que
M ⊆ J $ R. Como J 6= R, temos que J ∈ S e, pela maximalidade de M em S,
temos que M = J . Portanto, M e´ ideal maximal de R.

Observac¸a˜o 1.7 : No Teorema 1.1 exigimos a comutatividade do anel R apenas pelo
fato de termos definido ideais maximais so´ no caso de ane´is comutativos. Note que
na demonstrac¸a˜o, a comutatividade do anel R na˜o foi usada. Veremos no pro´ximo
cap´ıtulo que em ane´is na˜o comutativos existem os conceitos de ideal a` direita maximal
e ideal a` esquerda maximal. Neste caso, uma demonstrac¸a˜o totalmente ana´loga a` feita
para o Teorema 1.1 garante que um anel sempre possui ideal a` direita (respectivamente
a` esquerda) maximal.
Proposic¸a˜o 1.6 : Para todo ideal pro´prio H do anel comutativo R existe um ideal
maximal M tal que H ⊆M . Em particular, todo anel possui ideais maximais.
Demonstrac¸a˜o: Considere a famı´lia Υ de todos os ideais I tais que H ⊆ I  R.
Obviamente, Υ e´ na˜o vazio, pois H ∈ Υ, e Υ e´ parcialmente ordenado por inclusa˜o.
Ale´m disso, se T e´ subconjunto totalmente ordenado e na˜o vazio de Υ, a unia˜o de
todos os ideais de T , que chamaremos de U , e´ ideal e esta´ contido em Υ. Enta˜o T
tem U como cota superior. Pelo Lema de Zorn, existe M elemento maximal em Υ.
Afirmamos que M e´ ideal maximal de R. De fato, como M ∈ Υ, temos que M e´
ideal pro´prio de R. Seja J ideal de R tal que M ⊆ J  R. Pela maximalidade de M
em S, M = J . Portanto, M e´ ideal maximal de R e H ⊆M .

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Vamos agora relacionar os ane´is quocientes com os ideais primos e os ideais max-
imais.
Proposic¸a˜o 1.7 : Sejam R um anel comutativo com unidade e I um ideal de R.








comutativo com unidade. Agora, sejam x, y ∈
R
I
tais que xy = 0 ou seja, xy ∈ I.
Enta˜o, como I e´ primo, x ∈ I ou y ∈ I. Portanto, x = 0 ou y = 0.
(⇐) Sejam x, y ∈ R tais que xy ∈ I. Como xy = 0 em
R
I
, temos que x = 0 ou
y = 0. Logo, x ∈ I ou y ∈ I. Portanto, I e´ ideal primo.

















, a 6= 0. Enta˜o, a /∈ I. Tomemos o ideal aR. Temos que I  I + aR ⊆ R
e, como I e´ maximal, I + aR = R. Portanto, existe r ∈ R e i ∈ I tais que 1 = i+ ar,
ou seja, 1 = i+ ar = a.r. Logo, a e´ invers´ıvel.
(⇐) Seja J um ideal de R tal que I ⊆ J ⊆ R. Suponha I 6= J . Enta˜o existe
a ∈ J\I. Segue que a 6= 0 e, como
R
I
e´ corpo, existe b ∈
R
I
tal que a.b = 1. Isso leva
a ab − 1 ∈ I. Enta˜o existe i ∈ I ⊆ J tal que 1 = ab + i. Como ab ∈ J , temos que
1 ∈ J e, da´ı, J = R. Portanto, I e´ ideal maximal de R.

Nosso pro´ximo passo sera´ relacionar ideais com nu´cleo de homomorfismos, para
enta˜o provar o Primeiro e o Segundo Teoremas do Homomorfismo.
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Lembre que um homomorfismo entre os ane´is R e A e´ uma func¸a˜o f : R→ A tal
que:
 f(x+ y) = f(x) + f(y),∀x, y ∈ R
 f(xy) = f(x)f(y),∀x, y ∈ R.
O nu´cleo (ou Kernel) do homomorfismo f : R→ A e´ o conjunto
Kerf = {x ∈ R; f(x) = 0}.
As propriedades ba´sicas de um homomorfismo f : R→ A esta˜o listadas abaixo.
 f(0) = 0
 f(−x) = −f(x),∀x ∈ R
 f(x− y) = f(x)− f(y),∀x, y ∈ R
 Se I e´ subanel de R enta˜o f(I) e´ subanel de A. Em particular, fazendo I = R temos
que Im(f) = f(R) e´ subanel de A.
 Se I e´ ideal a` direita (a` esquerda ou bilateral) de R enta˜o f(I) e´ ideal a` direita (a`
esquerda ou bilateral) de f(R).
 f injetor ⇔ Kerf = {0}.
 Se g : A → B e´ homomorfismo de ane´is enta˜o g ◦ f : R → B e´ homomorfismo de
ane´is.
Lema 1.5 : O nu´cleo do homomorfismo f : R→ A e´ um ideal de R.
Demonstrac¸a˜o: Sejam x, y ∈ Kerf .
f(x− y) = f(x)− f(y) = 0− 0 = 0 ⇒ x− y ∈ Kerf .
f(x.y) = f(x).f(y) = 0.0 = 0 ⇒ x.y ∈ Kerf .
Isso mostra que Kerf e´ subanel de R. Para ver que e´ ideal, tome r ∈ R e enta˜o:
f(r.x) = f(r).f(x) = f(r).0 = 0 ⇒ r.x ∈ Kerf .
f(x.r) = f(x).f(r) = 0.f(r) = 0 ⇒ x.r ∈ Kerf .

Exemplo 1.14 : Homomorfismo Projec¸a˜o Canoˆnica
Sejam A um anel e I um ideal de A. Enta˜o





e´ um homomorfismo, chamado Homomorfismo Projec¸a˜o Canoˆnica. De fato, dados
a, b ∈ A temos:
pi(a+ b) = a+ b = a+ b = pi(a) + pi(b)
pi(a.b) = a.b = a.b = pi(a).pi(b).

O corola´rio a seguir e´ uma espe´cie de rec´ıproca do Lema 1.5, pois assegura que todo
ideal do anel R e´ nu´cleo de um homomorfismo com domı´nio R. Este homomorfismo
e´ exatamente o homomorfismo projec¸a˜o canoˆnica constru´ıdo no Exemplo 1.14.
Corola´rio 1.1 : Todo ideal do anel A e´ nu´cleo de um homomorfismo com domı´nio
A.
Demonstrac¸a˜o: Seja I ideal bilateral de A. Sabemos que pi : A →
A
I
; pi(a) = a e´
homomorfismo. Enta˜o:
x ∈ I ⇔ x = 0 ⇔ pi(x) = 0 ⇔ x ∈ Ker(pi).
Logo, Ker(pi) = I.

Recorde que um homomorfismo bijetor de ane´is e´ chamado isomorfismo. Para
indicar que existe um isomorfismo entre os ane´is A e B escrevemos A ' B. Existem
va´rias propriedades de anel que sa˜o invariantes por isomorfismo. Listamos a seguir
algumas delas. Seja f : A→ B um isomorfismo de ane´is.
 A e´ comutativo ⇔ B e´ comutativo.
 A tem unidade ⇔ B tem unidade.
 A na˜o tem divisores de zero ⇔ B na˜o tem divisores de zero.
 a ∈ A e´ invers´ıvel em A⇔ f(a) ∈ B e´ invers´ıvel em B. Ale´m disso, na direc¸a˜o (⇒)
temos que (f(a))−1 = f(a−1).
 A e´ domı´nio ⇔ B e´ domı´nio.
 A e´ corpo ⇔ B e´ corpo.
O pro´ximo teorema e´ uma das principais ferramentas no estudo de estruturas
alge´bricas. Esse teorema envolve as definic¸o˜es de homomorfismo, isomorfismo, nu´cleo,




Teorema 1.2 : Primeiro Teorema do Homomorfismo




→ Im(f) tal que
(i) f ∗ e´ isomorfismo.
(ii) f = i ◦ f ∗ ◦ pi; onde pi : A →
A
Ker(f)
(projec¸a˜o canoˆnica) e i : Im(f) → B
(inclusa˜o).
Demonstrac¸a˜o: Defina f ∗ :
A
Kerf
→ Im(f) por f ∗(a) = f(a).
(i) f ∗ bem definida (⇒) e injetiva (⇐):
a = b⇔ a− b ∈ Kerf ⇔ f(a− b) = 0 ⇔ f(a)− f(b) = 0
⇔ f(a) = f(b) ⇔ f ∗(a) = f ∗(b).
f ∗ sobrejetora:
u ∈ Im(f) ⇒ u = f(a), a ∈ A.
Logo, f ∗(a) = f(a) = u.
f ∗ homomorfismo:
f ∗(x+ y) = f ∗(x+ y) = f(x+ y) = f(x) + f(y) = f ∗(x) + f ∗(y)
f ∗(x.y) = f ∗(x.y) = f(x.y) = f(x).f(y) = f ∗(x).f ∗(y)
(ii) Para todo a ∈ A,
(i ◦ f ∗ ◦ pi)(a) = i(f ∗(a)) = i(f(a)) = f(a),
ou seja, i ◦ f ∗ ◦ pi = f .
Unicidade: Seja g∗ :
A
Kerf
→ Im(f) tal que f = i ◦ g∗ ◦ pi. Para a ∈
A
Ker(f)
temos que a ∈ A e enta˜o:
f ∗(a) = f(a) = i(g∗(pi(a))) = g∗(pi(a)) = g∗(a).
Logo f ∗ = g∗.
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, onde ϕ(x) = x.
ϕ esta´ bem definida:
x = y ⇒ x− y ∈ I ⊆ J ⇒ x = y ⇒ ϕ(x) = ϕ(y).


































Exemplo 1.17 : Seja A = C[0, 1] o anel das func¸o˜es cont´ınuas de [0, 1] em R com
as operac¸o˜es usuais de soma e multiplicac¸a˜o de func¸o˜es. Para cada α ∈ [0, 1] veremos
que Iα = {f ∈ A; f(α) = 0} e´ ideal de A. Na verdade, e´ poss´ıvel provar que Iα e´
ideal maximal.
Considere a func¸a˜o
ϕ : A → R
f 7→ f(α).
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Claramente ϕ e´ homomorfismo de ane´is. Note tambe´m que ϕ e´ sobrejetora, pois dado
r ∈ R basta tomar a func¸a˜o constante f(x) = r ∈ A que teremos ϕ(f) = r. Agora,
f ∈ Ker(ϕ) ⇔ ϕ(f) = 0 ⇔ f(α) = 0 ⇔ f ∈ Iα.





Como R e´ corpo conclu´ımos que
A
Iα
e´ corpo. Logo, pela Proposic¸a˜o 1.8, Iα e´ ideal
maximal de A = C[0, 1].

E´ claro que o ideal trivial (0) do anel Z e´ primo e na˜o e´ maximal. O Primeiro
Teorema do Homomorfismo pode ser usado para apresentar exemplos de ideais primos
na˜o triviais que na˜o sa˜o maximais.
Exemplo 1.18 : Se P e´ ideal primo do anel A enta˜o P [x] e´ ideal primo do anel
A[x] mas na˜o e´ maximal.




























i ∈ P [x].
Segue que Ker ψ = P [x].







Agora tome P um ideal primo de A.
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domı´nio ⇒ P [x] ideal primo.
Conclu´ımos que, para cada ideal primo P do anel A, obtemos um ideal primo P [x]




e´ corpo. Pelo isomorfismo acima
A
P
[x] seria corpo. Mas
isso na˜o e´ poss´ıvel, pois o polinoˆmio x na˜o tem inverso.

Exemplo 1.19 : Os ideais pZ[x], em que p e´ primo, sa˜o ideais primos de Z[x] mas
na˜o sa˜o maximais.




= Zp[x] e´ corpo, o que e´ um absurdo.

Seja f : A → B um homomorfismo de ane´is. O Segundo Teorema do Homo-
morfismo relaciona ideais de f(A) com ideais do anel quociente
A
Ker(f)
. Para que a
demonstrac¸a˜o deste Teorema fique mais simples, vamos provar algumas proposic¸o˜es
relacionadas com o Segundo Teorema do Homomorfismo.
Sabemos que, se f : A → B e´ um homomorfismo de ane´is e I e´ um ideal a`
direita (respectivamente a` esquerda ou bilateral) de A, enta˜o f(I) e´ um ideal a` direita
(respectivamente a` esquerda ou bilateral) de f(A). Agora vamos ver como ideais se
comportam em relac¸a˜o a` imagem inversa.
Proposic¸a˜o 1.9 : Sejam f : A → B um homomorfismo de ane´is e J um ideal a`
direita (a` esquerda ou bilateral) de B. Enta˜o f−1(J) e´ ideal a` direita (a` esquerda ou
bilateral) de A.
Demonstrac¸a˜o: Trabalharemos com ideais a` direita. Para ideais a` esquerda a prova
e´ ana´loga e, para ideais bilaterais, e´ consequ¨eˆncia dos casos anteriores.
Sejam x, y ∈ f−1(J) e a ∈ A. Enta˜o x, y ∈ A e f(x), f(y) ∈ J . Como J e´ ideal a`
direita de B e f(a) ∈ B temos:
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f(x)− f(y) ∈ J ⇒ f(x− y) ∈ J ⇒ x− y ∈ f−1(J)
f(x)f(y) ∈ J ⇒ f(xy) ∈ J ⇒ xy ∈ f−1(J)
f(x)f(a) ∈ J ⇒ f(xa) ∈ J ⇒ xa ∈ f−1(J)
Logo, f−1(J) e´ ideal a` direita de A.

Os itens (a) e (b) da Proposic¸a˜o abaixo tratam de subane´is. Portanto, tambe´m
valem para ideais a` direita, a` esquerda ou bilaterais.
Proposic¸a˜o 1.10 : Seja f : A→ B um homomorfismo de ane´is.
(a) I subanel de A e Kerf ⊆ I ⇒ f−1(f(I)) = I.
(b) J subanel de B ⇒ f(f−1(J)) = J∩Im(f).
Demonstrac¸a˜o: (a) “ ⊆ ” :
x ∈ f−1(f(I)) ⇒ f(x) ∈ f(I) ⇒ f(x) = f(u), u ∈ I ⇒ f(x)− f(u) = 0
⇒ f(x− u) = 0 ⇒ x− u ∈ Ker(f) ⊆ I ⇒ x− u = v ∈ I
⇒ x = u+ v ∈ I. Logo, f−1(f(I)) ⊆ I.
“ ⊇ ” : x ∈ I ⇒ f(x) ∈ f(I) ⇒ x ∈ f−1(f(I)). Portanto, I ⊆ f−1(f(I))
(b) “ ⊆ ” : x ∈ f(f−1(J)) ⇒ x = f(u), u ∈ f−1(J).
u ∈ f−1(J) ⇒ f(u) ∈ J .
Segue que x = f(u) ∈ J . Claro que x ∈ Im(f) e, enta˜o, conclu´ımos que
f(f−1(J)) ⊆ J∩ Im(f).
“ ⊇ ” :
x ∈ J ∩ Im(f) ⇒ x = f(u) ∈ J, u ∈ A⇒ u ∈ f−1(J) ⇒ f(u) ∈ f(f−1(J))
⇒ x ∈ f(f−1(J)). Logo J ∩ Im(f) ⊆ f(f−1(J)).

Teorema 1.3 : Segundo Teorema do Homomorfismo
Seja f : A → B um homomorfismo de ane´is. Enta˜o existe uma correspondeˆncia
biun´ıvoca entre ideais a` direita (respectivamente a` esquerda ou bilaterais) de A que
conte´m Ker(f) e ideais a` direita (respectivamente a` esquerda ou bilaterais) de f(A).
Esta correspondeˆncia preserva a inclusa˜o.
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Demonstrac¸a˜o: Trabalharemos apenas com ideais a` direita. Para ideais a` esquerda
a prova e´ ana´loga e, para ideais bilaterais, e´ consequ¨eˆncia dos casos anteriores.
Sejam = = {I ⊆ A; I e´ ideal a` direita de A e Kerf ⊆ I} e
=∗ = {J ; J e´ ideal a` direita de f(A)}.
Como f(I) e´ ideal a` direita de f(A), para cada I ∈ =, temos que
ϕ : = → =∗, ϕ(I) = f(I), esta´ bem definida.
Para J ∈ =∗, a Proposic¸a˜o 1.9 assegura que f−1(J) e´ ideal a` direita de A. Ale´m
disso:
{0} ⊆ J ⇒ f−1({0}) ⊆ f−1(J) ⇒ Kerf ⊆ f−1(J).
Segue que f−1(J) ∈ = e enta˜o
ψ : =∗ → =, ψ(J) = f−1(J), esta´ bem definida.
Para obter a correspondeˆncia procurada, basta provar que ϕ e´ bijetora. Faremos isso
mostrando que ψ e´ a inversa de ϕ.
Seja I ∈ =. Usando a Proposic¸a˜o 1.10 (a) temos:
ψ(ϕ(I)) = ψ(f(I)) = f−1(f(I)) = I.
Seja J ∈ =∗. Usando a Proposic¸a˜o 1.10 (b) e, lembrando que J ⊆ Im(f) = f(A),
temos:
ϕ(ψ(J)) = ϕ(f−1(J)) = f(f−1(J)) = J∩ Im(f) = J .
Resta provar que ϕ e ψ preservam inclusa˜o.
Sejam I1, I2 ∈ = tais que I1 ⊆ I2.
I1 ⊆ I2 ⇒ f(I1) ⊆ f(I2) ⇒ ϕ(I1) ⊆ ϕ(I2).
Sejam J1, J2 ∈ =
∗ tais que J1 ⊆ J2.
J1 ⊆ J2 ⇒ f
−1(J1) ⊆ f
−1(J2) ⇒ ψ(J1) ⊆ ψ(J2).

Observac¸a˜o 1.8 : Revendo o que foi feito na prova do teorema anterior, podemos
notar que o Segundo Teorema do Homomorfismo pode ser aplicado para subane´is em
vez de ideais. No entanto, este resultado tem poucas aplicac¸o˜es.
Na maioria das vezes o Segundo Teorema do Homomorfismo e´ usado para descre-
ver os ideais de um anel quociente. Para fazer isso, utilizamos o Corola´rio seguinte.
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Corola´rio 1.2 : Seja I um ideal do anel A. Enta˜o existe uma correspondeˆncia
biun´ıvoca, que preserva inclusa˜o, entre ideais a` direita (a` esquerda ou bilaterais) de




Demonstrac¸a˜o: Sabemos que pi : A →
A
I
, onde pi(a) = a, e´ um homomorfismo
sobrejetor com Kerpi = I. O resultado segue aplicando o Segundo Teorema do Ho-
momorfismo.





Pelo Corola´rio 1.2, basta escrever os ideais de Z que conte´m 12Z. Como Z e´ domı´nio
principal, seus ideais sa˜o da forma nZ, n ∈ Z.
Enta˜o, os ideais nZ tais que 12Z ⊆ nZ ⊆ Z sa˜o obtidos tomando para n os divisores
de 12. Logo, estes ideais sa˜o Z, 2Z, 3Z, 4Z, 6Z e 12Z.
Usando a func¸a˜o
ϕ : {I ⊆ Z; I e´ ideal de Z e 12Z ⊆ I} → {J ; J ideal de Z12}
I 7→ pi(I)
temos os ideais de Z12, em que pi : Z→
Z
12Z











= {0, 3, 6, 9} = 3.Z12; pi(4Z) =
4Z
12Z




= {0, 6} = 6.Z12; pi(12Z) =
12Z
12Z
= {0} = 0.Z12.
O diagrama abaixo mostra as redes de ideais de Z12 e de Z que conteˆm 12Z.
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2 Classes de Ideais Primos
Neste cap´ıtulo apresentaremos algumas classes de ideais primos e alguns exemplos.
Veremos que, no caso em que R e´ um anel com unidade e na˜o necessariamente
comutativo, existe uma se´rie de incluso˜es entre essas classes.
2.1 Ideais Primos e Ideais Completamente Primos.
Ja´ conhecemos a definic¸a˜o de ideal primo em ane´is comutativos (Definic¸a˜o 1.7).
Vamos enuncia´-la novamente, a fim de comparar com o caso na˜o comutativo.
Definic¸a˜o 2.1 : Seja R um anel comutativo. Dizemos que um ideal P de R e´ ideal
primo de R quando:
(i) P 6= R.
(ii) a, b ∈ R e ab ∈ P ⇒ a ∈ P ou b ∈ P.
Sabemos que ideais primos de ane´is comutativos sa˜o u´teis, entre outras aplicac¸o˜es,
para determinar a estrutura do anel. Como exemplo, lembramos que P e´ ideal primo
do anel comutativo R se, e somente se,
R
P
e´ domı´nio. Em particular, R e´ domı´nio se,
e somente se, (0) e´ ideal primo de R.
Em a´lgebra na˜o comutativa, tambe´m, precisamos conhecer melhor a estrutura
de um anel. Por analogia com o caso comutativo, algum tipo de ideal primo pode
ser usado como ferramenta para este fim. Observando que as condic¸o˜es (i) e (ii) da
definic¸a˜o anterior na˜o dependem da comutatividade do anel, e´ razoa´vel pensar em
definir ideal primo em anel na˜o comutativo da mesma forma feita para o caso comu-
tativo. Os anos e a teoria mostraram que esta na˜o e´ a boa definic¸a˜o, pois os ideais
de um anel na˜o comutativo que satisfazem (i) e (ii), acima, sa˜o “bastante escassos”,
([3], §2, pg5). Na verdade, tais ideais, quando existem, sa˜o chamados completamente
primos, como veremos adiante.
O conceito de ideal primo em anel na˜o comutativo, que possibilita um estudo
ana´logo ao caso comutativo, e´ obtido quando trocamos a condic¸a˜o (ii), da Definic¸a˜o
2.1, por outra que quantifique sobre ideais em vez de quantificar sobre elementos.
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Definic¸a˜o 2.2 : Seja R um anel com unidade (na˜o necessariamente comutativo).
Dizemos que um ideal P de R e´ ideal primo de R quando:
(i) P 6= R.
(ii) Se A,B sa˜o ideais de R tais que AB ⊆ P enta˜o A ⊆ P ou B ⊆ P .
Naturalmente, no caso em que o anel R e´ comutativo, essas duas definic¸o˜es se
equivalem, como veremos a seguir:
Proposic¸a˜o 2.1 : Seja P um ideal pro´prio do anel comutativo R. Sa˜o equivalentes:
(i) a, b ∈ R e ab ∈ P ⇒ a ∈ P ou b ∈ P .
(ii) A,B ideais de R e AB ⊆ P ⇒ A ⊆ P ou B ⊆ P.
Ale´m disso, a comutatividade do anel R so´ e´ necessa´ria para mostrar (ii) ⇒ (i).
Demonstrac¸a˜o: (i) ⇒ (ii) Sejam A e B ideais de R tais que AB ⊆ P . Suponha
que A * P Enta˜o existe a ∈ A\P . Dado b ∈ B, temos ab ∈ AB ⊆ P . Por hipo´tese,
devemos ter a ∈ P ou b ∈ P . Mas como a /∈ P , resta b ∈ P . Portanto, B ⊆ P .
(ii) ⇒ (i) Sejam a, b ∈ R tais que ab ∈ P . Tome os ideais A = aR e B = bR.




axibyi, n ∈ N, xiyi ∈ R.




(ab)xiyi ∈ P .
Aplicando a hipo´tese vem que A = aR ⊆ P ou B = bR ⊆ P , e, como R tem unidade,
a ∈ P ou b ∈ P .

Definic¸a˜o 2.3 : Seja R um anel (na˜o necessariamente comutativo). Dizemos que
um ideal P de R e´ completamente primo quando:
(i) P 6= R.
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(ii) a, b ∈ R e ab ∈ P ⇒ a ∈ P ou b ∈ P .
Obviamente, se R e´ comutativo os ideais primos sa˜o exatamente os ideais com-
pletamente primos (Proposic¸a˜o 2.1).
Se R e´ um anel qualquer, segue da implicac¸a˜o (i) ⇒ (ii) da Proposic¸a˜o 2.1 que
todo ideal completamente primo e´ ideal primo. No entanto, a rec´ıproca nem sempre
e´ verdadeira:
Exemplo 2.1 : Ideal primo que na˜o e´ ideal completamente primo.
Tome R = M2(R). Sabemos, pelo Exemplo 1.3, que esse anel e´ simples, ou seja,
so´ tem os ideais triviais R e (0). Afirmamos que P = (0) e´ ideal primo de R. De
fato, sejam A e B ideais de R tais que A.B ⊆ P = (0). Claro que na˜o podemos ter
A = B = R pois neste caso A.B = R.R = R * P , pois R tem unidade. Logo A = (0)

















∈ P , mas a /∈ P e b /∈ P .

Este exemplo nos mostra que se R na˜o e´ comutativo, a implicac¸a˜o (ii) ⇒ (i) da
Proposic¸a˜o 2.1 pode na˜o valer, ou seja, a comutatividade de R e´ essencial para que
um ideal primo seja completamente primo.
Nosso principal objetivo neste cap´ıtulo e´ apresentar algumas classes de ideais pri-
mos de um anel qualquer e estabelecer as relac¸o˜es de inclusa˜o entre elas. Veremos
ainda, ale´m dos ideais primos e completamente primos, outros 5 tipos de ideais pri-
mos.
Vamos agora conhecer outras caracterizac¸o˜es dos ideais primos. Lembramos ape-
nas que, para um anel R e a, b ∈ R, podemos formar o ideal a` esquerda Rb e tomar
o conjunto
aRb := {axb, x ∈ R}.
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Proposic¸a˜o 2.2 : Seja P um ideal do anel R tal que P 6= R. Sa˜o equivalentes:
(i) P e´ ideal primo de R.
(ii) Se A,B sa˜o ideais a` direita (esquerda) de R e AB ⊆ P enta˜o A ⊆ P ou B ⊆ P .
(iii) Se a, b ∈ R e aRb ⊆ P enta˜o a ∈ P ou b ∈ P .
(iv) Se A,B sa˜o ideais a` direita (esquerda) de R tais que P ⊆ A,P ⊆ B e AB ⊆ P
enta˜o A = P ou B = P .
(v) Se A,B sa˜o ideais bilaterais de R tais que P ⊆ A,P ⊆ B e AB ⊆ P enta˜o
A = P ou B = P .
Demonstrac¸a˜o: (i) ⇒ (ii) Vamos fazer para ideais a` direita. Sejam A,B ideais a`
direita de R tais que A.B ⊆ P . Pela Proposic¸a˜o 1.2 (v), I = R.A e J = R.B sa˜o
ideais bilaterais de R e I.J = (R.A).(R.B) ⊆ R.(A.B) ⊆ R.P ⊆ P . Logo I ⊆ P ou
J ⊆ P . Como 1 ∈ R,
{
A ⊆ R.A = I
B ⊆ R.B = J
, e A ⊆ P ou B ⊆ P .
(ii) ⇒ (iii) Suponha a, b ∈ R e aRb ⊆ P . Enta˜o, como P e´ ideal, aRbR ⊆ P .
Mas aR e bR sa˜o ideais a` direita de R da´ı, por hipo´tese, aR ⊆ P ou bR ⊆ P . Como
R tem unidade, a ∈ P ou b ∈ P .
(iii) ⇒ (iv) Sejam A,B ideais a` direita de R tal que P ⊆ A,P ⊆ B e AB ⊆ P .
Suponhamos A 6= P . Como P ⊆ A temos A * P . Enta˜o existe a ∈ A \ P . Seja
b ∈ B. Dado r ∈ R, ar ∈ A pois a ∈ A, que e´ ideal a` direita. Agora, arb ∈ AB ⊆ P ,
para qualquer r ∈ R. Enta˜o, por hipo´tese, a ∈ P ou b ∈ P . Como a /∈ P , b ∈ P .
Logo, B ⊆ P , da´ı, B = P .
(iv) ⇒ (v) O´bvio, pois todo ideal bilateral e´ ideal a` direita (esquerda).
(v) ⇒ (i) Sejam A e B ideais bilaterais de R tais que AB ⊆ P . Note que I = A+P
e J = B + P sa˜o ideais bilaterais de R e P ⊆ I e P ⊆ J . Como AB ⊆ P e PB ⊆ P
temos:
I.J = (A + P )(B + P ) ⊆ AB + P ⊆ P , enta˜o I = P ou J = P . Suponha I = P .
Enta˜o A + P = I = P . Seja x ∈ A. Enta˜o, x = x + 0 ∈ A ⊆ A + P = P . Logo,
A ⊆ P .
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Se definimos ideais primos, podemos definir ane´is primos:
Definic¸a˜o 2.4 : Um anel R e´ primo quando (0) e´ ideal primo de R.
Por definic¸a˜o, um ideal primo e´ pro´prio, isto e´, diferente do anel. Da´ı, temos que
o anel nulo na˜o e´ anel primo, pois (0) na˜o e´ ideal primo de (0).
Da definic¸a˜o de anel primo seguem va´rias relac¸o˜es. Uma delas e´ que o anel co-
mutativo R e´ primo se, e somente se, R e´ um domı´nio. De fato, R e´ anel primo
se, e somente se, (0) e´ ideal primo de R, e isso ocorre se, e somente se, a, b ∈ R e
ab = 0 implica a = 0 ou b = 0, ou seja, se, e somente se, R e´ um domı´nio. Por isso, a
denominac¸a˜o “anel primo”, no caso de ane´is comutativos na˜o e´ usada, pois equivale
a denominac¸a˜o “domı´nio”.
Como vimos no Exemplo 2.1, um anel na˜o comutativo pode ser primo e na˜o ser
domı´nio, ou seja, ter divisores de zero.
Como consequ¨eˆncia da Proposic¸a˜o 2.2, podemos obter caracterizac¸o˜es para ane´is
primos:
Proposic¸a˜o 2.3 : As condic¸o˜es abaixo sa˜o equivalentes:
(i) R e´ anel primo
(ii) Se A e B sa˜o ideais a` direita (esquerda) de R tais que AB = (0), enta˜o A = (0)
ou B = (0).
(iii) Se a, b ∈ R e aRb = (0) enta˜o a = 0 ou b = 0.
Demonstrac¸a˜o: (i) ⇒ (ii) Como (0) e´ ideal primo, o resultado segue da Proposic¸a˜o
2.2 ( (i) ⇒ (ii)).
(ii) ⇒ (iii) Basta aplicar a Proposic¸a˜o 2.2 ( (ii) ⇒ (iii)) com P = (0).
(iii) ⇒ (i) Fazendo P = (0) na Proposic¸a˜o 2.2 ( (iii) ⇒ (i)), temos que (0) e´
ideal primo. Logo R e´ anel primo.

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Vejamos agora que um ideal primo produz um anel primo. Lembramos que a
construc¸a˜o do anel quociente
R
P
vista no Cap´ıtulo 1 na˜o depende da comutatividade
do anel R, mas da bilateralidade do ideal P .
Proposic¸a˜o 2.4 : Seja P um ideal do anel R com P 6= R. Sa˜o equivalentes:





Demonstrac¸a˜o: (i) ⇒ (ii) Inicialmente, note que
R
P




e claramente (0) e´ ideal bilateral.
Sejam Î e Ĵ ideais de
R
P
tais que Î .Ĵ ⊆ (0). Pelo Segundo Teorema do Homomorfismo,






= Ĵ . Mas









⇒ I.J ⊆ P .
Como P e´ primo por hipo´tese, temos I ⊆ P ou J ⊆ P . Como as incluso˜es contra´rias
sa˜o verificadas, segue que I = P ou J = P e da´ı Î =
I
P











(ii) ⇒ (i) Vamos usar a implicac¸a˜o v) ⇒ i) da Proposic¸a˜o 2.2. Sejam I e J ideais






























I = P ou J = P , provando que P e´ ideal primo de R.

Observac¸a˜o 2.1 : A Proposic¸a˜o 2.4 e´ a generalizac¸a˜o da Proposic¸a˜o 1.7 para ane´is
na˜o comutativos. De fato, vimos que um anel comutativo e´ primo se, e somente se,
e´ domı´nio. Assim a Proposic¸a˜o 1.7 assegura que se R e´ comutativo e P e´ ideal de R
vale:
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Exemplo 2.2 Todo anel simples e´ anel primo.
Se R e´ anel simples devemos mostrar que (0) e´ ideal primo de R. A prova e´ totalmente
ana´loga a` que fizemos no Exemplo 2.1 para verificar que (0) e´ ideal primo de M2(R).

O exemplo anterior fornece uma maneira para produzir exemplos de ane´is primos.
Para isso e´ necessa´rio conhecer exemplos de ane´is simples. Neste sentido ha´ um belo
resultado de classificac¸a˜o de ane´is, devido a Wedderburn e Artin. Tambe´m temos um
teorema provado por McCoy, que produz ane´is simples a partir de um anel simples
conhecido.
Teorema 2.1 : Teorema de Wedderburn - Artin
As condic¸o˜es abaixo sa˜o equivalentes para um anel R.
(i) R e´ anel artiniano e simples.
(ii) R ' Mn(D), para um u´nico n ∈ N e um u´nico anel de divisa˜o D, a menos de
isomorfismo.
Teorema 2.2 : Teorema de McCoy
(i) Se R e´ anel simples enta˜o Mn(R) e´ anel simples.
(ii) Seja R um anel qualquer. Enta˜o J e´ ideal de Mn(R) se, e somente se,
J = Mn(I) para algum ideal I de R.
As provas dos Teoremas acima podem ser encontradas respectivamente em [8] e [7].
Note que, fazendo n = 1 no Teorema de Wedderburn-Artin, temos que todo anel
de divisa˜o, em particular, todo corpo, e´ um anel simples. Segue, por exemplo, que o
anel dos quate´rnios e´ simples e, portanto, e´ anel primo.
Lembre que vimos no Exemplo 1.3 que R = M2(R) e´ anel simples. Pelo Teorema
de McCoy temos que Mn(R), o anel de matrizes n × n cujas entradas sa˜o matrizes
2× 2 reais, e´ anel simples e portanto e´ anel primo.
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2.2 Ideais Fortemente Primos.
Vamos apresentar alguns conceitos e conjuntos que nos auxiliara˜o a definir e ex-
plorar os ideais fortemente primos.
Definic¸a˜o 2.5 : Sejam R um anel e F um subconjunto de R. O anulador a` direita
de F em R e´ o conjunto Anr(F ) = {a ∈ R;F.a = (0)}. Se x ∈ R, denotamos
Anr({x}) simplesmente por Anr(x).
Claro que de forma ana´loga podemos definir anulador a` esquerda de F em R. No
entanto, neste trabalho, utilizaremos apenas anulador a` direita.
Proposic¸a˜o 2.5 : Seja F um subconjunto do anel R.
(a) Anr(F ) e´ ideal a` direita de R.
(b) Se F e´ ideal a` direita de R enta˜o Anr(F ) e´ ideal de R.
Demonstrac¸a˜o: (a) Sejam a, b ∈ Anr(F ) e r ∈ R. Como Fa = Fb = 0 temos:
u(a− b) = ua− ub = 0− 0 = 0,∀u ∈ F e
u(ab) = (ua)b = 0.b = 0,∀u ∈ F .
Logo, Anr(F ) e´ subanel de R. Ale´m disso, dado r ∈ R,
u(ar) = (ua)r = 0r = 0, ∀u ∈ F .
Enta˜o, Anr(F ) e´ ideal a` direita de R.
(b) Sejam a ∈ Anr(F ) e r ∈ R. Devemos mostrar que u(ra) = 0 para qualquer
u ∈ F , pois, da´ı, ra ∈ Anr(F ). Por hipo´tese, F e´ ideal a` direita de R, e enta˜o ur ∈ F .
Como a ∈ Anr(F ), temos que (ur)a = u(ra) = 0.

Definic¸a˜o 2.6 : Um subconjunto finito F do anel R e´ um isolador a` direita de R
quando Anr(F ) = (0).
Neste trabalho, usaremos apenas os isoladores a` direita, enta˜o chamaremos um iso-
lador a` direita apenas de isolador. Ale´m disso, em vez de usarmos o ı´ndice “r”(right),
usaremos como ı´ndice o conjunto no qual o anulador esta´ atuando. Por exemplo,
indicaremos Anr(F ) = {a ∈ R;F.a = (0)} por AnR(F ).
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Definic¸a˜o 2.7 : Um anel R e´ fortemente primo quando todo ideal na˜o nulo de R
conte´m um isolador.
Podemos definir de uma outra maneira, apenas reescrevendo a definic¸a˜o acima:
O anel R e´ fortemente primo quando
(0) 6= I ideal de R⇒ ∃F ⊆ I, F finito, tal que AnR(F ) = (0).
Ou seja, R sera´ anel fortemente primo se para cada ideal I de R, I 6= (0), existe
um conjunto finito F ⊆ I tal que 0 e´ a u´nica soluc¸a˜o de Fa = 0.
Observac¸a˜o 2.2 : O anel R = (0) e´ anel fortemente primo pois na˜o possui ideal
na˜o nulo.
Vejamos alguns exemplos.
Exemplo 2.3 : Todo corpo e´ anel fortemente primo.
De fato, se K e´ corpo e (0) 6= I e´ ideal de K, enta˜o I = K. Assim, {1} ⊆ I e
AnK(1) = (0).

O Exemplo acima pode ser generalizado como segue:
Exemplo 2.4 : Todo anel simples e´ anel fortemente primo.
Se R e´ anel simples e (0) 6= I e´ ideal de R, enta˜o I = R. Como no Exemplo anterior
temos {1} ⊆ I e AnR(1) = (0).

Exemplo 2.5 : Todo anel de divisa˜o e´ anel fortemente primo.
Se R e´ anel de divisa˜o, enta˜o R e´ anel simples. Em particular o anel dos Quate´rnios
racionais (ou reais) e´ fortemente primo por ser anel simples.

Exemplo 2.6 : Se n na˜o e´ nu´mero primo enta˜o o anel Zn na˜o e´ fortemente primo.
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Como n na˜o e´ primo existe m ∈ N, m 6= 1 e m 6= n tal que m|n. Escreva n = mq
com 1 < q < n. Para ver que Zn na˜o e´ anel fortemente primo basta verificar que o
ideal I = m.Zn = {0,m, 2m, . . . , (q − 1)m} na˜o conte´m um isolador. Observe que se
F ⊆ I enta˜o F so´ tem elementos da forma αm com α ∈ {0, . . . , q − 1}. Portanto,
AnZn(F ) 6= (0), pois q ∈ Zn e αm.q = α(mq) = αn = α0 = 0.

Vamos enta˜o definir ideais fortemente primos:
Definic¸a˜o 2.8 : Seja P um ideal do anel R. Dizemos que P e´ ideal fortemente
primo de R quando:




e´ anel fortemente primo.
Podemos tambe´m caracterizar os ideais fortemente primos como segue:
Proposic¸a˜o 2.6 : Seja P um ideal pro´prio de R. As seguintes condic¸o˜es sa˜o equiva-
lentes:
(i) P e´ um ideal fortemente primo.
(ii) Para todo ideal I ⊃ P existe um subconjunto finito F ⊆ I tal que se a ∈ R e
Fa ⊆ P enta˜o a ∈ P .







Como P 6= I, temos que
I
P










(F̂ ) = (0). Desde que F̂ ⊆
I
P
, podemos escrever F̂ =
F
P
, F ⊆ I e F finito, pois
F̂ e´ finito. Devemos provar que, se a ∈ R e Fa ⊆ P , enta˜o a ∈ P .
Como Fa ⊆ P , temos que xa ∈ P , para todo x ∈ F . Da´ı, x.a = 0 para todo x ∈ F̂ ,
isto e´, a ∈ AnR
P
(F̂ ) = (0). Portanto a ∈ P .




anel fortemente primo. Para isso, tomamos um ideal J de
R
P
, J 6= (0), e devemos
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mostrar que existe um conjunto finito F ⊆ J tal que AnR
P
(F ) = (0). Pelo Segundo
Teorema do Homomorfismo, J =
I
P
para algum ideal I de R, e P $ I pois J 6= (0).
Por hipo´tese, existe um conjunto finito F̂ ⊆ I tal que a ∈ R e F̂ a ⊆ P implicam





; x ∈ F̂
}
. Note que F ⊆
I
P
= J e F e´ finito, pois F̂ ⊆ I
e´ finito. Para ver que AnR
P






e x.a = 0,∀ x ∈ F ⇒ a ∈ R e xa ∈ P, ∀x ∈ F̂ ⇒ F̂ a ⊆ P .
Logo, a ∈ P e, portanto, a = 0.

Observac¸a˜o 2.3 : Um conjunto finito F que satisfaz a condic¸a˜o (ii) da Proposic¸a˜o
2.6 e´ chamado isolador mo´dulo P .
Corola´rio 2.1 : Todo ideal primo de um anel finito e´ ideal fortemente primo.
Demonstrac¸a˜o: Seja P um ideal primo finito do anel R. Dado um ideal I de R tal
que P ⊂ I tome F = I. Se a ∈ R e Fa ⊆ P enta˜o Ia ⊆ P e, da´ı, I(aR) ⊆ P . Como
P e´ ideal primo, e I e aR sa˜o ideais a` direita de R, temos que I ⊆ P ou aR ⊆ P .
Pela escolha de I, na˜o temos I ⊆ P . Resta aR ⊆ P e, como R tem unidade, vem que
a ∈ P . Pela Proposic¸a˜o 2.6, conclu´ımos que P e´ ideal fortemente primo.

Ja´ vimos que todo ideal completamente primo e´ ideal primo. Agora, veremos
como essas duas classes se relacionam com ideais fortemente primos.
Proposic¸a˜o 2.7 :
(a) Todo ideal fortemente primo e´ ideal primo.
(b) Todo ideal completamente primo e´ ideal fortemente primo.
Demonstrac¸a˜o: a) Seja P um ideal fortemente primo do anel R. Para provar que
P e´ primo tomamos ideais A e B de R tais que P ⊆ A,P ⊆ B e AB ⊆ P . Suponha
que A * P . Enta˜o
A
P
e´ ideal na˜o nulo do anel
R
P

























(F ) = (0) e portanto
B
P
= (0). Assim B = P e P e´
ideal primo.
b) Seja P ideal completamente primo do anel R. Para provar que P e´ ideal
fortemente primo devemos provar que
R
P
e´ anel fortemente primo. Para isso, tome
um ideal na˜o nulo Î de
R
P
. Pelo Segundo Teorema do Homomorfismo, existe um ideal










a 6= 0. Enta˜o, a ∈ I\P . Tomemos F = {a} ⊆ Î. Vamos provar que AnR
P
(F ) = (0).
Dado b ∈ AnR
P
(F ), temos que b ∈
R
P
e ab = 0. Assim ab ∈ P e, como P e´ ideal
completamente primo e a /∈ P , vem que b ∈ P . Portanto, b = 0, isto e´, AnR
P
(F ) = (0).

Exemplo 2.7 : Ideal fortemente primo que na˜o e´ completamente primo.
Vimos no Exemplo 2.1 que o ideal P = (0) do anel M2(R) na˜o e´ completamente
primo. Por outro lado, como M2(R) e´ anel simples, segue do Exemplo 2.4 que M2(R)
e´ anel fortemente primo. Portanto, P = (0) e´ ideal fortemente primo que na˜o e´
completamente primo.

Na literatura sobre classes de ideais primos encontra-se a afirmac¸a˜o que a classe
de ideais fortemente primos na˜o coincide com a classe de ideais primos. No entanto,
nenhum exemplo, ou sequer um caminho para produzir um exemplo de ideal primo
que na˜o e´ fortemente primo, e´ apresentado. Tentamos em va˜o produzir um exem-
plo. Claro que tal exemplo deve ser procurado entre os ane´is na˜o simples e na˜o
comutativos, pois os ane´is simples sa˜o fortemente primos (Exemplo 2.4), e nos ane´is
comutativos os ideais primos sa˜o completamente primos (Proposic¸a˜o 2.1) e, enta˜o,
sa˜o fortemente primos (Proposic¸a˜o 2.7 (b)). Outra restric¸a˜o para obter o tal exemplo
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sa˜o os ane´is finitos. De fato, se P e´ ideal primo e o anel e´ finito, enta˜o P e´ fortemente
primo (Corola´rio 2.1). Em particular, devemos procurar em ane´is infinitos. Tambe´m
na˜o tivemos sucesso na busca do exemplo desejado em ane´is da forma Mn(A), em
que A na˜o e´ anel de divisa˜o. Na˜o procuramos em ane´is de matrizes infinitas e ane´is
de grupos, pois um estudo destes ane´is fogem do objetivo do trabalho.
2.3 Ideais Primos na˜o Singulares.
Definic¸a˜o 2.9 : Um ideal a` direita H de R e´ dito essencial se para todo ideal a`
direita I 6= (0) de R temos I ∩H 6= (0).
Exemplo 2.8 : Seja R um anel primo. Enta˜o todo ideal na˜o nulo H e´ ideal essencial
como ideal a` direita.
De fato, seja I 6= (0) ideal a` direita de R. Enta˜o, como R e´ anel primo e H e I sa˜o
na˜o nulos, IH 6= (0). Mas, note que IH ⊆ I ∩H, pois se r ∈ IH, r =
n∑
i=1
xiyi, xi ∈ I,
yi ∈ H. Ora, se xi ∈ I, I e´ ideal a` direita e yi ∈ H ⊆ R, temos que xiyi ∈ I, e
se yi ∈ H, H e´ ideal e xi ∈ I ⊆ R temos xiyi ∈ H. Logo, r ∈ I ∩ H. Portanto,
(0) 6= IH ⊆ I ∩H e H e´ ideal essencial.

Exemplo 2.9 : Os ideais essenciais de Z4 sa˜o Z4 e 2.Z4 = {0, 2}.
De fato, os u´nicos ideais de Z4 sa˜o {0}, 2Z4 e Z4. Logo, todo ideal na˜o nulo de Z4
tem intersecc¸a˜o na˜o trivial com 2Z4 e com Z4.

Vimos na Proposic¸a˜o 2.5 (a) que AnR(a) e´ ideal a` direita de R. A definic¸a˜o abaixo
diz que o conjunto dos elementos a ∈ R, para os quais o ideal AnR(a) e´ essencial,
formam o ideal singular.
Definic¸a˜o 2.10 : O ideal singular (a` direita) Z(R) de R e´ definido como o conjunto
dos elementos a ∈ R tais que AnR(a) e´ ideal essencial.
Para provar que Z(R) e´, de fato, um ideal de R usaremos o seguinte lema.
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Lema 2.1 : Sejam I um ideal essencial de R e x ∈ R. Enta˜o Jx = {r ∈ R; xr ∈ I}
e´ ideal essencial de R.
Demonstrac¸a˜o: Como 0 ∈ Jx, temos que Jx 6= ∅.
Sejam r1, r2 ∈ Jx. Enta˜o, xr1, xr2 ∈ I, e segue que:
x(r1 − r2) = xr1 − xr2 ∈ I ⇒ r1 − r2 ∈ Jx,
x(r1.r2) = (xr1)r2 ∈ I ⇒ r1.r2 ∈ Jx
Logo Jx e´ subanel de R.
Dado λ ∈ R, temos que xr1λ ∈ I, pois xr1 ∈ I. Enta˜o, r1λ ∈ Jx, e Jx e´ ideal a` direita
de R.
Suponha que Jx na˜o seja ideal essencial. Enta˜o existe um ideal a` direita H de R tal
que H 6= (0) e H ∩ Jx = (0).
Como H e´ ideal a` direita, e´ fa´cil ver que H ′ = xH e´ ideal a` direita de R.
Afirmamos que H ′ ∩ I = (0). De fato, se u ∈ H ′ ∩ I enta˜o u = xh ∈ I, h ∈ H ⊆ R.
Pela definic¸a˜o do conjunto Jx, temos que h ∈ Jx. Logo, h ∈ Jx ∩ H = (0), e da´ı
h = 0, o que implica em u = xh = 0.
Como I e´ ideal essencial de R e H ′ ∩ I = (0), devemos ter H ′ = (0). Vamos ver que
isso leva a uma contradic¸a˜o. Como H 6= (0), podemos tomar 0 6= h1 ∈ H.
Enta˜o xh1 ∈ xH = H
′ = (0), e da´ı xh1 = 0, que implica em h1 ∈ Jx. Portanto,
0 6= h1 ∈ Jx ∩H = (0). Absurdo.

Observac¸a˜o 2.4 : Na prova do Lema 2.1, so´ usamos a hipo´tese de I ser ideal
essencial de R para mostrar que Jx e´ ideal essencial de R. Portanto, se I e´ ideal
a` direita de R enta˜o Jx e´ ideal a` direita de R.
Proposic¸a˜o 2.8 : Z(R) e´ ideal de R.
Demonstrac¸a˜o: Inicialmente, note que Z(R) 6= ∅, pois AnR(0) = R, que e´ ideal
essencial de R, e enta˜o 0 ∈ Z(R).
Sejam a, b ∈ Z(R). Enta˜o AnR(a) e AnR(b) sa˜o ideais essenciais. Seja I um ideal a`
direita deR, I 6= (0). Como AnR(a) e´ ideal essencial, temos que J = I∩AnR(a) e´ ideal
a` direita de R e J 6= (0). Como AnR(b) e´ ideal essencial temos que (0) 6= J ∩AnR(b).
Enta˜o:
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(0) 6= J ∩ AnR(b) = I ∩ (AnR(a) ∩ AnR(b)) ⊆ I ∩ AnR(a− b).
Segue que AnR(a− b) e´ ideal essencial de R e, assim, a− b ∈ Z(R).
Da mesma forma prova-se que (0) 6= I ∩ AnR(a.b) e, enta˜o, ab ∈ Z(R).
Ate´ aqui temos provado que Z(R) e´ subanel de R.
Para verificar que Z(R) e´ ideal a` esquerda de R, tomamos x ∈ R, e observamos que
AnR(a) ⊆ AnR(xa). Como AnR(a) e´ ideal essencial, temos que para todo ideal a`
direita I de R, I 6= (0), vale (0) 6= I ∩AnR(a) e, enta˜o, (0) 6= I ∩AnR(xa). Portanto,
AnR(xa) e´ ideal essencial de R e, enta˜o, xa ∈ Z(R).
Falta verificar que Z(R) e´ ideal a` direita de R.
Com a notac¸a˜o estabelecida acima devemos mostrar que I∩AnR(ax) 6= (0) para todo
ideal a` direita I de R, I 6= (0).
Como AnR(a) e´ ideal essencial de R, segue do Lema 2.1 que
Jx = {r ∈ R; xr ∈ AnR(a)} e´ ideal essencial de R. Note ainda que:
r ∈ Jx ⇒ xr ∈ AnR(a) ⇒ axr = 0 ⇒ r ∈ AnR(ax).
Assim Jx ⊆ AnR(ax).
Desde que Jx e´ ideal essencial de R temos:
(0) 6= I ∩ Jx ⊆ I ∩ AnR(ax) ⇒ AnR(ax) e´ ideal essencial de R.
Portanto xa ∈ Z(R) e Z(R) e´ ideal a` direita de R.

Definic¸a˜o 2.11 : Um anel R e´ na˜o singular (a` direita) se Z(R) = (0).
Neste trabalho, na˜o exploraremos os ane´is na˜o singulares e, sim, ideais na˜o singu-
lares, e para isso usaremos a seguinte definic¸a˜o:










Exemplo 2.10 : O ideal (0) e´ ideal primo na˜o singular do anel Z.
Como Z e´ domı´nio temos que (0) e´ ideal completamente primo e, portanto, e´ ideal
primo.
Seja x ∈ Z(Z). Enta˜o AnZ(x) e´ ideal essencial de Z. Como os ideais de Z sa˜o da
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forma n.Z, existe n ∈ N tal que AnZ(x) = n.Z.
Se n = 0 vem que AnZ(x) = (0) e´ ideal essencial de Z, que na˜o pode ocorrer pela
definic¸a˜o de ideal essencial. Logo, n 6= 0.
Como n ∈ AnZ(x), devemos ter xn = 0, com n 6= 0. Portanto x = 0. Logo,
Z(Z) = (0) e Z e´ anel na˜o singular, isto e´, (0) e´ ideal na˜o singular.

Vamos relacionar ideais na˜o singulares com as classes de ideais primos ja´ estudadas
anteriormente:
Proposic¸a˜o 2.9 :
a) Todo ideal fortemente primo e´ primo na˜o singular.
b) Todo ideal primo na˜o singular e´ primo.




e´ anel fortemente primo. Pela Proposic¸a˜o 2.7 (a), P e´ ideal primo. Admita





= (0) e, portanto, P sera´ ideal
primo na˜o singular. Assim, e´ suficiente provar que todo anel fortemente primo e´ na˜o
singular. Seja enta˜o R um anel fortemente primo. Suponha Z(R) 6= (0). Como (0)
e´ ideal fortemente primo de R e Z(R) e´ ideal de R tal que (0) ( Z(R), aplicamos
a Proposic¸a˜o 2.6 para obter um conjunto finito F = {a1, a2, . . . , an} ⊆ Z(R) tal que
F.a = (0), com a ∈ R, implica a = 0, ou seja, AnR(F ) = (0). Temos que, para
cada i, Anr(ai) e´ essencial (pois ai esta´ em Z(R)). Agora, Anr(a1) e´ essencial e
Anr(a2) e´ ideal a` direita, logo, Anr(a1) ∩ Anr(a2) 6= (0). Mas sabemos que inter-
secc¸a˜o de ideais a` direita e´ ideal a` direita, logo, Anr(a1) ∩ Anr(a2) 6= (0) e´ ideal a`
direita e (Anr(a1) ∩ Anr(a2)) ∩ Anr(a3) 6= (0). Repetindo os passos, teremos que
∩ni=1Anr(ai) 6= (0). Logo, temos que (0) 6= ∩
n
i=1Anr(ai) = Anr(F ) = (0). Absurdo.




Para um anel R, usaremos as seguintes notac¸o˜es:
 C(R) - para indicar o conjunto dos ideais completamente primos de R.
 S(R) - para indicar o conjunto dos ideais fortemente primos de R.
 Z(R) - para indicar o conjunto dos ideais primos na˜o singulares de R.
 P(R) - para indicar o conjunto dos ideais primos de R.
De acordo com as Proposic¸o˜es 2.7 e 2.9 podemos concluir que:
C(R) ⊆ S(R) ⊆ Z(R) ⊆ P(R).
Cada uma das incluso˜es acima e´ estrita. Vimos no Exemplo 2.7 que C(R) ( S(R),
e, pelos comenta´rios feitos no final da sec¸a˜o anterior, na˜o e´ fa´cil obter exemplos para
ver que as u´ltimas duas incluso˜es acima sa˜o estritas.
2.4 Ideais Maximais, Primitivos e Primos nil semi-simples.
No Cap´ıtulo 1 vimos a definic¸a˜o de ideais maximais em ane´is comutativos. Para
ane´is na˜o comutativos a definic¸a˜o de ideal maximal e´ a mesma, como descrevemos
abaixo.
Definic¸a˜o 2.13 : Sejam R um anel e M um ideal de R, M 6= R. Dizemos que M
e´ ideal maximal de R quando:
J ideal de M tal que M ⊆ J ⊆ R implica J = M ou J = R.
Observac¸a˜o 2.5 : Um ideal maximal a` direita e´ definido de forma ana´loga a` ideal
maximal, simplesmente trocando ideais por ideais a` direita.
De forma ana´loga ao que vimos para ane´is comutativos, temos que, para um anel
qualquer, um ideal maximal sempre e´ ideal primo.
Proposic¸a˜o 2.10 : Seja R um anel. Enta˜o todo ideal maximal de R e´ ideal primo
de R.
Demonstrac¸a˜o: Sejam P um ideal maximal de R, A e B ideais de R tais que
AB ⊆ P . Suponha A * P . Como A+ P e´ ideal de R temos
P $ A+ P ⊆ R⇒ A+ P = R⇒ 1 = a+ p, a ∈ A e p ∈ P .
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Dado b ∈ B, podemos escrever b = ab+ pb.
Como ab ∈ AB ⊆ P e pb ∈ P , temos que b ∈ P . Logo, B ⊆ P e P e´ ideal primo de
R.

A Proposic¸a˜o 2.10 garante que o conjunto dos ideais maximais formam uma classe
de ideais primos. Veremos agora uma informac¸a˜o mais precisa.
Proposic¸a˜o 2.11 : Todo ideal maximal e´ ideal fortemente primo.
Demonstrac¸a˜o: Seja M um ideal maximal do anel R. Tomemos I ideal de R tal
que M  I. Enta˜o temos I = R. Portanto, {1} ⊂ I e se a ∈ R e {1}.a ⊆ M , enta˜o
a ∈M .
Pela Proposic¸a˜o 2.6, M e´ fortemente primo.

Usando a notac¸a˜o
 M(R) - para indicar o conjunto dos ideais maximais de R
temos as incluso˜es
M(R) ⊆ S(R) ⊆ Z(R) ⊆ P(R).
O Exemplo abaixo mostra que M(R) $ S(R).
Exemplo 2.11 : Ideal fortemente primo que na˜o e´ ideal maximal.
Tome R = Z e P = (0). Como Z e´ domı´nio comutativo temos que (0) e´ ideal
completamente primo e portanto e´ ideal fortemente primo. Claro que (0) na˜o e´ ideal
maximal de Z, pois 2.Z e´ ideal de Z e (0) $ 2.Z $ Z.

Observe que o Exemplo 2.11 mostra algo mais. A saber, mostra que
C(R) *M(R). Vejamos agora que M(R) * C(R).
Exemplo 2.12 : Ideal maximal que na˜o e´ ideal completamente primo.
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Tome R = M2(Z) e P = (0). Ja´ vimos no Exemplo 2.1 que (0) na˜o e´ ideal completa-
mente primo. No entanto, como R e´ anel simples, temos que (0) e´ ideal maximal de
R.

Vamos ver agora, outras duas importantes classes de ideais primos.
Definic¸a˜o 2.14 : Dado um ideal a` direita L de R, definimos (L : R) por
(L : R) = {x ∈ R;Rx ⊆ L}.
Proposic¸a˜o 2.12 : Seja L um ideal a` direita do anel R.
(a) (L : R) e´ ideal (bilateral) de R.
(b) (L : R) ⊆ L
(c) (L : R) e´ o maior ideal (bilateral) de R que esta´ contido em L.
Demonstrac¸a˜o: (a) Claro que (L : R) 6= ∅, pois 0 ∈ (L : R).
Sejam x, y ∈ (L : R). Enta˜o os ideais a` esquerda Rx e Ry esta˜o contidos no ideal a`
direita L. Assim:
R(x− y) ⊆ Rx−Ry ⊆ L⇒ x− y ∈ (L : R).
R(xy) = (Rx)y ⊆ Ly ⊆ L⇒ xy ∈ (L : R).
Portanto, (L : R) e´ subanel de R.
Tome agora r ∈ R.
R(xr) = (Rx)r ⊆ Lr ⊆ L⇒ xr ∈ (L : R).
R(rx) ⊆ (Rr)x ⊆ Rx ⊆ L⇒ rx ∈ (L : R).
Segue que (L : R) e´ ideal bilateral de R.
(b) Se x ∈ (L : R) enta˜o Rx ⊆ L e, como R tem unidade, vem que x ∈ L.
Logo, (L : R) ⊆ L.
(c) Seja I um ideal de R tal que I ⊆ L. Dado u ∈ I, temos que Ru ⊆ I ⊆ L, ou
seja, u ∈ (L : R). Logo, I ⊆ (L : R).

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Exemplo 2.13 : Calcular (nZ : Z) para cada n ∈ N.
Pela Proposic¸a˜o anterior, (nZ : Z) e´ o maior ideal bilateral de Z contido em nZ.
Logo, (nZ : Z) = nZ.

O Exemplo 2.13 pode ser facilmente generalizado.
Exemplo 2.14 : Se R e´ anel comutativo e L e´ ideal de R enta˜o (L : R) = L. E, de
forma mais geral, se R e´ anel qualquer e L e´ ideal bilateral de R enta˜o (L : R) = L.
Ana´logo ao Exemplo 2.13.

O Exemplo 2.14 mostra que o conjunto (L : R) so´ e´ interessante quando R e´
na˜o comutativo. E, no caso na˜o comutativo, so´ e´ interessante quando L na˜o e´ ideal
bilateral de R.







e´ ideal a` direita do
anel R = M2(R). Vamos calcular (L : R).
Sabemos que (L : R) e´ o maior ideal bilateral de R contido em L. Como R e´ simples
e L 6= R, temos que (L : R) = (0).

Generalizando o Exemplo 2.15 temos:
Exemplo 2.16 : Se R e´ um anel simples e L e´ um ideal a` direita pro´prio de R
enta˜o (L : R) = (0).

Definic¸a˜o 2.15 : Um ideal P de R e´ dito primitivo (a` direita) se existir um ideal
maximal a` direita L de R tal que (L : R) = P .
Definic¸a˜o 2.16 : Um anel R e´ dito primitivo (a` direita) se (0) e´ um ideal primitivo.
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Proposic¸a˜o 2.13 : Seja P um ideal de R. Sa˜o equivalentes.





Demonstrac¸a˜o: Em va´rios lugares nesta demonstrac¸a˜o usaremos, sem mencionar,
o Segundo Teorema do Homomorfismo e seu Corola´rio para ideais a` direita, como
provados no Cap´ıtulo 1.
(i) ⇒ (ii) Por hipo´tese, existe um ideal a` direita maximal L de R tal que




e´ ideal a` direita do anel
R
P
. Vamos provar que
L
P





















































e, da´ı, Ru ⊆ L. Isso diz que u ∈ (L : R) = P e,


























= (0). Enta˜o L e´ ideal a` direita de R que conte´m P . Seja J ideal a` direita
de R tal que L ⊆ J ⊆ R. Enta˜o
J
P




























e, da´ı, J = L ou J = R. Segue que
L e´ ideal a` direita maximal de R.
Sabemos, pela Proposic¸a˜o 2.12 (c), que (L : R) e´ o maior ideal bilateral de R contido
em L. Como P e´ ideal bilateral de R e P ⊆ L, temos que P ⊆ (L : R). Tome agora













= (0), isto e´,
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u ∈ P . Portanto, (L : R) = P e P e´ ideal primitivo de R.

A proposic¸a˜o abaixo mostra que, no caso comutativo, os ane´is primitivos sa˜o exa-
tamente os corpos.
Proposic¸a˜o 2.14 : Seja R um anel comutativo. Sa˜o equivalentes:
(i) R e´ corpo
(ii) R e´ anel primitivo.
Demonstrac¸a˜o: Lembre que pela Proposic¸a˜o 1.8 temos que R e´ corpo se, e somente
se, (0) e´ ideal maximal de R.
(i) ⇒ (ii) Basta provar que ((0) : R) = (0). Como R e´ anel simples, isso segue do
Exemplo 2.16.
(ii) ⇒ (i) Por hipo´tese existe um ideal maximal L de R tal que (L : R) = (0).
Pela Proposic¸a˜o 2.12 (c), (0) e´ o maior ideal contido em L. Logo, L = (0) e´ ideal
maximal de R e, portanto, R e´ corpo.

Exemplo 2.17 : Todo anel simples e´ primitivo.
Seja R um anel simples e L um ideal a` direita maximal de R, que existe conforme
vimos na Observac¸a˜o 1.7. Pela Proposic¸a˜o 2.12 (c), (L : R) e´ o maior ideal bilateral
de R contido em L. Como R e´ simples e L 6= R, a u´nica possibilidade e´ (L : R) = (0).
Logo, (0) e´ ideal primitivo de R e enta˜o R e´ anel primitivo.

Proposic¸a˜o 2.15 : Todo ideal maximal e´ ideal primitivo.




De fato, pelo Segundo Teorema do Homomorfismo um ideal de
R
M
deve ser da forma
I
M
onde I e´ ideal de R e M ⊆ I ⊆ R. Pela maximalidade de M , vem que I = M ou
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I = R. Assim,
I
M




O Exemplo 2.17 garante que
R
M
e´ anel primitivo, e a Proposic¸a˜o 2.13 diz que M e´
ideal primitivo de R.

Notac¸a˜o:
 p(R) - indica o conjunto dos ideais primitivos de R.
Pela Proposic¸a˜o 2.15, temos que
M(R) ⊆ p(R).
Para apresentar nossa u´ltima classe de ideais primos definimos inicialmente os
ideais que sa˜o nil ideais.
Definic¸a˜o 2.17 : Um ideal I do anel R e´ um nil ideal se cada x ∈ I e´ um elemento
nilpotente, isto e´, existe n ≥ 1 tal que xn = 0.
Definic¸a˜o 2.18 : Um ideal primo P do anel R e´ dito nil semi-simples se o anel
R
P
na˜o possui nil ideais na˜o nulos.
O lema a seguir sera´ u´til para relacionar ideais nil semi-simples com ideais primi-
tivos.
Lema 2.2 : Sejam R um anel e L um ideal a` direita de R.
(a) Se c ∈ R e´ nilpotente enta˜o 1− c e´ invers´ıvel em R.
(b) Se (L : R) = (0) e B e´ ideal de R contido em L enta˜o B = (0).
Demonstrac¸a˜o: (a) cn = 0 ⇔ cn − 1 = −1 ⇔ (c − 1)(cn+1 + ... + 1) = −1 ⇔
(1− c)(cn+1 + ...+ 1) = 1.
Ou seja, 1− c e´ invers´ıvel.
(b) Pela Proposic¸a˜o 2.12 (c), (L : R) e´ o maior ideal bilateral contido em L. Como
B e´ ideal de R e B ⊆ L, temos que B ⊆ (L : R) = (0).
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Proposic¸a˜o 2.16 : Todo ideal primitivo e´ primo nil semi-simples.
Demonstrac¸a˜o: Seja P um ideal primitivo do anel R′. Pela Proposic¸a˜o 2.13, R =
R′
P
e´ anel primitivo. Admita provado que (0) e´ ideal primo nil semi-simples de R.
Pelo fato de (0) ser ideal primo de
R′
P
= R, vem que
R′
P
e´ anel primo, e enta˜o P e´
ideal primo.
Pelo fato de (0) ser ideal nil semi-simples de R =
R′
P






na˜o possui nil ideais. Assim, P e´ ideal nil semi-simples de R.
Portanto, nossa prova ficara´ completa quando mostrarmos que para um anel qualquer
R vale:
R anel primitivo ⇒ (0) e´ ideal primo nil semi-simples de R.
Como R e´ primitivo, existe um ideal maximal a` direita L tal que (L : R) = (0).
Sejam A e B ideais de R tais que AB = (0) e A 6= (0). Pelo Lema 2.2 (b), temos que
A * L. Enta˜o, L  A + L ⊆ R e, como L e´ maximal a` direita, vem que A + L = R
e, da´ı, existem a ∈ A, x ∈ L tais que a+ x = 1.
Enta˜o, para cada b ∈ B, temos b = ab + xb = xb ∈ L, pois AB = (0). Portanto,
B ⊆ L e, como (L : R) = (0), segue do Lema 2.2 (b) que B = (0). Assim, R e´ anel
primo, isto e´, (0) e´ ideal primo de R.
Seja agora I um nil ideal de R. Se I 6= (0), enta˜o I * L pelo Lema 2.2 (b). Logo,
L  I + L ⊆ R, o que implica I + L = R. Da´ı, existem c ∈ I e y ∈ L tais que
c+ y = 1. Portanto, y = 1− c e´ invers´ıvel em R, ja´ que c e´ nilpotente. Logo, existe
t ∈ R tal que yt = 1. Como y ∈ L, yt ∈ L, e, portanto, 1 ∈ L. Logo, L=R, o que e´
um absurdo, pois L e´ maximal a` direita.
Portanto R na˜o possui nil ideais na˜o nulos, isto e´, (0) e´ ideal nil semi-simples de R.

Exemplo 2.18 : Ideal primo nil semi-simples que na˜o e´ primitivo.
Tome P = (0) no anel R = Z. De acordo com a Proposic¸a˜o 2.14, Z na˜o e´ anel
primitivo e enta˜o P = (0) na˜o e´ ideal primitivo.
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Por outro lado, como Z e´ domı´nio temos que P = (0) e´ ideal primo.
Para ver que P = (0) e´ nil semi-simples devemos verificar que
Z
(0)
= Z na˜o tem nil
ideal na˜o nulo. Mas isso e´ claro pois Z e´ domı´nio.

Notac¸a˜o:
 N (R) - indica o conjunto dos ideais primos nil semi-simples de R.
Verificamos neste cap´ıtulo que:
C(R) ⊆ S(R) ⊆ Z(R) ⊆ P(R)
⊆ ⊆
M(R) ⊆ p(R) ⊆ N (R)
Seja f : A→ B um isomorfismo de ane´is. O Segundo Teorema do Homomorfismo
assegura que a correspondeˆncia J 7→ f(J), entre ideais a` direita (a` esquerda ou
bilaterais) de A e ideais a` direita (a` esquerda ou bilaterais) de B = f(A), e´ biun´ıvoca
e preserva a inclusa˜o.
Agora, vamos mostrar que essa correspondeˆncia preserva cada uma das classes de
ideais estudados ate´ o momento. De outra forma: mostraremos que cada uma das
classes de ideais que listamos e´ invariante por isomorfismo. Este resultado sera´ usado
no Cap´ıtulo 3.
Proposic¸a˜o 2.17 : Seja f : A→ B um isomorfismo de ane´is.
(a) P e´ ideal completamente primo de A⇔ f(P ) e´ ideal completamente primo
de B.
(b) P e´ ideal primo de A⇔ f(P ) e´ ideal primo de B.
(c) P e´ ideal a` direita (a` esquerda ou bilateral) maximal de A ⇔ f(P ) e´ ideal a`
direita (a` esquerda ou bilateral) maximal de B.
(d) P e´ ideal primitivo de A⇔ f(P ) e´ ideal primitivo de B.
(e) P e´ ideal fortemente primo de A⇔ f(P ) e´ ideal fortemente primo de B.
(f) P e´ ideal primo na˜o singular de A⇔ f(P ) e´ ideal primo na˜o singular de B.
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(g) P e´ ideal primo nil semi-simples de A ⇔ f(P ) e´ ideal primo nil semi-simples
de B.
Demonstrac¸a˜o: E´ claro que, em cada item, basta provar a direc¸a˜o ⇒, pois na
direc¸a˜o ⇐ basta usar f−1.
(a) Sejam x, y ∈ B tais que xy ∈ f(P ). Enta˜o x = f(a) e y = f(b), com a, b ∈ A.
f(ab) = f(a)f(b) = xy ∈ f(P ) ⇒ ab ∈ P ⇒ a ∈ P ou b ∈ P
⇒ x = f(a) ∈ f(P ) ou y = f(b) ∈ f(P ).
Portanto, f(P ) e´ ideal completamente primo de B.
(b) Para provar que f(P ) e´ ideal primo de B, vamos usar a Proposic¸a˜o 2.2 ((iii)).
Sejam x, y ∈ B tais que xBy ⊆ f(P ). Devemos provar que x ∈ f(P ) ou y ∈ f(P ).
Escreva x = f(a), y = f(b), com a, b ∈ A. Para cada c ∈ A, temos f(c) ∈ B e enta˜o
xf(c)y ∈ xBy ⊆ f(P ). Segue que:
f(acb) = f(a)f(c)f(b) = xf(c)y ∈ f(P ) ⇒ acb ∈ P .
Logo, aAb ⊆ P e, como P e´ ideal primo de A, temos que a ∈ P ou b ∈ P . Assim,
x = f(a) ∈ f(P ) ou y = f(b) ∈ f(P ). Portanto, f(P ) e´ ideal primo de B.
(c) Faremos para ideais a` direita maximais. Os outros casos sa˜o ana´logos.
Seja J ideal a` direita de B tal que f(P ) ⊆ J ⊆ B. Sabemos, pelo Segundo Teorema
do Homomorfismo, que J = f(I) para algum ideal a` direita I de A tal que P ⊆ I ⊆ A.
Como P e´ ideal a` direita maximal, vem que I = P ou I = A. Portanto, J = f(P )
ou J = f(A) = B, isto e´, f(P ) e´ ideal a` direita maximal de B.
(d) Usaremos a Proposic¸a˜o 2.12 (c).
Por hipo´tese, existe um ideal a` direita maximal L de A tal que (L : A) = P . Pela
Proposic¸a˜o 2.12 (c), temos que P e´ o maior ideal bilateral de A contido em L. Pelo
item (c), temos que f(L) e´ ideal a` direita maximal de B. Claro que f(P ) e´ ideal
bilateral de B contido em f(L). Pela Proposic¸a˜o 2.12 (c), basta provar que f(P ) e´
o maior ideal bilateral de B contido em f(L), e teremos (f(L) : B) = f(P ), isto e´,
f(P ) e´ ideal primitivo de B.
Seja enta˜o J um ideal bilateral de B tal que J ⊆ f(L). Sabemos que J = f(I) para
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algum ideal bilateral I de A. Aplicando f−1 em f(I) ⊆ f(L), conclu´ımos que I ⊆ L.
Enta˜o I ⊆ P e, da´ı, J = f(I) ⊆ f(P ).
(e) Usaremos a Proposic¸a˜o 2.6.
Seja J ideal de B tal que f(P ) ⊂ J . Sabemos que J = f(I) para algum ideal I de A
que conte´m propriamente P . Pela Proposic¸a˜o 2.6, existe um conjunto finito F ⊆ I
tal que:
a ∈ A e Fa ⊆ P ⇒ a ∈ P .
Tome F̂ = f(F ) ⊆ f(I) = J , que e´ finito. Devemos mostrar que:
x ∈ B e F̂ x ⊆ f(P ) ⇒ x ∈ f(P ).
Escreva x = f(a), a ∈ A. Dado u ∈ F , temos f(u) ∈ F̂ . Enta˜o:
f(u)f(a) ∈ F̂ x ⊆ f(P ) ⇒ f(ua) ∈ f(P ) ⇒ ua ∈ P .
Segue que Fa ⊆ P e, enta˜o, a ∈ P . Portanto, x = f(a) ∈ f(P ).
(f) Ja´ sabemos por (a) que f(P ) e´ ideal primo de B. Enta˜o, pela definic¸a˜o de





= (0). Como P e´ ideal











. Por definic¸a˜o, vem que An B
f(P )













. Para isso, temos que verificar que AnA
P








ideal a` direita na˜o nulo de
A
P
. Segue que I e´ ideal a` direita de A e
P $ I. Aplicando f , vem que f(P ) $ f(I) = J e J e´ ideal a` direita de B. Assim,
J
f(P )
e´ ideal na˜o nulo de
B
f(P )
e, como An B
f(P )









, isto e´, 0 6= u ∈
J
f(P )
e x.u = 0. Note que u = u+ f(P ) com
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u ∈ J = f(I), e de x.u = 0 temos xu ∈ f(P ). Podemos escrever u = f(v), v ∈ I.




Ale´m disso, u 6= 0 implica em u /∈ f(P ) e da´ı v /∈ P .
















= (0). Agora podemos concluir que a ∈ P . Mas a = f−1(x) ∈ P e, da´ı,






(g) Pelo item (a), ja´ sabemos que f(P ) e´ ideal primo de B. Enta˜o, pela definic¸a˜o
de ideal primo nil semi-simples, devemos mostrar que
B
f(P )








. Segue que J e´ ideal de B e, portanto, J = f(I) para
algum ideal I de A que conte´m P . Vamos mostrar que
I
P




dado v = v + P ∈
I
P
, com v ∈ I, temos que f(v) ∈ J . Assim, f(v) = f(v) + f(P ) ∈
J
f(P )




= 0. Isso diz que f(vn) = 0,
isto e´, f(vn) ∈ f(P ).
Segue que vn ∈ P e, da´ı, 0 = vn = (v)n. Conclu´ımos que v e´ nilpotente e, enta˜o,
I
P




Por hipo´tese, P e´ ideal primo nil semi-simples de A, ou seja,
A
P











na˜o possui nil ideal na˜o nulo.

58
3 Radicais de Ane´is
Quando estudamos um anel R, algumas vezes e´ conveniente cancelar elementos
cujo comportamento e´ indeseja´vel. Fazemos isso agrupando esses elementos num ideal
α(R) de R e estudando o anel
R
α(R)






Este ideal α(R) sera´ chamado Radical de R.
Neste Cap´ıtulo vamos apresentar os principais radicais estudados na matema´tica.
A saber, o radical primo, radical de Jacobson, nil radical superior, nil radical genera-
lizado, radical fortemente primo, radical singular e o radical de Brown-McCoy.
Nosso objetivo e´ verificar que cada um destes radicais pode ser obtido como in-
tersecc¸a˜o de alguma das classes de ideais primos estudadas no Cap´ıtulo 2.
Exemplo 3.1 : Seja R um anel comutativo. Enta˜o Nil(R), que e´ o conjunto dos
elementos nilpotentes de R, e´ um radical de R.
Nil(R) e´ ideal de R: Sejam x, y ∈ Nil(R). Portanto, existem n, m ∈ N tal que









Mas xn+m−k so´ sera´ diferente de zero quando k < m, e da´ı, (−y)k = 0. Logo, x− y e´
nilpotente.
Agora tome x ∈ Nil(R) e a ∈ R. Enta˜o, existe n ∈ N tal que xn = 0. Logo:











. Enta˜o existe n tal que (x)n = 0.
Assim:
(x)n = 0 ⇒ xn = 0 ⇒ xn ∈ Nil(R) ⇒ ∃m ∈ N talque (xn)m = 0
⇒ xnm = 0 ⇒ x ∈ Nil(R) ⇒ x = 0.

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Portanto, Nil(R) e´ um radical de R, chamado nil radical de R. Como o anel
R
Nil(R)
na˜o possui elementos nilpotentes, pode ser mais u´til estuda´-lo do que estudar
o anel R.
Observac¸a˜o 3.1 : Veremos adiante o nil radical superior, em um anel R qualquer.
Esse tambe´m sera´ denotado por Nil(R) e, no caso em que R e´ comutativo, coincide
com o radical visto no Exemplo 3.1.
Vamos enta˜o, definir alguns radicais importantes.
Notac¸a˜o:
 β(R) - indica a intersecc¸a˜o de todos os ideais primos de R.
Nosso objetivo e´ mostrar que β(R) e´ um radical. Claro que β(R) e´ ideal de R, e






Para isso usaremos o lema abaixo.
Lema 3.1 : Se P e´ ideal primo de R enta˜o
P
β(R)




















Como P e´ ideal primo de R temos que
R
P
e´ anel primo, isto e´, (0) e´ ideal primo de
R
P
. Pelo isomorfismo, conclu´ımos que (0) =
P
β(R)





Observac¸a˜o 3.2 : Uma alternativa para provar o Lema 3.1 sem trabalhar via isomor-
fismo e´ a seguinte: Sejam Â e B̂ ideais de
R
β(R)










em que A e B
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Proposic¸a˜o 3.1 : β(R) e´ um radical.











. Tomemos P ideal primo de R. Pelo Lema 3.1
P
β(R)
e´ ideal primo de
R
β(R)
. Portanto, x ∈
P
β(R)
e, da´ı x ∈ P . Enta˜o, x esta´ na
intersecc¸a˜o de todos os ideais primos de R, ou seja, x ∈ β(R). Logo, x = 0.

Definic¸a˜o 3.1 : O radical β(R) e´ chamado radical primo ou nil radical inferior do
anel R.
O radical primo pode ser caracterizado atrave´s de outro tipo de ideais, chamados
ideais semiprimos. Trataremos disso agora.
Definic¸a˜o 3.2 : Um ideal I de R e´ dito nilpotente se existir n ≥ 1 tal que In = 0.
Definic¸a˜o 3.3 : Um ideal L de R e´ dito semiprimo se L 6= R e
aRa ⊆ L, a ∈ R⇒ a ∈ L.
Definic¸a˜o 3.4 : O anel R e´ semiprimo se o ideal (0) e´ semiprimo.
Com essas definic¸o˜es, temos a seguinte
Proposic¸a˜o 3.2 : Sa˜o equivalentes:
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na˜o possui ideais nilpotentes na˜o triviais.
(iii) L e´ intersecc¸a˜o de ideais primos.
Demonstrac¸a˜o: (i) ⇒ (ii) Suponha que
R
L
tenha um ideal nilpotente na˜o trivial
I. Enta˜o, existe n ∈ N∗ tal que In = (0) e In−1 6= (0) (pois I 6= (0)). Tomando




Teorema do Homomorfismo que H =
J
L
, para algum ideal J de R tal que L ⊆ J .
Enta˜o:






a ⊆ H2 = {0}.
Seja r ∈ R. Enta˜o ara = 0 e da´ı aRa ⊆ L. Pore´m, a /∈ L. Isso contradiz a hipo´tese
(i) que assegura que L e´ ideal semi-primo de R. Portanto,
R
L
na˜o tem ideal nilpotente
na˜o trivial.
(ii) ⇒ (i) Seja a ∈ R tal que aRa ⊆ L. Enta˜o, como R2 = R (pois R tem









= (0). Em particular, a = 0 e, da´ı, a ∈ L. Portanto, L e´ ideal
semi-primo de R.
(i) ⇒ (iii) Seja {Pi; i ∈ Γ} o conjunto dos ideais primos de R que conteˆm L.
Como L 6= R, temos, pela Proposic¸a˜o 1.6, que existe um ideal maximal M de R tal
que L ⊆ M . Mas, enta˜o, M e´ primo e, portanto, {Pi; i ∈ Γ} 6= Ø. Seja H = ∩i∈ΓPi.
Claro que L ⊆ H. Agora, suponha que exista a0 ∈ H\L. Enta˜o, pela caracterizac¸a˜o
de ideais primos vista na Proposic¸a˜o 2.2 (iii) temos:
a0 /∈ L e L ideal primo de R⇒ a0Ra0 * L⇒ ∃r1 ∈ R tal que a0r1a0 = a1 /∈ L,
a1 /∈ L e L ideal primo de R⇒ a1Ra1 * L⇒ ∃r2 ∈ R tal que a1r2a1 = a2 /∈ L.
Por induc¸a˜o, constru´ımos uma sequ¨eˆncia S = {a0, a1, a2, . . .} tal que para cada i ∈ N∗
existe ri ∈ R que satisfaz ai = ai−1riai−1 /∈ L.
Seja = = {J ; J e´ ideal de R,L ⊆ J e J ∩ S = Ø} ordenado por inclusa˜o. Note que
62
= 6= Ø pois L ∈ =.
Dada uma cadeia {Jλ}λ∈Ω em = temos que J = ∪λ∈ΩJλ e´ ideal de R, ja´ que {Jλ}λ∈Ω
e´ totalmente ordenado. Claro que L ⊆ J e J ∩ S = Ø. Logo J e´ cota superior em =
para {Jλ}λ∈Ω. Pelo Lema de Zorn, existe um elemento maximal P ∈ =.
Afirmac¸a˜o: P e´ ideal primo de R.
De fato, como P ∈ = sabemos que P e´ ideal de R. Sejam A e B ideais de R tais que
P ⊂ A e P ⊂ B. Claro que L ⊂ A e L ⊂ B. Desde que P e´ maximal em = devemos
ter A,B /∈ =. Enta˜o so´ resta A ∩ S 6= Ø e B ∩ S 6= Ø. Assim existem ai, aj ∈ S tais
que ai ∈ A e aj ∈ B. Sem perda de generalidade, assuma que i ≥ j. Agora, note que
ai+1 = airi+1ai = airi+1ai−1riai−1 = . . . = airi+1ai−1riai−1 . . . ajrj+1aj ∈ AB
Mas ai+1 /∈ P e, enta˜o, AB * P . Portanto, pela Proposic¸a˜o 2.2 (v), vem que P e´
ideal primo.
Obtivemos que a0 /∈ P , P ideal primo que conte´m L. Isso leva a contradic¸a˜o a0 /∈ H,
pois P ∈ {Pi; i ∈ Γ}. Portanto, H ⊆ L, e conclu´ımos que H = L, ou seja, L e´ a
intersecc¸a˜o de todos os ideais primos de R que o conteˆm.
(iii) ⇒ (i) Por hipo´tese, L = ∩i∈ΩPi, {Pi; i ∈ Ω} e´ conjunto de ideais primos de
R. Desde que ideal primo e´ pro´prio, temos que L 6= R. Seja agora a ∈ R tal que
aRa ⊆ L. Enta˜o, para todo i ∈ Ω temos aRa ⊆ Pi. Como Pi e´ ideal primo, segue da
Proposic¸a˜o 2.2 (iii), que a ∈ Pi. Portanto, a ∈ L e L e´ ideal semiprimo de R.

Dessa proposic¸a˜o, temos a seguinte caracterizac¸a˜o para β(R):
Corola´rio 3.1 : O radical primo β(R) e´ o menor ideal semiprimo de R.
Demonstrac¸a˜o: Como todo ideal semiprimo e´ intersecc¸a˜o de ideais primos e β(R) e´
intersecc¸a˜o de todos ideais primos de R, obviamente β(R) e´ o menor ideal semiprimo.

Notac¸a˜o:
 J(R) - indica a intersecc¸a˜o dos ideais primitivos de R.
De forma ana´loga ao que fizemos com β(R), vamos provar que J(R) e´ um radical
de R. Claro que J(R) e´ ideal de R e J(R) esta´ contido em todo ideal primitivo de R.
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Proposic¸a˜o 3.3 : J(R) e´ um radical.















Seja P um ideal primitivo de R. Enta˜o J(R) ⊆ P e
R
P
e´ anel primitivo pela





















. Segue que x = x+ J(R) ∈
P
J(R)
e enta˜o x ∈ P .
Conclu´ımos que x ∈ P , para todo ideal primitivo P de R, isto e´, x ∈ J(R). Logo,







Definic¸a˜o 3.5 : O radical J(R) e´ chamado radical de Jacobson do anel R.
O radical de Jacobson e´ o radical mais importante de um anel. Vejamos algumas
propriedades deste radical.
Proposic¸a˜o 3.4 : O radical de Jacobson J(R) e´ igual a` intersecc¸a˜o dos ideais maxi-
mais a` direita de R.
Demonstrac¸a˜o: Chame D(R) a intersecc¸a˜o dos ideais a` direita maximais do anel
R. Devemos mostrar que J(R) = D(R).
“ ⊆ ”: Seja x ∈ J(R). Enta˜o x esta´ em todo ideal primitivo de R. Se L e´ um ideal
a` direita maximal de R enta˜o (L : R) e´ primitivo por definic¸a˜o. Logo x ∈ (L : R) e
da´ı Rx ⊆ L. Como R tem unidade vem que x ∈ L.
Portanto, x esta´ em todo ideal a` direita maximal de R, isto e´, J(R) ⊆ D(R).
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“ ⊇ ”: Para cada ideal primitivo P de R, por definic¸a˜o, temos associado um ideal
a` direita maximal LP de R tal que (LP : R) = P . Ale´m disso, pela Proposic¸a˜o 2.12
(b) sabemos que P = (LP : R) ⊆ LP . Segue que
p(R) = {P ; P e´ ideal primitivo de R}
⊆ {LP ; LP e´ ideal a` direita maximal associado a` um primitivo}
⊆ {L; L e´ ideal a` direita maximal}.
Tomando intersecc¸o˜es destas famı´lias de ideais, as incluso˜es acima se revertem, e
enta˜o D(R) ⊆ J(R).

Uma te´cnica ideˆntica a que usamos na u´ltima parte da demonstrac¸a˜o acima prova
que J(R) esta´ contido na intersecc¸a˜o dos ideais maximais de R. De fato, vimos no
Cap´ıtulo 2 que
M(R) ⊆ p(R).
Tomando intersecc¸o˜es temos que J(R) ⊆ ∩{P ; P ∈M(R)}.
Observac¸a˜o 3.3 : Quando trabalhamos com ane´is comutativos vale a igualdade
acima, isto e´, define-se J(R) como a intersecc¸a˜o dos ideais maximais de R. Note
que isso e´ uma simples consequ¨eˆncia da Proposic¸a˜o 3.4
Podemos tambe´m caracterizar o radical de Jacobson da seguinte maneira:
Proposic¸a˜o 3.5 : (i) x ∈ J(R) ⇔ 1− xy e´ invers´ıvel a` direita, para todo y ∈ R.
(ii) O radical J(R) e´ o maior ideal de R tal que para cada x ∈ J(R), 1−x e´ invers´ıvel
em R.
Demonstrac¸a˜o: (i)(⇒) Seja x ∈ J(R). Suponha que 1 − xy na˜o seja invers´ıvel a`
direita para algum y ∈ R. Segue que (1 − xy)R 6= R, e enta˜o (1 − xy)R e´ ideal a`
direita e pro´prio de R. De forma ana´loga ao que fizemos na Proposic¸a˜o 1.6, existe um
ideal maximal a` direita M de R tal que (1−xy)R ⊆M . Em particular, 1−xy ∈M .
Como x ∈ J(R) ⊆M temos que xy ∈M que implica 1−xy+xy = 1 ∈M . Absurdo.
Logo, 1− xy e´ invers´ıvel a` direita.
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(⇐) Suponha x /∈ J(R). Enta˜o x /∈ M , para algum ideal maximal a` direita M .
Mas enta˜o:
M  xR +M ⊆ R⇒ xR +M = R⇒ ∃y ∈ R, m ∈M tal que xy +m = 1
⇒ 1− xy ∈M
Logo, 1− xy na˜o e´ invers´ıvel a` direita. Absurdo. Logo, x ∈ J(R).
(ii) Tomemos J ideal tal que para todo y ∈ J, 1 − y e´ invers´ıvel. Seja x ∈ J .
Para todo r ∈ R temos xr ∈ J , ou seja, 1− xr e´ invers´ıvel qualquer que seja r ∈ R.
Portanto, x ∈ J(R). Logo, J ⊆ J(R).

Notac¸o˜es:
 Nil(R) - indica a intersecc¸a˜o dos ideais primos nil semi-simples de R.
 Ng(R) - indica a intersecc¸a˜o dos ideais completamente primos de R.
 s(R) - indica a intersecc¸a˜o dos ideais fortemente primos de R.
 z(R) - indica a intersecc¸a˜o dos ideais primos na˜o singulares de R.
 G(R) - indica a intersecc¸a˜o dos ideais maximais de R.
Como cada um dos conjuntos acima e´ uma intersecc¸a˜o de ideais de R, conclu´ımos
que todos estes conjuntos sa˜o ideais de R. Vamos provar que sa˜o radicais de R.





































. Enta˜o x esta´ em todo




Seja P um ideal primo nil semi-simples de R. Por definic¸a˜o temos Nil(R) ⊆ P ,










Agora vamos mostrar que
P
Nil(R)




































O pro´ximo passo e´ provar que
P
Nil(R)









na˜o possui nil ideais na˜o nulos.
Como P e´ ideal primo nil semi-simples de R vem que
R
P






















Pela escolha de x no in´ıcio da demonstrac¸a˜o, vem que x ∈
P
Nil(R)
. Logo x ∈ P .
Como P e´ um ideal primo nil semi-simples arbitra´rio, conclu´ımos que x ∈ Nil(R).
Portanto x = x+Nil(R) = 0.
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. Vamos ver que este ideal e´ completamente primo.
Sejam r, s ∈
R
Ng(R)
tais que r.s ∈
P
Ng(R)
. Segue que rs ∈ P e, como P e´ ideal










Pela escolha de x, vem que x = x + Ng(R) ∈
P
Ng(R)
. Logo, x ∈ P e, enta˜o,
x ∈ Ng(R). Portanto x = 0.
















. Vamos ver que este ideal e´ fortemente primo.
Como P e´ ideal fortemente primo de R, vem que
R
P













e´ ideal fortemente primo de
R
s(R)
. Pela escolha de x temos que
x = x+ s(R) ∈
P
s(R)
. Enta˜o x ∈ P , e da´ı x ∈ s(R). Logo x = x+ s(R) = 0.

















. Ale´m disso, de forma ana´loga a feita no caso (a), pode-se provar que
P
z(R)




Agora vamos mostrar que
P
z(R)
e´ ideal na˜o singular de
R
z(R)






e´ anel na˜o singular.
Como P e´ ideal primo na˜o singular temos que
R
P
















Segue que x = x+ z(R) ∈
P
z(R)
. Enta˜o x ∈ P , e da´ı x ∈ z(R). Portanto x = 0.
































, enta˜o I e´ ideal de R tal



















x = x+G(R) ∈
M
G(R)
. Segue que x ∈M . Enta˜o x ∈ G(R) e x = 0.

Definic¸a˜o 3.6 : O radical Nil(R) e´ chamado nil radical superior de R.
Definic¸a˜o 3.7 : O radical Ng(R) e´ chamado nil radical generalizado de R.
Definic¸a˜o 3.8 : O radical s(R) e´ chamado radical fortemente primo de R.
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Definic¸a˜o 3.9 : O radical z(R) e´ chamado radical singular de R.
Definic¸a˜o 3.10 : O radical G(R) e´ chamado radical de Brown-McCoy de R.
As relac¸o˜es de inclusa˜o entre classes de ideais primos:
C(R) ⊆ S(R) ⊆ Z(R) ⊆ P (R)
⊆ ⊆
M(R) ⊆ p(R) ⊆ N (R)
levam a`s seguintes relac¸o˜es de inclusa˜o entre os radicais
β(R) ⊆ z(R) ⊆ s(R) ⊆ Ng(R)
⊆ ⊆
Nil(R) ⊆ J(R) ⊆ G(R)
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