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ABSTRACT 
A matrix whose entries are +, -, and 0 is called a sign pattern matrix. We first 
characterize sign patterns A such that A2 < 0. Further, we determine the maximum 
number of negative entries that can occur in A2 whenever A2 < 0, and then we 
characterize the sign patterns that achieve this maximum number. Next we find the 
maximum number of negative entries that can occur in the square of any sign pattern 
matrix, and provide a class of sign patterns that achieve this maximum. We also 
determine the maximum number of negative entries in the square of any real matrix. 
Finally, we discuss the spectral properties of the sign patterns whose squares contain 
the maximum number of negative entries in the special case when A” G 0, and in the 
general case that includes any sign pattern. 0 Elsevier Science Inc., 1997 
0. INTRODUCTION 
A sign pattern matrix is a matrix whose entries are in the set { +, - , 0). 
Associated with each n by n sign pattern matrix A = (aij) is a class of real 
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matrices, called the sign pattern class of A, defined by 
Q(A) = {B E M,(R) I signbij = aij forall i andj}. 
If only the signs of the entries of a real matrix B are known, then the sign 
pattern of B2 is not necessarily predictable, but it is not generally arbitrary. If 
B E Q(A), then some of the entries in A2 may be unambiguously signed, 
and several ambiguously signed entries may be correlated. In [3], the A2 
problem is identified as a model problem in qualitative matrix analysis 
because the solutions to many qualitative problems depend upon knowing 
A2, or knowing the sign pattern of the product of two different sign pattern 
matrices. For instance, to determine if there is a matrix B E Q(A) with 
B-’ E Q(A), one needs to consider if A2 is compatible with the identity 
sign pattern matrix; see [4]. The A2 problem is multifaceted, and only a small 
portion of it was addressed in [3]. Specifically, the authors considered 
entrywise nonzero patterns, and characterized the possible graphs of the 
unambiguously signed entries in A 2. The goal of this paper is to consider the 
negative entries in the square of an arbitrary sign pattern matrix. 
In [l], the authors show that the square of a real matrix cannot consist 
entirely of negative entries. Section 1 of this paper deals with sign patterns 
whose square is nonpositive. It turns out that these matrices are nicely 
structured, and have some interesting spectral properties. Not only are these 
matrices characterized along with some identification theorems, but the 
maximum number of negative entries that occurs in the square of such 
patterns is also found. 
In qualitative analysis, a sum containing a positive and a negative term is 
said to be qualitatively ambiguous because the sign of the sum is determined 
by quantitative information, that is, it is determined by the magnitudes of the 
terms in the sum. We denote a qualitatively ambiguous sum by the symbol #. 
A sign pattern matrix all of whose entries are in the set { + , - , 0, #} is called 
a generalized sign pattern. In Section 2, we consider patterns A whose 
square is a generalized sign pattern matrix that contains at least one negative 
entry. We then find the maximum number of negative entries that may occur 
in a generalized square pattern, and we identify a class of patterns whose 
square is maximally negative. Finally, in Section 3, we examine the spectral 
properties of the patterns discussed in Sections 1 and 2. 
Let Q,,((+, -,O)) = Q,, d enote the set of all n by n sign pattern 
matrices. Similarly, Q”({ - , 0)) and Q”({ + , 01) denote the sets of all nonposi- 
tive and nonnegative n by n sign pattern matrices, respectively. More 
generally, Qm x ,, denotes the set of m by n sign pattern matrices. If A is 
entrywise nonpositive (respectively, nonnegative), we write A < 0 (respec- 
tively, A 2 0). Similarly, A < 0 (A > 0) is used to represent entrywise 
negative (entrywise positive) patterns. For simplicity of notation, we let 
N = (1,2,. . . , n}. 
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To obtain our results, we need some graph theoretic concepts. If A = 
(a,) E (In, we let D(A) be the directed graph (digraph) on n vertices, such 
that (i, j) is an arc in D(A) if and only if ail # 0. A digraph is said to be 
bipartite if there are partite sets of vertices V and V’ such that every arc in 
the digraph is an arc from a vertex in V to a vertex in V’, or from a vertex in 
V’ to a vertex in V. If D( A) is a bipartite digraph, then A is said to be a 
bipartite matrix, A path of length k in D(A), called a k-path, is a sequence 
of k arcs (ii, i,), (is, i,), . . .,(i,., ik+l), corresponding to a path in A 
consisting of the product of entries aili2aipi3 *** aikik+,. If aij = + (->, then 
we say the arc (i, j) is positive, (negative), and we denote this by i : j 
(i 5 j). A path in A is said to be positive (negative) if the number of 
negative entries in it is even (odd). If i,, 1 = i,, and the indices i 1, i 2, . . . , i, 
are all distinct, then the above path in D(A) is called a k-cycle, or a cycle of 
length k. A k-cycle which corresponds to the simple cycle product in A is 
called a simple k-cycle and denoted by 7 = aili aizi3 *** u,,~,. Finally, if k is 
odd (even), we say the k-path, or k-cycle, is odd (even). 
To determine the spectral properties of the real matrices in the sign 
pattern class of A E Q,,, we need the notion of a composite cycle, If yi is a 
simple k,-cycle, then y = y1 **- y, is called a composite cycle of length 
Z(r) = CL, k, w h enever the index sets of the yi’s are mutually disjoint. If y 
is a simple k-cycle, then sgn y is negative if k is even, and positive if k is 
odd. Further, if y = y1 *** y,,, , then sgn y = l-IT! 1 sgn yi. It is well known 
that if y is an n-cycle (simple or composite), then (sgn y)y is a term in 
det A; see [7]. 
Suppose P is a property a real matrix may or may not have. Then 
A E Q,, is said to require P if every B E Q(A) has property P, and A is said 
to allow P if there is some B E Q(A) that has property P. In this paper, the 
spectral properties discussed are P, =“a pure imaginary eigenvalue pair,” 
P, = “a nonreal eigenvalue pair,” and P, =“k eigenvalues equal to zero.” 
If A E Q,, is a pattern such that A2 < 0 and A2 contains the maximum 
number of negative entries, then A is said to be a square maximally 
nonpositiue pattern. Similarly, if A2 & 0 and A2 contains the maximum 
number of negative entries, then A is said to be a square maximally negative 
pattern. Finally, if i is pbtained from A by setting k (0 < k < n2) entries_ in 
A equal to zero, then A is said to be a subpattern of A. If k > 0, then A is 
called a proper subpattem of A. 
1. PATTERNS WITH NONPOSITIVE SQUARES 
We begin this section with a generic characterization of sign patterns 
whose squares contain only nonpositive entries. Of course, this implies that 
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the squared pattern does not contain any qualitatively ambiguous entries. 
Patterns whose squares contain ambiguous or positive entries are considered 
in the next section. 
LEMMA 1.1. Let A E Q,,. Then A2 < 0 if and only if eve y 2-path in 
D(A) is negative. 
Proof. Let A = ( aij) E Q,,. Then 
(A’)ij = kgI aikakj = -(orO) 
if and only if each term aikakj = - (or 0) for all k = 1,. . . , n, and for any 
indices i and j in N. In other words, A2 < 0 if and only if each 2-path in 
D(A) is negative. ??
COROLLARY 1.2. lf A E Q,, and A” < 0, then A has no odd cycles. 
Proof. From Lemma 1.1, we know that A2 Q 0 implies that all 2-paths 
in D(A) are negative. If a,, # 0, then aiiaii would be a positive 2path in 
D(A). Hence A has no cycles of length 1. Now suppose y = aili2uizi, a** airi, 
# 0 is an odd cycle in A. Repla$ng A with -A, if necessary, we may 
assume that aili, = +. Then i, + i, + i, is a negative e-path only if 
‘i,i, = -. Similarly, i, G i, + i, is a negative 2-path only if uisi, = +. 
Continuing in this way, we see that the terms in y alternate in sign, that is, 
7 = ai,i,ai,i,ui i *** uii_p,ik_,ait_, i,,Uiki, = (+X-X+X->‘*‘(+X-X+1. 
However, then :,” 5 i, $ i, is a positive 2-path in D(A), a contradiction. 
Thus A has no odd cycle. a 
We next show that if A E Qn is irreducible and A2 < 0, then D(A) is 
bipartite. 
THEOREM 1.3. Let A be an irreducible n by n (n > 2) sign pattern such 
that A2 Q 0. Then D(A) is bipartite and A is permutation similar to a block 
matrix of the form 
where B > 0, C Q 0, and the diagonal blocks are square. 
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Proof Since n > 2 and A is irreducible, D(A) is strongly connected. It 
is well known that a strongly connected digraph with no odd cycles is 
bipartite. Let V, and V, be the bipartite sets of D(A). Without loss of 
generality, assume that there is a positive arc (x, y) in D(A) for some 
x E V, and y E Vs. We claim that all arcs from V, to V, must be positive. 
For contradiction, assume there is a u E V, and a u E V, such that (u, v) is 
a negative arc in D(A). Further, let 
be any path from u to x. As in the proof of Corollary 1.2, A2 < 0 implies that 
we must have the alternating sign pattern shown above. However, 
+ + 
Yk-+x”!/ is a positive 2-path in D( A), contradicting the assumption that 
A2 < 0. Hence the claim is true. Similarly, it can be shown that all arcs from 
V, to V, are negative. Let P be a permutation matrix that permutes the 
columns with indices in V, into the first IV,1 positions. Then 
PTAP = ; ; , 
( 1 
where B E Q~v,x,v~,~ C E Q,v2,x,vl,> B > 0, and C < 0, as was to be shown. 
4 
We now turn our attention to finding the maximum number of negative 
entries in A2, whenever A E Q,, such that A2 < 0. First, however, note that 
if 
where B E Q kx(“-k)({+,O}) and C E Q+kjxk+,O))> then 
where BC E Qk({ - , 0)) and CB E Q,, _k({ - , 0)). Throughout the remainder 
of this paper, let N_(A2) denote the number of negative entries in A2. 
THEOREM 1.4. LA A E Q,, (n > 2) Ee an irreducible sign pattern such 
that A2 < 0. Then N_( A2) Q (n - 1j2 + 1, with equahty if and only if A is 
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permutation similar to 
0 + *-* + 
- 0 . . . 0 
. . . . . 
- ;, ..: ;, I- 
Proof. From the comment immediately preceeding Theorem 1.4, it 
follows that 
N_(A’) < k2 + (n - k)’ d 1 + (n - l)‘, 
since k2 + (n - k)2 achieves its maximum on the interval [l, n - l] at the 
endpoints. Now assume 
where B E Q 1x(,-1${+)) ad C E Qcn_l,xl({-l). Then 
A2= (“0” cog). 
where BC E Q,({ -}>, CB E Qn_ ,({ -I), and it follows that A2 has 1 + 
(n - 1)’ negative entries. 
Conversely, assume that A2 has 1 + (n - 1j2 negative entries. Since we 
may assume 
A2= (“,” COB), 
where BC E Qk({ - , 01) and CB E Qcn _kj({ - , O)), the number of negative 
entries in A2 is less than or equal to k2 + (n - kj2, and we conclude that 
1 + (n - 1j2 Q k2 + (n - kj2 < 1 + (n - 1)‘. Thus k = 1 or k = n - 1 
from the above. It then follows from Theorem 1.3 that A is permutation 
similar to the desired form. ??
A natural question now arises, namely, what is the maximum number of 
negative entries in the square of a reducible &pattern A E Q,, wheneve: 
A2 < O? To answer this question, recall that if A E Qn is reducible, then A 
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is permutation similar to a matrix of the form 
0 A, *** AZk 
A=... . 
;, .,: 0’ A;, 
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(1) 
where each Aii E Qni is irreducible, and C:= I n, = n. Since permutation 
similarity preserves the number of negative entries in A’, we may assume, 
without loss of generality, that A has the form given in (1). From Lemma 1.1, 
we know that A2 Q 0 if and only if all 2-paths in D( A) are negative. Further, 
from Corollary 1.2, we know that A has no odd cycles. Since the only cycles 
in a reducible matrix are the cycles in the irreducible components, that is, the 
nonzero irreducible square diagonal blocks Aii, we conclude that A2 Q 0 
implies that each nonzero Aii is bipartite. Clearly, if n, = 1, then Aii = 0. 
From Theorem 1.4, we know the maximal number of negative entries in Afj 
is less than or equal to 1 + (ni - 1)2. In the next lemma, we consider the 
special case when A has two irreducible components. For n = 2, it is easily 
seen that if A is reducible and A2 < 0, then A2 = 0. 
LEMMA 1.5. Suppose n 2 3. Zf 
such that A2 < 0, where A,, and A,, are irreducible, then N_( A’> < n2 - 
3n + 4, with equality if and only if A or AT is permutation similar to 
i 
0 + *** + + 
- 0 . . . 0 - 
+: : *. : : 
- f, ..: ;, : 
\ 0 0 -** 0 0 
(2) 
where some (but not all) negative entries in the last column can be replaced 
with zeros. 
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Proof. Suppose A,, is a k by k irreducible sign pattern, and Asz is an 
irreducible n - k by n - k sign pattern. Since 
we know that iV_((A,,)2> Q 1 + (k - 1j2 and N_((A2,j2) ,< 1 + (n - 
k - 1)2. Because there are k(n - k) elements in (A2)i2 that may or may not 
be negative, it follows that 
N_(A2) G 1 + (k - 1)” + 1 + (n -k - 1)2 + k(n -k) 
= n2 + 2k2 - 2nk - 2n + 4 + kn - k2 
= n2 + k” - kn - 27~ + 4 
=(n2-33n+4) + [n-k(n-k)]. 
If k = 1 or k = n - 1, we have N_(A2> G [l + (n - 2j2] + n - 1 = n2 - 
3n + 4. It is readily verified that equality in the above inequality is achieved 
by the sign patterns displayed in (2). If n = 4 and 1 < k < n - 1, then 
k = 2 and, up to permutation similarity, 
Thus 
'0 
A= ; 
,O 
(- 0 
A2= ; ; 
\o 0 
+ n b’ 
0 c d 
0 0 +’ 
0 - 0, 
c-b a+d 
-a -d c-b 
- 0 
0 - 
has at most seven negative entries, and 7 < n2 - 3n + 4 = 8. Now assume 
that n > 5 and 1 < k < n - 1, then n - k(n - k) < n - 2(n - 2) < 0 
and hence 
N_( A2) < (n” - 3n + 4) + [n - k(n - k)] < n2 - 3n + 4. 
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Thus we have shown that N_(A2) < n2 - 3n + 4 for all possjble cases. 
Furthermore, to achieve N_( A2) = n2 - 3n + 4, we must have k = 1 or 
k = n - 1. By considering AT instead of A if necessary, we may assume that 
k = n - 1. Applying Theorem 1.4 to A,,, and using the fact that A2 < 0, we 
see that A (or AT) is permutation similar to 
‘0 + 0.. + +’ 
- 0 . . . 0 - 
+: : *. : :, 
- 0 ..: 0 _I 
\o 0 -** 0 0 
where some (but not all> negative entries in the last column can be replaced 
with zeros. ??
We now use an inductive argument to show that N_( A2) < (n - 1j2 + 1 
for any A E Qn such that A2 Q 0. 
THEOREM 1.6. Let A E Q, such that A” < 0. Then N_(A2> f (n - 
o2 + 1. 
Proof. We use induction on the number of irreducible components, k. 
The result is true for k = 1 by Theorem 1.4. Now assume the truth of the 
result for k < m. Suppose A E Q, such that A2 < 0, and A has m + 1 
irreducible components, that is, 
All 42 *** Al, : 4,,+1 
0 *. 
. . 
* . 
A=: -. *. :; : ill = 42 
0 . . . 0’ A,,: A,,+1 i 
0 A m+1,m+1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 . . . 0 0 :A m+l,m+l 
where 4, E Qn,> Am+l,m+l is an irreducible n,-by-n, matrix, and n, + 
n 2 = n. Then 
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where (A2112 E QnlXn2. Since the result can be easily verified for n Q 2, we 
may assume that n > 3. It follows that 
N_(A’) = N_((d,l)2) + N-((A2),,) + N-((A,+~,,+I?) 
< [(nl - 1y + l] + n1n2 + [(n2 - 1)” + 11 
= (?I1 + n2y - 2(n, + 72s) - n,n, + 4 
= (n” - 2n + 2) - (n1n2 - 2) 
< (n - 1)” + 1. 0 
In view of Theorem 1.6, we see that the proof of Lemma 1.5 is valid even 
if A,, is reducible. Thus N_( A2) < n2 - 3n + 4 whenever A2 < 0 and A 
has two or more irreducible components. It follows that if A2 < 0 and 
N_( A2) > n2 - 3n + 4, then A is irreducible, and Theorem 1.4 applies. 
Since (n - 1)2 + 1 > n2 - 3n + 4 for n > 2, it can be seen that for n > 2 
equality holds in Theorem 1.6 if and only if A is irreducible and has the 
structure given in Theorem 1.4. ??
2. MATRICES WITH NEGATIVE ENTRIES IN THEIR SQUARES 
In this section, we consider sign patterns A E Q,, such that A2 contains 
negative entries, as well as +, 0, and # entries. To this end, we give a 
necessary and sufficient condition in Lemma 2.1 for A2 to contain at least 
one negative entry. Since the proof of this lemma is obvious, we omit it. 
LEMMA 2.1. Zf A E Q”, then A2 contains a negative entry if and only if 
there exists a pair of vertices i andj in N such that there is at least one 2-path 
from i to j, and all 2-paths in D(A) from i to j are negative. 
In the next theorem and its corollaries, we use real matrices to show that 
there is no n-by-n sign pattern A such that A2 < 0, for all n > 2. That is, we 
show that N_(A2> < n2. To avoid triviality, we assume that n > 2. 
THEOREM 2.2. For any n > 2, let B E M,,(R) such that B2 < 0. Then 
B2 is reducible. 
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Proof. Suppose B2 < 0, and, for contradiction, assume B2 is irre- 
ducible. If we let C = -B2, then C is a nonnegative irreducible matrix. 
Consequently, by the Perron-Frobenius theorem, the spectral radius p(C) is 
a simple eigenvalue of C, that is, p(C) has algebraic multiplicity equal to one. 
Therefore -p(C) is a simple eigenvalue of B2, and it follows that B must 
have an eigenvalue A such that h2 = - p(C). Clearly, A is a pure imaginary 
eigenvalue, and since Z3 is a real matrix, its nonreal eigenvalues occur in 
conjugate pairs. Consequently, the eigenvalue -p(C) of B2 has algebraic 
multiplicity > 2, contradicting the fact that it is a simple eigenvalue. ??
It is well known that if n > 2 and B E M, is reducible (see, for example, 
[8]), then B contains at least n - 1 zero entries. 
The following corollaries are immediate consequences of the preceeding 
observation and Theorem 2.2. 
COROLLARY 2.3. There is no matrix B E M,(R) such that B2 < 0. 
COROLLARY 2.4. N_(A2) < n2 for any A E Q,,. 
Unlike sign patterns, a real matrix B can be entrywise nonzero and satisfy 
B2 < 0. 
EXAMPLE 2.5. Let 
Then 
In our terminology, Example 2.5 says that the sign pattern determined by 
B allows a real matrix whose square is nonpositive. 
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Corollary 2.3 appeared in [I], where the authors made the following 
conjectures: 
(a) If a real matrix B of order ?z 2 2 satisfies B2 Q 0, then B2 is 
permutation similar to a matrix of the form 
Y 0 11 ( I 0 y22 ’ 
where the diagonal blocks are square and nonvacuous. 
(b) If B is a real matrix of order 71 such that B2 < 0, then N_ (B’) Q 
(n - 1Y + 1. 
It is not difficult to see that (a) implies (b), just as in the proof of 
Theorem 1.5. However, we found that (a) is false, as can be seen from the 
counterexample below: 
Nevertheless, despite our effort, (b) remains to be an interesting open 
problem. 
Corollary 2.4 says that N_( A’) # n2. We now prove that N-CA’) Z 
n’ - 1. 
THEOREM 2.6. Let A E Q,,, n z 2. Then N_(A2) f n2 - 1. 
Proof For n = 2, it can be directly verified that N_(A2) = 0, 1, or 2; 
hence N_( A2) # n2 - 1. Now assume n > 3. For contradiction, assume 
N_(A2) = n2 - 1 for some A E Qn, 
not negative. If (A2)ij = # 
Let ( A2)ij be the entry in A2 that is 
or 0, then there exists a B E Q(A) such that 
B2 Q 0. From Theorem 2.2, B2 < 0 implies that B2 is reducible, which 
contradicts the fact that B2 E Q( A2> has n2 - 1 negative entries. Conse- 
quently ( A2)ij = +. 
Case (i). First assume ( A2)ij = + and i # j. Without loss of generality, 
assume ( A2)12 = + . Then there exists an integer k E N such that ulkak2 = 
+, and therefore aik = ak2 = X, where x = + or -. Since all the diagonal 
entries in A2 are negative, we must have the diagonal entries in A equal to 
zero, and it follows that k z 1 or 2. Since ( A2),, = - , there exists an integer 
m E N such that u2muml = -. Hence, u2m = --a,i = y. Using the imme- 
diately preceeding argument, we conclude that m f: 1 or 2. If x = y, then 
(A2>,, # -, and if x = -y, then ( A2),, # -. In either case, we get a 
contradiction. 
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Case (ii). Assume ( A2)ii = +, that is, assume i = j. Without loss of 
generality, suppose ( A2),, = + , and assume ail = - . Then ( A2) = - for 
all j # 1 implies that all nonzero entries in row one of A must di positive, 
except a,,. Similarly, ( A2ji, = - im pl ies that all nonzero entries in column 
one must be positive, except a,,. Since A2 and hence A is irreducible, the 
first row of A must contain a nonzero entry, say, aij = +, for some 
j # 1 E N. Similarly, there exists an i # 1 E N such that a,, = +. However, 
then we have u,~u,~ = +, which is a term in ( A2>,, and it follows that 
( A2)ij # - , which is a contradiction. Similarly, a,, = + leads to a contradic- 
tion. Thus, we must have a,, = 0. Therefore, (A2),, = + implies that there 
exists a k # 1 E N, where uik = uki = x, with x = + or -. However, it 
then follows that (A2jkk contains the term uklalk = +, which implies that 
( A2),, # - . This, again, is a contradiction, and we conclude that this case is 
impossible, and the proof of the theorem is now complete. ??
We next show, by specific construction, that n2 - 2 is the maximum 
number of negative entries that can occur in A2 for A E Qn. 
THEOREM 2.7. For each n >, 2, there exists a sign pattern matrix 
A E Q, such that A2 has exactly n2 - 2 negative entries. 
Proof. The result is clear for n = 2. For n > 3, let 
A= 
Then 
. . . 
. . . 
and N_(A2> = n2 - 2. ??
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We now consider the maximum number of negative entries in the square 
of a real matrix. 
THEOREM 2.8. The maximum number of negative entries in B2 for n by 
n real matrices B is n2 - 1. 
Proof. Since no real matrix can satisfy B” < 0 (by Corollary 2.3), we see 
that N_( B2> < n2 - 1. Thus it suffices to construct an n by n real matrix B 
such that N_(B2> = n2 - 1. This is trivial for n = 1. For k = 2, if 
then B2 has n2 - 1 = 3 negative entries. Now assume n > 3, and let 
Then 
B2 = 
B= 
-(2n - 
-1 
-1 
x 
2) 
0 1 .‘* 
-1 () . . . 
_; 0 . . . 
-1 -1 . . . - 
1 n 
0 1 
0 ; 
n-l 
1 -- 
n 
-n a*. -n 
-2 . . . -2 
-2 ,.. -2 
1 1 
-_ . . . -- 
n n 
-in:’ ) 
n-1 
-(n+ .:,i 
-[(2n-2) - ;+)2] 
where x = (n - 2) + (n - 1)/n > 0 and all other entries are negative. W 
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Further, we observe that the pattern displayed in Theorem 1.4, namely, 
the pattern whose square is maximally nonpositive, can be obtained from A 
in the proof of Theorem 2.7 in a natural way. This can be seen by noting that 
A” is entrywise negative except for (A2)i, = ( A2),, = + . Therefore, if we 
impose the restriction that A2 < 0, then we want to set (A2)i, = (A*),, = 0. 
One way to satisfy this is to redefine A by choosing ( Ajkn = 0 and ( Ajnk = 0 
for all k = 2,. . . , n - 1, which leads to the pattern in Theorem 1.4. 
Finally, we determine the maximum number of negative entries in the 
square of a (+ , -) pattern of order n > 2. Let ni = [n/21, and let 
where A, E Q,,, A, > 0, A, < 0, A, < 0, A, > 0. It can be readily shown 
that N_( A*) = l?z”/Z]. The foll owing theorem shows that this number is 
maximal. 
THEOREM 2.9. Let A E Q,(I+, -1). Then N-CA*> < Ln*/2]. 
Prooof. The result is trivial for n = 1. Now assume n > 2. For contradic- 
tion, suppose there is an A E Q,({ +, -1) such that N_( A2> > ln2/21. 
Then some row of A2 has more than n/2 negative entries. Performing 
permutation similarities on A if necessary, we may assume that the first row 
of A2 contains t > n/2 negative entries, which appear at the rightmost 
positions. Replacing A with -A if necessary, we may assume that the (1, 1) 
entry of A is positive. It then follows that A has the form 
+ x - - . . . - \ 
y 2 _xr _xr . . . _xr 
A= * * + -t . . . + > 
. . . . . . 
* * i g . . . ; , 
where the last t columns are equal to the negative of the transpose of the first 
row. Let s be the number of rows equal to the first row. Clearly s Q n - t < t. 
Without loss of generality, assume the first s rows are equal. Then the first s 
rows of A2 contain st negative entries while the other rows will contain at 
most (n - s)(n - t) negative entries. Therefore, N_( A*> < st + (n - s) 
(n - t> = (2t - n)s + dn - t) < (2t - nXn - t> + n(n - t> = 2tCn - t) 
G n2/2, where the last inequality follows from the basic inequality for the 
algebraic-geometric means. This contradicts the assumption that N_( A2> > 
n*/2. ??
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3. SOME SPECTRAL PROPERTIES 
As mentioned in the introduction, the patterns whose squares are nonpos- 
itive are nicely structured. If A E Q, such that A2 < 0, then every real 
matrix B E Q(A) has some interesting spectral properties that are related to 
the fact that -A2 > 0. Since the spectral properties of reducible matrices are 
completely determined by their irreducible components, we only consider 
irreducible matrices in the next theorem. Using standard notation, we denote 
the spectral radius of B by p(B). 
THEOREM 3.1. Let A E Q,, be an irreducible sign pattern such that 
A2 < 0. Then 
(i> A requires a pure imaginary conjugate eigenvalue pair of maximum 
modulus for all n >, 2, and 
(ii) if n is odd, then eve y B E Q( A) is singular. 
Proof. (i): A2 < 0 implies that -A2 > 0. Since n > 2 and A E Qn is 
irreducible, we see that A2 # 0. Then for every B E Q(A) we have - B2 > 0 
and, by the Perron-Frobenius theorem, p = o( - B2) > 0 is an eigenvalue of 
- B 2. Consequently, -p is an eigenvalue of B2, and it follows that + ifi is 
a pure imaginary eigenvalue pair of B E Q(A). 
(ii): Assume n is odd. Then (sgn y)y is a term in det A whenever y is a 
cycle of length n (either simple or composite). From Corollary 1.2, we know 
A has no odd cycles. Thus A has no simple cycles of length n. Further, if 
Yl *** yk is a composite cycle, then C:= 1 l(ri) = n is odd only if at least one 
l(yJ is odd. Consequently, A has no composite cycles of length n, and it 
follows that det A = 0 (meaning identically zero). Finally, det A = 0 implies 
that det B = 0 for every B E Q< A). ??
PROPOSITION 3.2. Let A E Q,, (n > 2) such that A’ Q 0 and N_ ( A’) 
= (n - 1)2 + 1. Then A requires n - 2 eigenvalues equal to zero, and a 
pure imagina y eigenvalue pair of maximum modulus. 
Proof. From Theorem 1.4 and the comment after Theorem 1.6, 
N_( A2) = (n - 1)2 + 1 if and only if A or -A is permutation similar to 
/o + **a +’ 
- 0 . . . 0 
. . . . . . . 
- 0 ..: 0 / 
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Then every B E Q(A) is of rank 2 and is diagonally similar to a skew- 
symmetric matrix. Thus B has one pure imaginary eigenvalue pair and n - 2 
eigenvalues equal to zero. ??
Since a pattern whose square is maximally nonpositive is a subpattem of a 
permutation similarity of a pattern whose square contains the maximum 
number of negative entries, we might suspect that the spectra of the real 
matrices associated with these patterns are related. The similarities of the 
spectra is illustrated in our last theorem, which characterizes the spectral 
properties of the square maximally negative (nonpositive) patterns. 
THEOREM 3.3. Let A E Q,,, n > 2. 
(i) If A is the square maximally negative pattern given in the proof of 
Theorem 2.7, than A requires a nonreal eigenvalue pair and n - 4 eigenval- 
ues equal to zero. 
(ii) lf A is square maximally nanpositive, then A requires a pure imagi- 
nay eigenvalue pair, and n - 2 eigenvalues equal to zero. 
Proof. (ii) was proved in Proposition 3.2. 
(i): A contains a submatrix of O’s whose size is n - 2 by n - 2. From [6], 
we know that if A contains a p by q submatrix of O’s with p + q = n + k, 
then A requires k eigenvalues equal to zero. Here k = n - 4, and, there- 
fore, if B E Q< A), then the characteristic polynomial of B is given by 
P,(x) = x~-~[x~ - E1(B)x3 + E,(B)? - E3(B)x + E4(B)], 
where E,(B) is the sum of all cycles in B of length k properly signed, that is, 
E,(B) = Cl(yj&gn r)r, h w ere the sum is taken over all cycles y of length 
k; see [7]. However, since A has no l-cycles, that is, A has no nonzero 
diagonal entries, it follows that B E Q(A) has no l-cycles and E,(B) = 0. 
Consequently, A (or B) has no composite 2-cycles, and thus all 2-cycles are 
simple. Since A is skew symmetric, all simple 2-cycles are negative, and 
because the sign of an even cycle is negative, we have E,(B) > 0. Similarly, 
all 3-cycles are simple. Note that B has both positive and negative 3-cycles. 
For example, b1sb2,,bnl is negative while bn2b2rbln is positive. Thus E,(B) 
can be any real number, depending upon the magnitudes of the entries in B. 
Finally, E,(B) contains both simple and composite 4-cycles that are not 
uniformly signed. As a result, we look at the portion of the characteristic 
polynomial that could give nonzero eigenvalues, and consider several cases to 
establish that A requires a nonreal eigenvalue pair. To date, we know that 
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where E,(B) > 0, while E3( B) and E,(B) are arbitrary. First assume that 
EJ B) > 0. 
Case I. Let E,(B) > 0. Then Z’,(x) h as our nonzero roots. Further, for f 
x > 0, the variation in sign of the coefficients in Pa(x) is V+(x) = 2, and the 
variation of sign for x < 0 is V_(x) = 0. By Descartes’s rule of signs, B has 
at most two nonzero real eigenvalues. Hence Z’,(x) has a nonreal eigenvalue 
pair. 
Case ZZ. Let E4( B) < 0. Then for x > 0, V+(x) = 1, and for x < 0, 
V_(x) d 1. Again, by Descartes’s rule of signs, B has at most two nonzero 
real eigenvalues. Hence Z’,(x) has a nonreal eigenvalue pair. Similarly, if 
E3( B) < 0, we can also show that A requires a nonreal eigenvalue pair, 
which concludes the proof of(i). ??
From Theorem 3.3, we see that sign patterns whose squares are maxi- 
mally negative (nonpositive) require a nonreal eigenvalue pair. In addition, 
the maximally nonpositive squared patterns require exactly one pure imagi- 
nary eigenvalue pair. The question of which sign patterns require exactly k 
(1 < k < n/2> nonreal eigenvalue pairs was first raised in [2]. A question for 
future research is to determine if the square maximally nonpositive patterns 
are the only patterns requiring exactly one pure imaginary eigenvalue pair. 
Further, these patterns are a special class of the (eigenvalue) consistent 
patterns discussed in [5]. They are consistent in the sense that the number of 
real eigenvalues is fNed for all B E Q(A). 
We conclude this paper with the observation that the square maximally 
negative (nonpositive) patterns require a degree of sparsity. In particular, the 
square maximally negative and square maximally nonpositive patterns contain 
blocks of O’s of size n - 2 by n - 2 and rr - 1 by n - 1, respectively. An 
interesting open question is to determine how the size of the O-blocks in 
A E Q,, affects the number of negative entries in A2. 
The authors would like to thank the referee for many helpful suggestions. 
Thanks also to Dr. Guantao Chen for discussions leading to the proof of 
Theorem 2.9. 
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