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In this paper, we will study the h-circulants which satisfy the matrix equation 
A” = AJ of n x n matrices. We will determine all the (0, 1) h-circulant solutions for 
0 < h < n so that h” = 0 (mod n). 
1. INTRODUCTION 
In this paper, all matrices are of size IZ X n over integers, unless otherwise 
stated. We use J to denote the matrix with all entries equal to 1. The matrix 
equation 
A”=W (1) 
has been studied by Knuth [l], Ryser [6], and Lam [2-51. Lam studied h- 
circulants which satisfy Eq. (1) for m = 2 in [2, 31 and m 2 2 in [5]. Here A 
is an h-circulant if A is of the form [ujeih], where j - ih are computed 
module n. For convenience, here and in this paper, we let the indices run 
from 0 to y1- 1. As in [5], we define the Hall polynomial B(x) of an h- 
circulant A by 
n-1 
B(x) = 1 a,x’ 
i=O 
where (a,,..., a,-, ) is the first row vector of A. For our purpose, we only 
quote the following result from [5]. 
THEOREM 1.1. A necessary and sufJicient condition for an h-circulant A 
to satisfy Eq. (1) is that its Hall polynomial 19(x) satisJies 
m-1 
,G 0(x”) = 17’(x) (mod x” - l), (3) 
where T(x) = C::,’ xi. 
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For the rest of this paper, let h be a fixed integer, positive or negative. Let 
a = (h, n) be the greatest common divisor of h and n, and let u = n/a. Let 
H(x)= l$x”+X2Q+ +y(“-1). (4) 
Clearly, in order for Eq. (1) to have an integral h-circulant solution, Iln is an 
mth power. Let k = B(1). The following result is the starting point of this 
research. 
THEOREM 1.2. Suppose that h” = 0 (mod n). Let A be an h-circulant 
and e(x) be its Hall polynomial. Then A satisfies Eq. (1) if and only if 
e(X) H(x) = i T(x) (mod X” - 1). (5) 
Since A is an integral matrix, (5) implies that k zz 0 (moda). The main 
purpose of this paper is to determine all the (0, 1) hcirculants which satisfy 
Eq. (1)for h” z 0 (mod n). 
THEOREM 1.3. Suppose that h” = 0 (mod n) and k = 0 (mod a). Let A 
be a (0, 1) h-circulant and 8(x) be its Hall polynomial. Then A satis$es 
Eq. (1) if and only if 
ecx) = X~~a + Xs~a+ 1 + . . + Xsk-~n+k-i 
(6) 
for some sO, s, ,..., Sk-, so that @,,a ,..., sk- ,a + k - 1 } are distinct module n. 
This paper is organized as follows. In Section 2, we will prove some 
preliminaries which are needed for the proof of Theorem 1.3. Theorems 1.2 
and 1.3 are proved in Section 3 and 4, respectively. In Section 5, we will 
prove two other results. 
We refer to 12-51 for related results on matrix equation A” = dI+ W. We 
remark that Theorem 1.1 has been extended to a-group matrices for a general 
finite group G and an endomorphism cz of G. This and other related results 
will appear in a fortcoming paper [7]. 
2. PRELIMINARIES 
In this section, we will study the set X of functions which satisfy Eq. (5). 
PROPOSITION 2.1. Suppose that f (x) E 3. Then 
(i) x’f (x) E 2 for any integer t; 
(ii) f (x”) E AT for (s, n) = 1; 
(iii) g(x) E A? ifs(x) = f(x) (mod x” - 1) 
582af29/2-2 
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ProoJ (i) This follows from the observation that 
xfT(x) = T(x) (mod x” - 1). 
(ii) This follows from the observation that since (s, n) = l? 
T(xS) = T(x) ,(modx” - 1) 
and 
H(xS) = H(x) (mod xn - 1). 
(iii) This follows from the observation that 
xQH(x) = H(x) (mod x“ - 1). 
PROPOSITION 2.2. If k s 0 (mod a), then Cf;t xi E SF. 
ProoJ Note that 
a-1 






Now Proposition 2.2 follows from (7) and (8) and the observation that 
xfT(x) = T(x) (mod x” - 1). 
PROPOSITION 2.3. Suppose that k E 0 (mod a). Then q(x) Eo%” if and 
only if 
k-l 
q(x) 3 c xi 
i=O 
(mod x0 - 1). (9) 
Proo$ By Proposition 2.2, 2::; xi EA?. If 
k-l 
q?(x) = c xi (mod xa - l), (10) 
i=O 
then q(x) E R by Proposition 2.1. Conversely, suppose that q?(x) E R. Then 
k-1 
d4 - z xi H(x) = 0 (modx” - 1). 
i=O 
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Using the division algorithm, we can write 
k-l 
q(x) - J- xi = (x” - l)f(x) + g(x), 
,To 
where deg g(x) < a. This implies easily that 
g(x) H(x) 3 0 (mod xn - 1). 
Note that deg g(x) H(x) < n. Equation (12) implies that g(x) H(x) = 0. 
Hence g(x) = 0 and 
k-l 
p(x) 5% 2 xi (mod xa - 1) 
i=O 
by (11). 
3. A PROOF OF THEOREM 1.2 
It is easy to see that 
T(Xh) = aH(x) (mod xn -- 1). (13) 
Let A be an h-circulant which satisfies Eq. (1) and let 8(x) be its Hall 
polynomial. By Theorem 1.1, 
m-1 
n 6(x”) zz AT(x) 
j=O 
(mod xn - 1). (14) 
By applying the homomorphism x -+xh to (14), we have 
( E1 B(xh’)) 13(x~l”) E lT(x’) (modx”- 1). (15) 
Since we assume that h” = 0 (mod n), 
e(Xhm) = 8(l) (mod xn - 1). 
It follows from (13), (15), and (16). 
(mod xn - 1). 
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Hence 
e(x) H(x) = 5 Tj e(xki) (modx”- 1) 
.I-0 
z ; T(x) (mod x” - 1). 
Conversely, suppose that A is an h-circulant so that its Hall polynomial 
19(x) satisfies 
B(x) H(x) = ; T(x) (mod xn - 1). (18) 
We will prove by induction that 
(Ifi 19(x”‘)) H(x”-‘) s 7 T(x) (mod xn - 1) (19) 
for all 1. 
Clearly, for t = 1, (19) is the same as (18). Apply the homomorphism 
x -+ xk to (19) and apply (13); we obtain 
H(x”) s k”H(x) (mod x” - 1). 
Multiply (20) by 19(x) and apply (18); we obtain 
(20) 
(mod xn - 1). (21) 
By induction, this proves (19) for all t. In particular, for t = m in (19), we 
have 
( E B(x~)) H(xk”-‘) = F T(x) (mod xn - 1). (22) 
By applying the homomorphism x --t xkmwl to (13), we obtain 
H(zP’) ST d z-(Xhrn) (modx”- 1) 
3 $1) (modx”- 1) 
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since hm z 0 (mod n). This implies that 
(mod xn - 1). (23) 
By (22) and (23), 
m-l 
,,G t?(xh’) = AT(x) (mod x” - 1). 
This implies that A satisfies Eq. (1). This completes the proof of 
Theorem 1.2. 
COROLLARY 3.1. Suppose that h” I 0 (mod n). Then there is an h- 
circulant A which satisfies Eq. (1) if and only if k = 0 (mod a). 
Proof Recall that we only consider integral matrices. Let 8(x) be the 
Hall,palynomial of A. Then 13(x), H(x), and T(x) are all integral polynomials 
and the coefftcients of T(x) are all equal to 1. If A satisfies Eq. (1), then 
k = 0 (mod a) by (5). Conversely, if k z 0 (mod a), then Cf:i xi satisftes 
(5) by Proposition 2.2. It follows that the h-circulant A whose first row vec- 
tor is equal to (1, l,..., 1, O,..., 0) is a solution of matrix equation (1). 
4. A PROOF OF THEOREM l.3 
Suppose that B(x) is given by (6). Then 
This shows that 
k-1 k-l 
l?(x) - s xi = x xyxsia - 1). 
i=O i=O 
k-l 
e(x) z s xi 
i=O 
(mod xa - 1). 
By Propositions 2.1 and 2.2, B(x) satisfies (5). By Theorem 1,2, A satisfies 
Eq. (1). Conversely, suppose that A satisfies Eq. (1) and let B(x) be its Hall 
polynomial. Write 
k-l 




for 0 < bi < II - 1. Let uj be the residue of bj modulo a. Then 0 < uj < a and 
bj = {,a + u,~ for some ti. Let q(x) = zzi A?. Then 
P(X) = @(x) (mod xa - 1). (25) 
By Proposition 2. I, p,(x) also satisfies Eq. (5), i.e., 
fp(x)H(x) = 1 T(x) (mod x” - 1). (26) 
It is obvious that (k/a)(Cy:d i, 1 x a so satisfies Eq. (5). It follows that 
(modx” - 1) 
by Proposition 2.3. Since deg p(x) < a, 
v(x) = i 
U-1 
( ) 
c xi . 
j=o T  
(27) 
Hence, without loss of generality, we may assume that 
u all+4 = P for p=O ,..., a-l, a=0 ,..., v-l. 
Let 
s aa+5= na+5-a t for /3=0 ,..., a-l, a=0 ,..., v-l. 
Then an easy computation shows that bi = siu + i for i = O,..., k - 1. This 
completes the proof of Theorem 1.3. 
5. OTHER RELATED RESULTS 
In Sections 1-4, we have studied h-circulants which satisfy Eq. (1) under 
the assumption h” = 0 (mod n). In this section we will show that there is no 
nontrivial h-circulant solution to Eq. (1) if (h, n) = 1 and there are nontrivial 
h-circulant solutions to Eq. (1) under different assumption on h. 
THEOREM 5.1. Let A be an h-circulunt which satisfies Eq. (1). If 
(h, n) = 1, then A = d for some s. 
Proof. Let 6(x) be the Hall polynomial of A. By Theorem 1.1, 
m-1 
,E 0(x”) = AT(x) (mod x” - 1). (28) 
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Let w  $ 1 be an nth root of 1. Then 7’(w)= 0. This implies that 
j-JyzWO’ B(wh’) = 0. Suppose that O(wh’) = 0. Since (h, n) = 1, (h’, n) = 1. By 
Galoi’s theory this implies that B(w) = 0. Since w  is an arbitrary nontrivial 
nth root of 1, and T(x) has all n - 1 nontrivial nth roots as its roots. 
B(x) = 0 (mod T(x)). 
Since deg O(X) < n - 1. This implies that 19(x) = ST(X) for some s. This im- 
plies that A = sJ. 
THEOREM 5.2. Suppose that h satisfies that (i) k= sh for some s; (ii) 
sh” _= 0 (mod n). Then the h-circulant A whose Hall polynomial is equal to 
Cf&’ xi satisJies Eq. (1). 
The proof is straightforward and is omitted. 
Remark. It is interesting to know if there are other conditions on h so 
that there exists nontrivial solutions to Eq. (1). 
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