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Аннотация: Розглянуто функцiонування складної агрегатованої системи механi-
чної обробкидеталей та моделюванняйого у виглядi трьохрiвневої системи. Описано та
обґрунтовано вибiр методу циклiчного покоординатного спуску, як методу оптимiзацiї
параметрiв змодельованої системи механiчної обробки деталей.
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Вступ
Багаторiвневий роботизований комплекс механiчної обробки деталей
являє собою одну з найважливiших частин виробничої системи. Оптимi-
зацiя режимiв функцiонування складної агрегатованої системи механi-
чної обробки деталей дуже важлива для будь-якого пiдприємства для
збiльшення ефективностi роботи системи, що сприяє економiї кошт та
розвитку автоматизованого гнучкого виробництва.
Механiчна обробка – обробка заготовки з рiзних матерiалiв за допомо-
гою механiчної дiї рiзної природи з метою створення за заданими фор-
мами i розмiрами виробу або заготовки для подальших технологiчних
операцiй. Розглянемо механiчну обробку деталей на прикладi рiзання
металу.
Аналiз i вибiр показникiв оптимальностi
Пiд оптимальними розумiють такi параметри, що забезпечують най-
краще значення певного критерiю, який характеризує ефективнiсть ро-
боти технологiчного модуля при заданих обмеженнях. Таким критерiєм
оптимальностi технологiчних процесiв механiчної обробки є мiнiмум ви-
трат часу її виконання.
Загальноприйнятими характеристиками ефективностi металооброб-
ки рiзанням є точнiсть, продуктивнiсть, собiвартiсть. До вiдповiдних
показникiв процесу, через якi в рiзних умовах проявляється критерiй
оптимальностi, вiдносяться гранична точнiсть, максимальна продуктив-
нiсть, мiнiмальна собiвартiсть.
Задача оптимального управлiння процесом рiзання може бути розби-
та на два етапи: перший пов’язаний з обґрунтуванням вибору значень
параметрiв режиму рiзання, що задовольняє заданим критерiєм якостi,
другий — передбачає управлiння режимами рiзання з метою пiдтрим-
ки оптимального значення показника критерiю якостi в умовах дiї на
процес збурюючих впливiв.
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При виборi економiчного варiанта режиму рiзання розрiзняють повну
Cп, заводську Cз, цехову Cц i технологiчну Cт собiвартостi. Якщо з пов-
ної собiвартостi операцiї виключити позавиробничi витрати i витрати на
брак, що припадають на операцiю, а також не враховувати незалежну
вiд режимiв рiзання частину штучно-калькуляцiйного часу, то умовно
повна собiвартiсть операцiї Cу може бути представлена у виглядi [3]
Cу,п = БСТ
т + (I + Бτсм)СТ
т−1, (1)
де, Б – умовно повна собiвартiсть 1 станко-хвилини без урахування iн-
струментальної складової; T – перiод стiйкостi iнструменту, I – витрати
на iнструмент, що припадають на перiод стiйкостi; СТт = τо (τо – машин-
ний час обробки).
Оптимальною за собiвартiстю буде та швидкiсть рiзання, при якiй
величина собiвартостi операцiї Cу,п виявиться мiнiмальною [3]:
υс = mCт/[(1−т)(τст + Б/И)txv/mSyv/m]m = cv/(Tmе.кSyv txv ), (2)
де, υ – швидкiсть рiзання, t – глибина рiзання, S – подача, сv – умови
оброблюваностi матерiалу.
Цьому значенню υo вiдповiдає величина стiйкостi iнструменту [3].
Tс = (1/m− 1)(τсм +И/Б). (3)
Таким чином, вираз (1) прагне до мiнiмуму при υ = υс, T = Tc.
Вище розглядалися методи визначення оптимальних величин пара-
метрiв υ i T виходячи з припущення, що S = const i t = const. Насправдi
всi параметри режимiв рiзання υ, S i t – змiннi величини, що впливають
на стiйкiсть T , час обробки τо i час обслуговування τоб , а отже, на штучно-
калькуляцiйний час i собiвартiсть операцiї в цiлому, тобтоCу,п = f(υ, S, t).
Пiд впливом технiчних обмежень i поточних умов обробки кожна з ве-
личин параметрiв режиму рiзання може змiнюватися, що призводить
до появи рiзних сполучень υ, S i t. Тому економiчним завданням опти-
мальностi процесу обробки є вiдшукання такого поєднання υ, S i t, яке
забезпечує виконання умов Tс = const, Су.п = const.
Розглянемо узагальнену схему процесу рiзання [3]:
Де, ЗУ1 та ЗУ2 задаючи пристрої каналiв вiдповiдно подачi S та швид-
костi п, Wо.с1, Wо.с2, Wо.с3 та Wо.с4 – передавальнi функцiї ланцюгiв зво-
ротних зв’язкiв, f(t) – збурюючий вплив на процес рiзання, K11 − K16 –
передавальнi функцiї об’єкта управлiння по керуючому впливу першого
каналу, K21 −K26 – передавальнi функцiї об’єкта управлiння по керую-
чому впливу другого каналу, L11, L12, L21 та L22 – передавальнi функцiї
перехресних зв’язкiв у регуляторi, E1−E6 – передавальнi функцiї за збу-
ренням. У залежностi вiд характеру вирiшуваних завдань i конкретного
виду обробки узагальнена схема може спрощуватися шляхом виключе-
ння несуттєвих зв’язкiв.
110 ISSN 1560-8956
“АСАУ” – 19(39) 2011
Рис. 1 – Узагальнена схема процесу рiзання
Постановка задачi
Потрiбно побудувати математичну модель гнучкої роботизованої си-
стеми механiчної обробки деталей. Вказану систему, в свою чергу, пред-
ставимо у виглядi трьохрiвневої структури механообробного комплексу.
В якостi першого рiвня приймаємо технiчний процес механiчної оброб-
ки, в якостi другого – процес функцiонування механообробних модулiв, в
якостi третього – функцiонування системи механiчної обробки деталей.
Кожен з названих рiвнiв може бути описаний кiлькома цiльовими
функцiями fij , що залежать вiд вектору параметрiв X¯i iз областi допу-
стимих значень Di варiйованих параметрiв, де i – номер рiвня (i = 1, 3);
j – порядковий номер цiльової функцiї на i-му рiвнi. Таким чином, в за-
гальному випадку на кожному рiвнi ми маємо векторний критерiй опти-
мальностi та векторну цiльову функцiю.
До критерiїв оптимальностi першого рiвня належить задача оптимi-
зацiї машинного часу [1]:
Tм = l/Vp → min
Vp =
Cv
Tтtxvyv
Kv
, (4)
де, Tм – машинний час лiмiтуючої операцiї, l – довжина оброблюваної по-
верхнi, Vp – швидкiсть обробки, Cv – постiйний коефiцiєнт, що враховує
вплив факторiв, не вiдображених у функцiї,T – стiйкiсть iнструменту, t –
глибина обробки, Kv – поправочний коефiцiєнт, що враховує властивостi
оброблюваного матерiалу, xv, yv, m – показники ступеня, якi характери-
зують вплив режимiв обробки.
Друга цiльова функцiя першого рiвня – функцiя допомiжного часу [1]:
Tв = L
lim/V lim → min
приLlim ∈ {Llim};V lim ∈ {V lim}, (5) (5)
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де, Llim – вiдстань перемiщення деталi або iнструмента на лiмiтуючої
позицiї, V lim – значення швидкостi перемiщення деталi або iнструмента
на лiмiтуючої позицiї.
Цiльовими функцiями другого рiвня є циклова продуктивнiсть та ко-
ефiцiєнт технiчного використання модулiв механiчної обробки, вiдповiд-
но [2]:
Qц = q/
"
kdis(T
lim
on +
qX
k=1
Tk) + qTmin
#
→ max, (6)
ηТИ = 1−
(
T limon (T
lim
on /
P
i
P
j
Bij − 1)/(Tрем + Tобсл.) + 1
)−1
→ max
при Tм ∈ {T} ;T limon = Tм + Tв; kdis = Const;
Tв ∈ {T} ;Bij = Const; Tmin = Const
. (7)
Цiльовими функцiями третього рiвня є собiвартiсть складання дета-
лей i фактична продуктивнiсть, вiдповiдно [1]:
C =
˘
Cч(1 + 0, 01a) + (Ц/kсмФηТИ)(Т
−1 + 0, 01b)
¯
/mpQц → min . (8)
Qф = mpηТИQц → max;
при Qц ∈ {Q} ; (Сч,Ц, kсм,Ф, T, a, b,mp) = Const . (9)
Розрахунок екстремальних значень критерiїв оптимальностi кожного
наступного рiвня цiєї системи здiйснюється з урахуванням екстремаль-
них значень критерiїв оптимальностi кожного попереднього рiвня.
Не дивлячись на рiзний смисловий змiст цiльових функцiй багаторiв-
невої агрегатованої системи, всi вони з формальної точки зору зводяться
до постановки однiєї задачi: знайти значення змiнних x1, x2, . . ., xn, якi
спричиняють максимум (мiнiмум) заданої скалярної функцiї f(x1, . . . , xn)
при встановленiй областi допустимих значень D. Тобто виникає задача
оптимiзацiї скалярної функцiї, при заданих обмеженнях параметрiв.
Отже, задачею є пошук екстремальних значень критерiїв оптималь-
ностi кожного рiвня складальної системи, якi обмежуються в технологi-
чно обґрунтованих межах областi варiювання факторiв. Такi обмеження
суттєво зменшують розмiри допустимої областi, в якiй проводиться по-
шук оптимуму. Проте це не спрощує процедуру пошуку екстремуму, а
навпаки, ускладнює її, оскiльки ряд методiв оптимiзацiї не можна вико-
ристовувати при наявностi обмежень.
Таким чином, клас дослiджуваних методiв повинен бути спрямований
на знаходження умовного екстремуму.
Обґрунтування вибору методу оптимiзацiї
Оптимiзацiї повинна приводити до кiнцевого результату з найменши-
ми витратами на обчислення i давати можливiсть отримати найбiльший
об’єм iнформацiї про шукане рiшення.
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Один з основних методiв оптимiзацiї – метод циклiчного покоорди-
натного спуску. Цей метод оптимiзує функцiю багатьох змiнних, якою
являється розглянута вище функцiя. В той же час не потребує великих
витрат на обчислення та вiдносно легко програмується на ЕОМ.
Опишемо алгоритм методу циклiчного покоординатного спуску.
Цей метод полягає в послiдовнiй мiнiмiзацiї цiльової функцiї f(x) за
напрямками x1 i x2.
Крок 1. Вибрати x ∈ En, критерiй досягнення точностi ε i крок α = 5ε.
Знайти f(x(1)1 , x
(1)
2 ).
Крок 2. Прийняти x(2)1 = x
(1)
1 + α. Визначити f(x
(2)
1 , x
(1)
2 ). Порiвняти
отримане значення зi значенням початкової функцiї. Якщо f(x(2)1 , x
(1)
2 ) <
f(x
(1)
1 , x
(1)
2 ), то перейти до кроку 6, якщо f(x
(2)
1 , x
(1)
2 ) > f(x
(1)
1 , x
(1)
2 ), то пе-
рейти до кроку 3.
Крок 3. Прийняти x(2)1 = x
(1)
1 − α. Визначити f(x(2)1 , x(1)2 ). Порiвняти
отримане значення зi значенням початкової функцiї. Якщо f(x(2)1 , x
(1)
2 ) <
f(x
(1)
1 , x
(1)
2 ), то перейти до кроку 6, якщо f(x
(2)
1 , x
(1)
2 ) > f(x
(1)
1 , x
(1)
2 ), то пе-
рейти до кроку 4.
Крок 4. Прийняти x(2)2 = x
(1)
2 + α. Визначити f(x
(1)
1 , x
(2)
2 ). Порiвняти
отримане значення зi значенням початкової функцiї. Якщо f(x(1)1 , x
(2)
2 ) <
f(x
(1)
1 , x
(1)
2 ), то перейти до кроку 6, якщо f(x
(1)
1 , x
(2)
2 ) > f(x
(1)
1 , x
(1)
2 ), то пе-
рейти до кроку 5.
Крок 5. Прийняти x(2)2 = x
(1)
2 − α. Визначити f(x(1)1 , x(2)2 ). Порiвняти
отримане значення зi значенням початкової функцiї. Якщо f(x(1)1 , x
(2)
2 ) <
f(x
(1)
1 , x
(1)
2 ), то перейти до кроку 6, якщо f(x
(1)
1 , x
(2)
2 ) > f(x
(1)
1 , x
(1)
2 ), то
прийняти вихiдну точку за мiнiмум.
Крок 6. Перевiрити умову досягнення точностi |f(x(n))−f(x(n+1))| 6 ε.
Якщо в процесi вирiшення з кроком α = 5ε не отримано рiшення, то
прийняти α = α/2.
Програмно-розрахунковий модуль
У якостi iнструментарiю вирiшення задачi оптимiзацiї був розроблений
програмно-розрахунковий модуль для САПР процесiв механiчної обробки
деталей. В даному модулi користувач може розрахувати оптимальнi зна-
чення критерiїв трьохрiвневої системи механiчної обробки деталей за вве-
деними технологiчними та технiко-економiчними параметрами. Також
програмно-розрахунковий модуль дає змогу побачити графiчний аналiз
роботи методу оптимiзацiї. Iнтерфейс програмного модулю зображено на
малюнках:
Висновки
Математичне моделювання системи механiчної обробки деталей у ви-
глядi трьохрiвневої структури механообробного комплексу дало змогу
оптимiзувати параметри режимiв механiчної обробки. Для розглянутої
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Рис. 2 – Головне меню програмно-розрахункового модулю “Оптимiзацiя
параметрiв комплексу механiчної обробки деталей”
Рис. 3 – Вiдображення результатiв обчислення програмно-
розрахункового модулю “Оптимiзацiя параметрiв комплексу механiчної
обробки деталей”
складної агрегатованої системи синтезовано метод циклiчного по коорди-
натного спуску. За допомогою даного методу знайдено оптимальнi значе-
ння всiх цiльових функцiй системи.
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