Abstract. In this paper we give a numerical method for the construction of an optimal set of quadrature rules in the sense of Borges [Numer. Math., 67 (1994), pp. 271-288] for definite integrals with the same integrand and interval of integration but with different weight functions related to an arbitrary multi-index. We present a numerical method for the construction of an optimal set of quadrature rules in the sense of Borges for four weight functions and explain how to perform an analogous construction for an arbitrary number of weight functions.
1. Introduction. One generalization of the well-known orthogonal polynomials are multiple orthogonal polynomials, also known as poly-orthogonal polynomials or HermitePadé polynomials. They appeared in [1] to obtain a Hermite-Padé approximation. Because of the wide range of applications, in rational approximation, number theory, random matrices, integrable systems, and geometric function theory, multiple orthogonal polynomials have been extensively studied during the past few decades; see, e.g., [2, 3, 4, 12, 15, 17, 18, 21, 23] .
Multiple orthogonal polynomials are polynomials of one variable that satisfy orthogonality conditions with respect to a certain number of weight functions. Regarding the weight functions, there are two kinds of systems: Angelesco systems and AT systems. For Angelesco systems, the weight functions are supported on disjoint intervals (see [11, 12, 13] ). On the other hand, for AT systems all weight functions are supported on the same interval. They are extensively investigated by many authors (see [3, 4, 6, 16, 22] ). In this paper we will consider only AT systems. Now, we give some basic facts and properties of multiple orthogonal polynomials which are necessary for the rest of this paper. Let us denote the set of positive integers by N. Let n = (n 1 , n 2 , . . . , n r ) be a multi-index, i.e., a vector of r nonnegative integers, with length |n| = n 1 + n 2 + · · · + n r , where r ∈ N. Let W = (w 1 , w 2 , . . . , w r ) be a vector of weight functions on the real line so that the support of each w i , i = 1, 2, . . . , r, is a subset of an interval E i , i = 1, 2, . . . , r. The set of weight functions forms an AT system for the multi-index n if all weight functions are supported on the same interval E and the set {x ν w j (x) : ν = 0, 1, . . . , n j − 1, j = 1, 2, . . . , r} forms a Chebyshev system on E.
There are two types of multiple orthogonal polynomials. Type I multiple orthogonal polynomials are less important for this paper, so we refer the reader to the book [12, Chapter 23] for definitions and basic properties of these polynomials.
The type II multiple orthogonal polynomial with respect to (W, n) is the monic polynomial P n (x) of degree |n| that satisfies the following orthogonality conditions:
(1.1) E P n (x)x k w j (x) dx = 0, k = 0, 1, . . . , n j − 1, j = 1, 2, . . . , r.
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By using (1.1) we obtain a system of |n| linear equations for the |n| unknown coefficients of the monic polynomial P n (x) = |n| k=0 a k,n x k , a |n|,n = 1. If the system (1.1) has a unique solution, then the multi-index n is normal for type II, and the polynomial P n (x) is unique. If all multi-indices are normal, then we have a perfect system. AT systems are perfect systems.
For the (monic) orthogonal polynomials with respect to each weight function w j , j = 1, 2, . . . , r, the recurrence relation
and the corresponding coefficients will be called marginal (see [10] ). A multi-index of the form
where n = r + j, = [n/r], 0 ≤ j ≤ r, is called nearly-diagonal. The corresponding type II multiple orthogonal polynomial P d(n) (x) satisfies the following nearly-diagonal recurrence relation
with the initial conditions P d(0) (x) = 1 and P d(i) (x) = 0, for i = −1, −2, . . . , −r (see [14, 23] ).
Assuming that all multi-indices are normal, the following nearest neighbor recurrence relations
hold with the initial conditions P 0 (x) = 1 and P −ej (x) = 0, j = 1, 2, . . . , r, where e j is the jth standard unit vector with 1 at the jth entry and the vectors (a
n , . . . , a
n ) are the recurrence coefficients (see [12, 22] ). The important property of the zeros of type II multiple orthogonal polynomials is given by the following theorem. THEOREM 1.1 ([20] ). Suppose that n is a multi-index and that W = (w 1 , w 2 , . . . , w r ) is an AT system of weight functions on an interval E for the multi-index n. The type II multiple orthogonal polynomial P n (x) with respect to (W, n) has exactly |n| simple zeros on E.
The paper is organized as follows. In Section 2 a method for constructing type II multiple orthogonal polynomials is given. The case of four weight functions is presented in detail, but the method for arbitrary r is described as well. Section 3 is devoted to the application in numerical integration and to the corresponding methods for calculating the nodes and weight coefficients of the optimal set of quadrature rules. The numerical construction of the mentioned quadrature rules for r = 4 is presented in Section 3.1, where also one numerical example is given.
2. Constructing type II multiple orthogonal polynomials. In this section we present a method for constructing type II multiple orthogonal polynomial P (n1,n2,n3,n4) (x) corresponding to a multi-index n = (n 1 , n 2 , n 3 , n 4 ) ∈ N 4 and with respect to weight functions W = (w 1 , w 2 , w 3 , w 4 ). At the end we explain how this method could be extended to the 
Let us point out that the coefficients a (j) n , j = 1, 2, . . . , r, in (1.4) do not depend on k, and because of that we have the same coefficients a
n , and a (4) n in (2.1)-(2.4). The following three lemmas could be easily proved by using mathematical induction (similarly as in [19] ).
LEMMA 2.1. Let (n 1 , n 2 , n 3 , n 4 ) ∈ N 4 be a multi-index and P (n1,n2,n3,n4) (x) the type II multiple orthogonal polynomial with respect to W . Then
LEMMA 2.2. Let (n 1 , n 2 , n 3 , n 4 ) ∈ N 4 be a multi-index and P (n1,n2,n3,n4) (x) the type II multiple orthogonal polynomial with respect to W . Then
holds. LEMMA 2.3. Let (n 1 , n 2 , n 3 , n 4 ) ∈ N 4 be a multi-index and P (n1,n2,n3,n4) (x) the type II multiple orthogonal polynomial with respect to W . Then 
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Here we present one way of constructing the polynomial P (n,m,p,q) (x). Setting the indices n 1 = 0, 1, . . . , n − 1 and n 2 = n 3 = n 4 = 0 in (2.1), we get
Now by applying (2.2) with n 1 = n, n 2 = 0, 1, and n 3 = n 4 = 0, we obtain
By using (2.5), for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, 0, 0, 0), we have
and hence
In the same way, by using (2.2) and (2.5), we obtain
. . . Now by applying (2.3) with (n 1 , n 2 , n 3 , n 4 ) = (n, m, 0, 0), we obtain
By using (2.5), for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m − 1, 0, 0), we have
In a similar way, by applying (2.3) with (n 1 , n 2 , n 3 , n 4 ) = (n, m, 1, 0), we obtain
By using (2.6), where = 1, for the multi-index (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, 0, 0) and (2.5), for the multi-index (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m − 1, 0, 0) (or (2.8)), we have
and by using (2.6), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, 0, 0), we have 
Continuing in this manner, by using (2.3) for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p − 1, 0), (2.6), where = 1, for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, p − 2, 0), (2.8), and (2.6), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, p − 2, 0), we obtain Now by applying (2.4) with (n 1 , n 2 , n 3 , n 4 ) = (n, m, p, 0), we obtain
By using (2.6), where = 1, for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, p − 1, 0), and (2.8) (which is equal to (2.5) for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m − 1, 0, 0)), we have
(n−1,m,i,0) , and by using (2.6), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, p − 1, 0), we have
Hence, 
In a similar way by applying (2.4) with (n 1 , n 2 , n 3 , n 4 ) = (n, m, p, 1), we obtain
By using (2.7), where = 1, for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, p, 0), and (2.9), we express P (n−1,m,p,1) (x). By using (2.7), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, p, 0), and (2.10), we express P (n,m−1,p,1) (x), and by using (2.7), where = 3, for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p − 1, 0), we express P (n,m,p−1,1) (x). Hence we have xP (n,m,p,1) (x) = P (n,m,p,2) (x) + b 
Continuing in this manner, by using (2.4) for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p, q − 2), (2.7), where = 1, for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, p, q − 3), (2.9), (2.7), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, p, q − 3), (2.10) and (2.7), where = 3, for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p − 1, q − 3), we obtain xP (n,m,p,q−2) (x) = P (n,m,p,q−1) (x) + b 
By using (2.4) for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p, q−1), (2.7), where = 1, for (n 1 , n 2 , n 3 , n 4 ) = (n − 1, m, p, q − 2), (2.9), (2.7), where = 2, for (n 1 , n 2 , n 3 , n 4 ) = (n, m − 1, p, q − 2), (2.10) and (2.7), where = 3, for (n 1 , n 2 , n 3 , n 4 ) = (n, m, p − 1, q − 2), we obtain the last equation 
The derived equations can be written in the following way:
(n,m,p,q) P (n,m,p,q) (x) + P (n,m,p,q) (x)e (n,m,p,q) ,
where
. . .
(n,m,p,q) is the following matrix of order n + m + p + q:
(n,m,p,q) = A 
(n,m−2,0,0) Π
(n,m−1,0,0) Π Table 2 .1.
Here we used the notation
(n−1,m,p,i) ,
(n,m,p−1,i) .
For an arbitrary number r > 4, one has r − 1 lemmas which are generalization of the Lemmas 2.1-2.3. Each lemma provides a connection between P n+e k (x) and P n+ej (x), j = 1, 2, . . . , k − 1, k = 2, 3, . . . , r. The first part of the construction of the type II multiple orthogonal polynomial P n (x) is the same as in the case r = 4, i.e., one obtains the polynomial P (n1,n2,n3,n4,0,...,0) (x). After that, following a similar procedure, one can obtain P (n1,n2,n3,n4,n5,0...,0) (x), . . . , P n (x). The main problem in the construction of type II multiple orthogonal polynomials for r > 4 is the notation since for larger r, the corresponding formulae and matrices are definitely even more complicated.
3. Optimal set of quadrature rules. Starting with a problem that arises in the evaluation of computer graphics illumination models, Borges [5] has examined the problem of numerically evaluating a set of r ∈ N, r ≥ 2, definite integrals with the same integrand and over the same interval of integration but related to different weight functions. Since for such integrals it is not efficient to use a set of r Gauss-Christoffel quadrature rules, the problem of finding .
(n,m,0,0) + a 
(n,m,p−2,0) Π
(n,m,p−2,0) Π appropriate quadrature rules was studied in [1, 5, 6, 7, 14] . The solution of that problem given in [14, 15, 19] introduces optimal sets of quadrature formulas. DEFINITION 3.1. Let W = (w 1 , w 2 , . . . , w r ) be an AT system on an interval E, and let n = (n 1 , n 2 , . . . , n r ) be a multi-index. A set of quadrature rules of the form:
A k,i f (x i ), k = 1, 2, . . . , r, will be called an optimal set in the sense of Borges with respect to (W, n) if and only if the weight coefficients A k,i , k = 1, 2, . . . , r, i = 1, 2, . . . , |n|, and the nodes x i , i = 1, 2, . . . , |n|, satisfy the following equations:
for k = 1, 2, . . . , r.
In order to generalize the fundamental theorem of Gauss-Christoffel quadrature rules, the following theorem (see [14] ) gives a characterization of the optimal set of quadrature rules by connecting them with the type II multiple orthogonal polynomials. THEOREM 3.2. Let n be a multi-index, and let W = (w 1 , w 2 , . . . , w r ) be an AT system on an interval E. A set of quadrature rules (3.1) is the optimal set in the sense of Borges with respect to (W, n) if and only if:
(i) all rules are exact for all polynomials of degree less than or equal to |n| − 1, (ii) the polynomial q(x) = |n| i=1 (x − x i ) is the type II multiple orthogonal polynomial P n (x) with respect to (W, n). REMARK 3.3. According to Theorem 1.1, all zeros of the type II multiple orthogonal polynomial P n (x) with respect to (W, n) are simple and lie on the interval E.
In the case of the famous Gauss-Christoffel quadrature rule (r = 1), the nodes and the weights can be expressed in terms of an eigenvalue problem of a Jacobi matrix containing the recurrence coefficients (see, for example, [9, Chapter 3, Section 2.3]). In order to extend this to the optimal set of quadrature rules, we will use the square matrices that have been obtained in Section 2, whose eigenvalues are nodes of this optimal set of quadrature rules. Then the weights can be calculated by solving systems of linear equations. The corresponding method for calculating the nodes and weight coefficients of the optimal set of quadrature rules with respect to a nearly-diagonal multi-index was given in [14] . In [19] , the cases of r = 2 and r = 3 weight functions are explained in detail. Here we give a construction of the optimal set of quadrature rules for r = 4 weight functions. In a similar way the optimal set of quadrature rules for arbitrary r > 4 can be constructed.
Let x i = x (n,m,p,q) i , i = 1, 2, . . . , n+m+p+q, be the zeros of P (n,m,p,q) (x). Then (2.11) reduces to the following eigenvalue problem:
x i P (n,m,p,q) (x i ) = M (4) (n,m,p,q) P (n,m,p,q) (x i ).
