We first prove the second order convergence of the Strang-type splitting scheme for the nonlinear Schrödinger equation. The proof does not require commutator estimates but crucially relies on an integral representation of the scheme. It reveals the connection between Strang-type splitting and the midpoint rule. We then show that the integral representation idea can also be used to study stochastic nonlinear Schrödinger equation with multiplicative noise of Stratonovich type. Even though the nonlinear term there is not globally Lipschitz, we prove the first order convergence of a splitting scheme of it. Both schemes preserve the mass. They are very efficient because they use explicit formulas to solve the sub-problems containing the nonlinear or the nonlinear plus stochastic terms.
1. Introduction. In this paper, we first prove the second order convergence for the Strang-type splitting ( [35] ) scheme for the nonlinear Schrödinger equation
Then we prove the first order convergence for a splitting scheme for the stochastic nonlinear Schrödinger equation with multiplicative noise of Stratonovich type
Here u(t) or v(t) are complex valued functions which equal to u 0 or v 0 at t = 0 respectively. To distinct, we use u and v to denote the deterministic and stochastic solutions separately. In the above two equations, i = √ −1. V is real-valued function. W is a real-valued Wiener process. The • in the last term in (1.2) means that the product is Stratonovich type. Let (Ω, F, P) be the probability space with filtration {F t : t ≥ 0}. Let {β k : k ∈ N} be a sequence of independent Brownian motions that are associated with {F t : t ≥ 0}. Let {e k : k ∈ N} be an orthonormal basis of L 2 (R d , R). ThenŴ is the cylindrical Wiener process on L 2 (R d , R) and the Wiener process W in (1.2) equals ΦŴ where ΦΦ * is the covariance operator. An example of Φ defined through a real valued kernel K(x, y) is Φw(x) = R d K(x, y)w(y)dy. We refer the readers to [11, 7, 8, 38] for the general theory on stochastic partial differential equations.
The nonlinear Schrödinger equation arises in quantum field theory and also has applications in nonlinear optics. See [36, 9] . The splitting schemes for (1.1) were first introduced by [21] . Then it was realized that the solution to the sub-problem related to the nonlinear part had an explicit formula (see [37, eq. (2.23) ], [39, eq. (16) ], [2] ). The convergence rate of the Strang-type splitting scheme has been studied by Lubich in 2008 [29] . A recent review article is [22] where other methods for solving (1.1) are also discussed. The first part of our paper proves that the Strang-type splitting has second order convergence in H σ norm for any σ ∈ {0, 1, 2, ...}, provided u 0 ∈ H σ+4 . Here, we assume V (x, |u|) = |u| 2 and d = 3 without loss of generality. H σ is the Sobolev space composed of tempered distribution w whose Fourier transformŵ satisfies R d (1 + |ξ| 2σ )|ŵ(ξ)| 2 dξ < ∞. Even though a similar result has been proved in [29] (where they focus on the σ = 0 case), our proof is very different. Our proof relies on an integral representation of the scheme which is motivated by [10] and has appeared before in [28] . Note that an integral representation of the numerical scheme is commonly used when the equation to be solved is stochastic [25] , yet we are not aware of its application when the equation is deterministic. Our proof reveals the connection between Strang-type splitting and the midpoint rule. Consequently, we do not need commutator estimates which however are used in both [2] and [29] . See [4] for an application of commutator estimates for another type of equation.
Having a random perturbation of the potential in the Schrödinger equation, equation (1.2) can be used to model the propagation of nonlinear dispersive waves in nonhomogeneous or random media [26] . It has been introduced in [1] as a model for molecular monolayers arranged in Scheibe aggregates with thermal fluctuations of the phonons. It has also been widely used in quantum trajectory theory (see [3] and references therein), which determines the evolution of the state of a continuously measured quantum system (e.g. the continuous monitoring of an atom by the detection of its fluorescence light). W in (1.2) is interpreted as the output of the continuous measurement. Indeed, it is known that a continuous measurement of a quantum system can influence the evolution of the expectation values of the observables and also produce uncertainties around their expectation values. See [3, Section 2.4] and [40, Chap. 4] for details. Due to physical considerations, [3, Section 2.3.1] requires that the mass v(t) 2 L 2 := R d |v| 2 dx is a martingale. If W in (1.2) is temporally smooth enough so that ∂W ∂t can be lumped into V , then (1.2) becomes (1.1) and it is then well-known that v 2 L 2 is preserved. This is indeed true even whenẆ is a time white noise. The well-posedness of (1.2) as well as its mass preserving property were first proved by de Bouard and Debussche [12] where they adapted a fixed point argument of Kato [23] . A mass preserving scheme has already been presented in [14] where its convergence to a solution of (1.2) is proved. However, the schemes used in [14] are of Crank-Nicolson type and in each time step one needs to solve a nonlinear equation. A seemly more efficient scheme has been proposed in [28] . It is a splitting scheme and preserves the mass. The efficiency comes from the explicit formula which solves the sub-problem containing the nonlinear and random potentials. However, the proof in [28] assume that V (x, |v|) does not depend on v. In this paper, we want to show that the integral representation discovered in [28] can also be used to prove the convergence in the nonlinear case. Order of convergence for Crank-Nicolson type schemes for (1.2) and other kind of stochastic Schrödinger equations have been studied in [16] . One may note that our scheme for multiplicative noise of Stratonovich type is first order accurate in time, while the scheme in [16] for multiplicative noise of Ito type is half order accurate in time. [31] has constructed and analyzed a splitting scheme for a different type of stochastic nonlinear Schrödinger equation where the dispersion is a time white noise. Recently, [6] studied splitting schemes for general complex-valued evolution equations which include in particular the linear stochastic Schrödinger equation. Their first order convergence proof relies on studying the difference of solutions driven by the same martingales but by different increasing processes. This method was first introduced by [18] .
One should note that some nonlinear stochastic Schrödinger equations studied in the literature (e.g. [3, Section 8.4.1.3] ) are not precisely of the form (1.2) (e.g. V is not real, or V depends on the whole v instead of just |v|). If so, when applying the splitting method, we may not have a closed-form formula to solve the sub-problem containing the nonlinear and random potentials. Nevertheless, splitting method remains to be efficient as it allows one to handle sequentially a stochastic ordinary differential equation and a deterministic partial differential equation, which are simpler than the original equation. What will be presented in our paper enables us to analyze the error that is introduced by the splitting step even in the more general potential case. We will go back to this point later. See Remark 3.1.
Finally, we mention that the using of Bihari inequality [5] in the deterministic case is motivated by the using of discrete Bihari inequality in [27, Theorem 4.1] .
The rest of the paper is separated into two sections. We study the deterministic equation in Section 2 and leave the stochastic equation to Section 3. As the proof in Section 3 is a little bit long, we will outline its main idea in Section 3.1 before presenting all the details. Our main results are Theorem 2.2 and Theorem 3.4.
2. The deterministic case. We first study (1.1).
2.1. Splitting scheme, integral representation, stability and the main theorem. Given, u 0 , T and δt, the Strang-type splitting scheme we will use for (1.1) is as followsũ
where n = 1, 2, ..., N with N = [T /δt]. Here [a] means the integer part of a. Note that since V is real, by (2.3), |u n | = |ȗ n− 1 2 |. So,
In the last step, we have use (2.3) again. So, withũ 1 2 computed by (2.1), the Strangtype splitting is a simple iteration between (2.2) and (2.4) .
We comment that all the analysis in the our following discussion, including that for the stochastic case, remains valid with (2.2) replaced by
5)
because in addition to the second order approximation, the mapping in (2.5) has symbol (its Fourier transform) 
This should be compared with the fact that the exact solution u(t) of (1.1) satisfies (see for example [9] )
with S(t − s) = e −i(t−s)∆ . One can easily check that t n 0 S N,n,t n (s)ds is the midpoint rule approximation of t n 0 S(t n − s)ds on the partition
. A convenient space for us to work in is the Sobolev space H α introduced in the introduction section. Here and hereafter, we use the notation
It is well-known that (see for example [9] ), 
Now we claim that for any γ > d/2, there exist constants T and C 1 , depending on u 0 γ , such that
Here and hereafter, γ always denotes a number > d/2, and without loss of generality, we will take V (x, |u|) = |u| 2 . Note that because of (2.7), (2.18) implies the stability of the scheme (2.1)-(2.3).
To prove (2.18), we break t 0 into
and take H γ norm on both sides of (2.11). We obtain
We have used (2.17) in the last step. In this paper, we use C to denote a generic constant which may change from line to line. Note that even though (2.11) is true only for t ∈ [t n− 1 2 , t n+ 1 2 ), n is arbitrary. Hence (2.19) is true for any t. By the Bihari inequality ( [5] . See Lemma A.1 and in particular the second example below the Lemma.) which is a generalized Gronwall inequality, we know that there are constants T and C 1 depending on u 0 γ such that (2.18) is true. We now state and prove our main theorem for the deterministic Schrödinger equation:
Theorem 2.2. Consider (1.1) and its numerical scheme (2.1)-(2.3) in R d . Assume d = 3, V (x, |u|) = |u| 2 , and take any γ > 3/2 and any σ ∈ {0, 1, 2, 3, ...}. If u 0 γ = M γ < ∞, then there are constants T and C 1 depending on M γ such that for any δt > 0,
If u 0 σ+4 = M σ+4 < ∞, then there are constants T and C 2 depending on M σ+4 such that for any δt > 0,
Assume in addition that there are constantsT andM σ+4 so that sup 0≤t≤T u(s) σ+4 = M σ+4 < ∞, then there is a constant δt 0 > 0 so that when δt ≤ δt 0 , the T in (2.21) can be taken asT . . We are left to prove (2.21) and then extend the T in (2.21) toT . We break the proof down into 7 steps. Throughout the proof, unless otherwise stated, T depends on the size of u 0 .
for t ∈ [t n− 1 2 , t n+ 1 2 ) (but n is arbitrary). Note that only at t = t n , J 1 (t n ) vanishes instead of being of size O(δt). 
First order convergence in
To prove (2.23), first recall the well-known inequality: For any α ≥ 0
For a proof of (2.24), either check [9] or verify it with (2.15) together with iden-
, and take · 2 norm on both sides of (2.22). We estimates J 1 , J 2 and (2.18) ). So by the inequality (2.24),
[J 3 ]: because of the identity
So, putting all together, we obtain
We have two comments related to the proof of (2.23): (i) (2.23) has been proved before in [29] . Hopefully one have seen the difference in the proofs. (ii) All the rest analysis essentially uses the same idea.
2.2.3.
Regularity of φ N and u. (2.23) is not sharp when the initial data is more regular. To get the sharper result (2.21), when using (2.22), we have to take t = t n only. Then, in order to use Gronwall inequality, we have to replace the integrals by quadratures involving r(t k ) only. For that purpose, we need some regularity results for φ N , u, and the nonlinear terms they formed.
Because i∂ t u = |u| 2 u + ∆u, simple calculation shows that
Since H σ+2 is still an algebra, the terms on the right hand sides of (2.28) are all in H σ+2 , except the −∆ 2 u term.
with some small ε > 0 (the σ = 0, 1 cases can be easily verified and when σ ≥ 2, H σ forms an algebra). Similar inequalities like this allows us to conclude
, we know (by the same argument for u and |u| 2 u)
By triangle inequality and the definition of S N,n,t in (2.12),
J 2,0 and J 2,n are defined similarly. Let g = |φ N | 2 φ N and useĝ to denote the Fourier transform of g. Then J 2,j = (1 + |ξ| 2σ )
Using (2.31) and |e it|ξ| 2 f | = |f |, we have
By (2.30), we can control the last term in (2.33) and obtain J 2,j ≤ Cδt 3 when 1 ≤ j ≤ n − 1. Similarly we can obtain J 2,0 , J 2,n ≤ Cδt 2 . Plugging those estimates into (2.32), we know there is a constant C depending on M σ+4 so that
2.2.5. Estimates of J 3 . Now, we move on to J 3 (t n ) σ . We have mentioned before that we hope to approximate J 3 (t n ) σ in by quadrature involving merely r(t j ) σ (j = 0, ..., n). Like in (2.32), we have 
By (2.29)-(2.30) and g = |u| 2 u − |φ N | 2 φ N , we can control the last term in (2.37) and obtain J 3,j − R 3,j ≤ Cδt 3 when 1 ≤ j ≤ n − 1. Using (2.27), we obtain J 3,0 , J 3,n ≤ Cδt 2 . Plugging those estimates into (2.35), we know that there are constants C 3 and C 4 depending on M σ+4 so that Because the convergence and boundedness results are measured with different norms, to prove that the T obtained from Bihari inequality can indeed be extended toT , we need to make crucial use of (2.16):
The C in (2.39) is a universal constant and φ * N is the conjugate of φ N . Then, from our definition of φ N , we know it saitisfies
(2.40) Recall we have already assumed sup 0≤s≤T u σ+4 ≤M σ+4 . The following functions K, T , C 6 and C 7 all depend onM σ+4 . The dependence however will not be explicitly written out sinceM σ+4 is a given fixed number. By Here K is an increasing function of τ , T is an decreasing function of K, and C 6 = C 6 (K, τ ) is an increasing function of K and τ . Applying (2.42) in (2.40) and using Gronwall inequality, we obtain ) is an increasing function of its two variables a and b, where a = C 6 (K, τ )δt and b = τ + T . Since we are using Gronwall inequality instead of Bihari inequality with cubic growth term, we know C 7 will not go to infinity unless at least one of its variables go to infinity. In particular, C 7 (1,T ) < ∞. Now, we are ready to finish the proof. Firstly, take K = max{C 7 (1,T ), u 0 σ+4 }. Secondly, take δt 0 so that C 6 (K,T )δt 0 ≤ 1. Thirdly, take T = T (K). We have proved that sup 0≤s≤τ φ N (s) σ+4 ≤ C 7 (1,T ) ((2.41)) implies sup 0≤s≤τ +T φ N (s) σ+4 ≤ C 7 (1,T ) ((2.42)), as long as τ + T ≤T . We repeat this extension until the interval becomes [0,T ]. The derivation of (2.21) guarantees that once both φ N (s) σ+4 and u(s) σ+4 are uniformly bounded on [0,T ], we automatically have the second order convergence in H σ norm on the same interval. This finishes the proof of Theorem 2.2.
3. The stochastic case. Now we present the splitting scheme for (1.2) (introduced in [28] ) and prove the error estimates. where {h k } is any orthonormal basis of H 1 . Note that the W in (1.2) is defined as W (y, t) = Φ Ŵ (y, t) = k (Φe k (y))β k (t) whereŴ is taken from (1.3). In this paper, we will assume Φ ∈ L 2 (L 2 , H α ). To present our scheme, we need α = 0. But to prove stability and convergence, we will need larger α.
Letting v = y 1 + iy 2 where y 1 and y 2 are the real and imaginary parts of v, equation (1.2) can be rewritten as
where y = (y 1 , y 2 ) , L(y) = (∆y 2 + V y 2 , −∆y 1 − V y 1 ) , B(t) = (β 1 , β 2 , . . . , β k , . . .) , and 
∂y k a kj . HereL i and L i are the ith components ofL and L respectively. a ij is the (i, j) entry of A. Plugging in the expression for a ij , we obtain whereV
Note that ∀ γ > d/2, by (2.17)
The last equality is the definition (3.1).
The splitting scheme that we will study is motivated by the following observation which can be easily verified with Ito formula. Its proof can be found [28] .
is a solution of idv =V (x, |v|)vdt + vdW (t). 
It is a generalization of (2.1)-(2.3). We are not using Strang-type splitting since we can only prove it has first order accuracy in time. Note that even in the stochastic case, because exp {−iδt∆} preserves the L 2 norm, v n 2 L 2 = ṽ n 2 L 2 = v n−1 2 L 2 . We hence say that scheme (3.9)-(3.10) is unconditionally stable in L 2 norm. But we need to study its stability in more regular Sobolev space in order to control the nonlinear term and prove convergence. Like in the deterministic case, we fix T , δt and N = [T /δt], and introduce a right continuous function ψ N (x, t) with ψ N (x, 0) = v(x, 0) = v 0 and on any interval [t n−1 , t n ],
On one hand, we have ψ N (t n ) = v n . On the other hand, by Proposition 3.1, when t ∈ [t n−1 , t n ),
whereV is defined in (3.5). Rewriting (3.12) into integral form, we get
Letting n be n − 1 in the above equation and then plugging it into (3.13), we obtain
Then we continue to let the n in (3.14) be n − 2 and plug the result into the above equation.... Repeating this process, eventually we get
To obtain stability of ψ N , one may want to proceed like in the deterministic case and take H σ norm on both sides of (3.15) . But to handle the stochastic term i t 0 S N,n,t (s)ψ N (s)dW (s), and in particular, to remove the dW in order to use Gronwall, we have to take the expectation E, and then use the Burkholder inequality. After some manipulation we get (The details are not important here since we simply want to explain why this approach fails. But we do will present details when deriving a similar inequality later (see (3.59)).):
The above term fits into the framework to use Bihari inequality. But the problem comes when we have to handle E i if V (x, v) = |v| 2 and if σ > d/2. However, because we have to take E on both sides of (3.17), and unfortunately, because we do not have inequalities like E(|X| 3 ) ≤ C (E|X|) 3 , we will not have
σ even if σ > d/2. So Bihari inequality cannot be applied. In fact, according to [15] , even for smooth initial data, when d = 3 and V (x, |v|)v = |v| 2 v, the corresponding Schrödinger equation is focusing and supercritical and the solution v of (1.2) satisfies E v(t) 1 = ∞ for any t > 0. Of course, when studying a differential equation whose solution v satisfying E v(t) 1 = ∞ for any t > 0, expectation is no longer an appropriate measure and we have to look into convergence in probability and the pathwise convergence before the blow up time.
Before diving into the details, let us now outline our strategy and the main ideas to study (3.9)-(3.10): Following the ideas of [17, 16] , we start from splitting scheme for the following truncated equation of (1.2) or (3.4) :
Here
is a cut-off function satisfying θ(x) = 1 for x ∈ [0, 1] and θ(x) = 0 for x ≥ 2. γ is any integer > d/2. From now on, this integer γ will be fixed. The splitting scheme for equation (3.18) is
Therefore, according to [12, 13] , when v 0 ∈ H γ , v R in (3.18) has global existence in H γ . Moreover since γ is an integer, we can use (2.16) . Because θ R (v R ) is a number independent of the spatial variable x, using (2.16), we obtain
By [12, eq. (1.8)], we know the exact solution of (3.18) satisfies (3.23) and Gronwall inequality, we can prove that even though we only truncate in the H γ norm in v R , the solution automatically becomes H γ+2 -regular: Lemma 3.2 (de Bouard and Debussche). Take any integer γ > d/2 and consider (3.18) 
. Take any T > 0 and any p ≥ 1, for any F 0 -measurable initial data v 0 satisfying
24)
Note that by Jensen's inequality EX ≤ (EX q ) 1/q for q ≥ 1, we only need to prove (3.24) for p large enough. To apply Burkholder inequality, we will take p ≥ 2 in the proof. (The same is true when we prove (3.25) later.)
The proof of the above Lemma, to be presented later, constitutes the first step in the error estimates of (3.9)-(3.10). Using an argument very similar to the proof of (2.23), we can use the regularity boost in Lemma 3.2 to prove the following first order convergence in H γ norm for the splitting scheme of the truncated equation (3.18) . Proposition 3.3. Take any integer γ > d/2 and consider the scheme (3.20)- H γ+2 ) . For any R, T > 0 and any p ≥ 1, for any F 0 -measurable initial data v 0 satisfying E v 0 p γ+2 ≤ M p,γ+2 < ∞, there is a constant C R which depends on R, T, p, M p,γ+2 and Φ L2(L 2 ,H γ+2 ) so that
Next, for any σ ≥ 0, L > 0, we define the stopping time τ L = inf{t, v(t) σ ≥ L}. We then prove that for any ε ∈ (0, 1) Moreover, for any ε > 0, there exists a random variable K L,ε such that
Following the work of Printems ([33]) who first introduced the notion of order in probability, we say that our scheme (3.9)-(3.10) is of order 1 in probability since (3.27) is true. Details of the proofs of Lemma 3.2, Proposition 3.3 and Theorem 3.4 will be presented in Sections 3.2, 3.3 and 3.4 respectively. They are motivated by the proofs in [33] and [16] . The technique of using truncated nonlinearity like in (3.18) was introduced by Gyöngy and Krylov in 1980 [17, Lemma 4, Lemma 6, Theorem 1] to prove the well-posedness of stochastic equations. Later on, Gyöngy and Nualart introduced the trick of (3.26) (see [19, Page 71]), which was used together with the truncated nonlinearity technique to study numerical schemes for stochastic equations. More applications of these two techniques can be found in, for example, [20, 33, 16] .
Let us make two remarks before turning to the proofs. remark 3.1. When V is not real or when V depends on the whole v instead of just |v|, we may not have a closed-form formula to solve (3.8) . However, we can still use splitting method with (3.8) solved numerically by our favorite stochastic ordinary differential equation solver. To analyze the splitting scheme, we can first assume (3.8) is solved exactly. Then we can still derive (3.15) (withV (x, |ψ N (s)|) replaced by the more generalV (x, ψ N (s))) and the method that we are going to present can be used to analyze the error introduced by the splitting procedure. remark 3.2. Even though (3.26) is true for any σ ≥ 0, unlike in Theorem 2.2, we are not able to lower the γ in (3.27) and (3.28) to be, say, 0. Technically, the reason is as follows: If we lower the γ in (3.19) to be 0, then the corresponding
So we raise the γ in (3.19) to be > d/2 to avoid this complication. Then, we note that
where the γ comes from the γ in (3.19) . So, if we want to use Gronwall inequality to study the convergence rate, we have to start from taking H γ norm on the error equation. That eventually gives (3.25) 
Let γ 2 = γ + 2. We would like to take H γ2 norm on both sides of (3.29). By (2.15), we know N 1 (t) γ2 ≤ v 0 γ2 . Using (2.15) again, we know
We have used (3.22) in the last step. By (3.6) and our assumption on Φ, we know
We want to change the dW = ΦdŴ in N 4 to ds so that we can use Gronwall inequality. By Burkholder inequality ([11, Lemma 7.2], [7, Theorem 7.3] ), for any
From (3.1), it is easy to verify that J K L2(H1,H3) ≤ K L2(H1,H2) J L(H2,H3) . Here L(H 2 , H 3 ) is the space of bounded operators from H 2 to H 3 . So, in particular,
where operator J is defined by J w = e {−i(t−s)∆} (v R (s)w). Since H γ2 forms an algebra, from the definition,
(3.35) So, we have proved
Putting (3.30), (3.31) and (3.37) together, from (3.29), we obtain
So, (3.24) follows from Gronwall inequality.
Proof of Proposition 3.3.
First of all, we define ψ R N (t) by (3.11) , with ψ N replaced by ψ R N and V (x, |w|) replaced by V R (x, w). ψ R N satisfies ψ R N (t n ) = v n R for any n. Then, identically to how we derive (3.15) from (3.11), we can show that when t ∈ [t n−1 , t n ), 38) with S N,n,t defined by (3.16) andV R defined in (3.19) . At the same time, the exact solution v R satisfies (3.23). Let r(t) = v R (t) − ψ R N (t). Subtracting (3.38) from (3.23) and using (3.19) , one can verify that
where 
41)
I 3 (t) = − 1 2 t 0 S N,n,t (s)r(s)F Φ ds,(3.
42)
It is straight forward to check that because H γ forms an algebra,
By the definition,
To continue, we break the t 0 above into
Recalling the definition of S N,n,t ((3.16)) and using (2.15) on each [t n−1−j , t n−j ], we obtain
where we have used (3.6) in the last step. Since γ + 2 > 3 2 , similar to the derivation of (3.49) but also using (2.24), we can derive
(3.50)
In the last step, we have used (3.22) . Then we use (3.24) to conclude that I 4 γ ≤ Cδt. Similarly, 
Next, we consider I 7 . First, because of (3.33), we have
When s ∈ [t n−1−j , t n−j ], because of (3.16), S(t − s) − S N,n,t (s) = e −i(t−s)∆ − e −i(jδt)∆ and therefore
Note that when t ∈ [t n−1 , t n ) and s ∈ [t n−1−j , t n−j ], |t − s − jδt| ≤ 2δt. Then because of (2.24) and (2.15) ,
for s ∈ [t n−1−j , t n−j ]. Now by (3.46) and Burkholder inequality, Recall our estimates for the I j 's ((3.47),(3.48),(3.49),(3.50),(3.51),(3.54),(3.59)). From (3.6) and our assumption on Φ, we know Φ L2(L 2 ,H γ+2 ) is bounded from above. From (3.24), we know E sup t∈[0,T ] v R (t) p γ+2 is also bounded. So, there are constants C 1 and C 2 such that (3.60) Now we prove (3.60): Note that when max 0≤n≤[τ L /δt] e n σ ≥ ε happens, there must be an n ε ≥ 1 satisfying n ε = min{n ≤ [τ L /δt], e n σ ≥ ε}. So when the event on the left hand side of (3.60) happens, v(t k ) σ < R − 1 for k ≤ n ε , e k σ < ε for k ≤ n ε − 1, but e nε σ ≥ ε. Hence when k = 0, ..., n ε − 1, v k σ ≤ R − 1 + ε ≤ R which further implies V R (x, v k R ) = V (x, |v k R |). Then, by comparing (3.20) and (3.9), we see that v k = v k R for k = 0, ..., n ε .
Please pay special attention to the case when k = n ε whose derivation uses the fact thatṽ nε R in (3.20) 
for t ≤ t nε = n ε δt.
So we conclude e nε σ = e nε R σ . But we already know e nε σ ≥ ε. Hence the right hand side of (3.60) happens. This proves (3.60). Now we have (3.26 ). If we let R − 1 > L, the event sup 0≤t≤τ L v(t) σ ≥ R − 1 which is {τ R−1 ≤ τ L } is obviously empty. Hence (3.26) implies
To continue, we take σ = γ and use (3.25) as well as the Chebyshev inequality P max In addition, let Z n , n ∈ N, be a sequence of random variables such that (E|Z n | p ) 1/p ≤ K(p)n −α for all p ≥ 1 and all n ∈ N. Then for all ε > 0 there exists a random variable A ε such that |Z n | ≤ A ε n −α+ε almost surely for all n ∈ N. Moreover, E|A ε | p < ∞ for all p ≥ 1.
Back to our problem. (3.61) says that if max 0≤n≤[τ L /δt] v n − v(t n ) σ = a, then
This proves (3.28) . 
