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Abstract
By using the exponential dichotomy theory, this paper investigated the existence of almost periodic solutions
of forced Li$enard-type equations with time delays. A su2cient condition on the existence of almost periodic
solutions for this class equation is obtained.
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1. Introduction
For the following equation
6x + f1(x)x˙ + f2(x)x˙2 + g(x) = 0 (1)
many authors have discussed qualitative behaviour of Eq. (1) (see [4–7]). Fink [2], Langenhop
and Seifert [9] have investigated the existence of almost periodic solutions for the following forced
Li$enard equation:
6x + f(x)x˙ + g(x) = e(t): (2)
For general theory of almost periodic di@erential equation, see [3,10]. Recently, Zhou Jin [8] has
extended Fink’s result. In this paper, we study the existence of almost periodic solutions of forced
Li$enard-type equation with time delay as follows:
6x + f1(x)x˙ + f2(x)x˙2 + g1(x) + g2(x(t − )) = e(t); (3)
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where x = x(t); ¿ 0 is a constant, e(t) is a continuous almost periodic function, f1; f2; g1 and g2
are continuous functions. By means of exponential dichotomy theory, a su2cient condition on the
existence of almost periodic solutions for Eq. (3) is obtained.
2. Preliminary Lemmas
Lemma 1. Consider the following system
x˙(t) = A(x(t))x(t) + f(t; x(t); x(t − )): (4)
Suppose that x(t) is a solution of system (4) with initial condition x(t) = (t); t ∈ [−; 0]. If for
any bounded continuous function ’(t) such that the system
x˙(t) = A(’(t))x(t) (5)
has an exponential dichotomy, namely, the fundamental matrix X’(t) of the system (5) satis:es
‖X’(t)PX−1’ (s)‖6  exp(−(t − s))(t¿ s);
‖X’(t)(I − P)X−1’ (s)‖6  exp(−(s− t))(s¿ t):
where P is a projection,  and  are positive constants. If f(t; x; y)∈C(R × Rn × Rn) is almost
periodic in t uniformly with respect to (x; y)∈R2n, and satisfying
sup
(t; x;y)∈R2n+1
|f(t; x; y)|¡+∞ (6)
then there exists an almost periodic solution of the Eq. (4).
Proof. Let B = {g(t) | g(t) is any continuous almost periodic function}, the norm is deHned as
‖g‖ = supt∈R |g(t)|, note that g(t) is continuous almost periodic function, so g(t) is bounded and
(B; ‖ ·‖) is a Banach space. Since sup(t; x;y)∈R2n+1 |f(t; x; y)|¡+∞, one can select a positive constant
R0 such that (1=R0)sup(t; x;y)∈R2n+1 |f(t; x; y)|6 =2. Construct a compact subset of B as follows:
B0 = {g(t)|g(t)∈B; ‖g‖6R0}
for any ’(t)∈B0; consider inhomogenous system as follows:
x˙(t) = A(’(t))x(t) + f(t; ’(t); ’(t − )): (7)
Since ’(t)∈B0; this means that ’(t) is bounded, namely, the system
x˙(t) = A(’(t))x(t) (8)
has an exponential dichotomy. Also ’(t) is an almost periodic function, according to the deHnition
of an almost periodic function, for any ¿ 0, there exists a positive number L() such that any
interval of length L() contains a r for which |’(t + r)− ’(t)|¡(t ∈R). Let t′ = t − , then from
t ∈R, we have t′ ∈R, and |’(t− + r)−’(t− )|= |’(t′+ r)−’(t′)|¡(t′ ∈R). This implies that
’(t − ) still is an almost periodic function. From Yoshizawa [10, Theorem 2.7], system (7) is an
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almost periodic system. From Coppel [1, Proposition 8.3], there exists an almost periodic solution
of Eq. (7) as follows:
x’(t) =
∫ t
−∞
X’(t)PX−1’ (s)f(s; ’(s); ’(s− )) ds
−
∫ +∞
t
X’(t)(I − P)X−1’ (s)f(s; ’(s); ’(s− )) ds: (9)
Note that
|x’(t)| =
∣∣∣∣
∫ t
−∞
X’(t)PX−1’ (s)f(s; ’(s); ’(s− )) ds
−
∫ +∞
t
X’(t)(I − P)X−1’ (s)f(s; ’(s); ’(s− )) ds
∣∣∣∣
6
(∫ t
−∞
 exp(−(t − s)) ds+
∫ +∞
t
 exp(−(s− t)) ds
)
sup
t∈R
|f(t; ’(t); ’(t − ))|
6
2

sup
(t;x;y)∈R2n+1
|f(t; x; y)|6R0: (10)
This means that x’(t)∈B0. Now let mapping T :B0 → B0; T’ = x’. Suppose that the sequence
{’n(t)} ⊆ B0; |T’n(t)|6R0; T’n(t) = x’n(t)(n= 1; 2; : : : ; ) satisfy
dx’n(t)
dt
= A(’n(t))x’n(t) + f(t; ’n(t); ’n(t − )) (11)
we obtain∣∣∣∣dx’n(t)dt
∣∣∣∣6
(
M +

2
)
R0; (12)
where M =sup|’n(t)|6R0 |A(’n(t))|. This implies that {dx’n(t)=dt} is bounded uniformly, so, {x’n(t)}
is also bounded uniformly and equicontinuous. From Ascoli’s Theorem, there is a subsequence
{x’nk (t)} of {x’n(t)} such that the subsequence {x’nk (t)} converges uniformly in any compact set of
R. Note that {x’nk (t)} = {T’nk (t)}, therefore, the sequence {T’nk (t)} is also convergent uniformly
in R.
We shall prove that T is a continuous mapping. Suppose that the sequence {’n(t)} ⊆ B0, and
’n(t) → ’(t), then X’n(t) → X’(t) converges uniformly in any compact set of R. where X’n(t) is
the fundamental matrix of the following linear system
x˙(t) = A(’n(t))x(t): (13)
Since the fundamental matrix X’n(t) satisHes the exponential dichotomy, so, the following inHnity
integral∫ t
−∞
X’n(t)PX
−1
’n (s)f(s; ’n(s); ’n(s− )) ds
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and ∫ +∞
t
X’n(t)(I − P)X−1’n (s)f(s; ’n(s); ’n(s− )) ds
are convergent uniformly in n. From Coppel [1, Proposition 5.1] and
x’n(t) =
∫ t
−∞
X’n(t)PX
−1
’n (s)f(s; ’n(s); ’n(s− )) ds
−
∫ +∞
t
X’n(t)(I − P)X−1’n (s)f(s; ’n(s); ’n(s− )) ds (14)
we know that x’n(t) converges uniformly to x’(t), namely, T’n → T’. So T is a continuous mapping.
From well known Schauder’s Fixed Point Theorem, there is a Hxed point of T , this implies that
there is a ’∈B0 such that T’= ’. So there is an almost periodic solution of Eq. (4).
Lemma 2 (Coppel [1]): For a linear system
x˙(t) = A(t)x(t): (15)
If the coe=cient matrix A(t) is real and satis:ed row dominance or column dominance of the
following conditions
(I) aii(t) +
∑
j =i
|aij(t)|6− #¡ 0; i = 1; 2; : : : ; k;
aii(t)−
∑
j =i
|aij(t)|¿ #¿ 0; i = k + 1; k + 2; : : : ; n;
or
II ajj(t) +
∑
i =j
|aij(t)|6− #¡ 0; j = 1; 2; : : : ; k;
ajj(t)−
∑
i =j
|aij(t)|¿ #¿ 0; j = k + 1; k + 2; : : : ; n;
then system (15) has an exponential dichotomy.
3. Main result
In the following we suppose that f1; f2; g1 and g2 are continuous functions, e(t) is a continuous
almost periodic function and set a(x) = exp(
∫ x
0 f2(s) ds); f(x) = a(x)f1(x); g(x) = a
2(x)g1(x).
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Theorem 1. Suppose that a(x); f(x); g(x) and g2(y) satisfy the following conditions:

−∞¡c1 = inf
x∈Rg˙(x)6 g˙(x)6 c2 = supx∈R
g˙(x)¡+∞;
−∞¡d1 = inf
x∈Rf(x)6f(x)6d2 = supx∈R
f(x)¡+∞;
−∞¡l1 = inf
y∈Rg2(y)6 g2(y)6 l2 = supy∈R
g2(y)¡+∞;
0¡a1 = inf
x∈Ra(x)6 a(x)6 a2 = supx∈R
a(x)¡+∞:
(16)
If (i) c1¿ 0; d1¿ 0 and 2c2¡d21 or (ii) c2¡ 0, then there exists an almost periodic solution of
the Eq. (3).
Proof. Taking a change of variables as follows:
u= x;
v= )
[
a(x)x˙ +
∫ x
0
f1(s)exp
(∫ s
0
f2(*) d*
)
ds− bx
]
; (17)
where ); b are constants to be determined later, then equation (3) is changed to the following form:
u˙=
1
a(u)
[
b− h(u)u+ 1
)
v
]
;
v˙=
1
a(u)
[(−)k(u) + )bh(u)− )b2)u− bv] + )a(u)e(t)− )a(u)g2(u(t − )); (18)
where
k(u) =
{
u−1g(u); u = 0;
g˙(0); u= 0:
and h(u) =


u−1
∫ u
0
f(s) ds; u = 0;
f(0); u= 0:
Let
B(u) =
(
b− h(u) 1)
−)k(u) + )bh(u)− )b2 −b
)
; A(u) =
1
a(u)
B(u);
and
f(t; u(t); u(t − )) =
(
0
)a(u)e(t)− )a(u)g2(u(t − ))
)
:
Then Eq. (18) can be written as follows:(
u˙
v˙
)
= A(u)
(
u
v
)
+ f(t; u(t); u(t − )) (19)
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Consider two cases: (i) Assume that b¿ 0; d1¿ 0 and c1¿ 0. We now study the conditions that
give column dominance for the matrix B(u), namely, there exists a #¿ 0 such that
b− h(u) + |)| · |b2 − bh(u) + k(u)|6− #;
− b+
∣∣∣∣1)
∣∣∣∣6− #: (20)
Let #¡b and |)|= 1=(b− #), then Eq. (20) is equivalent to
0¡#¡b; b+ #6 h(u);
#h(u)− #26 k(u)6 (2b− #)h(u) + #2 − 2b2: (21)
Note that 0¡c16 k(u)6 c2 and 0¡d16 h(u)6d2, therefore, from Eq. (21), we have
0¡#¡b; #d2 − #26 c1;
c26 (2b− #)d1 + #2 − 2b2: (22)
From Eq. (22), one can obtain
2b2 − 2bd1 + c2 + #d1 − #26 0 (23)
From Eq. (23), if and only if d21¿ 2c2, then 2b
2 − 2bd1 + c2¡ 0. Therefore, let
d1
2
−
√
d21 − 2c2
2
¡b¡
d1
2
+
√
d21 − 2c2
2
and #¡b=2, then
0¡#6min
{
d1
4
−
√
d21 − 2c2
4
;
√
d21 − 2c2
}
(24)
is a range for #.
(ii) Assume that b¡ 0; c2¡ 0 and d1¿b. If there is a #¿ 0 such that
b− h(u) + |)| · |b2 − bh(u) + k(u)|6− #;
−b−
∣∣∣∣1)
∣∣∣∣¿ #: (25)
Let #¡− b and |)|=−1=(b+ #), then Eq. (25) is equivalent to
0¡#¡− b; b+ #6 h(u);
(−#2 − 2b#− 2b2) + (2b+ #)h(u)6 k(u)6 #2 + 2b#− #h(u): (26)
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Since c2¡ 0, from Eq. (26), when d1¿b, we have
0¡#¡− b; #2 + (2b− d2)#− c2¿ 0;
#2 + (2b− d1)#+ 2b2 − 2bd1 + c1¿ 0: (27)
From c2¡ 0, we have c1¡ 0 and d21 − 2c1¿d21. Therefore,
0¡#6min
{
|d1|;
√
d21 − 2c1
4
− |d1|
4
}
(28)
is a range for #.
Now for above two cases, matrix B(u) has an exponential dichotomy, this implies that matrix
A(u) also has an exponential dichotomy. Notice that a(u); g2(u(t − )) both are bounded functions,
e(t) is an almost periodic function, so e(t) is bounded. From above two cases, ) is a bounded
constant, therefore, sup(t; u; v)∈R3 |f(t; u(t); u(t − ))|¡+∞. For any bounded function ’(t), there is
an exponential dichotomy of the following system:(
u˙
v˙
)
= A(’(t))
(
u
v
)
: (29)
Since f(t; u; v) is bounded and almost periodic in t, from Lemma 1, there is an almost periodic
solution of the system (19). This means that there is an almost periodic solution of the equation
(3).
Example. Consider an almost periodic delayed di@erential equation as follows:
6x + (18 + e−x
2
)x˙ +
1
2
sin xx˙2 + xecos x−1 +
1− 2 cos(x(t − ))
1 + x2(t − ) = e(t) (30)
where e(t) is an almost periodic function, Note that a(x) = e−(1=2)cos x−1; f(x) = a(x)f1(x) =
18e−(1=2)cos x−1 + e−x2−(1=2)cos x−1; g(x) = a2(x)g1(x) = x; g2(x(t − )) = 1−2 cos(x(t−))1+x2(t−) . Obviously, the
conditions of Theorem 1 are satisHed, so there is an almost periodic solution of Eq. (30). Since pe-
riodic function is a special case of almost periodic function, therefore, if e(t) is a periodic function,
then there exists a periodic solution of Eq. (30).
References
[1] W.A. Coppel, Dichotomies in Stability Theory, in: Lecture Notes in Mathematics, Vol. 629, Springer, Berlin, 1978.
[2] A.M. Fink, Convergence and almost periodicity of solutions of forced Li$enard equations, SIAM J. Appl. Math. 26
(1) (1974) 26–34.
[3] A.M. Fink, Almost Periodic Di@erential Equations, in: Lecture Notes in Mathematics, Vol. 377, Springer, Berlin,
1974.
74 C. Feng, P. Wang / Journal of Computational and Applied Mathematics 161 (2003) 67–74
[4] H.I. Freedman, Y. Kuang, Uniqueness of limit cycles in Li$enard-type equations, Nonlinear Anal. TMA 15 (4) (1990)
333–338.
[5] H.L. Guidorizzi, Oscillating and periodic solution of type 6x+f1(x)x˙+f2(x)x˙2 + g(x)=0, J. Math. Anal. Appl. 176
(1) (1993) 11–23.
[6] Jiang Jifa, On the qualitative behaviour of solutions of the equation 6x+f1(x)x˙+f2(x)x˙2 + g(x) = 0. J. Math. Anal.
Appl.194(2) (1995) 597–611.
[7] Z. Jin, On the existence and uniqueness of periodic solutions for Li$enard-type equations, Nonlinear Anal. TMA 27
(12) (1996) 1463–1470.
[8] Z. Jin, The existence on periodic solutions and almost periodic solutions of forced Li$enard-type equations, Acta
Math. Sinica 42 (3) (1999) 571–576.
[9] C.E. Langenhop, G. Seifert, Almost periodic solutions of second order nonlinear di@erential equations with almost
periodic forcing, Proc. Am. Math. Soc. 10 (1959) 425–432.
[10] T. Yoshizawa, Stability Theory and the Existence of Periodic Solutions and Almost Periodic Solutions, in: Applied
Mathematics Sciences, Vol. 14, Springer, Berlin, 1975.
