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1 Introduction
あるフィルター付き確率空間 (\Omega, \mathcal{F}, \{\mathcal{F}_{t}\}, \mathbb{P}) 上の確率変数  \xi が与えられたとする.このとき,終端条件
が付与されたシステム,
 \begin{array}{ll}
Y(t)   =Y(0)+\int_{0} む f(s, \omega, Y(s), Z(s))ds+\int_{0} オ Z(s)dW(s) , t\in
[0, T) ,
Y(T)   =\xi.
\end{array} (1)
を満たす,ある確率過程のペア  (Y, Z) を考えたい.ここで  (Y, Z) は  \mathbb{R}^{m}\cross \mathbb{R}^{m\cross d} に値を取り,  W は  d‐次
元の Wiener 過程,  f は可測な関数であり,一般にランダムであっても良い.式(1) を後ろ向きの表現で書
けば
 Y(t)= \xi-\int_{t}ア  f(s,  \omega, Y(s), Z(s))ds-\int_{t}^{\tau}Z(s)dW(s) ,  t\in[0, T]. (2)
これは Backward stochastic differential equations (BSDEs) と呼ばれる.解  (Y, Z) の存在と一意性は [13]
にあるように  f にLipschitz 程度の滑らかさと終端条件に二乗可積分性などがあれば意味を成す.
終端条件のダイナミクスを記述するために,ある確率過程 X を用いて次のように一般化したものが
Forward‐backward stochastic differential equations (FBSDEs) である,
 \begin{array}{l}
X(t) =X(0)+\int_{0} ぎ b(s, \omega, \Theta(s))ds+\int_{0} る \sigma(s, \omega, 
\Theta(s))dW(s) ,
Y(t) =\varphi(X(T))-\int_{t}^{T}f(s, \omega, \Theta(s))ds-\int_{t}^{T}Z(s)dW(s) 
.
\end{array} (3)
このシステムを満たす三組  \Theta\equiv(X, Y, Z)\equiv\{X(t), Y(t), Z(t)\}_{t\in[0,T]} は  \mathbb{R}^{l}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m\cross d} に値を取るとす
る.  W は  d‐次元の Wiener 過程,  b,  f,  \sigma , そして  \varphi は可測な関数であり,一般にランダムであっても良い
が以後は  \omega を略して係数を書く.  b を例として書くが  \sigma,  f も同様とする.
 b(s, \omega, \ominus(s))=b(s, \ominus(s)) .
 * この論文は田口大氏 (大阪大学) との共同研究成果,Newton‐Kantorovitch method for decoupled forward‐backward stochastic
differential equations,  arXiv:1806.01493 [math PR] の要約です.
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本稿の目的は FBSDEs において “大域的な解” と “Newton 近似法” について纏めることにある.まずは ‘
大域的な解” について説明しよう.
1.1 Problems of FBSDEs and Our motivation
まず終端時間  T>0 を決める.区間  [0, T] の全域で FBSDEs の解  \{X(t), Y(t), Z(t)\}_{t\in[0,T]} が定まる
時解を大域的な解といい,終端時間よりも短い時間  [0, \delta] で少なくとも解の存在が言えるなら局所的な解
 \{X(t), Y(t), Z(t)\}_{t\in[0,\delta]} ということにする.
FBSDEs (3) の解は,Stochastic differential equations (SDEs) やBSDEs (2) と比べても,かなり様相
が異なる.係数に滑らかさがあるからと言って可解性が解決するわけではない.例えば [21] や [10] を参考
にすると解の存在と一意性について次のようなアプローチがある.
Contraction mapping 局所的な解,すなわち小さい  [0, \delta] で解が構築できる,[2] and [14].
The Four Step scheme 大域的であるがマルコフ型に依存する (see e.g., [9], and [3]).
The method of continuation マルコフ型を仮定しないが “monotonicity”条件がいる,[5], [15], [18].
このように多くの先人の貢献があるものの,FBSDEs (3) の大域的な解については係数が線形かつ有界,さ
らに一次元であっても “大域的” には解の一意性が崩れ,しかも上記の既存の方法のいずれも適応できなかっ
た.ところが最近になって一次元の場合に decoupling field という概念を用いて [10] で進展があり,さら
に局所的な decoupling field を連結させていくことで大域的な性質がわかってきている [4].
FBSDEs やBSDEs の枠組みは汎用性が高く,理論的に様々な応用などが沢山あるが計算機でシミュレー







2.1 Newton’s Newton method
Newton 法はその名の通り,Newton の功績によるが,原型はシンボリックな計算方法であり現代のそれ
とはだいぶ違う.以下の説明は [8] (Web 上では JSTOR から読める) を参考にした.
3次の多項式  f(x)=x^{3}-2x-5 に対して  f(x)=0 を与える解  x\in \mathbb{R} を求める.
1. 当たりをつけて解の整数値  [x]=2 とわかれば初期値  x_{0}=2 とする
2.  x=2+p として  p^{3}+6p^{2}+10p-1\tilde{\approx 0}=0 二次以上は無視して  p\approx 0.1.
3. 次に  p=0.1+q として  q^{3}+6.3q^{2}+11.23q\tilde{\approx 0}+0.051=0 から  q\approx-0.0054 などと繰り返す.
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同じことであるが微分を用いた表記に対応させるなら,
1.  f を  x_{0}=2 周りでテイラー展開する,  f(x)=f(x_{0})+f'(x_{0})(x-x_{0})+\cdots.
2.  x=2+p として  0=f(2+p)=-1+10(2+p-2)+p^{3}+6p^{2}\tilde{\approx 0}\Rightarrow p\approx 0.1
3.  x=2+p+q として  0=f(2+p+q)=0.051+11.23q+q^{3}+6.3q^{2}\tilde{\sim\cong 0}\Rightarrow q\approx-
0.0054 となる.
また  p=x_{1}-x_{0}=- \frac{f(x_{0})}{f^{\ovalbox{\tt\small REJECT}}(x0)},  q=x_{2}-x_{1}=- \frac{f(x{\imath})}{f'(x_{1})},  \cdots であり,
 f(x_{n})+f'(x_{n})(x_{n+1}-x_{n})=0, n\in \mathbb{N}\cup\{0\}.
この表現が元祖の Newton 法といえよう.微分を用いて表現すれば幾何学的に捉えられるが,すべての
 n\in \mathbb{N}\cup\{0\} に対する  f'(x_{n}) の逆写像を必ずしも仮定する必要はなく,十分に近い  \Vert x-x_{0}\Vert\approx 0 なら高次
のオーダーを無視することで更に精度の高い近似解が得られることが本質的であることに注意する.
2.2 Kantorovitch’s method
Newton 法は有限次元の Banach 空間  (B, \Vert\cdot\Vert) に自然に拡張できる.この事実は Kantorovitch [6] によっ
て示された.さらに一般の無限次元の Banach 空間上で作用する  F について,  F(\Theta)=0 となる  \Theta を求め
る場合,  F がFre’chet 微分可能であればアナロジーが成立する.あらすじを述べると近似列は
 \Theta_{n+1}-\Theta_{n}=-\{F'(\Theta_{n})\}^{-1}F(\Theta_{n}) , n\in \mathbb{N}
\cup\{0\} (4)
で定められる.この右辺における  F'(\Theta_{n}) は零点での微分の逆写像だから  n がいくら大きくても一般に小






したがって,さらに微分  F' が適当な滑らかさ,例えばLipschitz 連続,










2.2.1 Kantorovitch theorem on ODEs
[17] における常微分方程式への応用について述べる.  \mathbb{R} 値で  [0, T] 上の微分可能で微分が連続関数で有界
ある関数全体に supnorm をいれて Banach 空間   \mathbb{B}:=(C_{b}^{1}[0, T], \Vert u\Vert=\sup_{0\leq t\leq T}|x(t)|) とする.すると常
微分方程式,
 X(t)-X(0)= \int_{0} オオ b(s, X(s))ds,  0\leq t\leq T
の解は次で定まる  F の  F(u)=0 であると看徹せる.
  F(u)(t)=u(t)-u(0)-\int_{0} オ  b(s, u(s))ds,  0\leq t\leq T,  u\in \mathbb{B}.
すると (4) で定まるNewton 近似列は次の線形常微分方程式の解と同値,
  X_{n+1}(t)-X_{n+1}(0)=\int_{0} オ  b_{n}(s, X_{n+1}(s))ds,  0\leq t\leq T,
ただし,  b_{x}' は  x での偏微分で砺  (s, x)=b(s, X_{n}(s))+b_{x}'(s, X_{n}(s))(x-X_{n}(s)) . さらにFre’chet 微分を
計算すると
  F'(u)h(t)=\int_{0}tオ  b_{x}'(s, u(s))h(s)ds.
そこで微分係数一様に有界  M であれば
 \Vert F'(u)-F'(v)\Vert\leq 2MT\Vert u-v\Vert, u, v\in \mathbb{B} . (5)
一方で  y=\{F'(x)\}^{-1}h,  \Vert h\Vert=1 とすると  h=\{F'(x)\}y であるから
 h(t)=y(t)- \int_{0} オ  b_{x}'(s, x(s))y(s) ds\Rightarrow|y(t)|\leq 1+M\int_{0} オ  |y(s)|ds,  0\leq t\leq T.
Gronwall 不等式から
 \Vert\{F'(u)\}^{-1}\Vert\leq e^{MT} . (6)
不等式 (5), (6) から縮小写像原理を用いるために  \epsilon\in(0,1) に対して,
  MTe^{MT}<\epsilon
となるように  T を小さく取ることになる.したがって得られる結果も局所的な性質のみが導き出されるこ
とになる :  \epsilon\in(0,1) に対し,ある  \delta\in[0, T] が存在して,
  \sup_{0\leq t\leq\delta}|X(t)-X_{n+1}(t)|\leq\epsilon\sup_{0\leq t\leq\delta}
|X(t)-X_{n}(t)|.
2.2.2 Kantorovitch theorem on SDEs
確率微分方程式については [7] を参照する.まず  b,  \sigma\in C_{b}^{1} とする.1次元の確率微分方程式
  X(t)-X(0)=\int_{O} オ  b(s,  X(s))ds+\int_{O} オ  \sigma(s, X(s))dW(s) ,  0\leq t\leq T
に関しても概要は同じである.ただし,確率積分は a.s. の意味で定まるので Banach 空間を
 \mathbb{S}^{2}= {  X :  \Omega\cross[0,  T]arrow \mathbb{R} continuous, adapted :   \Vert X\Vert_{S^{2}}=E(\sup_{0\leq s\leq T}|X(s)|^{2})<\infty }
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で採用した時に  \omega に依らずに写像,
  F(u)(t)=u(t)-u(0)-\int_{0} オ  b(s, u(s)) ds-\int_{0} オ  \sigma(s, u(s))dW(s) ,  0\leq t\leq T,  u\in \mathbb{S}^{2}
が定義されるか,しかもそれは微分可能であるかなどは自明ではない.ここではその方向については深入
りせず,そのような写像  F が存在したとして期待される結果について述べる.ちなみに欲しい結果は確率
解析の計算によって得られる.
Newton 近似列は
 b_{n}(s, \omega, x)=b(s, \omega, X_{n}(s))+b_{x}'(s, \omega, X_{n}(s))(x-X_{n}
(s))
 \sigma_{n}(s, \omega, x)=\sigma(s, \omega, X_{n}(s))+\sigma_{x}'(s, \omega, 
X_{n}(s))(x-X_{n}(s)) .
を用いて
  X_{n+1}(t)-X_{n+\^{I}}(0)=\int_{0} オ  b_{n}(s, X_{n+1}(s)) ds+\int_{0} オ  \sigma_{n}(s, X_{n+1}(s))dW(s) ,  0\leq t\leq T
伊藤公式などを用いて微分係数の有界性があれば,  M_{1},  M_{2}>0 が存在し,
 \Vert X_{n+1}-X_{n}\Vert\leq M_{1}Te^{M_{2}T}\Vert X_{n}-X_{n-1}\Vert
となる.これを踏まえて,[7] では係数に一様有界である仮定をして,局所性的な結論を導き出している.
そして大域的な収束は Newton 近似列の一様有界性が鍵となることを別証明で与えている.一方で [12] は
ある逐次的な不等式を評価することで直接的に大域的収束を示している.また一様有界の仮定も必要とし
ないことを注意する.
3 Our Main result
今回の結果における要所は
 \bullet Newton 法を既存の研究を多次元 FBSDEs で展開し,
 \bullet Kantorovitch による証明方法によらず,つまり局所性に落とし込むことなく,大域的な一次収束を
示す.
. 鍵は近似列の定義は Newton’s Newton 法にあるように逆写像を用いず定義し,さらに時間に関する
縮小性を評価することにある.
FBSDEs (3) における解  (X, Y, Z) を近似列  (X_{n}, Y_{n}, Z_{n}) をNewton 法のアナロジーで構成する.まず準
備として終端時間を  T>0 とする.  m\in \mathbb{N} に対して
 \mathbb{S}_{m}^{2}= {  Y :  \Omega\cross[0,  T]arrow \mathbb{R}^{m} continuous, adapted :   \Vert Y\Vert_{S_{m}^{2}}=\mathbb{E}[\sup_{0\leq s\leq T}|Y(s)|^{2}]<\infty },
 \mathbb{H}^{2}= {  Z :  \Omega\cross[0,  T]arrow \mathbb{R}^{m\cross d} adapted :   \Vert Z\Vert_{\mathbb{H}^{2}}=E[\int_{0}^{T}|Z(s)|^{2}ds]<\infty },
各々のBanach 空間  \mathbb{S}_{l}^{2},  \mathbb{S}_{m}^{2}\cross \mathbb{H}^{2} は
 \Vert X\Vert^{2}=\Vert X\Vert_{S_{l}^{2}}^{2}, \Vert(Y, Z)\Vert^{2}=\Vert 
Y\Vert_{S_{\mathfrak{m}}^{2}}^{2}+\Vert Z\Vert_{\mathbb{H}^{2}}^{2}.
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また FBSDEs の解を取り扱う Banach 空間  \mathbb{S}_{l}^{2}\cross \mathbb{S}_{m}^{2}\cross \mathbb{H}^{2} のnorm は
 \Vert(X, Y, Z)\Vert^{2}=\Vert X\Vert^{2}+\Vert(Y, Z)\Vert^{2}.
そして  \varphi,  b,  f,  \sigma に適当な滑らかさを仮定して,
  X_{n+1}(t)=X_{n+1}(0)+\int_{0} オ  b_{n}(s,  \omega, \Theta_{n+1}(s))ds+\int_{0} オ  \sigma_{n}(s, \omega, \Theta_{n+1}(s))dW(s) , (7) Y_{n+1}(t)= \varphi_{n}(X_{n+1}(T))-\int_{t}^{T}f_{n}(s, \omega, \Theta_{n+1}
(s))ds-\int_{t}^{T}Z_{n+1}(s)dW(s) .
 \varphi_{n}(x)=\varphi(X_{n}(T))+\nabla_{x}\varphi(X_{n}(T))(X-X_{n}(T)),  X\in \mathbb{R}^{l} であり,係数  b_{n},  \sigma_{n} , 九は (3) の状態変数  \theta=
 (x, y, z)\in \mathbb{R}^{l}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m\cross d} に関して1次近似したものとする :
 b_{n}(s, \omega, \theta)=b(s, \omega, \Theta_{n}(s))+\nabla_{\theta}b(s, 
\omega, \Theta_{n}(s))(\theta-\Theta_{n}(s)) ,  (s, \omega, \theta)\in[0, T]\cross\Omega\cross \mathbb{R}^{l}\cross \mathbb{R}^
{m}\cross \mathbb{R}^{m\cross d},
同様に  \sigma_{n},  f_{n} も定義する.すると線形な係数  b_{n},  \sigma_{n},  f_{n} であるから三組  \Theta_{n}\equiv(X_{n}, Y_{n}, Z_{n}) を定義できそ
うに思えるが,先に注意したように  b_{n},  \sigma_{n},  f_{n}\in C_{b}^{1} であっても一般に well‐defined でない.
そこで論文 [16] では特に X (の拡散係数) は  (Y, Z) に関係しない decoupled FBSDEs,
 \{\begin{array}{l}
X(t) =X(0)+\int_{O} オ b(s, X(s))ds+\int_{O} オ \sigma(s, X(s))dW(s) ,
Y(t) =\varphi(X(T))-\int_{t}^{T}f(s, X(s), Y(s), Z(s))ds-\int_{t}^{T}Z(s)dW(s) .
\end{array} (8)
のときに次を示した.
Theorem 2 ([16]).  b,  \sigma,  f,  \varphi は (空間  x に関して) 微分可能,微分係数は  (s, \omega)-a.e . で一様に有界,さ
らに
  E(|X(0)|^{2}+\int_{0}^{T}|b(s, \omega, 0)|^{2}+|\sigma(s, \omega, 0)|^{2}+
|f(s, \omega, 0,0,0)|^{2}ds)<\infty,
とする.このとき,decoupled FBSDEs (8) の解が存在し,  T と係数  b,  \sigma,  f の微分で定まる定数  C>0 が
存在する :  X_{0}(0)=X(0) を満たす任意の初期値  (X_{0}, Y_{0}, Z_{0})\in \mathbb{S}_{l}^{2}\cross \mathbb{S}_{m}^{2}\cross 
\mathbb{H}^{2} に対して
 \Vert(X-X_{n+1}, Y-Y_{n+1}, Z-Z_{n+1})\Vert\leq C2^{-n}, n\in \mathbb{N}\cup\{0
\}.
特別な係数における BSDEs における Newton 法を議論した [19] の拡張となっている.さらにこの結果
は,二次収束に関する確率収束の結果 [1] を拡張する.すなわち,時間に関して局所的な確率的な二次収束
だけでなく,十分大きな  n に対して大域的に確率的二次収束することもわかる.
3.1 Key estimations
計算の詳細な証明は [16] に譲るが鍵となる部分をここで解説しておく.簡単のため ODEs の場合につい
て本質的な評価を行う.まず,
 G(u)(t) :=u(t)-(0)-F(u)(t) , 0\leq t\leq T, u\in \mathbb{B},
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と写像を定義する.すると  G,  F' を用いて
X  (t)=X(0)+G(X)(t) ,
 X_{n+1}(t)=X(0)+G(X_{n})(t)+F'(X_{n})(X_{n+1}-X_{n})(t) ,  0\leq t\leq Tこ
そこで  M= \sup\{b_{x}'(s, x) : 0\leq s\leq T, x\in \mathbb{R}^{l}\} とおけば,
 | G(X)(t)-G(X_{n})(t)|\leq M\int_{0} オオ   \sup_{0\leq u\leq s}|X(u)-X_{n}(u)|ds,
 | F'(X_{n})(X_{n+1}-X_{n})(t)|\leq M\int_{0} オオ   \sup_{0\leq u\leq s}|X(u)-X_{n+1}(u)|ds+M\int_{0}^{t}\sup_{0\leq u\leq s}|X(u)
-X_{n}(u)|ds
そして Gronwall 不等式から時間に関する縮小性が得られる.ある  C_{0}>0 があって
  \sup_{0\leq t\leq t^{t}}|X(t)-X_{n+1}(t)|\leq C_{0}\int_{0}ガ   \sup_{0\leq u\leq s}|X(u)-X_{n}(u)|ds,  0\leq t'\leq T.
すると逐次的に
  \sup_{0\leq t\leq T}|X(t)-X_{n+1}(t)|\leq\frac{(C_{0}T)^{n+1}}{(n+1)!}
\sup_{0\leq u\leq T}|X(u)-X_{0}(u)|.
であるから次が示せる.
 \Vert X-X_{n+1}\Vert^{2}\leq\epsilon^{n+1}e^{C_{0}T/\epsilon}\Vert X-X_{0}
\Vert^{2}, \epsilon\in(0,1) . (9)
概要の解説のため ODEs に話を絞ったが,伊藤公式と Burkholder‐Davis‐Gundy 不等式など使えばFBSDEs
のForward X についても (9) と同じ評価が得られる.ただし,Backward  (Y, Z) についてはもう一つ工夫
が必要となる.具体的には  \alpha\in \mathbb{R} に対し,重み付きノルムを導入することで上手く示せる.特に計算上で
扱う  \alpha>0 であるときに  \Vert .  \Vert と同値な norm になる.
  \Vert(Y, Z)\Vert_{\alpha}^{2}=E[\sup_{0\leq s\leq T}e^{\alpha s}|Y(s)|^{2}]+
\mathbb{E} [   \int_{0}ア  e^{\alpha s}|Z(s)|^{2}ds] .
4 結び
通常のニュートン近似の収束は有限次元であっても関数の凸性 [11, page 453] , もしくは初期値を解に十
分に近く取る条件を仮定する [6, Theorem XVI]. 実際に既存の研究は空間方向に着目してKantorovitch
による評価を行うことで,局所的であるものの Newton 法の収束を導き出している.本研究では時間方向
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