The use of online videos is a common practice today amongst education professionals. Interactive features in videos are constantly evolving and a recent trend is the integration of interactive elements and web content into educational videos. The paper (a) provides a roadmap for using open source tools and open internet resources to develop a learning environment where video content is aggregated with interactive elements, educator content and content coming from the web, (b) describes how these open source tools are used for capturing and storing learner activity data, and, (c) presents findings obtained from analyzing learner activity data gathered in an educational setting during an academic year.
Introduction
Nowadays, educational video distribution over the Internet is a widespread practice. A vast amount of educational videos is offered in either an organized or unorganized manner, by institutions and independent educators in video-sharing sites like Youtube, (2015) and Vimeo, (2015) . Furthermore leading institutions deliver educational videos through open courseware initiatives, such as Coursera (2015) and edX (2015) , and non-profit educational organizations, such as Khan Academy (2015) , have organized large collections of educational videos for a broad range of subjects. Educators typically use video as support material in K-12 and higher education and as a substitute for the physical lecture in distant education settings. Video also plays an important role in the pedagogical method of the "Flipped Classroom" (Bishop and Verleger 2013, Giannakos et al. 2014a) .
Video use in education witnessed a significant increase after 2005 and this is depicted in two literature reviews that focus on the topic (Kay 2012 , Giannakos 2013 . Kay argues that the adoption of high-speed internet connections in homes and schools as well as the appearance of YouTube in 2005 played a main role in this increase. The wide adoption of video use in education as well as the importance of video use in educators' perceptions is depicted in a survey conducted by Kaltura (2015) , a video technology provider. According to this survey (held in April 2015), the rates recorded for various video use cases (e.g. video used in assignments, in classroom, in remote teaching settings or as supplementary course material) have shown significant increase when compared to the rates recorded in a similar survey carried out by Kaltura the year before (i.e. Kaltura 2014) .
Together with the increase in the use of educational videos there is also an increase in the interactive features that accompany these videos. The typical interactive features that could exist in an online video are the ones that are facilitated by the interface of most media players. By using the buttons or the progress bar (or playhead) of these media players, the viewers can perform various actions, such as pausing and resuming the video from the same point in the video timeline or performing backward and forward jumps. Videos with this basic level of interactivity, where non-linear viewing is possible, have been proven to have better learning outcomes when compared to videos where the control buttons for stopping, replaying, or changing speed are not present and hence linear viewing is the only option (Schwan and Riempp, 2004) .
Besides the basic interactivity features that control the video flow, other forms of interactivity also made their appearance. Video annotation was one of the earliest features. Video annotation refers to the additional notes that learners add to the video at specific points. By adding additional notes to the video content the learners can provide further clarifications, highlight points of interest, raise issues and provide feedback. A number of video annotation tools are reported in literature through the years (Preston et al. 2005 , Theodosiou et al. 2009 , Risko et al. 2013 , Yousef et al. 2015 .
Commercial e-learning providers also provided additional means for enhancing the interactivity in video viewing. Some of the features that commercial e-learning packages, such as Adobe Captivate (2015) and Articulate Storyline (2016) provide are the following: quiz questions & other interactive elements: these elements are inserted by the educator and require the learners feedback (or action) in order for the video to proceed table of contents: the educator can organize the video into sections and learners can then navigate directly to these sections through a table of contents "branching": using this feature the educator can make videos that follow different routes depending on learner actions; for example, a video could jump to a different point in the timeline and show different content depending on learner input (e.g., answer given to a specific question) Although the tools provided by these commercial e-learning packages are great for introducing interactivity in videos and e-learning content that is created by educators, they do not offer an easy way for an educator to introduce interactivity in educational videos found in video sharing platforms such as YouTube and Vimeo. From the survey conducted by Kaltura (2015) , the most widely used source of video in classes is content from free online resources (73 % of 1,200 respondents stated that they used it frequently).
To address the need of adding interactivity to videos found on video sharing sites, a new array of tools such as EDpuzzle, (2015) , EduCanon, (2015) and Zaption, (2015) were developed. Zaption, for example, is a platform that allows the educator to choose videos from the web and add content such as basic text and image slides, and interactive elements such as open responses, multiple choice questions, check boxes, drawn responses and numerical responses. The content and elements are added at certain points in the timeline through a drag and drop interface to create a time based interactive video. Discussions can also be accommodated in a video, a feature that is closely related to annotations. Discussions around video content are also the focus of other video based platforms such as Vialogues, (2015) (Agarwala et al. 2012) and Grockit answers, (2015) . Learners can submit questions about the video content at any point in the timeline or give responses to other learners' questions. Popcorn maker was a tool developed by Mozzila and was used to remix web video, audio, images and content coming from internet resources and web services in order to create an educational mash-up. However the project is discontinued from August 2015. On the other hand RaptMedia, (2016) is a commercial tool for creating branching videos.
Although these new tools provide a user-friendly and polished environment for adding interactivity to videos found in the web, they contain only a subset of the possible features that could actually be supported in a video based learning environment.
Furthermore, the majority of these applications are commercial and either are not free (e.g. RaptMedia) or offer only a limited set of features for free and have incremental paid account options for the rest of the features (e.g., Zaption, Educanon). Another drawback is that none of the above tools are open source, meaning that these tools are not open to further development or customization by independent developers.
As far as learning analytics are concerned, some of these tools provide basic level options mainly through visual reports (e.g., eduCanon, Zaption). Analysis of video viewing data is a relatively recent trend and there is a small but increasing body of on-going research that focuses on the topic (e.g. Li et al. 2015a , 2015b , Giannakos et al. 2015 , Giannakos et al. 2014b , Kleftodimos & Evangelidis 2014a , b, Brooks et al. 2013 , Gorissen et al. 2012 , De Boer et al. 2011 . Thus, it is certainly a plus for a tool to provide more advanced analytics features but most importantly to provide the whole dataset of viewing and activity data that will enable researchers to conduct more elaborate data analysis by applying advanced statistical methods, visualizations and data mining algorithms.
The aim of this paper is to provide alternative solutions that tackle the limitations of the existing video based products that are used for learning and research. This is attempted by providing a roadmap on how to use open source solutions and open internet resources in order to build an interactive video based learning environment that supports learning analytics. Today, the level and types of interactivity are in constant evolution. We anticipate that the steps described in the road map will save significant development time for those who want to follow the trend and incorporate interactive features and learning analytics options into their video based environments.
The paper also presents the educational settings in which the learning environment is used and findings from analysing learner activity data. The analysis is carried out with the aid of graphical representations and statistical methods. The aim of the data analysis is to (a) obtain insights on how the learners used educational videos and the available interactive features within the environment, throughout an academic year, and, (b) to investigate if educational video viewing has better learning outcomes when accompanied by other activities such as written assignments and quizzes, that are related to the video content. Other factors that may affect performance are also investigated (i.e. viewing time).
More specifically, in section "Developing a video based learning environment using open source tools and open internet resources", we describe how open source technologies and open internet resources are used to create a learning environment where interactive elements, user content and web content are aggregated with educational videos in order to transform the video viewing process into a more interactive experience. In section "Video learning analytics", we describe a module for gathering and storing viewing activity data for data analysis and data mining purposes. Details of the educational settings together with findings obtained from analyzing learner activity data are presented in section "The educational settings and findings". The paper concludes in section "Discussion and conclusions" with a short discussion on the contribution, limitations and future directions of the study. (2015) and Flowplayer, (2015) .
To build the application that we have used in educational settings, we used MediaElement.js, an HTML5 player that can be used for videos hosted on a web server or act as wrapper for videos hosted in YouTube and Vimeo. By using the API of MediaElement (or similarly the API of the other mentioned tools), actions can be initiated when specific time points (or intervals) are reached in the video timeline or when certain video events occur (e.g., pause, resume, start and end of video, volume change). A typical action is the retrieval (or storage) of content from (or to) a database and this is the basis for building time based interactive videos.
The basic components of the application are the "Administrator" and "Viewer" modules. The "Administrator Module" is where various elements are defined by the educator at various time intervals or points. The elements can then be previewed by executing the video and are finally stored in the database if the result satisfies the educator. If the result is not satisfying the elements can be deleted. The interface of the "Administrator Module" is kept very simple.
In Fig. 1 , we can see a picture of this module where multiple choice questions are set and previewed, before they are stored in the database. If answers are not defined then an open response answer is expected.
The other module is the "Viewer Module". This is used by learners and in this module the elements are retrieved from the database and presented to the learner at the specified time intervals (or time points) during video execution. Javascript (and Jquery) is used in the front-end of both modules. More specifically, it is used to track video time and video events and for handling input coming from the educator (e.g., insertion of multiple choice questions) as well as the learner (e.g., submission of answers). At the back-end, for storing and retrieving content from the database, PHP and MySQL are used.
The mechanism for defining and storing elements to the database and retrieving these elements when learners view the educational video is depicted in Fig. 2 .
The features that are present in the developed learning environment are the following: a) Questions that appear at various points in the timeline.
In-video quizzes are a relatively new feature that can be found in educational videos including educational videos found in Coursera and edX. In-video quizzes are even the focus of some recent research (Cummins et al. 2015) . Quiz question elements can be defined and stored in the database by the educator. These are then retrieved when the learners view the video (in the Viewer Module). The quiz questions appear when the player head reaches specified time points and the video pauses at these points. Feedback can be provided to the learner after the answer is given, but in our setting this feature was not present, since the in-video quizzes were part of an assignment. So far we have implemented multiple choice and open response questions. b) Sections and the Table of Contents Very often it is useful to logically (rather than physically) segment an educational video into sections, where each section covers a particular subtopic. Then, a pause can be initiated at the end of each section in order to give the learner the opportunity to reflect on the video material or, alternatively, video quizzes can be placed at the end of sections to test the learners' acquired knowledge. The learner can also be provided with a table of contents, a feature that allows him/her to access the video sections at will. This feature aids learner navigation by providing better control over the learning process and is particularly useful for long videos. As a result, the linearity of traditional video is eliminated. The table of contents enables efficient random content access in video, and past research supports that random content access in video increases learner engagement and satisfaction (Zhang 2005 , Zhang et al. 2006 . Furthermore, the breakdown of multimedia in logical segments is supported in the literature as a way to make multimedia learning more effective and is referred to as the "segmenting principle". According to Mayer (2005) the segmenting principle is that people learn more deeply when a multimedia message is presented in learner-paced segments rather than as a continuous unit.
In Fig. 3 , we can see an instance of the environment where a video is accompanied with a table of contents to aid navigation, and an area where quiz questions appear. c) Subtitles
There is a vast range of educational videos on YouTube or Vimeo but these videos are mostly in English. In order to make them usable in countries where English is not the native language, the educator can carry out the subtitling process by Fig. 3 A snapshot of the learning environment where an educational video is used to support the course "Graphic Design"
associating subtitles with specified time intervals. Then, during learner viewing these subtitles are fetched from the database and shown in a text box underneath the video.
d) Content aggregation
Another feature is the integration of web content to educational videos. More specifically, web content coming from web pages and web services can appear next to the video. Using the Administrator Module the educator defines the web pages that will appear when the player is within certain time intervals. The web pages will appear next to the video either as links (and the learner will have to follow the links) or as embedded web pages in an iframe. For example a Google forms questionnaire can appear at certain time points to test learner knowledge, a Google map can show up presenting an exact location mentioned in the video, or a wiki page can appear presenting relevant content in text form. Another useful option is the synchronization of an educational video with content coming from web services. This is achieved with the parallel use of the MediaElement API and other web services APIs. For example, in the developed learning environment, video content can be synchronized with slides from Slideshare, (2015) (Fig 4. )
The web content called at specific time points can also be created by the educator using various applications. For example in order to incorporate more exercise activities we have used Hot Potatoes (2016), a software that creates various educational exercises such as "fill in the blanks", "cross word puzzle", "matching" and "jumbled sentence" exercises. Hot Potatoes software is not open source but the web pages created with the use of the software can be incorporated into a video based learning environment and called at specific time points. User responses can also be stored in a local database after making modifications to the web page scripts. In Fig. 5 we can see a snapshot of the environment where video content is accompanied by exercises (e.g. fill in blanks) created by Hot Potatoes.
Furthermore, using the same mechanism, where various elements are stored and retrieved from the database at specific time points, other features can be facilitated, such as learner video annotation and discussions. Practically, by using the API of HTML 5 video players, and the mechanism for associating actions (such as retrieving database content) with specific time points or time intervals, the number of features that can be supported in a video based environment are really up to the creator's judgment and imagination. At the moment we are experimenting with time based discussions, the incorporation of collaborative activities and the incorporation of web based applications into the video based environment. These are applications that are typically used in learning and which can be used within the video based learning environment to accompany related videos.
At the moment, for a course entitled "Image and Video Editing Principles" we have incorporated Pixlr, (2016), an image editing online software, into our video based environment (Kleftodimos and Evangelidis 2016) . The students in this particular setting after following a login procedure are prompted to watch a video explaining image editing techniques using Pixlr. During video execution exercise links appear at various time points together with a short description of the exercise. If these links are followed, the Pixlr environment is opened on a separate browser tab together with the necessary image files for the exercise. Once an image editing exercise is completed by the student and the "save" menu item is selected, the output is stored on the environment web server. The students are able to see their files and replace them if they are not happy with the result. Pixlr API is used for the communication between the server and the Pixlr application. In this way students watch the related video and perform the given exercises from within their environment account.
Furthermore, collaborative activities can also be incorporated in the video based environment. For example an online collaborative quiz can be incorporated into the environment and performed by a group of learners who are watching a related video. Learners would have to agree on a quiz answer for the answer to be recorded. The effectiveness of in-class collaborative quizzes in performance and student satisfaction has been researched in past papers (Yokomoto and Ware, 1997, Slusser and Erickson, 2006) and it can also be investigated if their presence is effective in an online video based environment. Other collaborative activities such collaborative writing (answers to questions, short essays etc.) can also be facilitated. Students can be asked to write a text in Fig. 5 Incorporating into the video based learning environment webpages with activities created using Hot Potatoes groups at the end of a relevant video segment. At the moment we are experimenting with Etherpad, (2015) , a collaborative word processing web application that supports group synchronous and asynchronous collaborative writing. Students can be split up into groups and answer questions collaboratively when these appear at various points in the timeline. Etherpad supports multiple pads and different pads can be created at group level and question level. Etherpad contains also a chat application for communication amongst the authors. In Fig. 6 , we can see a snapshot where a question appears at a specified time point and then a collaborative writing activity takes place in order to answer the question. The text that each user contributes is highlighted by different colour.
The options for integrating web content and web activities into the video based environment are many and its really up to the creator to adopt the features that are useful for learning. Although the usefulness of some interactive video features are supported by the literature, such as segmenting a video into portions that reflect different concepts (Mayer 2005) and providing a table of contents for random access to these portions (Zhang 2005 , Zhang et al. 2006 , it is still a research question what features and activities actually assist video learning. It can be argued that some of the described features may cause frustration and slowdown the learning process instead of assisting it. However, video based environments built by following the ideas presented in this paper can be used to accommodate a broad range of interactive features, conduct experiments and answer research questions regarding these features and their effectiveness in learning.
Video learning analytics
In the heart of the learning environment lies a module with the task of collecting and storing learner viewing activity for data analysis and data mining purposes. The module consists of a program that tracks and stores video events that are triggered by learner actions and changes in the video state. A database with a suitable schema is used for storing all the relevant information. Learners are required to perform a login procedure to be able to view the videos. All the activity data stored is then associated to the current learner id and is not anonymous. It is also possible to associate the collected data to IP addresses rather than user ids if ethical issues are raised.
In the application database, viewing data is stored in three tables, Sessions, Session_ videos, and Session_events. The database schema is an extended version of the schema presented in our former research (Kleftodimos and Evangelidis 2013) . A session starts on learner login and at that point an entry is stored in table Sessions. Videos started within a session are associated with the specific session and stored in the table Session_videos. Similarly, events triggered during video execution are associated with the particular video and stored in table Session_events. Date and time are stored for all the database entries. The same database schema can also be used to accommodate viewing activity data if a different technology is used (e.g., Flowplayer, Adobe Captivate). The tracking program however will need to be specific to the technology used and its underlying API function calls.
The events that are specific to the MediaElement API and are used in the module for tracking learner activity are listed in Table 1 .
A set of properties can be retrieved when these events occur such as the video time, the current date and time, etc. The full list of properties and events is provided in the MediaElement webpage.
The database also contains tables to accommodate administrator-educator and learner input (e.g., questions defined by the educator, answers given by learners, subtitles, web content -urls and embedded code -and topic sections, again, defined by the educator).
Another feature that plays role in analytics is sections. As already mentioned, sections defined by the educator reflect different conceptual topics. Sections can also play the role of marker points in the video. When a section is entered while viewing the video sequentially or after a jump, an entry is stored in the database together with the current date and time. Another way of splitting the video is through equal time intervals (rather than different conceptual topics). In this case the markers are inserted in equal time intervals. The time interval is again set by the educator and stored in a general parameters database table.
The insertion of cue markers that initiate events (section enter event), which are then stored in the database together with other events (e.g., pause, resume), can give us a good estimate of the video portions viewed and provide us with a dataset of viewing behaviors that can be used for data analysis and data mining purposes.
Currently, in the developed application we use both markers for topic sections and markers for time intervals. Although this causes more database accesses (and scalability problems are possible), we concluded that this option is necessary for MediaElement in order get more accurate approximations for the segments viewed by learners. By storing all these events, we obtain a very rich database of learner viewing activity. The acquired data can then be processed and analyzed by using a variety of open source packages, such as R (R Development Core Team, 2008) and Weka (Hall et al. 2009 ). At the moment the environment does not incorporate data analysis and visualization modules but once research confirms the usefulness of certain data analysis tasks the incorporation can take place.
The educational settings and findings
The developed learning environment is used at the Department of Digital Media and Communication of the Technological Education Institute of Western Macedonia, Greece.
The application was first used in the autumn semester of the academic year 2014-2015 to support the theoretical part of the first semester courses "Introduction to new Technologies in Communication" (5 videos from YouTube) and "Image and Video Editing Principles" (1 video, Fig. 7) . The environment was then used in the spring semester of the same academic year (i.e. 2015) to support the second semester course "Graphic Design" for both the theoretical part (1 video from YouTube, Fig. 3 ) and the laboratory part (10 videos for learning the vector graphics software Inkscape, (2015)).
Part of the syllabus was covered by the videos. The features activated in the application for the courses were the following: (a) Table of contents, for the videos supporting the theoretical part of the courses "Image and Video Editing Principles" and "Graphic Design" (b) Subtitles, for some of the videos supporting the course "Introduction to new Technologies in Communication", and, (c) Questions, (in-video quizzes with multiple choice and open response questions) for the theoretical part of the course "Graphic Design". The data recording module was activated for all the lessons mentioned above (theoretical and laboratory). For the courses "Image and Video editing Principles" and "Graphic Design" we have defined sections that reflect different subtopics (e.g. interviews by different Fig. 7 A snapshot of the learning environment where an educational video is used to support the course "Image and Video Editing Principles" professionals or information about the different stages in the video production process), and the titles of these sections were provided as links in the table of contents. For the rest of the videos sections were not defined and a table of contents was not provided. This was done in order to observe the learners viewing behaviour in the presence and absence of this interactive feature. However, the videos were split in equal time intervals for data analysis purposes. For the rest of the section we will concentrate only on the two videos for which we have defined sections that reflect different subtopics, and provided the learner with a table of contents. As already mentioned, these two videos were used for the theoretical part of the courses "Image and Video Editing Principles" or "IVEP", and 'Graphics Design" or "GD".
Results from case study 1
During the autumn semester of the academic year 2014-2015 students attending the course "IVEP" were given a video to watch as part of the syllabus. The video length was about 30 min and it contained information about the promotional video creation process as well as the professionals involved in this process (script writer, director, video editing specialist, etc.). The video also contained interviews with such professionals. The video had been produced by a student with a professional experience in the field as part of his thesis.
Students were given an optional assignment that was related to the video. The assignment consisted of two parts, a questionnaire (20 %) that was delivered through Google Forms and a written assignment (80 %) that consisted of several open-ended questions. The assignment counted 15 % towards the overall mark.
The assignment questions were of low cognitive complexity. According to the Blooms Revised taxonomy (Krathwohl 2002) there are six levels of cognitive complexity: remember, understand, apply, analyze, evaluate and create. The questions that were present in the assignment did not go beyond the second level which means that students had to only to remember and understand content exhibited in the video in order to answer the questions.
The assignment was not incorporated in the video environment but was distributed through the institutional learning management system. The video content was also included in the exam syllabus and students were notified that some questions in the exam would be related to the video content. The period for the assignment completion was about 20 days and the period between the deadline of the assignment and the final exam was about 24 days.
Sections were defined for the video and the headers of these sections appeared as a table of contents next to the video (Fig. 7) . The video consisted of 14 sections that reflected different subtopics. The learners were able to use the table of contents to navigate directly to the specified sections. They were also able to use the typical player buttons (i.e., pause, play, mute sound, etc.)
In Fig. 8 , we see some temporal aspects of the learner viewing behaviour. Figure 8a represents the views in the time interval from the time that the video was delivered to the students and the assignment was set, until the exam.
In Fig. 8a , we can clearly see two peaks, one before the assignment and another before the exam. We can also see that there are views in the period before the peak related to the assignment but almost no views in the period between the assignment deadline and the peak related to the exam. In Fig. 8b , one can also see in a relative scale the views but also the number of pauses as well as the clicks in the table of contents. From this graph one can clearly see that the table of contents received more clicks during the assignment period.
Another aspect that we focused on is the section transition matrix. This is a table depicting the number of transitions (or jumps) from section to section. Transition matrices can be obtained through various ways. We used (a) TraMiner, (2016), a sequence analysis package within R and its seqtrate function, to obtain a table of transitions, and, (b) the Heatmap2 function of R to obtain a graphical heatmap representation of the transitions. In this investigation, we excluded transitions from one section to itself (e.g., section 1 to section 1) that typically occur via a pause/resume action within a section.
The most typical transition that can be encountered in a transition matrix is the transition from one section to the section that succeeds it (e.g., section 1 to section 2). In a video that is viewed linearly without dropouts or backward jumps, the number of transitions from one section to the next would remain constant. However this is rarely the case and because of these two factors transitions amongst sections can either decrease or increase.
In Fig. 9 , we see two heatmap graphs depicting section transitions, one from the period before the assignment (pre-assignment period) and the other from the period after the assignment and before the exam (post-assignment period).
In these heatmap graphs the lines correspond to the start sections, the columns to the destination sections, and, the numerical values are the number of transitions from the start sections to the destination sections. Figure 9a reveals that besides the typical transitions from one section to the next (e.g., 90 transitions from section 1 to section 2), there are also transitions to other sections that stand out. Among these transitions, the ones to the previous sections are the ones that stand out clearly meaning that learners performed backward jumps probably because they wanted to view a video segment again before answering an assignment question.
When comparing the two images of Fig. 9 , we observe that the second transition matrix (Fig. 9b) is less 'turbulent' than the first one (Fig. 9a) , meaning that learners viewed videos in a more linear fashion in the period close to the exam. Another conclusion is that although the table of contents was used more in the preassignment period (Fig. 8b) , students used it mainly to navigate to a previous section rather than make arbitrary jumps. The majority of the questions in the assignment followed the sequential order of the sections (e.g., a question related to section 2 was followed by a question related to section 3). However, there were exceptions to the rule and some of these (but not all) can be distinguished in the graph. For example, there are 23 transitions from section 2 to 4 and 15 transitions from section 11 to 13. Both of these cases reflect exceptions in the sequence of questions.
Lastly, in Fig. 9 we observe that although the pre-assignment period and the post-assignment period were almost equal (post-assignment period was by 4 days longer) the number of views were more in the pre-assignment period (124 vs. 61) and also more interactive. Thus, it seems like the assignment caused more engagement with the video material and this will be investigated further in a following subsection.
Results from case study 2
During the spring semester of the academic year 2014-2015 students attending the course "GD" were given a video from YouTube where five professionals are talking about Graphic Design (Fig. 3) . The video length was about 7 min. A video related assignment was again set and students were notified that the video would be part of the exam syllabus.
The video was segmented into 7 sections reflecting different issues covered by the professionals. A table of contents was again provided for quick access to the sections contents. However, this time quizzes were incorporated into the video environment and next to the relevant video (in-video quizzes). Quiz questions appeared at the end of each section (multiple choice and open ended). The quiz questions were part of an optional assignment and the assignment counted 10 % towards the overall mark. The preassignment period was 23 days and the post assignment period was 41 days. Learners had only one go at each question. Once the question was answered by a learner, the answer was stored in the database and the question would no longer appear in the video for the particular learner. The video could be watched as many times as the learners wished and only the unanswered questions would appear on each video viewing. Questions were again of low cognitive complexity and simply required from students to remember and understand video content.
Graphs similar to the ones depicted in Fig. 8 , concerning the views in time and also the pauses and the table of contents clicks were also obtained for this course. The patterns were similar as in Fig. 8 as far as the views and the pauses are concerned. However, the clicks in the table of contents were much less, probably because the length of the particular video was shorter and learners thought it would suffice to navigate just by using the time slide bar (play head). Moreover, the heatmaps for the pre-assignment and the post-assignment period (Fig. 10) were also similar to the ones obtained for the "IVEP" course and, somehow, this was an unexpected observation. The observation was unexpected because almost all questions that concerned a particular section appeared before the end of the section and, therefore, there was no obvious reason for jumping back to a previous section.
We tried to obtain an answer to this unexpected behaviour by observing the learner viewing patterns.
In our setting there were 2 questions associated with section 1, 2 questions with section 2, 1 with section 3, 3 with section 4, 1 with section 6, and, 1 with section 7. Questions appeared at the end of the sections and the video paused so that the learners could give their answer. After giving their answer (or by passing the question) the video would continue in the same section for one or two seconds and then advance to the next section. For example, towards the end of section 1 (S1), learners were expected to answer the two questions associated with the particular section. After these Fig. 10 Section Transition Matrices for course "GD" questions, S1 played again for one or two seconds and then the video advanced to section 2 (S2). Thus the viewing pattern up to section 2 would be "S1-A1-A1-S1-S2" where A1 is an abbreviation for the answers given by learners to the questions associated with section 1.
Following this logic the viewing pattern that we expected to be dominant in viewings of this particular video would have the following form "S1-A1-A1-S1-S2-A2-A2-S2-S3-A3-S3-S4-A4-A4-A4-S4-S5-S6-A6-S6-S7-A7-S7" where "S" stands for 'section" and "A" for answer. We soon realized that a small error was occurring in the video and the second question that was associated with section 2 was appearing at the first second of section 3 (rather than before it). So the expected viewing pattern after taking this abnormality into account would be "S1-A1-A1-S1-S2-A2-S2-S3-A2-A3-S3-S4-A4-A4-A4-S4-S5-S6-A6-S6-S7-A7-S7". However, out of the 84 viewings that took place before the assignment, only three viewings followed this exact state pattern. Some sequences were short (videos viewed partially) and some were long (with many jumps from state to state). The maximum sequence length was 54.
From a careful observation of the state sequences it was obvious that the backward jumps occurred mainly due to 3 reasons:
(a) Learners hesitated to submit their answers as soon as the questions appeared but rather preferred to skip the question and continue viewing for a very short period by advancing to the next section. After staying in the next section for a short time they came back to the previous section to submit their answer. The reason for this hesitation is not fully understood. (b) Learners encountered a question and went back in video time to review content but without using the table of contents. By using the time progress bar instead they landed to the previous section. This behaviour explained the large number of visits that were recorded from section 4 to section 3. When learners encountered the first question of section 4 they had to track the content which contained the answer. This content was located at the very beginning of the section and when students tried to reach it by using the progress bar, they landed in section 3 instead. (c) Learners returned to the video after answering all questions possibly to search for unanswered questions. These viewings are not linear and they contain a number of jumps to previous sections where these jumps probably occur because learners wanted to be certain that they had not left anything unanswered.
From the views we observed that many learners did not submit all the answers on their first viewing but rather submitted answers in two or more viewings. We also identified a strategy where some students viewed the whole video and the related questions one or more times without submitting any answers, and at some subsequent point in time they accessed the video again to give their answers.
The sessions after the assignment were less turbulent as it was observed in the first semester course with only a small number of jumps. Thus, again, besides the fact that the pre-assignment period was much shorter than the post-assignment period, there were more viewings in the pre-assignment period and these viewings were also more interactive.
Investigating associations between video related activities, viewing time and learner performance
Taking into account that the designated assignments caused more viewings and more interactivity within the viewings (in terms of jumps from section to section), we wanted to test whether the completion of the assignments had also an effect on learning.
For both courses the number of students that enrolled for the courses was larger than the number of students that accessed the videos and these were mostly students that attended the lectures. The study that follows focuses only on the students that viewed the related video lessons at least once and participated in the exam.
For both courses besides the overall exam mark, the student marks on the questions associated to the video were recorded and only these marks were used in the study conducted. These marks will be referred to as "Video Exam marks" or "VE marks". In the investigation conducted, we tried to spot any differences in the VE marks between students that completed the assignments and those who did not. This test was carried out for the two courses separately since the video characteristics (e.g. video length) and the assignment activities were not the same for each course.
An independent sample t-test was conducted for the students of the course "IVEP" in order to check for differences in the final VE mark, between the students that participated in the assignment and those who did not. The sample of students was divided into two groups. The first group was comprised of 30 students who completed the assignment and the second group consisted of 27 students who did not complete the assignment. Findings from the t-test indicate that significant differences (p < 0.05) exist in the mean scores of the two groups (t = 3.289, p = 0.002). Students who completed the assignment received higher VE marks (M = 6.63 out of 10) than those who did not complete the assignment (M = 4.09 out of 10).
For the course "GD" in order to test whether there were differences in the VE marks obtained by students who completed the assignment (31 students) and those who did not (20 students) we carried out a Mann-Whitney U test. A t-test was not used for this course since the VE marks did not follow a normal distribution for the two groups and the two groups were not of equal size (nor nearly equal size). The test showed that VE marks for students that performed the in-video quizzes successfully (mean rank = 31.58) were statistically significantly higher than for the students who did not complete the assignment (mean rank = 17.35), U = 137, z = −3.59, p = .000 (p < 0,05).
According to the ICAP framework (Chi and Wylie, 2014) , there are four different levels of cognitive engagement while learning and there are differences in the learning outcomes depending on the engagement involved. The ICAP hypothesis predicts that as students become more engaged with the learning materials, from passive to active and then to constructive and interactive, their learning will increase.
The levels in the ICAP framework are the following:
Passive -simply receiving information, as in watching an educational video in a linear fashion Active -receiving information but at the same time doing something with the material, such as manipulating the material by carrying out motoric actions (e.g., pausing, rewinding) as well as answering quiz questions that are related to video content.
Constructive -generating some information beyond the information presented in the educational material (video content in our case).
Interactive -when students engage with each other through dialogue or collaborative activities.
Since the assignment questions that were related to the video did not require from the students to generate new information we can say that the level of cognitive engagement did not go beyond the "active" level. Thus we can say that in the described settings active engagement proved to be better than passive.
But what actually causes this better performance in the particular settings? Is it the higher level of cognitive engagement that is associated with the video related assignments or does it also have to do with the higher level of behavioural engagement, such as the higher number of video visits or the larger amount of time spend on video viewing, that could also be associated with these assignments?
To answer the last question we will first investigate if there is an association between the time spend on video viewing and the learner "VE marks", and if this is the case then we will investigate if the students that completed the assignments actually spend more time on video viewing.
In the past, we have also used videos for supporting lab classes where various software programs were taught. The topics were taught in class and video was used as support material. Assignments that contributed to the final mark were also set. An analysis on video activity data was carried out and results were presented in previous papers (Kleftodimos and G. Evangelidis, 2014a, b) . For those courses we did not observe any linear correlations (using the Pearson test) between the final marks and indicators such as the total number of video views, the total time spend on viewing the videos (video engagement), or the percentage of the videos covered by the student. Through questionnaires it became clear that a number of students who performed well did not rely much on videos since they grasped most of the necessary knowledge from class. However, the settings described in this paper are different in the sense that the video related knowledge had to come entirely from viewing the videos, and this could be a factor that affects the relation between engagement and performance.
In order to investigate whether there is an association between learner engagement and performance we first calculate the overall time spend on video viewing for all the students in the sample. We will be referring to this time as the "Overall Viewing time" or "OV time". "OV time" may also include breaks (time between a pause and a resume) and when these breaks are long this time interval can be considered as off task time. In order to exclude time that was not on task the threshold of 30 min was used. Any pause time exceeding 30 min was subtracted from the "OV time".
To find out whether "OV time" is correlated to the final VE marks a correlation test was conducted using Pearson's correlation coefficient.
Regarding students that attended the course "IVEP" (57 students), results indicate that there is a significant (p = 0,000) positive correlation between the time spent by students viewing the video and their final VE mark (r = 0.481). The significant correlation found could be regarded as moderate (0.30 < r < 0,50).
In a similar vein, for the course "GD" (51 students), a statistically significant (p = 0.000, p < 0,05) strong positive correlation was found between the "OV time" and the final VE mark (r = 0.512).
From the two statistical tests we can conclude that for the particular educational settings where the educational video is the only source of knowledge for answering the video related exam questions, there is a positive association between "OV time" and the final VE mark.
Once we found that the learner performance is related to the learner engagement with the video content we can now also investigate if the students that completed the video related assignments actually spend more time on viewing the videos.
As it is depicted in Figs. 8, 9 and 10 of the previous section, the video visits coming from the whole sample of learners were higher and also more interactive in terms of backward jumps during the pre-assignment periods.
The assignments also seem to have caused higher levels of "OV time" for students that engaged with them. This is concluded after comparing the average "OV time" from students of the sample that completed the assignment in the pre-assignment period, with the average "OV time" of all students that accessed the videos in the postassignment period.
As it was logically expected, for both courses all students that completed the assignment had at least one access in the pre-assignment period. The average and median "OV times" are given in Table 2 .
What one can notice from the values in Table 2 is that the average "OV time" in the pre-assignment period (for students that completed the assignment) is considerably higher than in the post-assignment period (for all students) for both courses, and we can thus assume that the higher engagement with the video content is a result of the designated video related assignments. Another observation is that the "OV time" in both the pre-assignment period and post-assignment period exceed significantly the video durations.
To summarize, viewing a video and performing a related assignment is a more active way of learning when compared to passive video viewing and requires a higher level of cognitive engagement. Students who followed this way of learning performed better in the video related exam questions. The better results are also a product of the higher amount of time spend on video viewing by students who performed the assignment. Table 2 Average and Median "OV time" for pre-assignment and post-assignment periods for the "IVEP" and "GD" courses
Discussion and conclusions
Today the levels and types of interactivity in video based learning environments are constantly evolving. Interactive features can be used for various reasons such as testing the learners knowledge at specific time points (e.g. in-video quizzes), making learner navigation more efficient (e.g. table of contents), and making video viewing a richer experience by aggregating video content with content from the open web and content that is generated by the educator.
A number of video based tools have recently appeared (e.g. Zaption, Educanon, Raptmedia, Grockit Answers) and these tools support a different set of interactive features. While only few of these tools offer their platforms for free (e.g. Grockit Answers), the majority of these tools are commercial and either are not free (e.g. RaptMedia) or provide only a limited set of features for free and incremental account options for the rest (e.g. Zaption, Educanon). Moreover none of these tools are open source (or expose any implementation details) which means that researchers and e-learning developers cannot rely on them for customization and further development.
To overcome these limitations this paper presents a roadmap on how open source tools and open web resources can be used for facilitating a broad range of interactive features into a video based learning environment. By doing this the paper aims at: a) Saving valuable resources in terms of time and money, for researchers, IT staff, and educators (with the technical knowledge) who wish to enhance educational videos with interactive features. Such a road map can be particularly valuable in cases where resources are limited as this is the case with many educational establishments today. b) Providing stakeholders with ideas on the possible interactive features that could be incorporated in a video based environment. While some of the features mentioned in the paper are also supported by other environments (e.g. in-video quizzes) there are also a number of features that are unique to this research effort. For example in the described environment video content can be aggregated with content coming from the open web (e.g. Google Maps, Slideshare slides) and with activities created by the educator using the software Hot Potatoes as well as collaborative writing activities facilitated by Etherpad. By introducing these features we aim at making the video learning process a richer experience by mixing video content with related web resources and by providing more ways to test the student knowledge besides the typical in-video quizzes.
As far as learning analytics are concerned some commercial interactive video environments provide basic reports using graphs and a dataset with certain aspects of the activity data (e.g. viewing time, number of jumps, completed questions). However to the best of our knowledge these tools do not provide the whole viewing and activity data (click level video interactions, segments viewed etc.). This data is however necessary in order to proceed to more elaborate data analysis. In the presented roadmap detailed information is given on how HTML 5 players and their event driven capabilities are used in order to collect a detailed dataset of viewing activity. This dataset can then be analyzed using data analysis, datamining (e.g. Kleftodimos & Evangelidis 2016 and visualization techniques. The analysis can take place in order to understand learner viewing behaviors with respect to various parameters, such as the integrated elements (e.g., quiz questions, table of contents), the type of videos used (e.g., instructional videos, documentaries, lectures), and, the educational settings and learning scenarios in which the video learning activities take place. Some findings obtained from such analysis were presented in this paper mainly using visualizations and statistical methods. Visualizations have been used before in literature for spotting points of interest and drop out (e.g. Giannakos et al. 2015 . However, in this paper we present a "transition matrix heatmap" visualization that can depict sections of interest (logical or time defined sections) but also the transitions from section to section that occur during video viewing (with forward and backward jumps).
One limitation of our study is that although we were able to incorporate many different features in our environment not all of these were used in classroom settings and in our analytics research. In this investigation only two features were used, the "table of contents" and the "in-video quizzes". More work can be done to examine how learners interact with other features and if these features affect the learner viewing behaviour and performance.
Another limitation is that this study was carried out under specific settings. The videos were used in first year courses in a Communication Department where most of the incoming students have a theoretical focus and not much exposure to information and communication technologies. The videos where used as part of an assignment and were included in the examination syllabus. The videos covered a specific topic and no other source of information was provided. Therefore, the results of the analysis are connected to the motives and educational background of the specific students as well as to the other factors of the educational settings. Thus more work will have to be done in different settings in order to be able to generalize the results.
As future work we intend to use more features within learning scenarios and include these features into our learning analytics research in order to understand learners' viewing behaviour and interactions with respect to these features. The impact that these features may have on the learning process could also be investigated. Another goal would be to integrate into the environment visualizations and functions produced by known data analysis packages (e.g. R and Weka) that prove to be useful in analysing video activity data.
Availability of data and materials
The source code for many of the modules described in this paper is hosted in GitHub and any further work will also be accommodated in this space. Project name: IVB (An interactive video builder that supports learning analytics) Project home page: https://github.com/kleftodimos/IVB-An-interactive-video-builderthat-supports-learning-analytics Operating system(s): Platform independent Programming language: PHP scripting language Other requirements: Apache webserver, MySQL database, MediaElement opensource HTML 5 video player. 
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