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with dashed lines to indicate the surface primitive cell. In all cases, aB
indicates the bulk lattice parameter of the conventional cell. (b) and (c)
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respectively, estimated for the Ga–As covalent bond. The approximate con-
duction band minimum and valence band maximum of GaAs are shown for
reference. The relative energetics of the various electronic structure regimes
drive surface reconstruction and the filling of surface states. Figure adapted
from [1] and [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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different types of surface structure. The c(4×4) and β2(2×) are two well-
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1.4 Experimental characterization measurements of GaAs (001) after deposition
of 1/5 monolayer of InAs at 500◦C. (a) and (b) are RHEED diffraction pat-
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STM micrograph, taken after cooling, showing that the surface is disordered
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Co-Chairs: Anton Van der Ven and Joanna Mirecki Millunchick
The cleaved surfaces of III–V semiconducting compounds can assume a wide variety of sur-
face structures over a range composition. Because III–V alloys, heterostructures, and devices
are synthesized epitaxially, under carefully controlled conditions, the ability to reproducibly
control surface structure of these materials could enable powerful optimization pathways
for III–V applications. Unfortunately, significant challenges prevent accurate prediction of
thermodynamic stability and equilibrium properties of multicomponent crystalline surfaces.
This dissertation describes rigorous methods that address these challenges and the applica-
tion of these methods to the surfaces of III–V materials generally, and to the (001) surface
of GaAs and its dilute alloys in particular. The methods presented build upon one another,
following a progression that begins with systematic enumeration of physically plausible sur-
face structures, proceeds with the use of rigorous energy models and simulation techniques
to account for different forms of disorder, and culminates in applications of these techniques
to explore alloy ordering and structural disorder of more complex systems.
First, we present a new algorithm to enumerate all possible surface structures that obey
basic observed structural trends, which significantly simplifies and systematizes the deter-
mination of equilibrium surface structure. The algorithm enables the generation of a large
database of potential structures that can be explored using phenomenological or first prin-
ciples methods to determine the equilibrium behavior of a particular system. We use this
method to study the (001)-oriented GaAs surface and identify several new low-energy surface
structures that may explain observations on GaAs and its alloys.
Starting from the low-energy structure identified by enumeration, we use first principles
energy calculations to parameterize an effective Hamiltonian that can be used in Monte
xi
Carlo simulation to account for thermal vibrations and configurational disorder. Monte
Carlo free energies are used to predict the As-rich surface reconstructions of GaAs(001) that
are stable at finite temperature. Experimental results are used to calibrate the error in
calculated surface free energies arising from DFT approximations. With error bounds taken
into account, the calculated phase diagram indicates existence of a stable (4×3) surface
reconstruction on GaAs (001), in agreement with experiment.
In order to explore the role of configurational order on surface structure stability, we
use the cluster expansion to study surface alloying of In and Ga at the GaAs (001) surface.
The ordering behavior of the alloy species in these semiconductor surfaces is important
due to its prominent effect on the nucleation and layer-by-layer growth of nanostructured
materials for novel devices. We use the cluster expansion formalism to describe In/Ga
substitution and As2 dimer adsorption in the top two surface layers of the experimentally-
observed GaAs (2×4) surface structure. Monte Carlo simulations of the alloyed surface
rigorously predict finite temperature ordering phenomena. In order to place these results
in context, we use the cluster expansion formalism to perform a comprehensive search for
ground-state reconstructions of the alloyed InAs/GaAs(001) surface and construct a zero-
temperature phase diagram describing the stability of (2×4), (4×3), c(4×4) and (4×2) phases




Material surfaces, by their very nature, mediate interactions of a material with the outside
environment. As such, surfaces rouse essential considerations in the course of engineering
and optimizing material behavior, especially for micro- or nano-scale applications, where
much of the bulk material is near an interface. Optimization goals for surfaces may include
enhancement or suppression of chemical reactivity or of thermal, electronic, or mass exchange
with the environment. Because the surface is also the point at which accretion or erosion
occur during material synthesis and processing, the instantaneous state and behavior of the
surface during these procedures can play a significant role on the properties of the resulting
bulk material or device.
At the surface of crystalline materials in particular, even the atomic-scale details of
surface structure play important roles in materials synthesis and application. Atomic-scale
surface structure has been shown to have significant effects on catalysis[3], oxide formation[4],
and magnetic domain ordering[5]. Crystalline oxides and semiconductors for advanced elec-
tronic applications require precisely controlled defect and impurity densities, requiring that
they be synthesized layer-by-layer in near-vacuum using techniques such as molecular beam
epitaxy (MBE) or atomic-layer deposition (ALD). Due to the sensitive nature of epitaxial
synthesis, the structure of the surface during epitaxy can broadly influence the properties
of the resulting material[6], and evidence suggests that the atomic-scale surface structure is
thermodynamically and kinetically linked to surface morphology at longer length-scales[7],
with significant potential implications for nanostructural self-assembly.
The atomic structure at the surface of semiconductor alloys during their synthesis can
induce bulk alloy ordering in the plane of the surface by dominating the order of alloy species
at the surface, which subsequently becomes kinetically trapped in the growing crystal[8].
These ordered alloys have an altered band-gap relative to the disordered bulk alloy, as
well as anisotropic electronic properties[9]. Atomic surface structure can likely enhance
surface segregation in alloys as well, thereby improving interface abruptness at semiconductor
1
heterojunctions, where one material is grown coherently on top of another[10]. The enhanced
abruptness can measurably improve I–V characteristics of the resulting device[11].
The characteristics of a particular crystallographic plane of a material often allow it
to accommodate a range of equilibrium surface structures that are qualitatively different
from the bulk. Although the availability of many structural degrees of freedom can offer
increased control over synthesis and reveal paths towards optimizing surface properties, high
dimensionality of the parameter space also presents significant challenges in the quest to
resolve atomic-scale surface features experimentally, and characterization is only further
complicated for multicomponent and alloyed surfaces, in which two or more species may
arrange in different ways on the surface.
At the atomic scale, many ways of arranging the surface may differ only slightly in en-
ergy, compared to the thermal energy of the system. Thermal excitations allow the surface to
fluctuate among its low-energy arrangements, causing disorder at finite temperature, which
is an additional impediment to characterization. If two qualitatively different structures are
energetically similar, but one structure has a greater availability of low-energy arrangements,
the structure with more arrangements will be statistically preferred at a given temperature.
This preference for a disordered surface is due to it having greater entropy and consequently,
lower surface free energy than an energetically similar, but more ordered, surface. The impor-
tance of entropy to the free energy of atomic-scale surface structure complicates attempts to
predict the surface that is thermodynamically stable in real experiments. Although widely-
employed techniques, such as density functional theory (DFT), exist to calculate energies
of structures in absence of thermal energy, calculating the finite-temperature free energy of
a structure requires additional considerations and manipulation of zero-temperature energy
data.
The complicated nature of crystalline surfaces and the vast parameter space in which their
equilibrium phenomena are described make the construction and confirmation of hypotheses
for equilibrium surface structure not only a practical endeavor, but also a compelling theo-
retical puzzle. The central purpose of this dissertation is to outline and describe
rigorous and systematic methods to predict, beginning from first principles, the
finite-temperature thermodynamic stability and equilibrium properties of crys-
talline surfaces. These methods build upon each other, following a progression that begins
with a codified enumeration procedure for physically plausible surface structures, proceeds
with the use of rigorous energy models and simulation techniques to account for the different
forms of disorder that affect finite-temperature surface structure, and culminates in applica-
tions of these techniques to explore alloy ordering and structural disorder of more complex
alloy systems. Emphasis in the application of these methods is given to III–V materials
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generally, and to the (001) surface of GaAs and its dilute alloys in particular. Because III–V
materials have polar, directional bonds, and because III–V alloys, heterostructures, and de-
vices are predominantly synthesized using MBE, the atomic details of their surface structure
have broad relevance to applications that utilize III–V materials.
1.1 Differences Between Atomic Structure of Surface and Bulk:
Surface Reconstructions
The creation of a surface changes the local environment of atoms in its vicinity by breaking
symmetries and altering the effective potentials experienced by near-surface atoms. In effect,
surface atoms are subject to chemical, elastic, and electrostatic interactions that do not
exist in the bulk material system. These interactions drive local relaxations that result
in differences in structure and atomic coordination relative not only to the bulk material
but also to the ideal, planar surface of cleavage. The local relaxation and rebonding of
surface atoms is called a surface reconstruction. Unfortunately, a central consequence of
surface reconstruction is that the resulting surface structures and properties cannot easily
be predicted based on bulk material properties. This section describes the driving forces for
surface reconstruction and the relationship of surface structure to the bulk crystallography.
1.1.1 Crystallography of Zincblende III–V Materials Relative to the (001) Sur-
face
Most III–V compounds have a zincblende bulk crystal structure that can be described by
the conventional unit cell shown in Fig. 1.1. The zincblende structure takes its name from
the ZnS prototype crystal and has space group symmetry F43m (space group number 216).
The zincblende crystal is comprised of two interpenetrating FCC sublattices; each atom of
one sublattice shares four tetrahedrally-oriented bonds with atoms of the other sublattice. In
this sense, the zincblende crystal is a derivative structure of the diamond crystal, where all
nearest-neighbor pairs are composed of two different species, thereby destroying the inversion
symmetry of the diamond crystal that exists between nearest-neighbor pairs. As illustrated
in Fig. 1.1(b)-(c), the zincblende crystal exhibits an ABCD stacking of square 2D lattices
along [001], with A and C layers belonging to the Group V, or anion, sublattice and B and
D layers belonging to the Group III, or cation, sublattice. Each layer is shifted by
√
2aB/4
relative to the previous layer, where aB is the bulk lattice parameter of the cubic unit cell.
Due to the ABCD stacking of layers along [001], a perfectly cleaved (001) surface has
pmm plane-group symmetry, consisting of intersecting mirror planes along [110] and [110]























Figure 1.1. Crystallographic overview of zincblende III–V materials. (a) The zincblende conven-
tional unit cell. (b) The zincblende crystal, cleaved at the (001) surface, viewed along [110]. (c)
The (001) cleaved surface viewed from above, with dashed lines to indicate the surface primitive
cell. In all cases, aB indicates the bulk lattice parameter of the conventional cell. (b) and (c) label
the ABCD layer stacking.
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surface plane breaks other symmetries that would otherwise exist for the square lattice of
the atomic monolayer. The natural choice of 2D primitive lattice vectors for the surface
plane are along [110] and [110], both having length as ≡
√
2aB/2. Each atom at the cleaved
surface has two fewer tetrahedral nearest neighbors relative to the bulk atoms but retains the
two tetrahedral nearest neighbors in the direction of the bulk. These remaining neighbors
lie either in a (110) plane with the surface atom (in the case of A and C layers) or a (110)
plane (in the case of B and D layers).
1.1.2 Electronic Structure and Surface Reconstruction in III–V Materials
When the constituent Group III and Group V species have sufficiently low atomic num-
ber Z, the III–V compounds can be approximated fairly well with a simple valence-shell
model[2]. Owing to their tetrahedral coordination, gross features of the III–V crystal elec-
tronic structure can be conceptualized as arising from a linear combination of sp3-hybridized
orbitals of the constituent atoms. III–V compounds are polar, and the sp3 orbitals of an
isolated Group III species are higher in energy than the sp3 orbitals of a Group V species.
Within the III–V compound, the linear combination of orbitals forms valence band states,
which are even lower in energy than the Group V sp3 orbitals, and anti-bonding conduction
band states. The relative energies of the various electronic-state configurations are depicted
in Fig. 1.2. The bonding states of III–V combinations are significantly lower in energy than
either III–III or V–V combinations, resulting in the robust stability of the zincblende struc-
ture relative to other crystal structures (the exception being several of the Group III–nitride
compounds, which tend to have the crystallographically related wurtzite structure).
At the cleaved (001) surface plane, the broken bonds result in each surface atom having
two “dangling bonds” or, more accurately, “dangling hybrids”. These orbitals, which cannot
participate directly in bonding, assume energies near those of the hybridized orbitals of the
isolated atom. Electrons from the bulk and surface atoms will tend to fill all the dangling
hybrid states that have energies below the fermi level. If there are either too few or too
many surface valence band states, charge buildup will occur at the surface, resulting in large
electrostatic energies. The energy of surface electronic states, as well as the electrostatic
energy, can be reduced if the surface further reduces its symmetry by rearranging to form
new bonds and “reconstruct” the surface, even if the new bonds are III–III or V–V bonds.
The reconstructed surface not only has reduced plane-group symmetry but also has reduced
translational symmetry and, consequently, a larger unit cell than the unreconstructed prim-
itive surface cell. Figure 1.3 shows how two well-accepted III–V surface reconstructions are
related to the unreconstructed (001) surface plane.





















Figure 1.2. Illustration of electronic states relevant to GaAs. εp and εs are energies of s
and p orbitals, depicted for both Ga and As. εh is the energy of the sp
3 hybridized orbitals.
εb and εa are energies of the bonding and antibonding, respectively, estimated for the Ga–As
covalent bond. The approximate conduction band minimum and valence band maximum of GaAs
are shown for reference. The relative energetics of the various electronic structure regimes drive
surface reconstruction and the filling of surface states. Figure adapted from [1] and [2].
energy penalties for bond-stretching and bond-bending. Even the minimum-energy recon-
struction will still have some atoms that are undercoordinated relative to the tetrahedral
bulk atoms, although atoms at the reconstructed (001) surface nearly always has at least
three-fold coordination. Electrons fill the remaining dangling hybrids of the undercoordi-
nated atoms according to the position of the dangling surface states relative to the Fermi
level. Reconstructions that cannot balance the number of electrons contributed from the
bulk with the number of valence-band surface states are said to violate the electron count-
ing rule (ECR)[1], which is a phenomenological rule used to determine whether a surface
structure will be semiconducting or, in the event that it has a partially filled valence or con-
duction band due to unbalanced surface states, that it is conducting. Reconstructed surfaces
that violate the ECR tend to be high in energy, due to the resultant charge buildup at the
surface. There is some limited experimental evidence of ECR violations at the (001) surface
of III–V surfaces. The extremely Sb-rich c(2×10) reconstruction on GaSb (001)[12] and the
Bi-stabilized (2×1) reconstruction observed on the (001) surface of GaAs and InP[13] are
notable cases. The ECR is also applicable to a number of other chemistries of important
polar and non-polar semiconductors.
Considerations related to the ECR reveal how additional degrees of freedom, that are










Figure 1.3. The (001) surface of zincblende III–V materials (top) can reconstruct in different
ways, do to the directionality of its polar-covalent bonds, to form different types of surface structure.
The c(4×4) and β2(2×) are two well-known examples, but many others have been observed on the
various III–V compounds and alloys.
7
the ECR, charge balance arguments suggest that the energy of substituting Group III for
Group V, or visa versa, at one of its tricoordinate (i.e., three-fold coordinated) surface sites
should be significantly lower than performing such a substitution in the bulk. When non-
isovalent substitution is performed in the bulk, electrons are added or removed without
changing the number of valence band states. If the same substitution is performed at a
tricoordinate surface site, however, the subsitution will remove electrons while also elevating
the dangling-bond state of the site into the conduction band (in the case of III for V), or it
will add electrons while also lowering the dangling bond state into the valence band (in the
case of V for III). The fact that III/V species substitution at tricoordinate surface sites can
occur without altering the local charge neutrality suggests that such substitutions can be
sufficiently low in energy to be excited at finite temperature, leading to increased disorder
and entropy of the surface.
1.2 Difficulties of Characterizing Surface Structure
Due to the complications posed by thermal disorder as well as the difficulties in general
of resolving atomic-scale structural detail, full characterization of the atomic-scale details of
surface reconstructions has proven difficult in systems where significant disorder is present
or when details of electronic structure cause accepted characterization techniques to perform
poorly. Even if the periodicity and symmetries of a surface reconstruction can be determined
experimentally, the structure may still evade description by a well-defined atomistic model.
Examples include the (1×5)/c(2×10) reconstruction on GaSb (001)[14] and a number of
perplexing oxygen adsorbate structures on Ag (111)[15].
Experimental techniques used to characterize surface reconstructions can be separated
into two broad categories: reciprocal-space diffraction techniques and real-space microscopy
techniques. Reciprocal-space methods measure the diffraction of a radiation source as it
interacts with the surface. Electrons are typically used as the radiation signal, as in the
case of reflection high-energy electron diffraction (RHEED), since their shallow penetration
depth make them suitable as a surface-sensitive probe. Reciprocal-space techniques such as
RHEED can very easily measure periodicity of the surface resulting from long-range order by
effectively performing a spatially-averaged Fourier transform over a region of the surface. Fig-
ure 1.4(a)-(b) show the data obtained from a RHEED measurement of a GaAs(001) surface
on which a thin layer of InAs has been deposited. Although reciprocal-space measurements
provide crucial information about the periodicities and symmetries of surface structure, the
spatial averaging that implicitly occurs when a diffraction measurement is made means that









Figure 1.4. Experimental characterization measurements of GaAs (001) after deposition of
1/5 monolayer of InAs at 500◦C. (a) and (b) are RHEED diffraction patterns, immediately after
deposition, that indicate (2×4) periodicity. (c) is an STM micrograph, taken after cooling, showing
that the surface is disordered and exhibits multiple reconstructions.
ordered surface. As an example, if disorder occurs at the length-scale of several surface
lattice vectors, as when a reconstruction unit cell does not tile the surface ideally, RHEED
measurements will indicate a reduced periodicity that does not describe the shape of the
actual unit cell[16]. Moreover, diffractive measurements can be difficult to interpret when
multiple types of reconstruction share the surface, causing either the majority reconstruction
to dominate the measurement, or the features of both structures to be superposed.
Real-space measurements can be used to fill in details of the surface structure to which
reciprocal-space methods are insensitive. If the surface is sufficiently planar, real-space
measurements can be performed using scanning probe techniques, such as scanning tunnel-
ing microscopy (STM) or atomic force microscopy (AFM). STM measures the occupation
and real-space position of surface states by tunneling electrons between the surface and an
atomically-sharp metallic tip. By varying the bias voltage between surface and tip, electrons
either tunnel out of filled surface states or into empty surface states. Since the ECR specify
that cation dangling hybrids and anion dangling hybrids fill differently, STM can reveal some
information about the species configuration of the surface. However, on alloyed surfaces, such
as InxGa1−xAs (001), where isovalent substitution occurs, differences between distinct cation
species are very difficult to distinguish, As are differences between anion species. Addition-
ally, STM is extremely sensitive to noise, tip conditions, and the electronic properties and
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dopant profiles in the sample. Although STM can reveal atomic-scale details under idea con-
ditions, its effective resolution is frequently lower in practice. The juxtaposition of RHEED
and STM measurements of a single InAs/GaAs (001) surface in Fig. 1.4(a)-(c) demonstrate
how both real- and reciprocal-space measurements complement each other. The RHEED
measurements clearly reveal long-range periodicity of the surface that is not apparent from
STM images; the STM images reveal that there is a minority reconstruction on the surface,
of which the RHEED measurements give no indication.
Due to the complex nature of III–V surfaces, there are a number of observed III–V surface
reconstructions for which no verifiable structural models exist, despite an abundance of real-
and reciprocal-space characterization data. In addition to the (1×5)/c(2×10) reconstruction
on GaSb (001)[14] is the class of (n × 3) reconstructions observed over a range of x on
InxGa1−xAs (001)[17, 18]. The development of the methods in this dissertation and the
application of them to the GaAs (001) and InAs/GaAs(001) surface can be contextualized
by the puzzle presented by the (n × 3) surface. The naming of the (n × 3) surface arises
from its indeterminate periodicity along [110]. RHEED measurements show an apparent
periodicity of n = 1 or n = 2, although STM measurements indicate that the periodicity is
actually ill-defined, ranging from n = 3 to n = 6, but that on average n = 4 [18]. STM of
the (n× 3) surface shows that it sometimes shares the surface with nano-scale domains of a
well-characterized (2×4) reconstruction, and evidence suggests that this coexistence is strain-
stabilized via interaction with the substrate[19]. Consequently, the range of parameters over
which the (n× 3) is thermodynamically stable as a pure phase may be quite small.
1.3 Motivation and Organization of Topics
Where poorly characterized surfaces, such as the (n×3) exist, these gaps in understanding
prevent the formulation of comprehensive thermodynamic and kinetic models of important
phenomena (e.g., epitaxial growth, morphological evolution, alloy segregation, or surface
diffusion). In addition to experimental characterization techniques, theoretical and compu-
tational methods can be used to inform the characterization process either by predicting the
thermodynamic stability of hypothesized structural models with respect to well-accepted
models, or by predicting the characterization measurements for a hypothesized model and
comparing these to experimental results. Chapter II describes the theoretical and computa-
tional tools that can be used to compare thermodynamic stability of structural models and
predict the finite-temperature properties of a specific structural model.
Regardless of the methods used, the path to identifying a structural hypothesis as the
correct model that explains a poorly-characterized surface reconstruction is arduous and
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paved by trial and error. Starting from experimental measurements, it is sometimes difficult
to determine much more than the lattice vectors of the surface unit cell and general com-
positional trends. Even guided by the electron counting rule, the number of hypothetical
structures that satisfy these minimal constrains can be insurmountable. Predicting thermo-
dynamic stability reliably depends on computationally-intensive DFT calculations; without
a systematic and physically-informed method to narrow the search for structural models,
theoretical determination of equilibrium surface structure can become intractable. Chapter
III describes a new approach that systematizes the enumeration of structural hypotheses
and then narrows them down to the most likely candidates. Applying this method to the
GaAs (001) surface reveals low-energy candidates for the (n× 3) surface. Much of the work
described in Ch. III has been published previously in the journal Physical Review B [20].
Predicting the thermodynamic stability of a surface structure at finite temperature be-
comes complicated by the presence of thermal disorder, which must be accounted for in a
rigorous way. Moreover, if the difference in surface free energies of two hypothesized struc-
tures is small, small changes in the surface free energy arising, for example, from calculation
error can have a large effect on transition temperatures. Chapter IV describes the use of
coarse-grained first principles energy calculations to account for thermal vibrations and con-
figurational disorder and predict the finite temperature phase diagram for As-rich surface
reconstructions of GaAs(001). Experimental results, in conjunction with the codified struc-
ture enumeration of Ch. III, are used to calibrate the error in calculated surface free energies
arising from DFT approximations. The comprehensive analysis of surface reconstruction
stability predicts that a (4×3) surface reconstruction is stable on GaAs (001) within the
calculation error bounds, in agreement with experimental observation.
Deposition of an alloy species on the surface can induce alloy order and enhance structural
order, especially if the alloying species have different equilibrium bond-lengths in the host
material. This atomic-size mismatch effect can cause certain types of surface order to persist
at temperatures beyond that of the pure material. Chapter V describes predictions of alloy-
induced surface order when an InAs wetting layer is deposited on GaAs(001). Although
alloying only occurs on the cation sublattice, it interacts strongly with the As sublattice by
destablizing As dimer adsorption and enhancing As dimer order in the class of III–V (001)
(2×4) reconstructions. Much of the work described in Ch. V has been published previously
in the journal Physical Review B [21].
Although the analysis in Ch. V yields valuable insights into the role of finite-temperature
alloying in an individual structural surface phase, it is important to place these results in
context of the other stable reconstructions of the InAs/GaAs(001) wetting layer. Chapter VI
describes use of the cluster expansion formalism with first principles methods to perform a
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comprehensive search for ground-state reconstructions of the alloyed InAs/GaAs(001) surface
and construct a zero-temperature phase diagram to predict the stability of the (2×4), (4×3),
c(4×4) and (4×2) phases of the alloyed surface. Application these comprehensive search tool
to such a complex system reveals the significant qualitative changes to structure and alloying
induced by alloying at the surface.
Chapter VII discusses the relevance of the methods explored in the other chapters to
surface systems other than III–V (001) and avenues for future developments.
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CHAPTER II
Linking Thermodynamics of Multi-component Surfaces
to First Principles Calculations
Many of the major results of surface thermodynamics were derived in the nineteenth cen-
tury by Josiah W. Gibbs[22]. In fact, the treatment by Gibbs is still cited as the definitive
source on the thermodynamics of an isotropic surface. Later contributions have extended
the formalism of Gibbs to include considerations for anisotropic surfaces and multiple com-
ponents. Of these, the description of surface energy advanced by Cahn is of particular
importance[23], as it incorporated much of the understanding of surface thermodynamcs up
to that point, and specified in clear language how to define properties of the surface in an
unambiguous way. We shall follow this outline presented by Cahn in our development of the
basic thermodynamic theory for surfaces.
A central concern of this dissertation is to rigorously calculate equilibrium properties of
crystalline surfaces from first principles in order to compare the relative stability of sim-
ilar atomic surface structures. Unfortunately, this application of surface thermodynamics
is somewhat outside the scope of authoritative sources in the surface thermodynamics lit-
erature. This chapter presents a consistent theory and methodology for investigating the
finite-temperature equilibrium behavior of surfaces using first principles methods. First, we
derive the basic thermodynamic theory for a multicomponent solid surface. Then we de-
scribe the cluster expansion formalism and demonstrate how it can be used to construct an
effective Hamiltonian for the calculation of the finite-temperature surface properties. Finally,
we describe the first-principles methods used to parameterize effective Hamiltonians for the
(001) surface of GaAs and its surface alloys.
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2.1 Thermodynamics of a Multicomponent Surface
Although interface problems arise in homogeneous phases, as occurs at the grain bound-
aries of a polycrystalline material, the presence of a material interface generally suggests
the presence of two coexisting phases that are in equilibrium with each other. In the case
of immediate interest here the coexisting phases consist of a M–component substitutional
crystal and a vapor phase containing the elemental precursors of the crystal. The vapor
and the solid each has the M + 2 degrees of freedom associated with addition/removal of
thermal energy, mechanical work via changes in volume, and chemical work associated with
adding/removing atoms of the M elemental species.
From these considerations, we can use the first and second laws of thermodynamics to
write an equation for the reversible change in total energy of the vapor phase as





m − P (v) dV (v), (2.1)
where T is temperature, S is entropy, µm and Nm are the chemical potential and number
of species m, P is pressure, and V is volume. Superscript v indicates that the variables are
defined for the vapor phase. The reversible change in the energy of the solid can be similarly
written as





m − P (s) dV (s), (2.2)
where superscript s indicates quantities of the solid phase.
For simulating solid materials, and crystalline solids in particular, it is convenient to
introduce a change of variables. Defining N(tot) =
∑M
m=1Nm, we can write NM = Ntot −∑M−1
m=1 Nm and dNM = dNtot −
∑M−1
m=1 dNm. Thus, Eq. (2.1) becomes







m − P dV (v). (2.3)
and Eq. (2.2) becomes







m − P (s) dV (s), (2.4)
where ∆µm = µm − µM . This change of variables allows us to control the size of the
system and its stoichiometry independently, since µM = (∂E/∂Ntot)Nm 6=M ,S,V while ∆µm′ =
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(∂E/∂Nm′)Ntot,Nm 6=m′ 6=M ,S,V . Subscripts of the partial derivatives indicate quantities that are
held constant as the independent variable is changed. For simulations of crystalline solids,
such a distinction has clear advantages by allowing the definition of thermodynamic boundary
conditions that fix Ntot (corresponding, for example, to a fixed number of lattice sites) and
leave the compositions cm = Nm/Ntot free to vary. Under such conditions, Ntot and the
various ∆µm would be the independent variables, while µM and cm would be determined by
equilibrium criteria imposed by the boundary conditions.
In order to specify criteria for solid/vapor equilibrium we will make a few simplifying
assumptions about the geometry of the coexisting system. First, we assume that the surface
is planar. The original description of surface tension for fluid interfaces set forth by Gibbs
allowed for curved interfaces, with the result that a curved interface is associated with a
discontinuity in pressure across the interface. We shall consider only atomically flat surfaces,
for which curvature effects are vanishingly small, allowing us to disregard them. Second,
we assume a fixed surface orientation. Although Cahn neglected interface curvature, he
included instead surface orientation as an extensive variable. The results derived here will
be applied to low-index (001) surface of zincblende III–V materials, which is predicted to
be a thermodynamically allowed facet over the range of surface composition[24], so faceting
should not occur.
Criteria for two-phase equilibrium within these constraints can be readily obtained for the
solid and vapor, with an interface along the z-direction. Criteria can be derived by performing
a constrained minimization of the total energy for a thermally, mechanically, and chemically
isolated heterogeneous system containing both solid and vapor[25, 26]. The minimization





P = P (v) = P (s). Together, these criteria specify conditions on all of the degrees of freedom
of the two phases.
The equilibrium criteria have physical ramifications on our ability to control the system.
We can integrate Eqs. (2.3) and (2.4) by recognizing that the equations are homogeneous
equations of degree one with respect to the extensive variables S, Ntot, Nm6=M , and V .
In other words, the energy of each homogeneous phase scales linearly with its quantity.
Integration produces the Euler homogeneous forms







m − PV (v) (2.5)
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and







m − P (s)V (s). (2.6)
We can take the total differentials of Eqs. (2.5) and (2.6), where the total differential of
each conjugate variable pair X and Y is d(XY ) = X dY + Y dX. By forcing equality with
Eqs. (2.3) and (2.4), we arrive at the Gibbs-Duhem equations





N (v)m d∆µm − V (v) dP (2.7)
and





N (s)m d∆µm − V (s) dP. (2.8)
The two equations in M + 2 variables can be reduced to a single equation in M + 1 variables
by eliminating a single variable. For example, by eliminating dµM , we obtain
0 = ∆s dT +
M−1∑
m=1
∆cm d∆µm −∆Ω dP. (2.9)
where s is the entropy per atom, cm is the concentration of species m, and Ω is the volume
per atom; ∆x = x(s)−x(v) for each quantity x. Eq. (2.9) is related to the Clausius-Clapeyron
relations and is essentially a statement of the Gibbs phase rule. Mathematically, (2.9) spec-
ifies an M -dimensional surface in the thermodynamic space of intensive variables on which
coexistence of vapor and solid is allowed. In other words, when two phases are in equilibrium,
as is always the case for the equilibrium interface of a heterogeneous system, two intensive
parameters are linearly dependent on the others and therefore cannot be controlled.
The physical system has, in addition to a region of homogeneous solid and one of ho-
mogeneous vapor, a region in the vicinity of the interface separating the two regions that
behaves differently from either homogeneous region. Although the matter within this surface
layer is influenced by the interface, the equilibrium criteria are still well-defined[25, 26]; the
temperature, pressure, and chemical potentials have the same values near the interface as
they do in the homogeneous systems. We can write the energy differential of the interface
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region from the first and second laws of thermodynamics as







m − P dV (i) + γa0dNA, (2.10)
where γ is the surface energy per unit area a0 of the solid-vapor interface. The extensive
variable NA is the amount of interface, in terms of a0, so that the total area A = NAa0.
Equation (2.10) is a homogeneous equation of degree one with respect to scaling due to
increasing or decreasing the area. However, it is not homogeneous with respect to scaling in
the direction perpendicular to the interface. Scaling in the perpendicular direction could be
achieved by extending the interface farther into vapor phase, farther into the substrate, or
some combination of the two. Consequently, the Euler integral form of Eq. (2.10) has the
form







m − PṼ (i) + γ, (2.11)
where the tilde denotes that the quantities are measured per unit area. The extensive
quantities in Eq. (2.11) necessarily depend on the thickness L(i) of the interface region and
the definitions of its boundaries. In fact, Ṽ (i) is simply V (i)/A = L(i). However, Euler’s
theorem for homogeneous equations does not reveal any information about this dependence,
due to the inhomogeneity of E(i) perpendicular to the surface.
If we choose L(i) sufficiently large, the inhomogeneity of E(i) perpendicular is due entirely
to the matter that is directly influenced by the surface. Outside of some thickness λ <
L(i), the material either behaves homogeneously as the vapor phase or as the solid phase.
This concept is illustrated in Fig. 2.1. Extending L(i) farther into the vapor side by the
infinitesimal amount d` increases Ẽ(i) by (dẼ(i)/d`) d`, or simply E (v) d`, where E (v) is the
internal energy per unit volume of the vapor phase. Similarly, extending the boundary of the
interface region further into the substrate side increases Ẽ(i) by an amount E (s) d`. Thus we














d` E (v), (2.12)












Figure 2.1. Schematic diagram of the idealized interface region, which has a well-defined solid-like
region and vapor-like region, in addition to the surface region, which has thickness λ. The value of
λ depends on the extensive quantities used to partition the interface region.
The integrals in Eq. (2.12) can be expressed simply as the sum
Ẽ(i) = L(s)E (s) + L(v)E (v) + Ẽ(λ) (2.13)
where Ẽ(λ) is the energy per area of the surface layer. Rearranging yields
Ẽ(λ) = Ẽ(i) − L(s)E (s) − L(v)E (v), (2.14)
which has units of energy per unit area. We can determine the integral form of Ẽ(λ) by
inserting Eqs. (2.5), (2.6), and (2.11) into Eq. (2.14) to obtain







m − PṼ (λ) + γ. (2.15)
The extensive quantities in the surface layer are also measured per unit area and are defined
as
X̃(λ) = X̃(i) − L(v)x(v) − L(s)x(s) (2.16)
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for a quantity X, where x(v) and x(s) are measured per unit volume in the current state of
the respective phases.
Because the thickness of the surface layer is ill-defined, Eq. (2.15) is of limited usefulness
in its present form, and its relation to the surface energy γ is difficult to discern. We can
isolate γ from Eq. (2.15) to obtain







Since dẼ(i), dE (v), and dE (s) are known, we can also write its differential,
dγ = −S̃(λ) dT − Ñ (λ)tot dµM +
M−1∑
m=1
Ñ (λ)m d(∆µm) + Ṽ
(λ) dP, (2.18)
which indicates that γ explicitly depends on all the intensive parameters of the system. How-
ever, as demonstrated by Eq. (2.9), allowed values of the intensive variables exist implicitly
on an M -dimensional surface, such that two intensive variables must be determined by the
other M in order to equilibrate the heterogeneous system. Since the equilibrium surface free
energy cannot explicitly depend on all M + 2 intensive parameters, it should be expressed
in terms of only M intensive variables, and by requiring this for the expression of γ we can
assert the equilibrium criteria for phase coexistence.
Reducing the dependence of Eq. (2.18) can be achieved by requiring that the extensive
quantities conjugate to two of the intensive parameters go to zero. In other words, we require
Ỹ (λ) = Ỹ (i) − L(v)y(v) − L(s)y(s) = 0 (2.19)
and
Z̃(λ) = Z̃(i) − L(v)z(v) − L(s)z(s) = 0 (2.20)
for the two extensive quantities Y and Z. Equations (2.19) and (2.20), along with Eq. (2.16)
form a system of three equations in the three unknowns, L(v), L(s), and X̃(λ). We can use
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Cramer’s rule to solve for X̃(λ) in terms of determinants as





Ỹ (i) y(v) y(s)
Z̃(i) z(v) z(s)
∣∣∣∣∣∣∣∣∣∣∣∣ y(v) y(s)z(v) z(s)
∣∣∣∣∣
. (2.21)
We have borrowed the notation [X]Y,Z from Cahn to denote the extensive quantity X con-
tained in the surface layer when the intensive parameters conjugate to Ỹ (λ) and Z̃(λ) are
eliminated from Eq. (2.17). The quantity [X]Y,Z is called the surface excess of X. It is
clear from properties of determinants that both [Y ]Y,Z and [Z]Y,Z are zero, and thus their
intensive conjugates no longer appear Eq. (2.18). The choice of Y and Z implicitly specifies
the thickness and placement of the surface layer within the interface region, since L(v) and
L(s) are
L(v) =
∣∣∣∣∣ Ỹ (i) y(s)Z̃(i) z(s)
∣∣∣∣∣∣∣∣∣∣ y(s) y(v)z(s) z(v)
∣∣∣∣∣
, and L(s) =
∣∣∣∣∣ Ỹ (i) y(v)Z̃(i) z(v)
∣∣∣∣∣∣∣∣∣∣ y(v) y(s)z(v) z(s)
∣∣∣∣∣
. (2.22)
However, the geometric interpretation of L(v) and L(s) does not affect the physical meaning
of the measurable quantity γ.
With L(v) and L(s) now defined in a way that is consistent with solid-vapor equilibrium,
the physical relevance of γ is more readily apparent. Using the notation of Eq. (2.21), dγ is
written
dγ = −[S]Y,Z dT − [Ntot]Y,Z dµN −
M−1∑
m=1
[Nm]Y,Z d(∆µm) + [V ]Y,Z dP. (2.23)
The quantities [X]Y,Z can be interpreted as the excess amount of X contained in the interface
region due to the presence of the surface, when the surface layer is defined such that Ỹ (λ)
and Z̃(λ) are zero. For example, [V ]Y,Z is the surface excess volume. According to this
interpretation, it is readily apparent that λ ≡ [V ]Y,Z , and for Y = V or Z = V , the surface
excess quantities are defined for an idealized two-dimensional surface, with λ = 0.
Although surface excess quantities are in general dependent on the choice of independent
variables, the definition of γ itself is not arbitrary. If we choose for example Y = N(tot) and
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Z = V , then Eq. (2.17) becomes




This expression is in fact equivalent to the surface excess of the grand potential
γ = [Φ]Ntot,V = Φ̃
(i) − L(v)ϕ(v) − L(s)ϕ(s), (2.25)
where the grand potential per unit area of the interface region is






The grand potential is a useful definition of thermodynamic free energy in many atomistic
simulations of solids. It is the characteristic potential for boundary conditions that fix the
total total number of atoms and volume, which can often simplify the implementation of a
simulation. In equilibrium at fixed volume and number of atoms, Ω(v)ϕ(v) = Ω(s)ϕ(s), where
Ω is volume per atom. ϕ(v) is the grand canonical potential of the vapor per unit volume,
given by










m /V (v) is the
concentration of species m in the vapor. ε(s) for the solid is defined similarly. Equation (2.25)
consequently reduces to





By calculating L(v) and L(s) from Eqs. (2.22), we can eliminate the dependence of γ on ∆µM
and P and obtain the simplified expressions
γ = Φ̃(i) − Ñ (i)Ω(s)ϕ(s) (2.29)
= Φ̃(i) − Ñ (i)Ω(v)ϕ(v).
In other words, to determine γ for the surface it is sufficient to calculate the characteristic
potential for the interface region, using some simulation method, and then take the difference
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with the same characteristic potential calculated for one of the pure phases, at the same set
of intensive parameters.
It is generally true that if the characteristic potential depends on either one or two
extensive variables only, then we can express γ as the appropriate surface excess of the
characteristic potential. For example, in a binary system with independent variables N1, N2,
T , and P , we find γ = [G]N1,N2 , where [G]N1,N2 is the surface excess Gibbs free energy. For a
system with characteristic potential Λ and only one fixed extensive parameter (for instance,
N(tot)), γ = [Λ]Ntot,Z , where Z is any other extensive parameter. As indicated by Eq. (2.29),
the characteristic potential need only be calculated for one of the pure phases to determine
γ in such cases. If surface excess of other extensive quantities are desired, however, they
need to be known for both phases.
In many cases, the vapor phase has a negligible density relative to the bulk solid. In such
situations, an important limiting case can be obtained for Eq. (2.21). When we eliminate P
and µM from Eq. (2.17), we can rewrite [X]Ntot,V as
[X]Ntot,V = X̃







where ρ(v) is the volume density of atoms in the vapor phase. As the density of the vapor
phase approaches zero, x(v) (which scales as ρ(v)) and Ω(s)ρ(v) become vanishingly small,
leaving only
[X]Ntot,V = X̃
(i) − Ñ (i)Ω(s)x(s), (2.31)
which is the approximation of a solid–vacuum interface. Although such an interface cannot
exist in equilibrium, it is nearly comparable to a solid surface exposed to a very low-density
vapor phase. Such situations arise frequently in epitaxial crystal growth, and as a result,
Eq. (2.31) is widely used in the literature to express excess quantities calculated for epitaxial
and similar systems, often without calling to attention that it is an approximation. Equa-
tion (2.29), however, remains valid despite the approximation demonstrates the advantage
of working in terms of the characteristic potential.
In general, γ is not the only thermodynamic potential that can be used to describe the
surface region. We may take a Legendre transform of [E]Ntot,V such as






in which P [V ]Ntot,V = 0, and find
dη = −[S]Ntot,V dT +
M−1∑
m=1
∆µm d[Nm]Ntot,V , (2.33)
allowing us to compare the energies of different surfaces under the somewhat artificial con-
straint of fixed surface composition. Equilibrium criteria are then satisfied by explicitly
requiring equality of ∆µm everywhere in the interface. Determining equilibrium at fixed
surface composition is equivalent to the common-tangent construction used to determine
multicomponent phase equilibria. Equation (2.32) can significantly simplify analysis and
visualization of surface energy data when many different surface structures are under con-
sideration, as will become clear in Ch. III.
2.2 Relating Surface Thermodynamics to Atomic Surface Struc-
ture and Configuration
The thermodynamic results of the previous section are rigorously correct for macroscopic
systems measured at equilibrium. In principle, Sec. 2.1 implied that, in the low vapor
density limit, we can predict properties of the surface by separately simulating equilibrium
behavior of the material in two different geometries. The first is simply the ideal bulk
crystal; the second is a region of material that contains the interface but also extends to a
depth in the bulk substrate at which the material behaves approximately as the equilibrium
crystal. However, Sec. 2.1 made no prescription for how to parameterize the constitutive
relations of the bulk solid or interface region. The constitutive relations link the independent
thermodynamic parameters of the system, as determined by its boundary conditions, to its
measurable properties. As observed in Eq. (2.29), if constitutive relations are known for
the entire interface region as well as for the solid bulk, the surface free energy is easily
obtained. Functional forms for constitutive relations can be derived for idealized cases to
relate, for example, entropy to composition, but this is often not possible even in simple
cases for real materials. One strategy to obtain constitutive relations for a real material
is to parameterize these idealized models using experimental data. Increasingly, however,
calculating constitutive relations outright, from the atomistic scale, is a tractable alternative
that can often cover a wider region of thermodynamic phase space while also providing
significant insight into the mechanisms from which equilibrium phenomena arise.
Although equilibrium thermodynamics is based on the concept of thermodynamic “state”,
which is independent of the path taken to reach equilibrium and depends only on independent
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macroscopic parameters, an atomistic system also has an instantaneous state that depends
on its microscopic degrees of freedom. The instantaneous energy of this microscopic state
is an eigenvalue of the Schrödinger equation corresponding to the inseparable many-body
eigenfunction that describes the state of all ions and electrons in the material. For most solid-
state materials (and especially semiconductors and insulators) we can accept the validity of
the adiabatic approximation, which assumes that electronic excitations are sufficiently far
away from the ground state that the electronic wavefunction always remains in its lowest
eigenstate, which is wholly determined by the ionic positions. Moreover, in a crystalline
material, the ions can be thought of as trapped within a sufficiently deep local minimum
of the potential energy surface that the coordinates of the minimum energy state map onto
well-defined crystal sites that can be labeled. The ionic excitations of a crystal are small
perturbations of the ionic positions and momenta about the crystal sites. One of M chemical
species resides at each site, and because large excitations of the sites, including exchanges
of atoms between sites, are assumed to be infrequent, the instantaneous microstate of the
crystal is associated with a well-defined configuration specifying the species at each site.
To describe configuration mathematically, we assign each site j an occupation variable, σj,
that can take one of M discrete values, depending on the species occupying the site. The
instantaneous microstate energy of the crystal can therefore be written
E~σ,~n = E0(~σ) + ∆E(~σ, ~n), (2.34)
where ~σ = (σ1, σ2, . . . , σj, . . . , σNtot) is the vector of occupation variables for the Ntot crystal
sites, and ~n is the set of quantum numbers that describe the quantized eigenstates of the
many-body ionic Hamiltonian for configuration ~σ. E0(~σ) is the ground-state energy at the
local minimum of ionic positions for configuration ~σ, and ∆E(~σ, ~n) is an excited eigenstate
of the Hamiltonian in the vicinity of the local minimum.
The actual instantaneous microstate of the crystal at any given time is unknown, but
when temperature is fixed we can assign a probability to the crystal being in a microstate






where β = 1/kBT , and kB is the Boltzmann constant. gE is the number of microstates















The partition function has the important property that the Helmholtz free energy is given
by
A = 〈E~σ,~n〉 − TS = −kBT lnZ, (2.38)
where angle brackets indicate an average over the canonical distribution.
When a system, due to its boundary conditions, can exchange energy with its environ-
ment via chemical or mechanical work the ensemble of microstates is described by a slightly







The partition function of the new ensemble is expressed in terms of the generalized enthalpy,
which is the Legendre transform






where η is a fixed intensive parameter of the system and X
(η)
~σ,~n is the value in the {~σ, ~n}
microstate of its conjugate extensive variable. When the system moves from one microstate to




With this definition, the relation in Eq. (2.38) then becomes
Φ = 〈H~σ,~n〉 − TS = −kBT lnZ, (2.41)
where Φ is the characteristic thermodynamic potential for the given boundary conditions.
If Φ describes a chemically open system that can perform chemical work on the outside
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environment, we can recover Eq. (2.26) by using




where the number of atoms of species m in a particular microstate is determined by the
configuration.
If the excitations away from the ground-state eigenfunction of the ions in configuration
~σ occur at a much shorter timescale than the atom-exchange excitations that alter the
configuration, the system will pass through many ionic excitations that can all be described
with respect to a configuration ~σ before the system passes into a new configuration ~σ′. This
allows us to separate the sum over microstates in Eqn. (2.39) in a useful way[27]. Writing




















The sum over ~n is essentially the partition function for ionic excitations of configuration ~σ,
which we will call Z∆(~σ). If we define
F (~σ) = E0(~σ)− kBT lnZ∆(~σ) (2.45)








Equation (2.46) is the partition function for a chemically open crystalline material whose
microstates are specified solely by the configuration of species over its crystal sites. The
excitations occurring at time-scales shorter than that of species exchange, which are ac-
counted for in the configuration free energy F (~σ), are assumed to arise predominantly from
lattice vibrations, although any “fast” degree of freedom that leaves the configuration largely
unchanged can be accounted for in F (~σ).
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In general, the partition function cannot be calculated directly, even if F (~σ) is known,
since the sum in Eq. (2.46) is taken over all possible configurations of an infinitely large
crystal, and the number of possible configurations grows as MN for M possible species
arranged on N distinct sites. Fortunately, derivatives of the characteristic potential can
be calculated directly via Metropolis Monte Carlo, which is used to numerically integrate


































+ kB lnZ + 〈S~σ〉 , (2.48)
where S~σ = −(∂F/∂T )~σ,V,Ntot is the entropy of configuration ~σ due to short-timescale exci-
tations. 〈Nm〉, 〈F (~σ)〉, and 〈S~σ〉 can be calculated directly from Monte Carlo, since they
are first moments of the ensemble probability distribution. However, (kB lnZ) cannot be
calculated directly. Therefore, in order to calculate Φ from Monte Carlo, we may integrate
dΦ = −S dT −
M−1∑
m=1
Nm d(∆µm) + µM dNtot − P dV, (2.49)












′) is the parameterization of ∆µm along the path taken in thermodynamic space.
Φ0 is the value of the characteristic potential at the initial point on the path and is chosen
to be a point where Φ is known—either in the limit T → 0 or at an extreme of composition,
where only one configuration is allowed.
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2.3 Configurational Dependence of Free Energies Within the Clus-
ter Expansion Formalism
When we described in the previous section how the moments of the ensemble probability
distribution can be used to relate thermodynamic constitutive relations for the macroscopic
variables of the interface region to its instantaneous states of species configuration, we ne-
glected to consider how the free energy F (~σ, T ) of the configuration ~σ might be expressed
in terms of the single-site occupation variables σj. In this section we describe the cluster
expansion formalism[29] and demonstrate how it can be used to construct an accurate and
compact effective Hamiltonian for describing the dependence of a material property on its
configuration. In order for a system to be amenable to the cluster expansion formalism, we
require that its crystal sites be well-defined and can be labeled {1, 2, . . . , j, . . . , N}. The oc-
cupation of the site j is described by the occupation variable σj, which maps the occupation
state of the site onto a discrete value. If M different species are allowed to reside at site j,
then
σj ∈
{−(M − 1)/2, . . . , 0, . . . , (M − 1)/2}, if M is odd, and{−M/2, . . . ,−1, 1, . . . ,M/2}, if M is even.
We can express an arbitrary function f(σj) acting on σj as a linear combination of basis
functions φ
(k)







where αk are scalar coefficients. Clearly a function of a M -valued variable can itself take at
















is an inner product defined on the space spanned by all functions of
σj. The definition of the inner product is somewhat arbitrary, there has been a historical







where the sum is over the M allowed values of σj. Taken together, Eqs. (2.52) and (2.53)
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in Eq. (2.51). These concepts can be illustrated more clearly
in Table 2.1, which shows a choice of orthonormal basis for a ternary site (i.e., M = 3)
corresponding to the basis functions
φ
(1)















If we use the entries in Table 2.1 to fill the rows and columns of a matrix A, then the
completeness of the basis is guaranteed if A is full rank, and the orthonormality of the basis
with respect to the inner product of Eq. (2.53) is guaranteed if A−1 = A†/M .
The set of orthonormal basis functions for site j, along with the inner product in Eq. (2.53)
define an M -dimensional Hilbert space. The choice of φ
(1)
j = 1 simplifies the construction
of a basis set for the configuration of the entire N -site crystal, which defines the N ×M -







































where Γ(~κ)(~σ) are basis functions of the entire crystal, in terms of its configuration ~σ. The








where κj specifies which site basis function of site j is included in the product. The crystal







′)(~σ) = δ~κ′~κ, (2.57)
where the sum is taken over all MN possible configurations of the N -site lattice.
For a given ~κ, many φ
(κj)
j are equal to one, and do not need to be explicitly accounted
for in the product. If we specify by α the set of sites j ∈ α for which κj 6= 1, we can rewrite







α may be a single site, a pair, a triplet, etc., or it may be the empty set, ∅, in which case
Γ
(~κ)
∅ = 1. The sorting of the crystal basis set into clusters is made possible by the initial
choice of φ
(1)
j = 1. By sorting the crystal basis in this manner, we may choose a restricted set
of simple basis functions initially (corresponding to site clusters and geometrically compact
pairs, for instance), and iteratively add more complex basis functions as needed. It is due to
this property that the mathematical framework presented here is referred to as the cluster
expansion formalism.
The completeness of the cluster expansion basis functions make it possible to rigorously
expand any property that depends on the species configuration of a crystal as a linear
combination of these basis functions.[29, 30, 31] Assuming that the configuration free energy










where the scalar coefficient V
(~κ)
α is the effective cluster interaction (ECI) associated with ~κ
basis function of cluster α.
Only a small fraction of the ECI are independent, since many clusters are symmetrically
equivalent due to the translational periodicity of the crystal, as well as its factor group of
symmetry elements. For most physical systems, it is not possible to make any further a priori
assertions about the ECI. The cluster expansion in Eq. (2.59) is an exact representation of the
configurational dependence of F (~σ), due to the completeness of the crystal basis. However,
all basis functions must be included in the sum for the representation to remain exact.
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Experience has borne out, however, that the cluster expansion can be truncated to only
include terms associated with clusters containing no more than four or five sites and that
are spatially compact relative to some physically relevant length scale of the system.
Although the ECI are formally described as a projection of F (~σ) onto the crystal basis
functions via the inner product in Eq. (2.57), the inner product cannot be directly calcu-
lated for arbitrary functions, since the sum over all configurations of the crystal is infinite.
Parameterizing ECI of a restricted basis is instead performed by performing a least-squares
fit to a set of values of F (~σ) calculated at a finite collection of crystal configurations. A
meaningful criterion for the fitness of the restricted basis set can be used to optimize the
truncation of the expansion. A frequently used metric for the fitness of restricted basis set







F (~σp)− F̃ (p)(~σp)
)2
, (2.60)
where F (~σp) is calculated for the configuration p and F̃
(p)(~σp) is the predicted value of F (~σp)
obtained by performing a least-squares fit to the data from the remaining P−1 configurations,
not including ~σp, and then evaluating the resulting cluster expansion at ~σp. As the size of
the data set grows large, the optimal set of crystal basis functions is that which minimizes
the CV score[32].
2.4 Calculating Properties of a Surface Microstate from First
Principles
In order to obtain and accurate value for the configuration free energy F (~σ) of con-
figuration ~σ, we must calculate energies for at least the most important short-time-scale
excitations of the fixed configuration, given by E~σ,~n in Eq. (2.34). The allowed excitations
of the configuration and their energies are determined from the solutions to the many-body
Schrödinger equation for the crystal[33],
Hψ~σ,~n = E~σ,~nψ~σ,~n, (2.61)
where H(R1, . . . ,RI, r1, . . . , rJ) is the many-body Hamiltonian that describes interactions
among the I ions, whose spacial coordinates are given by Ri and J electrons, having co-
ordinates rj. ψ~σ,~n(R1, . . . ,RI, r1, . . . , rJ) is the many-body quantum wavefunction of the
configuration ~σ when in eigenstate ~n.
Although the allowed eigenstates of the configuration and their energies can be deter-
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mined by diagonalization of Eq. (2.61), this is a computationally-demanding procedure, even
for small J and I. We can make a few simplifying assumptions for Eq. (2.61) to ease com-
putation. The first is the Born-Oppenheimer approximation, which states that, due to the
large difference in mass between ions and electrons, their wavefunctions are independent,
and because the electrons, owing to their small mass, react so much more quickly than the
ions, the ion positions can be assumed fixed with respect to the electronic wave function.
Additionally, we assume that the ions can be treated as classical point particles, since their
thermal wavelengths are quite small relative to the nearest-neighbor ionic distance. Given
these assumptions, the J-body electronic Hamiltonian becomes
H = T + Vei + Vee + Vii, (2.62)































is the fully classical ion–ion Coulomb potential, where Zi is the atomic number of ion i.
Even when the ionic degrees of freedom are excluded from the many-body problem,
the many-body electronic wavefunction is insoluble for real materials systems. Mean-field
approaches can be used to further simplify the problem, and the Hartree-Fock method is
one such approach that has enjoyed some popularity[34]. In the Hartree-Fock method, the
many-body electronic wavefunction is constructed as an antisymmetric Slater determinant
of single-electron “orbital” wavefunctions. The Hamiltonian that yields the single-electron
wavefunctions treats the Vee as an interaction of the electron with the mean-field effective
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potential caused by the other electrons in the system. While Hartree-Fock exactly accounts
for the Pauli-exclusion exchange energy in the mean-field potential, it does not account for
higher-order many-body interactions (so-called correlation effects).
2.4.1 Density Functional Theory
In addition to providing an inadequate treatment of correlation effects, the Hartree-Fock
method entails solving a non-linear equation in terms of the 3J electronic degrees of freedom.
The pioneering contributions of Hohenberg, Kohn, and Sham[35, 36] laid the groundwork
for rigorously calculating quantum properties of real materials systems by recasting the
ground-state solution of the many-body Schrödinger equation in terms of the electron density.
This reduces the number of independent degrees of freedom from the 3J coordinates of the
individual electrons to the three spatial coordinates in terms of which the electron density
is described. Hohenberg and Kohn showed[35] that by applying the variational method to





there is an equivalent energy functional, E(t)[ρ], of the electron density, and that the electron
density that minimizes E(t) uniquely maps onto the ground-state wavefunction of the many-
body system. These concepts provide the basis density functional theory (DFT).
Using the results of Hohenberg and Kohn, a form of the density functional can be obtained
by positing a separable electronic wave function for a fictitious system of non-interacting
electrons and using the variational method to obtain the energy functional[36]
E[ρ] = Ts[ρ] +
∫
dr vext(r)ρ(r) + VH [ρ] + Exc[ρ], (2.68)
where ρ(r) = 〈ψ(t)|
∑
j δ(r−rj)|ψ(t)〉 is the electron density. The only term in Eq. (2.68) that
is rigorously known is the integral term, which depends on the external potential vext, which
arises from the electron–ion Coulomb interaction, as well as the presence of any external
field. Both Ts[ρ], which is the kinetic energy functional for system of non-interacting elec-
trons, and VH [ρ], which is the mean-field Hartree energy due to electron–electron interaction
(equivalent to the classical Coulomb energy of an electron density ρ) are approximations
to the comparable contributions of the ground-state energy. However, Eq. (2.68) remains
exact due to the presence of the exchange-correlation functional, Exc[ρ], which accounts for
exchange and many-body affects not captured by the other three functionals. Although Exc
is not known, various schemes exist for its approximation.
33
The two predominant approximations used for Exc[ρ] are the local density approximation
(LDA) and the generalized gradient approximation (GGA). In LDA, the electron density is
assumed to behave locally like a homogeneous electron gas with respect to exchange and
correlation[36], the properties of which are well known. In practice, LDA works well but
tends to predict over-binding for most systems, with bond lengths that are shorter than
experimentally-measured values. GGA treats Exc[ρ] as depending locally on the gradient
(and sometimes higher-order spatial derivatives) of the electron density, in addition to its
value[37]. Compared to experiment, GGA tends to predict longer bond lengths and lower
binding energies.
The utility of the Kohn-Sham approach is that the variational method can be applied
to energy functional in Eq. (2.68) to obtain a Schrödinger-like equation for each allowed
single-electron state φj, while the allowed states that are filled with electrons comprise the
total wavefunction. The resulting equations are the self-consistent Kohn-Sham equations,
which take the form[36]
[
−∇2 + vext(r) + vH(r) + vxc(r)
]
φj = εjφj, (2.69)
where the effective potential is a variational derivative of the energy functional in Eq. (2.68).





whose form depends on the precise approximation used for exchange and correlation. Due
to the explicit dependence of vxc(r) and vH(r) on the total electron density, the Kohn-
Sham equation for each electron is dependent on all the others, and the set of equations
can be solved iteratively until a self-consistent electron density and ground-state energy are
obtained.
Self-consistent solution of the Kohn-Sham equations is analogous to solving a system
of second-order ordinary differential equations. In the case of crystalline materials, which
consist of a periodically-repeating unit cell, the problem becomes particularly well-suited to
spectral methods. In fact, Bloch’s theorem states that in a periodic potential, the allowed
states of a single-electron Schrödinger-type equation, such as Eq. (2.69) take the form[33]
φn,k = e
ik·run,k(r), (2.71)
which have the natural quantum numbers n, corresponding to the electron band, and k,
corresponding to a vector contained within the Brillouin zone of the crystal lattice. un,k(r)
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is a function having the periodicity of the lattice. Given this constraint, un,k(r) can be








Because the periodic crystal is assumed infinite, it contains an infinite number of single-
electron states, and thus the expansion coefficient α
(G)
n,k are a continuous function of k.
Moreover, the sum over G in Eq. (2.72) extends over all vectors from the origin to a lattice
point in reciprocal space (in order for the corresponding plane wave to have periodicity of
the lattice). In practice, the expansion coefficient is calculated only on a finite grid of k-
points, and only extends to values of G such that |k + G| lies within a well-defined radius of
the origin measured by the ”plane-wave energy cut-off”. The plane-wave energy cut-off and
the density of the k-point grid must be chosen carefully in any DFT simulation to ensure
sufficient accuracy while minimizing computational cost.
2.4.2 Calculation Procedure
This simplest approximation one can make for F (~σ) is that it is simply the ground-state
energy of the electronic wave-function, which can be calculated directly from DFT. This
approximation also implies that the ions are sufficiently massive (or that the bonds are suf-
ficiently stiff) that the zero-point vibrational energy associated with the ionic ground state
is negligible. In order to apply the thermodynamic results of Sec. 2.1, we must calculate
energies both in the ideal bulk material, and in some calculation geometry that approxi-
mates the interface region. All DFT calculations in this dissertation are performed in the
self-consistent Kohn-Sham framework as implemented in the Vienna ab-initio Simulation
Package (vasp)[38], which uses a plane-wave basis set. Except where noted, calculations
are performed using the Ceperley-Alder LDA correlation functional[39], as parameterized
by Perdew and Zunger[40]. We use ultrasoft pseudopotentials[41] to describe the effective
potential of ions and core-shell electrons, allowing energy convergence of GaAs calculations
using a plane-wave energy cut-off 203 eV.
Calculating the energy of the interface region, which encloses the reconstructed surface,
is somewhat more involved than calculations for the ideal bulk. We use as our interface
structure a slab of bulk-like material sufficiently thick so as to approximate the continuation
of bulk below the surface. This slab is terminated above the top layer by the reconstructed
surface. The bottom atomic bilayer is fixed at the bulk GaAs lattice parameter, as deter-
mined by LDA DFT ionic relaxation of the bulk. Atoms in all other layers, and in the
reconstructed surface, are allowed to relax to their stable energy minima. The slab is sep-
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arated from its periodic image by approximately 12 Å of vacuum, and its bottom surface
is passivated by a layer of pseudohydrogen, with nuclear charge Z=0.75, to passivate the
dangling bonds of the bottom cleaved surface, in accordance with ECR. As discussed in
Sec. 1.1.2, the unpassivated dangling bonds results in charge separation at the interface.
Because codes, such as vasp, that express the electron density in terms of a plane-wave
basis set must use periodic boundary conditions, charge separation within the slab can cause
long-range dipole interactions between the slab and its periodic images. In order to study
surfaces that induce charge separation in the slab, it is typically necessary to correct for this
nonphysical dipole interaction explicitly[42]. The vasp-implemented dipole correction was
tested on a range of low-energy reconstructions on GaAs to determine if dipole interactions
across the vacuum layer must be explicitly accounted for, but no meaningful difference in
energy was observed for the charge-neutral surfaces being considered here.
DFT calculations for the interface region typically range in size from 90-280 atoms, which
is relatively large for a DFT calculation. We can nevertheless obtain good convergence of
relative energies, to within a few meV, with respect to the size of the Gamma-centered k-
point grid by using a k-point density of at least 144 k-points per reciprocal primitive cell.
We only use a single k-point value in the reciprocal direction perpendicular to the slab, as
the bands are very flat in this direction due to the vacuum separation (e.g., similar to an
electron in a very deep potential well).
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CHAPTER III
Enumerating Surface Structure for Systematic
Prediction of Reconstruction Stability
3.1 Introduction
While in Ch. II we described how to rigorously calculate the thermodynamic properties of
atomic surface structures and compare their relative stabilities, those methods are ultimately
parameterized by density functional theory. Although DFT is very accurate for examining
relative properties of different structures, it is an insufficient tool to predict structure. Put
another way, DFT and the methods presented in Ch. II are appropriate for testing hypothe-
ses of equilibrium structure, but they cannot generate hypotheses. A robust and versatile
framework for predicting surface phenomenon from minimal initial information must pre-
scribe methods to both generate and test hypotheses. A number of promising approaches
that achieve these goals have been implemented for bulk crystal structure prediction. The
most prominent among these are genetic programming strategies[43] and data mining of
materials databases[44, 45]. Unfortunately, significantly less progress has been made to for-
malize the prediction of surface structure. Genetic algorithms have been used to determine
equilibrium surface structure in single-component systems[46], but since genetic optimiza-
tion typically requires many hundreds or thousands of energy calculations, it is ill-suited
for multicomponent surfaces or when first principles accuracy is desired. Data mining ap-
proaches, on the other hand, are difficult to envision for surface systems since significantly
less data is available for well-characterized surface structures, especially in comparison to the
well-curated databases that exist for bulk crystal structures. Moreover, the range of possible
surface structures depends largely on the crystallography of the bulk and how it is related to
the surface plane of interest. Consequently, even a single bulk crystal structure may permit
many possible surface terminations. Because the range of possible surface structures is so
varied, many surface characterization problems likely arise from previously unencountered
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structures, thus limiting the usefulness of a data-mining approach.
In some instances the degrees of freedom that dominate surface reconstruction can be
mapped onto a 2-dimensional lattice model. The cluster expansion technique can then be
employed to efficiently search for thermodynamically stable reconstructions[29, 30]. This
approach has been used to study a simple model of As adsorption and surface alloying in
InAs/GaAs (001)[21]. Unfortunately, because it is an on-lattice model, the cluster expansion
in its typical form is ill-suited to describe the more complicated structural degrees of freedom
or symmetry-breaking local relaxations that may occur at the surface of materials with highly
directional bonding.
Our particular focus in this dissertation on the (001) surface of zincblende III–V semicon-
ductors provides a prime example of the need for a more systematic approach for predicting
equilibrium surface structure. The observed (001) surface structures on III–V materials in-
clude a number of poorly understood surface reconstructions, both on the pure compounds
and on their alloys. As discussed in Ch. I, even for the GaAs (001) surface, which is relatively
well characterized, there are longstanding experimental observations of surface symmetries
that have yet to be adequately explained by accurate structural models. In 1989 Däweritz
and Hey[47] determined a reconstruction phase diagram from reciprocal space measurements
of the GaAs (001) surface that includes (2×3) and (1×3) periodicities at low temperature,
and (4×6) and (3×6) periodicities at Ga-rich conditions, none of which can be explained
within the current theoretical understanding of the system.
The necessary first step to resolving some of these mysteries presented by experimen-
tal surface characterization is to generate plausible hypotheses for ground-state structures
having the experimentally determined symmetries. If we can obtain a database of struc-
turally promising candidates, we can subsequently screen them for relative stability using
either physically-derived heuristics or the first principles methods described in Ch. II. In
this chapter we present a systematic approach for determining equilibrium atomic surface
structure in III–V compound semiconductors. On multicomponent surfaces such as GaAs,
a fully defined reconstruction consists of a reconstruction prototype (i.e., the set of atomic-
site coordinates that describe the topology of the surface reconstruction) together with its
species configuration (i.e., the distinct arrangement of the M atomic species on the sites of
the reconstruction prototype). Due to this two-part aspect of multicomponent surface recon-
struction categorization, our approach consists of two steps: (i) Explore structural degrees
of freedom to generate candidate reconstruction prototypes and use screening methods to
identify low-energy prototypes. (ii) Use the cluster expansion formalism[29] to describe the
energetics of species configuration for low-energy prototypes in order to identify the overall
ground-state reconstructions, each consisting of a reconstruction prototype plus a particular
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species configuration of that prototype.
For the first step we introduce an algorithm to generate structurally plausible reconstruc-
tion prototypes based on observed or proposed structural motifs. A distinguishing feature
of III–V (001) surfaces is the in-plane bonding between neighboring atoms, which gives rise
to the “surface dimer” and “backbond” motifs. In compound materials, some sites of a sur-
face reconstruction prototype may be able to host more than one species of atom. In III–V
systems this is most readily observed by the formation of heterodimers, where a terminating
dimer consists of one cation species and one anion species. The possibility of multiple dis-
tinct heterodimer arrangements necessitates the second step of our approach in which we use
density functional theory energy calculations to determine the energetic role of these con-
figurational degrees of freedom. The cluster expansion formalism from alloy theory[29, 30],
described in Ch. II, is then applied to these data to predict energies across the entire config-
uration space of a single reconstruction prototype, making Monte Carlo methods accessible
as a means to conduct comprehensive thermodynamic analysis at finite temperature.
We apply this method to the (001) surface of the zincblende III–V compounds, with
the ultimate goal of identifying the energetically competitive reconstructions of this surface
that either are stable for a pure binary compound or are likely to become stable upon
perturbing the binary system (e.g., by introducing strain or alloying). Several specific surface
reconstructions of the III–V binary compounds have been well-characterized, allowing us to
develop a set of structural rules that recreate these and similar reconstruction prototypes,
while excluding prototypes with unobserved and nonphysical features. An implementation
of our enumeration algorithm incorporating these structural rules is used to generate all
likely surface reconstructions for user-specified unit cell geometry. We present a statistical
characterization of the generated reconstruction prototypes and examine their excess charge
characteristics, which are determined by an efficient formulation of the electron counting
rule (ECR)[1]. The database of generated reconstructions provides a new and valuable tool
for identifying the structure of poorly characterized binary and alloyed III–V semiconductor
surfaces.
We examine reconstruction stability by calculating surface free energies from first princi-
ples for all charge-neutral reconstruction candidates having experimentally-observed surface
lattice vectors on GaAs (001). These results verify the accepted GaAs (001) phase diagram
and reveal near-stable reconstructions, including a class of (4×3) surface reconstructions that
is nearly stable for GaAs(001). Finite temperature Monte Carlo free energies are compared
for this reconstruction prototype and the well-known GaAs c(4×4) reconstruction in order




3.2.1 Structural trends of III–V structures
The bulk zincblende crystal of III–V compounds is comprised of two sublattices—the
group V, or anion, sublattice and the group III, or cation, sublattice. Each atom of one
sublattice shares tetrahedrally-oriented bonds with four atoms of the other sublattice. Along
the [001] direction, the crystal exhibits an ABCD stacking of square 2D lattices; A and
C layers belonging to the anion sublattice and B and D layers belonging to the cation
sublattice. The stability of zincblende phases of many III–V compounds is due to the sp3
orbital hybridization of the constituent atoms, as well as the strong energetic preference for
III–V bonds over V–V or III–III bonds.
Although the surface structure is necessarily less well-determined than the bulk, consis-
tent structural traits of III–V (001) surfaces can be discerned from careful consideration of
the most likely III–V reconstruction models, as viewed in the context of the experimental
and computational literature. We focus here on the class of III–V reconstructions that are
Group V-rich. Bonding orbitals at these surfaces are predominantly sp3 in character, since
full filling of σ(sp3) bonding orbitals can be easily realized by V–V and III–V bonds. The
resulting bond angles are typically close to tetrahedral, leading to surface structural motifs
that can easily maintain coherence with the substrate crystal without requiring bond-lengths
significantly different from those in the bulk.
The predominant dimer and back-bond motifs of the most well-substantiated reconstruc-
tion models form only along well-specified direction. As illustrated in Fig. 3.1(a), we can
define two directions specific to each sublattice—the “dimer” axis and the “non-dimer” axis.
An atom in the unreconstructed surface has two substrate-oriented tetrahedral bonds that
link it to the bulk. If we imagine these substrate-oriented bonds as the legs of a triangle,
it is reasonable to postulate that relaxations of the surface atom perpendicular to the plane
of the triangle can be much larger than relaxations within the plane. We therefore define
the dimer axis as the direction normal to the plane spanned by the two substrate-oriented
tetrahedral bonds, and this is the axis along which in-plane dimers and back-bonds form.
The non-dimer axis is perpendicular to the dimer axis in the (001) plane. These axes and the
[001] axis are mutually orthogonal, and the dimer and non-dimer axes are defined separately
for each sub-lattice. Thus, in terms of the directions defined in Fig. 3.1(a) for GaAs, [110]
is the dimer axis of the Ga sublattice and it is the non-dimer axis of the As sublattice; [110]
is the dimer axis of the As sublattice and it is the non-dimer axis of the Ga sublattice.
With these definitions in place, we can enumerate the observed III–V structural traits,
which we have organized in a hierarchy, beginning with the least likely to be violated:
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Empty dangling bond Linear Trimer
Lone Atom
Figure 3.1. III–V (001) surface structure trends shown for GaAs. (a) As dimer, in perspective,
with filled dangling bonds. The non-dimer axis is normal to the plane spanned by the dimer and
dangling bond. (b) The As-terminated (001) surface, with two possible dimerizations. Dimers on
the left are depicted in the usual manner; dimers on the right are depicted using the dimer “specie”
abstraction. (c) The α2(2×4) reconstruction with Ga-Ga backbond indicated by a dashed oval.
(d) The Ga-terminated (001) surface, with three different bonding motifs: surface dimers, with two
three-fold coordinated atoms; lone atoms, with two dangling bonds each; and linear trimers, with
a central four-fold coordinated atom. (b)-(d) share the same crystal axes.
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1. There are no vacancies below surface layers. The presence of a vacancy significantly
distorts surrounding bonds alters the local charge state, leading to high-energy strain
and electrostatic interactions. This observation implies that any atom of the structure
must sit above and between two other atoms, along the dimer axis of the two lower
atoms.
2. All atoms have 3-fold or 4-fold coordination. This requirement is necessary to enable
anions to have filled valence shells and cations to have empty valence shells, assuming
bonding is polar. Three-fold coordinated anions typically have a filled valence shell
orbital which does not participate in bonding, referred to as a “dangling bond”.
3. Anions and cations form dimers along the dimer axis. If no atom sits in the layer above
two atoms that are in-plane neighbors along their dimer axis, these two atoms may
bond to form a dimer. Dimers reduce the number of high-energy dangling bonds at
the expense of introducing some degree of strain due to the relaxation of the dimerized
atoms toward each other. The prototypical III–V anion dimer is illustrated in detail in
Fig. 3.1(a). Dimerization is essentially a way to increase the coordination of atoms via
local relaxations. This, along with the first two rules, implies that every atom must
have at least one neighbor along the dimer axis in the same (001) plane. Figure 3.1(b)
shows dimerization in the anion layer, and Fig. 3.1(d) shows dimerization in the cation
layer.
4. Backbonds may form between a lone atom and a neighboring three-fold coordinated
atom. Backbonds are the second type of in-plane bonding. Unlike dimers, a backbond
joins a three-fold coordinated atom to a four-fold coordinated atom in the same (001)
plane along the plane’s dimer axis. Because relaxation of the four-fold coordinated
atom is limited, the local relaxation associated with backbonds often results in more
highly strained motifs than are caused by the dimer in-plane bond. A III–III backbond
is a prominent feature of the α2(2×4) reconstruction, which is shown in Fig. 3.1(c)
(backbond is circled).
5. A four-fold coordinated atom may not have an in-plane bond. Such a bond would
essentially amount to a “bridge” bond between larger structural features, or to lin-
ear trimers, tetramers, and so on. As noted for dimers or backbonds, neighboring
atoms must locally relax in order to obtain a separation near the equilibrium in-plane
bond length. Such relaxation is significantly more difficult to achieve if the in-plane
bond joins two four-fold coordinated atoms. Consequently, these motifs are largely
unphysical from an energetic standpoint. Although a linear tetramer structure has
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been proposed for the GaN (001) (4×1) surface[48], later work has cast doubt on this
model[49]. The illustration in Fig. 3.1(d) compares motifs with different numbers of
in-plane bonds, including a linear trimer motif.
3.2.2 Algorithm to generate surface reconstruction prototypes
The above rules are incorporated in an algorithm to enumerate III–V reconstruction
prototypes. The specific form of the algorithm presented here is based on knowledge of
the III–V (001) system (e.g., the bulk crystal and the structural rules we have outlined),
although it can be easily adapted to study a range of other systems, provided that basic
structural information is known. Surface atoms are assumed to reside at well-defined lattice
sites, to within small local relaxations. For anion-rich III–V surfaces these sites are assumed
to coincide with the bulk zincblende lattice positions, although additional interstitial sites
may be necessary to describe other systems. The algorithm takes as input the surface lattice
vectors of the desired unit cell.
The surface unit cell has an associated integral unit area, NA, which is the number of
atoms in a complete bulk-like monolayer of the specified unit cell. Because the 1×1 surface
lattice vectors lie along the face diagonals of the zincblende cubic unit cell, the surface
lattice parameter is given by asurf ≡ abulk/
√
(2), so that the unreconstructed surface has
one atom per unit area a2surf . In general, a unit cell with lattice vectors v = (v[110], v[110])







Using the structural rules outlined above, it might be possible at this point to perform a
brute-force enumeration of reconstruction prototypes; however, many prototypes would be
visited that are either symmetrically equivalent or structurally incompliant (i.e., they do not
obey our structural rules). The goal of our algorithm is to find the subset of reconstruction
prototypes that are both structurally compliant and symmetrically distinct while limiting the
total number of structures that must be evaluated. This is done efficiently by constructing
the reconstruction prototypes layer-by-layer, from the substrate up, screening at each layer
for structural compliance and symmetrical uniqueness. Consider the n = 0 atomic layer,
which represents the first layer of substrate, sitting at the surface of a semi-infinite bulk
crystal. Atop this layer, the n = 1 layer is placed, which consists of some arrangement
of atoms and vacancies on the N monolayer sites of the unreconstructed unit cell. All 2N

















Figure 3.2. Schematic illustration of enumeration procedure for a close-packed cartoon crystal,
viewed from the side. Starting from the surface in the top figure, all possible configurations of
atoms and vacancies in the current layer n = 3 are enumerated. For each n = 3 configuration,
the procedure is repeated in layer 4. Since sub-surface vacancies are not allowed, the procedure is
self-terminating, and the bottom prototypes illustrate possible outcomes. If two arrangements of
layer 3 are different, they cannot produce equivalent prototypes in subsequent layers.
distinct monolayer configuration and subsequently excluding all configurations that are not
allowed in a structurally compliant prototype.
On top of each compliant n = 1 layer configuration we specify a 2D crystal of potential
sites for the n = 2 layer, selected from ideal bulk lattice positions. Each site of this new layer
must have two nearest neighbors in the n = 1 layer, in accordance with the first structural
rule. Structurally compliant configurations of atoms and vacancies in the n = 2 layer are
enumerated, and each subsequent layer is constructed in this manner. When the nth layer
configuration results in all n layers being structurally compliant, this n-layer structure is a
valid reconstruction prototype and is added to the database. This procedure is illustrated
schematically in Fig. 3.2.
We limit the possibility of constructing fully-filled substrate-like layers in order to prevent
the generation of prototypes that are identical upon c-axis translation (normal to the surface).
With this criterion in place there are always more atoms in layer n − 1 than in layer n, so
that the enumeration process will eventually terminate when no new layer can be constructed
that obeys the structural rules. For most systems in which there are no bonds normal to
the surface plane, which include zincblende (001), structural rule one is sufficient to ensure
self-termination. In other systems, such as the simple cubic (001), additional criteria would
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have to be specified. The impossibility of c-axis translational symmetry of two generated
structures also ensures that if two structures-in-progress are identical up to layer n− 1 but
differ in layer n, all prototypes spawned from the first structure will be distinct from all
prototypes spawned from the second structure.
We abstract the in-plane bond as a distinct structural element which we will refer do
as the “dimer specie”. This structural abstraction is an essential feature of the algorithm
that is necessary to distinguish between distinct arrangements of dimers and backbonds on
otherwise identical monolayer configurations of atoms and vacancies. In the implementation
of the algorithm the dimer specie is treated identically to an atomic species for the purpose
of identifying symmetries and enumerating monolayer configurations. A dimer specie can
be placed on a regular lattice site in layer n to indicate that its two nearest neighbor atoms
in layer n − 1 are bonded in-plane along the n − 1 layer dimer-axis. The algorithm can be
implemented as described previously, except that layers are enumerated as configurations of
atoms, vacancies, and dimer species. Additional restrictions prevent atoms or dimer species
in layer n having dimer specie nearest neighbors in layer n − 1, and dimer species within a
layer are not allowed to neighbor along the layer’s dimer axis.
Constructing the candidates layer-by-layer from the substrate simplifies the enumeration
problem significantly by restricting the number of relevant configurations at each step. With
the inclusion of a dimer specie, there are at most 3NA configurations for the first layer, and
significantly fewer for each subsequent layer. The main computational bottleneck is the fil-
tering of equivalent configurations during enumeration, for which we utilized an algorithm
similar to that described by Ferreira, Wei and Zunger[50], whereby a set of configurational
basis functions are used to construct a mathematical description of configuration that is
invariant under space-group operations of the semi-infinite crystal . This method is signifi-
cantly faster than direct geometric comparison, though faster methods exist[51].
3.3 Electron Counting Rule and its application to analyzing gen-
erated prototypes
The formation of dimers and backbonds at the III–V (001) surface inevitably leads to
3-fold coordinated atoms, implying that some sp3 hybridized orbitals do not participate in
bonding. These so-called “dangling bonds” cannot be completely filled with electrons while
simultaneously maintaining the local charge balance of the crystal. As a result, the dangling
bonds must be either partially or selectively filled. Electron energy states of the dangling
hybridized orbitals can be calculated from the energies of the atomic s and p orbitals and
compared to the conduction band maximum and valence band minimum energies of the bulk
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crystal[2]. For most III–V materials, the electronic states associated with the cation dangling
bond are estimated to lie in the conduction band and are therefore empty, while the anion
dangling bond states are estimated to lie in the valence band, and thus are filled. Based
on these estimates, a heuristic rule was formulated in the form of the electron counting rule
(ECR)[1], which demands that the number of electrons required to fill all bonding orbitals
and anion dangling bonds is exactly equal to the number of valence-shell electrons donated
by the constituent atoms. Experimental and theoretical evidence for the ECR heuristic is
prevalent, and we have encountered little compelling theoretical evidence in the literature
for violations of ECR in polar III–V materials at equilibrium. The experimental evidence
of ECR violation is limited, with notable examples being the extremely Sb-rich c(2×10)
reconstruction on GaSb (001)[12] and the Bi-stabilized (2×1) reconstruction observed on
the (001) surface of Bi/GaAs and Bi/InP[13]. The ECR is also applicable to a number of
other chemistries important to semiconductors, and it is the heuristic we use as a first-pass
screen to determine thermodynamic stability.
If we take the first three structural rules enumerated in Sec. 3.2.1 as given, we can
construct an expression for the ECR charge balance that is general for all candidate structures
generated by our algorithm (as well as those with “bridged” motifs, which we have excluded).
To do this we examine a single atomic bilayer comprised of monolayer n, which is on the
anion sublattice, and monolayer n+ 1, which is on the cation sublattice and is nearer to the
surface; n increases along the direction pointing away from the solid. In that case the excess
number of electrons in the bilayer j containing layers n and n+ 1 is
(∆q)j = 2(Bn +Bn+1)− 5Nn+1 − 3Nn, (3.2)
where Bn is the number of bulk-oriented bonds, in-plane bonds, and filled dangling bonds
in layer n, and Nn is the number of atoms in layer n. The coefficients account for the
five valence electrons contributed by an anion, the three valence electrons contributed by a
cation, and the two electrons required to form a bond. We assume for now that there are no
antisites.
By applying considerations from the first three structural rules, the bonding term in
Eq. (3.2) can be expressed as
Bn +Bn+1 = [2(Nn +Nn+1) +Dn +Dn+1] + [2(Nn −Nn+1)− 2Dn] , (3.3)
where Dn denotes the number of in-plane bonds between atoms in layer n. The left brack-
eted term accounts for all bulk-oriented bonds (of which each atom has two, according to
structural rule 1) and all in-plane bonds formed by atoms in the bilayer. The right bracketed
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term accounts for all dangling bonds in the anion layer, which, according to the ECR, must
be filled. The expression for the number of dangling bonds is obtained by noting that in the
absence of in-plane bonds the number of filled dangling bonds created is twice the difference
between the number of anions in layer n and the number cations in layer n + 1, due to the
constraint of structural rule 3. We can subsequently account for the elimination of two filled
dangling bonds by each in-plane bond formed in the anion layer. Substituting this expression
in Eq. (3.2) we obtain
(∆q)j = 3(Nn+1 −Nn) + 2(Dn −Dn+1). (3.4)
The expression in Eq. (3.4) can be used to find the total number of excess electrons
by summing over all bilayers of the structure. An additional charge of 3
2
NA is contributed
from the first bulk-like layer of cations below the surface (the distinction of “bulk-like” is
arbitrary, as long as all cations in the layer are tetrahedrally coordinated). The integral unit
area NA of the unit cell is equivalent to the number of atoms in a full monolayer. The total







(−1)n(2Dn − 3Nn), (3.5)
with sum taken over the N monolayers closest to the surface, starting with an anion layer at
n = 1. This is a very simple expression for ECR charge balance, and when we abstract the
in-plane bond, as we must do for the structure enumeration, it can be used to calculate excess
charges for a database of thousands of candidate prototypes in a matter of seconds. First
principles calculations bear out the presumed energy penalty imposed by excess surface
charge, and thus charge neutrality as predicted by the ECR should be considered as an
additional structural criterion. Accordingly, we focus on charge-neutral structures in this
work, although the screening is performed as a final step of prototype generation so that
completeness is preserved.
3.3.1 Identifying Low Energy Reconstructions and Exploring Configurational
Degrees of Freedom
Up to this point, we have discussed the generation of reconstruction prototypes with-
out explicitly specifying the species occupying their lattice sites. In order to ultimately
determine the relative stability of the generated structures we must identify the low-energy
configurations of atomic species on the prototype lattices. The simplified expression for ECR























Figure 3.3. Depiction of dimer sites considered for species substitution in the cluster expansions,
as well as low-energy configurations of these sites (schematic insets). The sites included in the cluster
expansion are indicated by white numbers, where equivalent sites share the same number. Low-
energy configurations larger than the unit cell are not depicted. In configuration schematics, black
are As, white are Ga. (a) The h0(4×3) prototype and five low-energy dimer site configurations.
(b) The c(4×4) prototype and four low-energy dimer site configurations.
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of single-species monolayers that alternate between Group III and Group V, as in the sub-
strate. Species substitution in the bulk, where atoms are four-fold coordinated, is considered
an antisite defect, resulting in a net change of +2 or −2 electrons from the substitution of an
anion for cation, or visa versa. There is no mechanism to transfer electronic states between
the bulk valence and conduction bands to accomodate the change in valence associated with
a bulk antisite, and therefore local charge balance must be disrupted. Conversely, if an
atom at a three-fold coordinated surface site is substituted, the dangling bond of that site
moves from the conduction band to the valence band, or visa versa, accommodating the
difference in charge. Consequently, while the formation energy of antisite defects at four-fold
coordinated sites, even near the surface, is quite high, the energy of species substitution at
three-fold coordinated sites is comparatively low. STM studies of III–V surfaces suggest that
anion–cation configurational fluctuations of the three-fold sites of surface dimers, resulting
in their conversion to heterodimers, do frequently occur[52].
Because of the large difference in substitutional energy between three- and four-fold
coordinated sites, we assume that the configuration of four-fold coordinated sites is fixed
to the bulk-like configuration. Each three-fold coordinated site, however, introduces an
additional configurational degree of freedom associated with its anion–cation occupancy
state. The introduction of these degrees of freedom have the consequence of allowing 2N3
possible unit cell configurations of cations and anions on the N3 three-fold coordinated sites
of a given prototype unit cell. Testing all possible configurations of all generated prototypes
is a hopelessly intensive and impractical task. Thus, the second step in determining the
equilibrium GaAs (001) surface structure focuses on refining the search to a reduced set of
reconstruction prototypes and then identifying ground-state configurations of Ga and As on
their three-fold coordinated surface sites.
We refine the search for a reconstruction ground state (i.e., a reconstruction prototype
plus it lowest energy configuration of species at three-fold coordinated sites) in two steps. In
the first step, we calculate an energy for each prototype, assuming an As-rich surface, and
identify the lowest energy prototypes (e.g., those within 50 meV of being stable). Once a
low-energy reconstruction prototype is identified, we proceed to the second step by collecting
the three-fold coordinated sites of the prototype and mapping them onto a two dimensional
substitutional lattice model. This lattice contains the sites that have a Ga–As substitutional
degree of freedom. Figure 3.3 shows the lattice of selected substitutional sites for two spe-
cific reconstruction prototypes (sites where Ga–As substitution is allowed are indicated by
numbers).
Once the substitutional surface lattice has been defined we can use the cluster expansion
formalism to construct an effective Hamiltonian for the surface in terms of the configurational
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degrees of freedom. Instead of the typical site basis function used for a binary, which is simply
φ
(2)
j = σj, we choose the site basis function φ
(2)
j = (1+σj)/2. φ
(2)
j = 1 indicates Ga occupancy
and φ
(2)
j = 0 indicates As. Although φ
(1) and φ(2) are no longer orthonormal with respect
to the inner product defined in Sec. 2.3, they are linearly independent. Moreover, the inner
product can be redefined such that they are orthonormal[53]. The “correct” inner product for
this choice of site basis function corresponds to a measure that gives overwhelming weight to
configurations that are As-rich. As a result, this choice of basis set is particularly well-suited
to the As-rich regime[54].
The cluster expansion is a valuable tool for identifying configurational ground states,
which can be found either by directly enumerating lattice configurations and evaluating their
energy via the cluster expansion or by simulated annealing within Monte Carlo simulation.
Monte Carlo can also be used to determine the finite-temperature surface free energy of a
reconstruction prototype, which is affected by thermal excitations of configuration. By com-
paring the free energies of various low-energy reconstruction prototypes, a finite temperature
phase diagram can be determined.
3.4 Results
3.4.1 Statistical Analysis
Using the algorithm described above along with our structural rules for III–V surfaces,
we have enumerated all reconstruction prototypes of the III–V (001) zincblende surface up
to NA = 12 (i.e., all supercells containing 12 or fewer (1×1) surface cells) within the Group
V-rich regime. Fig. 3.4(a) shows the number of generated structures for each supercell area.
The total for each volume is subdivided by supercell shape. Interestingly, the supercell
shapes that account for the largest portion of candidate structures (nearly 50%) have aspect
ratio much higher than 1 with perpendicular (or nearly perpendicular) lattice vectors. These
supercells, which have one lattice vector of length
√
2asurf that is oriented along either [100]
or [010], yield prototypes with prominent (111) facets and may be useful in identifying low-
energy reconstructions of the edge along adjoining {111} surfaces.
Although the number of generated reconstruction prototypes increases exponentially with
unit cell area, any characterization information about an observed reconstruction, such as
the surface unit cell lattice vectors, significantly limits the number of prototypes that must
be considered in order to determine its structure. Likewise, if STM data are available, a
visual comparison between micrographs and structural models is useful to identify the most
plausible candidates before performing energy calculations. Also, it is a convenient feature of
the zincblende (001) surface cell that, if a unique unit cell can be formed under a 90◦ rotation
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Figure 3.4. Statistical characterization of the III–V surface reconstructions prototype database
generated by the algorithm presented in Sec. 3.2.2. (a) Total number of generated structures
for each unit cell area, up to NA = 12. Bar subdivisions are proportional to the number of
generated prototypes for each supercell shape. Topmost sections correspond to square (or near-
square) supercells, and aspect ratio increases down the bar. Color indicates area-normalized aspect
ratio for comparison of supercell shapes with different area. (b) Histogram of excess surface charge
incidence for the generated prototype database, as determined by the ECR. Distinction between
supercells with odd or even integral unit area is indicated.
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of lattice vectors, the two unit cells produce the same set of reconstruction prototypes, to
within an exchange of species. Thus, nearly half of the possible prototypes can be generated
by inspection from the other half.
The excess surface charge was calculated for each generated structure using Eq. (3.4).
The excess charge histogram, which shows the distribution of excess charge values for the
entire set of generated configurations is shown in Fig. 3.4(b). The distribution is bimodal,
with odd-unit-area structures centered at -1.5e and even-unit-area structures centered at
charge balance.
3.4.2 Reconstruction Stability of GaAs(001)
We use our database of reconstruction candidates to study GaAs (001) by first identifying
the stable and near-stable surface reconstructions in the As-rich regime from first principles.
Although GaAs (001) is relatively well studied, until now there has been no comprehensive
and systematic method to make theoretical predictions of its phase stability. We apply our
approach to the (4×2), (2×4), c(4×4), c(8×2), and (4×3) unit cells. The first four are
widely reported in the experimental literature to have stable reconstructions[55, 56, 52, 57].
We consider the (4×3) reconstruction due to the importance of predicting near-stable recon-
structions that may may manifest in kinetically limited regimes or upon small changes to the
material system. A number of experimental results strongly suggest that a (4×3) reconstruc-
tion is near-stable or even stable on GaAs (001), including observation of a (4×3) or (n× 3)
reconstruction on the pure GaAs surface at low temperature[47] and during reconstruction
transitions[58]. Additionally, the occurrence of a (4×3) reconstruction on the chemically
similar GaSb(001) is well-known[59], and a (n× 3) reconstruction can be induced on GaAs
(001) by submonolayer deposition of InAs[60]. Using our algorithm, we determine there to
be 23 (4×2), 23 (2×4), 20 c(4×4), 20 c(8×2), and 124 (4×3) reconstruction prototypes that
obey the electron counting rule.
To analyze reconstruction stability we calculated both the surface excess 0-K Gibbs free
energy, which is defined as η = [G]V,Ntot , and the surface free energy, specified by γ = [Φ]V,Ntot .
γ is a Legendre transform of η, such that γ = η −∆µAsx(xs)As . x
(xs)
As is the surface excess As
concentration and, in terms of the quantities defined in Sec. 2.1, x
(xs)
As = A(1×1)[NAs]V,Ntot .
Although µAs is generally considered to be the parameter controlled experimentally, first
principles energy analyses at zero-K are conducted using static atomic configurations, each
having a fixed composition. To visualize these data it is advantageous to use the surface




Figure 3.5 depicts the zero-temperature (i.e., without entropic contribution) surface ex-
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Figure 3.5. Surface excess Gibbs free energies of all 362 calculated reconstructions are shown
with respect to excess adsorbed As. 18 configurations lie outside the depicted composition range.
Ground states are indicated by arrows and labeled. c(4×4) variants correspond to configurations
depicted in Fig. 3.3, except for c(4×4)-SC which is a supercell configuration larger than the c(4×4)
unit cell. Datapoint markers correspond to unit cell shape, as indicated.
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Figure 3.6. Struc-
tural models of stable and
near-stable reconstructions
of GaAs (001), as deter-












cess Gibbs free energies plotted versus x
(xs)
As for all calculated species configurations of each
reconstruction prototype considered. The convex hull of ground-state reconstructions is also
shown. In a binary system the convex hull is the curve that describes the lowest possible
energy of the system. In Fig. 3.5 it is the lowest-lying convex curve that passes through a
subset of datapoints and connects these ground-state reconstructions by straight “common
tangent” lines. A ground state is the equilibrium configuration of the system at a given com-
position; at compositions between two ground states the system exhibits phase separation
between the two proximal ground states, with an excess Gibbs free energy on their common
tangent line. The convex hull provides an unambiguous reference to determine how close a
reconstruction is to stability, which is measured as the difference in η between the recon-
struction the convex hull. We focus on those reconstruction prototypes within less than 50
meV of the convex hull, of which there are 9. Structural diagrams of these prototypes are
shown in Fig. 3.6.
Our ability to limit the field of 210 reconstruction prototypes to the 9 most likely candi-
dates near the convex hull demonstrates the importance of an objective measure of relative
stability that is compatible with the computational process. Having limited our consider-
ation to only 9 reconstruction prototypes it is reasonable to continue with additional first
principles analysis to for the energetic effect of species configurations. As database of con-
fiug each prototype by substituting Ga for As (or visa versa when possible) at three-fold
coordinated sites. The database of these calculations can be used to construct and refine a
cluster expansion for each reconstruction prototype that describes the energetics of Ga-As
disorder over the three-fold coordinated sites.
We explored the range of species configuration on the three-fold coordinated sites of the
low-energy h0(4×3) and c(4×4) prototypes from Fig. 3.6, focusing on the sites indicated in
Fig. 3.3. Each site belongs to a surface dimer and, because it has three-fold coordination, can
undergo Ga–As substitution. Initial calculations demonstrated that the sites on the h0(4×3)
trench dimer (circled in Fig. 3.3(a)) exhibit a large energy increase upon exchanging As for
Ga. Since thermal excitations of occupancy at these sites would be relatively rare events
at moderate temperatures in the As-rich regime, they were excluded from further analysis.
The remaining three-fold coordinated sites of the h0(4x3) and c(4×4) prototypes (indicated
in Fig. 3.3) were considered in constructing the cluster expansion for each prototype. The
cluster expansion for the h0(4×3) prototype was constructed from a set of 49 configurational
energies to parameterize 6 site, 11 pair, and 3 triplet ECI with a cross-validation score of
1.8 meV per considered dimer site of the unit cell. The cluster expansion for the c(4×4)
prototype was constructed from a set of 17 configurational energies to parameterize 2 site,
5 pair, and 2 triplet ECI with a cross-validation score of 0.7 meV per dimer site. Like the
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atomic sites of the h0(4×3) trench dimer, the dimer sites of the β(2×4) have high As-Ga
substitution energies. Since the most stable species configuration identified for the β(2×4)
prototype is also the most As-rich, we did not construct a β(2×4) cluster expansion.
Using the two cluster expansions to perform a convex hull analysis, we identified 10 low-
energy site configurations of the h0(4×3) prototype and 5 low-energy site configurations of
the c(4×4) prototype. The predicted energies of these site configurations were confirmed by
DFT calculations, and no configurations with lower energies were predicted by the cluster
expansions. Figure 3.3 shows depictions of the identified low-energy configurations that can
be described within the prototype unit cells. Of the low-energy configurations found, 4
c(4×4) site configurations are reconstruction ground states of the GaAs (001) surface. The
lowest-energy configuration of the h0(4×3) comes within about 2 meV per integral unit are
of being stable and six of its ten low-energy species configurations are within 10 meV of
the total convex hull. In addition to the four c(4×4) reconstruction ground states, the total
convex hull of GaAs (001) reconstructions includes the β2(2×4) at slightly lower x(xs)As and
the highly Ga-enriched ζ(4×2) reconstruction, the latter of which was not generated by our
algorithm but was included as a Ga-rich limiting case.
To study the intermediate-temperature thermodynamics of the h0(4×3) and c(4×4) pro-
totypes, we applied Monte Carlo simulation techniques to the optimized cluster expansion
of each reconstruction within the semi-grand canonical ensemble. The surface excess grand
potential can then be obtained via integration. Figure 3.7(b) shows the surface excess grand
potential, σ, for the h0(4×3) and c(4×4) prototypes at 525◦ C in the As-rich regime, with 0
K DFT results shown for comparison. The c(4×4) becomes significantly more stable relative
to the h0(4×3) as temperature is increased. Additionally, the dimer sites of the two pro-
totypes exhibit a solid solution behavior, where there are no ordering phase transitions at
physically relevant temperatures. Trends in the relative stability are illustrated more clearly
in Fig. 3.8, which shows ∆σ = σh0(4×3) − σc(4×4) in the As-rich regime. We compare 0 K
results for the β2(2×4) to the finite temperature results to approximate the chemical poten-
tial range over which the c(4×4) prototype is stable at finite temperature. This is not an
unreasonable approximation, since the β2(2×4) cannot become more As-rich without form-
ing antisite defects. Thus, at finite temperatures its stability will not encroach significantly
upon that of the As-rich c(4×4).
3.5 Discussion
A database of the likely reconstruction prototypes of the III–V (001) surface systems
will significantly expedite the future study of these material systems. Especially as focus of
56
















































































Figure 3.7. (a) Surface excess grand potential energies of GaAs(001) reconstructions within
20 meV of the convex hull, calculated from DFT. For simplicity and consistency, dimer-site con-
figurations of the h0(4×3) and c(4×4) prototypes are each shown as a single line. (b) Surface
excess grand potential of the c(4×4) and h0(4×3) prototypes and the β2(2×4) reconstruction in
the As-rich regime. Finite temperature surface grand potentials of c(4×4) and h0(4×3) are also
shown, calculated with Monte Carlo at 525◦ C using the optimized cluster expansions. Dashed
lines indicate the chemical potential at which the surface becomes unstable relative to bulk As (on
the right) and bulk Ga (on the left).
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Figure 3.8. The difference in surface grand potential energies of the h0(4×3) and c(4×4) proto-
types are plotted with respect to As chemical potential. Differences are shown at several tempera-
tures, calculated from Monte Carlo using the optimized cluster expansions. 0 K results are shown
comparing cluster expansion predictions to DFT energy calculations.
study within III–V surface science continues to expand into systems with larger numbers of
alloying components and wider ranges of alloy compositions, a trial and error approach to
constructing reconstruction prototypes is insufficient to characterize these complex surfaces,
and the likelihood for redundancy of effort is high. Having a database of prototypes will
enable automated characterization using real- and reciprocal-space experimental data along
with predictive-adaptive models of electronic structure effects. Additionally, the possibility of
exploring structural and configurational degrees of freedom in an efficient and systematic way
in order to exhaustively identify likely reconstruction prototypes demonstrates the significant
opportunity that exists for constructing similar databases for many other material systems.
For the generated III–V (001) prototypes, a surprising distinction between two basic
classes of generated arises from Eq. (3.4) that determines the ability of a reconstruction to
satisfy the electron counting rule. It is clear that the excess bilayer charge in Eq. (3.4) must
always take an integer value. By contrast, the excess charge donated by the bulk is 3
2
NA,
where NA is the integral unit area defined Eq. (3.1); this contribution has an integer value
for even unit area but has a half-integer value for odd unit area. This implies that a III–V
(001) surface reconstruction with odd unit area can never obey the electron counting rule
if it follows the basic structural rules we have outlined and has no four-fold coordinated
antisites. This unexpected result may account for the lack of any verified (001) III–V surface
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reconstructions with odd unit area. Although references to (1×3) and (1×5) reconstructions
can be found in the literature, structural models for these reconstructions that are verifiable
from first principles are lacking. Experimental characterization techniques that lead to such
nomenclature use reciprocal space measurements, which can be significantly affected by
thermal excitations of the surface. Thermal disorder along one or both axes can cause phase
decoherence at smaller Bragg angles, shortening apparent lattice periodicities by a factor of
two or more of the actual periodicity that exists at short length scales, where the ECR may
be satisfied.
After considering all (4×3) reconstruction prototypes for that obey the anion-rich struc-
tural guidelines, we have found that the h0(4×3) reconstruction prototype, which was orig-
inally proposed by Barvosa-Carter, et al.[59] to explain observations on GaSb and AlSb, is
very nearly stable on pure GaAs (001). We have determined that the h0(4×3) structural
model is the only candidate that is near the convex hull. As such, it is by far the most
likely candidate prototype for the (4×3) reconstruction that is observed in some regimes on
InxGa1−xAs(001) and the InAs wetting layer on GaAs(001). It is important to note that
the energy differences are within the error range expected from DFT approximations and
implementation. As such, the h0(4×3) prototype is sufficiently close to the convex hull that
previously reported experimental observations of a (4×3) or (n× 3) reconstruction on pure
GaAs[47, 58] indicate that dimer-site configurations of the h0(4×3) prototype may actually
be stable at equilibrium over a small region of temperature and chemical potential. Also, dif-
ferences between prototypes in vibrational free energy, which has not been considered here, is
another possible stabilization mechanism. Even if it is not stable, observations of the (4×3)
reconstruction on pure GaAs may be due to sample preparation along a thermodynamic
path that limits growth kinetics, resulting in a metastable h0(4×3) surface.
Although the finite temperature behavior of the c(4×4) has been investigated previously[61],
the physical model used was not predictive and did not explore the entire configurational
phase space and thus would be unsuitable for comparing the stability of two different re-
constructions at finite temperature. Additionally, the very small energy difference between
h0(4×3) and c(4×4) prototypes was apparently not realized at the time, and no compari-
son was made between the two prototypes. Our method identifies the same c(4×4) ground
states predicted by the trial-and-error enumerative method employed in that work, as well as
a NA = 16 supercell that is a ground-state configuration containing four Ga-As heterodimers.
In addition to the two reconstructions on which we have focused most intently, our
methods have yielded a number of other low-energy reconstructions that are less than 50
meV from the convex hull (with surface excess grand potentials plotted in Fig. 3.7). These
represent structures which might occur as metastable phases, along surface phase domain
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boundaries, or as isolated defects of more stable reconstructions. Alternatively, they might
occur as intermediate structures during layer-by-layer growth. Structural illustrations of
these reconstructions, as well as the ground states, are shown in Fig. 3.6.
The non-ground-state structures that are shown are the cation-rich α3(2×4) with het-
erodimer termination;[62] the β2(2×4)-a, which is an alternate dimerization of the β2(2×4)
and may occur as a low-energy defect; the α2(2×4), which is well-known as a ground-state
reconstruction of InAs(001); the DB(2×4), which has a prominent dimer backbone; and
the TD(4×3), which is similar in structure to the h0(4×3) but taller, with a prominent
double dimer feature. A careful survey of the literature shows that most of these structures
have been considered previously, either as dilute defects or as equilibrium reconstructions
of other materials systems. However, in the case of the DB(2×4)[59] or the TD(4×3)[17]
the structures were proposed only to explain local defects of (n×3) reconstructions in STM
micrographs; no names or first principles energy analyses could be found for these recon-
structions.
In the Ga-rich regime of the GaAs (001) surface we confirmed that the ζ(4×2) recon-
struction is stable. This result is consistent with published results for the Ga-rich GaAs(001)
surface[63]. The ζ(4×2) is the only well-accepted reconstruction ground state that violates
the rules we have enumerated, due to the sp2 bond character of its Ga-Ga bonds. It should
be noted that the ζ(4×2) was originally derived from a previously proposed structure, the
β(4×2), which does obey our structural rules. The related ζ(4×2) structure can be obtained
by perturbing a six-atom structural motif of the β(4×2) by a/4 along the [110] direction and
then using DFT energy minimization to relax the ion positions[63].
At the Group III-rich extreme, the necessary III–III bonds result in under-filling of some
σ(sp3) orbitals, leading to a combination of σ(sp3) and σ(sp2) bonding orbitals to be ener-
getically preferred. The resultant sp2 character of the surface Group III bonds manifests in
more trigonal bond angles, giving rise to fundamentally different surface motifs, such as those
seen in the ζ(4×2). Although our method could be applied to these bonding environments,
for now we have chosen to focus on the Group V-rich regime, where more application-driven
interest is focused. Considering that the ζ(4×2) can be constructed by perturbing and relax-
ing the atom positions of the β(4×2), we suggest that a possible approach to exploring the
Group III-rich regime would be to attempt various translational perturbations of promising
structural candidates that obey our proposed structural rules. Specific perturbations should
be chosen in an attempt to free the structures from shallow minima of the potential energy
surface and promote trigonal bonding of locally Group III-enriched features. Physically mo-
tivated guidelines similar to those we have laid out for the Group V-rich regime could be used
to identify structures most likely to benefit from perturbation toward trigonal-type bond-
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ing and to identify appropriate perturbations based on the symmetry of the reconstruction
prototype.
3.6 Summary
We have presented a comprehensive and tractable approach to resolving gaps in under-
standing of surface reconstruction phase diagrams where an experimentally observed but
poorly characterized reconstruction phase exists, or even in lieu of such evidence. This ap-
proach was demonstrated by conducting a study of the zincblende III–V (001) surface in
the Group V-rich regime, for which we have codified the structural rules obeyed by observed
structural motifs. A comprehensive database of likely reconstructions was efficiently con-
structed using our algorithm, providing a valuable resource for analyzing surface phenomena
of these systems and for predicting new equilibrium reconstructions for poorly-understood
systems.
Our in-depth study of the GaAs (001) surface using this database of reconstruction
prototypes represents the most comprehensive analysis of GaAs (001) reconstruction stabil-
ity to date, not only by taking into consideration all likely reconstruction prototypes, but
also by rigorously including the effects of configurational disorder of homo-/hetero-dimer
site occupancy at finite temperature. From this analysis we have demonstrated that the
h0(4×3) reconstruction prototype is much more energetically competitive with the c(4×4)
than previously thought. Moreover, because our analysis included all charge-neutral (4×3)
reconstruction prototypes that are likely, given our understanding of the III–V (001) surface,
we have demonstrated that the h0(4×3) reconstruction prototype is the most likely candi-




The Combined Roles of Configurational and
Vibrational Disorder on Predicted Surface
Reconstruction Stability
The broad importance of III–V compound semiconductors to device applications is due to
their wide variety of realizable, tunable alloys. However, because useful III–V alloys and het-
erostructures require precisely controlled layer-by-layer synthesis, their resultant properties
and quality are largely limited by our understanding of structure and ordering phenomena at
the crystalline growth surface. The structure and composition of the surface play an impor-
tant role in the injection of point defects and antisites, particularly at low temperatures, as
has been indicated by the link between photoluminescence intensity and growth surface[64].
Increasingly, these surface-induced defects are exploited for their beneficial consequences, as
in low-temperature grown (LTG) GaAs, which is an important material for THz emitters
and detectors[65]. LTG GaAs is typically grown in the [001] orientation at temperatures
below 300◦C and under As-rich conditions[66, 67]. In this regime excess surface As becomes
kinetically trapped in the growing film, incorporating at up to 1 at-% above bulk stoichiome-
try in the form of both antisite defects and metallic As precipitates[66, 68]. The high charge
mobility and very low carrier lifetime in defected LTG GaAs make it particularly well suited
for THz-range heterodyne photomixers[69, 70]. This low-temperature regime is also used for
growing alloy films in low-solubility systems, such as Ga1−xBixAs[71] and the ferroelectric
semiconductor Ga1−xMnxAs[72].
Significant theoretical study of GaAs(001) has previously identified only two stable As-
rich surface reconstructions, relative to bulk stoichiometry: the c(4×4) and β2(2×4), which
are illustrated in Figs. 4.1(a) and 4.1(b), respectively[73, 62, 20]. However, theoretical pre-
dictions of reconstruction stability contradict experimental observations, which indicate the
existence of a stable “×3” surface reconstruction on GaAs(001)[47, 58, 64]. Scanning tunnel-
ing microscopy (STM) experiments strongly suggest that the GaAs “×3” surface is actually
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comprised of a (4×3) reconstruction[58]. Any complete description of GaAs(001) surface
stability must account for this (4×3) reconstruction.
In this chapter we conduct a rigorous and comprehensive theoretical analysis of sur-
face reconstruction stability on GaAs(001). We identify the low-energy As-rich GaAs(001)
reconstruction prototypes and calculate their finite-temperature surface free energies from
first principles, taking into account the combined effects of configurational disorder and vi-
brational excitations. By relating the surface free energies to the finite-temperature partial
pressures of As4, and estimating errors arising from approximations of DFT, we construct the
GaAs(001) surface phase diagram from first principles, finding good agreement with experi-
ment. By revealing the mechanisms that govern reconstruction stability on GaAs(001), our
results provide crucial insight about the role of thermal excitation on the finite temperature
surface reconstruction stability.
4.1 Entropy Considerations on the GaAs(001) Surface
Traditionally, surface reconstruction stability has been determined by comparing energies
obtained from electronic structure calculations for a collection of candidate reconstructions,
all of which are conjectured a posteriori, sometimes based on scant evidence. Constructing
a candidate structure and verifying its stability is complicated by a number of factors. On a
multicomponent surface, a well-specified surface reconstruction is comprised of a reconstruc-
tion prototype, which defines the bonding topology, along with a species configuration that
decorates it; each reconstruction prototype can be decorated with many different, but nearly
degenerate, species configurations. Energy differences between reconstructions are calcu-
lated using density functional theory (DFT). Despite reliably predicting many groundstate
properties of III–V compounds, conventional DFT provides no direct information about
thermally excited behavior. These effects, including lattice vibrations and fluctuations in
species configuration, contribute an entropic component to the surface free energy that may
alter reconstruction stability. Consequently, zero-K surface enthalpies calculated via DFT
are an insufficient predictor of reconstruction stability. At typical synthesis temperatures
(kBT ∼ 50–80 meV) a small entropy difference between surface reconstructions can over-
whelm the difference in their surface enthalpies, which is sometimes less than 10 meV/A(1×1),
where A(1×1) is the area of the (1×1) surface cell. Such a situation can result in entropic
stabilization of one reconstruction relative to another.
Using the enumeration procedure presented in Ch. III, we have succesfully catalogued all
plausible III-V surface reconstructions. This presents us with the unprecedented capability

















Figure 4.1. The low-energy As-rich reconstruction prototypes of GaAs(001). In (a) and (c), gold
circles with black dots indicate variable sites, which can be either Ga or As. Inset images illustrate
the most stable Ga/As species configurations of these sites.
the 124 conceivable (4×3) reconstruction prototypes that are charge balanced, DFT calcu-
lations indicate that the prototype that is lowest in energy is the one depicted in Fig. 4.1(c).
Two species configurations of this prototype, the α(4×3) and β(4×3), have been predicted to
be stable on the GaSb(001) and AlSb(001) surfaces[59]. These are illustrated in Fig. 4.1(c)
inset. However, DFT predicts all species configurations of this (4×3) to be metastable on
GaAs(001) relative to either the β2(2×4) or a species configurations of the c(4×4) prototype.
The energy difference between the (4×3) and c(4×4) prototypes is very small, though; they
are separated by 6 meV/A(1×1) or less over a wide range of chemical potential. This energy
difference is much smaller than exists between the c(4×4) and any other charge-balanced
(4×3) prototype. Consequently, the only (4×3) prototype that merits consideration is the
one depicted in Fig. 4.1(c).
The multicomponent surface is an open system at fixed temperature, such that the surface
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free energy γ(T, µAs) is minimized at equilibrium, where T is temperature, and µAs is the As
chemical potential. γ is comprised of contributions from electronic structure (i.e., the zero-K
surface enthalpy), configurational excitations, and lattice vibrations. Electronic structure
calculations were performed using a surface/slab geometry within the DFT local density
approximation (LDA).
On GaAs(001), configurational entropy arises from the many possible ways of arranging
Ga and As over the undercoordinated surface sites of the (4×3) and c(4×4). The undercoor-
dinated sites have three sp3-hybridized interatomic bonds; the fourth sp3 orbital becomes a
“dangling bond”. As suggested by the electron counting rule heuristic[1], the dangling bond
allows Ga and As to substitute at these sites without affecting charge balance. Consequently,
thermal excitations can sample many different configurations of Ga and As on the lattice
of tricoordinate sites. Figs. 4.1(a) and (c) indicate the sites that can undergo low-energy
species substitution in the (4×3) and c(4×4) prototypes. Energies of many Ga/As configu-
rations were calculated and, via the cluster expansion (CE) formalism[29, 30, 31] described
in Ch. II, were used to construct an effective Hamiltonian that describes the energy of any
Ga/As configuration of the undercoordinated sites. (4×3) and c(4×4) reconstructions were
considered separately, resulting in two prototype-specific cluster expansions.
The surface vibrational free energy of each species configuration is evaluated using the
Einstein model of treating each ion as an isolated harmonic oscillator centered at its lattice
site. This approximation has been used previously to study other covalently-bonded surface
systems[74]. Vibrational frequencies were obtained from the diagonalized site Hessian ten-
sors, calculated using the finite-difference implementation in vasp. Calculated vibrational
frequencies are nearly independent of surface species configuration, allowing the vibrational
free energy of each surface substitution site to depend only on the on-site and nearest-
neighbor species occupations. DFT calculations show the vibrational free energy of lower
layers is independent of Ga/As surface configuration to within ∼1 meV/A(1×1) at synthesis
temperatures. The CE effective Hamiltonian for the combined configurational energy and
vibrational free energy of each reconstruction prototype can be evaluated efficiently, making
it well-suited to Metropolis Monte Carlo (MC).
4.2 Predicting GaAs (001) Reconstruction Phase Stability at Fi-
nite Temperature
Surface free energies were calculated from equilibrium MC simulations independently for
the As-rich (4×3) and c(4×4) reconstruction prototypes by integrating 〈x(xs)As 〉 = (∂γ/∂µAs)T
with respect to µAs at constant T , where x
(xs)
As is the surface excess As coverage. We also
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considered β2(2×4), depicted in Fig. 4.1(b), in order to bound the range of µAs relevant to
As-rich growth. DFT calculations indicate a large energy penalty for Ga/As substitution in
the β2(2×4), due to the consequent formation of high-energy Ga–Ga bonds. Configurational
contributions to the temperature dependence of γβ2(2×4)(µAs, T ) were thus neglected, leaving
only vibrational excitations. The GaAs(001) surface phase diagram was constructed by
minimizing the surface free energy over γβ2(2×4), γ(4×3), and γc(4×4), with respect to µAs and
T . First-order phase boundaries occur where minimal surface free energies cross. From the
equilibrium conditions among bulk metallic As, bulk GaAs, and polyatomic Asm gas, the















0 is the vapor pressure of Asm over bulk As at temperature T , and g
(bulk)
As is the
Gibbs free energy of bulk As, per atom. We considered only As4; use of As2 would only alter
the slopes of phase boundaries on an Arrhenius depiction of the predicted phase diagram.
At p̃Asm ≥ 1, GaAs becomes thermodynamically unstable relative to solid As, yielding a
natural upper limit for p̃Asm .
Monte Carlo free energies predict metastability of the (4×3) relative to the c(4×4) and
β2(2×4) over the entire range of p̃Asm and T . However, the (4×3) is nearly stable at low
temperature, lying only 6 meV/A(1×1) above the c(4×4) at 400 K. Despite this, the calculated
finite-temperature phase diagram fails to explain established results; not only is the (4×3)
observed experimentally in the As-rich regime[47, 58], but also our exhaustive search for a
stable (4×3) reconstruction found no other plausible candidates.
4.2.1 Estimating the Effect of DFT Error
In order to explore this contradiction between theory and experiment, we established a
lower bound on the error of DFT surface energies by comparing the relative surface energies
of 9 low-energy c(4×4) and (4×3) reconstructions calculated using LDA to the same relative
surface energies calculated using the generalized gradient approximation (GGA) for quantum


















where γi and γref are the surface free energies calculated or reconstruction i and for the
reference reconstruction, respectively. The reference reconstruction was taken to be the re-
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construction with the lowest calculated energy, according to LDA. To estimate the error
bounds, we calculated the standard deviation of εi at µAs = 0 and T = 0, for the re-
constructions considered. The standard deviation ∆ε can be shown mathematically to be
independent of both µAs and the choice of reference reconstruction. It essentially describes
the scatter in predicted energy between GGA and LDA, irrespective of an average shift in
predicted energy. Our calculations yield a value for ∆ε of 9.1 meV/A(1×1). Because the vari-
ance of a n-trial sample is statistically underestimated by a factor of (n− 1)/n, we estimate
an error of at least ±9.7 meV/A(1×1) for our calculated surface energies.
4.2.2 The Calculated GaAs(001) Phase Diagram

































































Figure 4.2. Calculated GaAs(001) surface reconstruction phase diagram, as a function of inverse
temperature and normalized partial pressure. The (4×3) surface free energy has undergone a
negative shift of 8.5 meV/A(1×1) relative to that of the c(4×4). Alternate phase boundaries are
shown for 8-meV/A(1×1) and 9-meV/A(1×1) negative shifts. Circles (a), (b), and (c) indicate the
thermodynamic parameters corresponding to MC snapshots in Fig. 4.4.
Within the estimated surface free energy error bounds, we analyzed the sensitivity of the
computed GaAs(001) phase diagram to a constant shift of the (4×3) surface free energy.
Figure 4.2 shows the surface reconstruction phase diagram obtained with a 8.5-meV/A(1×1)
negative shift of γ(4×3), which most closely resembles experimental results. The stability of
the (4×3) is very sensitive to small shifts in its surface free energy, as demonstrated by the
alternate phase boundaries in Fig. 4.2, shown for negative shifts of 8.0 and 9.0 meV/A(1×1).
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A negative shift larger than 9.5 meV/A(1×1) qualitatively changes the phase diagram, as the
(4×3) overwhelms the region of c(4×4) stability bordering the β2(2×4).
4.2.3 Relative importance of vibrational and configurational excitations
We can contrast the effects of vibrational and configurational excitations on GaAs(001)
reconstruction stability to better understand their individual roles in determining the pre-
dicted GaAs(001) surface phase diagram, shown in Fig. 4.3(a), by considering each effect
independently. To study the affect of vibration alone, we calculated slab vibrational free
energies for the configurational groundstates predicted by the cluster expansion Hamiltoni-
ans, and then calculated the surface free energy for each, following the formalism described
in Ch. II. The surface free energy γ was calculated as the surface excess of characteristic
potential Φ. The bulk reference energy φ
(bulk)
GaAs also includes the bulk vibrational free energy,
calculated using the Einstein model. The reference state for µAs is set by the per-atom
Gibbs free energy of bulk As, which also includes vibrational contributions. The reconstruc-
tion phase diagram produced by this vibration-only model is shown in Fig. 4.3(b), where
the surface free energy of each (4×3) configuration has a negative shift of 8.5 meV/A(1×1)).
The (4×3) is well-stabilized in this model, even at high temperature, where the (4×3) is not
experimentally observed.
To study the affect of configuration alone, we calculated slab configurational free energies
using Monte Carlo to integrate the partition function without vibrational contributions.
This is simply the traditional method for using a cluster expansion Hamiltonian to predict
thermodynamic properties. Surface free energies were again calculated as the surface excess
characteristic potential, but the bulk GaAs and bulk As reference energies did not include
vibrational contributions in this case. The reconstruction phase diagram thus obtained, and
with a 8.5 meV/A(1×1)) negative shift to γ(4×3), is shown in Fig. 4.3(c). The (4×3) is stable
only at low temperature, as is observed experimentally, but its region of stability is greatly
diminished without vibrational effects, such that the (4×3)–c(4×4) transition occurs at a
much lower temperature than has been measured.
4.3 Discussion
The phase diagram in Fig. 4.2 bears a strong resemblance to the comparable region
of the experimental phase diagram reported by Daeweritz, et. al [47]. In that work, the
phase diagram was measured with reflection high-energy electron diffraction (RHEED) dur-
ing epitaxial growth. In particular, our phase diagram calculated with the 8.5-meV/A(1×1)
negative shift indicates that the (4×3) is stable only at low temperatures, and the (4×3)-
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Figure 4.3. GaAs(001) phase
diagrams obtained by consider-
ing (a) vibrational and config-
urational excitations simultane-
ously, (b) vibrational excitations
alone, and (c) configurational
excitations alone. In all three
cases, (4×3) free energies have
















































































































































c(4×4) transition temperature of 460◦C agrees with the maximum temperature at which the
(4×3) has been observed experimentally. Also, both the experimental and computed phase
diagrams exhibit a range of As4 isobars that pass, with increasing temperature, from (4×3)
to c(4×4) and then to (2×4). Nevertheless, it is difficult to draw precise comparisons with
the experimental phase diagram. Due to the use of diffraction techniques to measure sur-
face periodicities, experimental measurements of various (n×3) reconstructions, with n< 4,
are likely due to a (4×3) reconstruction interrupted by long-range disorder[16]. Also, the
experimental phase diagram likely exhibits metastable reconstructions because it was mea-
sured during growth, when the physical surface is away from equilibrium. This is especially
likely considering that the small energy difference between c(4×4) and (4×3) likely provides
a relatively weak driving force to nucleate reconstruction domains once the c(4×4)–(4×3)
boundary is crossed. This may also explain how the c(4×4) surface is so easily preserved
during experimental sample quenching. Moreover, a combination of kinetic effects and lack
of long-range order may account for the observations by Daeweritz, et. al of a (2×1) recon-
struction along the c(4×4)–β2(2×4) phase boundary, a region where the very small energy
differences among all three reconstruction prototypes suggest a high likelihood of disorder
and/or hysteretic effects.
As the first study to combine vibrational and configurational excitations to analyze finite-
temperature surface reconstruction stability, our results elucidate the importance of thermal
disorder in reconstruction stabilization. As is evident from Fig. 4.3, configurational and vi-
brational excitations have opposing effects. While vibrational excitations improve stability
of the (4×3) prototype, particularly at low temperature, configurational excitations favor
stability of the c(4×4) reconstruction. Vibrational effects favor the (4×3) due to its high
density of undercoordinated surface sites, which have lower vibration frequencies than sub-
surface sites. The strong influence of configuration on c(4×4) stability is partly due to its
ordering phenomena at low temperature, where c(4×4)–β short-range order occurs on the
As-rich side of Fig. 4.2 and c(4×4)–α short-range order occurs proximal to the β2(2×4) phase
boundary, as shown in Fig. 4.4(a). The metastable c(4×4) would transition between these
two regimes in the region where (4×3) is stable. At low temperature the c(4×4) ordering
transition is abrupt (though not sufficiently so as to be first- or second-order), exacting an en-
ergetic penalty on the c(4×4). At higher temperature, the c(4×4) ordering transition occurs
more gradually, over a region of configurational disorder, as demonstrated by Fig. 4.4(b). As
Fig. 4.4(c) shows, the (4×3) predominantly exhibits β(4×3) short-range order over this same
region. These findings suggest strategies to control surface disorder and thereby influence
defect incorporation during growth. For example, a c(4×4) surface obtained by decreasing
As overpressure along an isotherm originating from a (4×3) surface will result in a relatively
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Figure 4.4. Instantaneous
snapshots of the MC simulation
cell at the three thermodynamic
points indicated in Fig. 4.2.
The illustrated regimes are (a)
c(4×4)–α short-range order, (b)






well-ordered c(4×4)-α surface configuration. Conversely, approaching the c(4×4) by increas-
ing temperature along an isobar originating on a (4×3) surface should produce a disordered
c(4×4) surface.
4.4 Summary
We have constructed a surface phase diagram for As-rich GaAs(001) from first princi-
ples, assuming a well-defined lower bound on DFT error. In the course of doing so, we
considered all possible semiconducting (4×3) reconstruction prototypes, and found only one
prototype that was stable, within the established error bounds. Finite-temperature surface
free energies of the stable As-terminated surface phases, calculated by rigorously account-
ing for vibrational and configurational excitations, demonstrated that our proposed (4×3)
prototype can be stabilized only at low temperatures, while the c(4×4) prototype is entrop-
ically stabilized at elevated temperatures, in excellent agreement with experiment. These
results finally resolve the characterization problem of the GaAs(001) (4×3) surface phase.
Furthermore, they provide a solid thermodynamic foundation from which to understand and
manipulate incorporation of point defects and antisites during low temperature growth by
controlling degrees of configurational disorder via the predominant surface reconstruction.
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CHAPTER V
Effects of Alloying on InAs/GaAs(001) (2×4)
Reconstruction
5.1 Introduction
In device design and other applications it is often necessary to alloy two or more com-
pounds to engineer a material within a set of desired parameters. This significantly increases
the dimensionality of the associated phase space by creating new configurational degrees of
freedom associated with the many possible ways of arranging the alloy constituents over
their sublattice sites. In addition, alloying may introduce interactions arising from atomic
size mismatch strain, which is present if the alloy constituent species have significantly dif-
ferent bonding radii[75]. The strain fields arising from atomic size mismatch may interact
strongly over distances of several bond lengths to induce correlations between the occupan-
cies of non-neighboring sites. Because of these and other effects that necessitate the sampling
of many configurations and large length scales, comprehensive stability studies of realistic
alloyed covalent surface systems have only recently become possible.
In this chapter, we study disorder in surface reconstructions arising from alloying and
finite temperature effects with a first principles cluster expansion and Monte Carlo simula-
tions. We focus on a prototypical surface of a ternary III-V semiconductor alloy in order to
understand the role that alloying and atomic size mismatch strain plays in surface recon-
struction stability and short-range order at covalent surfaces. We choose to consider a thin
layer of InAs alloyed on a zincblende GaAs (001) substrate, since this system is relatively
well studied and allows us to examine the role of atomic size mismatch on surface order at

























Figure 5.1. (a) The α2(2×4) and (b) β2(2×4) reconstructions. Cation sites under consideration
are labeled according to symmetric equivalence, assuming periodicity of the unit cell. Solid ellipses
indicate row dimers, and dashed ellipses indicate the trench dimer.
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5.1.1 InGaAs (2×4) Reconstruction
To model alloying and local strain effects we focus on a specific class of reconstruction
observed in GaAs and InAs, encompassing the α2(2×4) and β2(2×4) reconstructions[76, 62]
(Fig. 5.1). They are common to many III-V compounds and possess several shared structural
features. The most notable of these are the dimer row and the trench. The dimer row is the
highest feature of the unit cell and consists of either one or two As dimers (which we will
call row dimers), while the trench is one atomic bilayer below the dimer row and contains a
single As dimer (the trench dimer). The α2(2×4) and β2(2×4) differ from each other only
in that the α2(2×4) has one row dimer, whereas the β2(2×4) has two.
The α2(2×4) and β2(2×4) reconstructions have been shown experimentally and via first
principles calculations to be stable over a continuous range of arsenic chemical potential on
InAs (001)[77] and on GaAs (001)[63], although α2(2×4) is predicted to be only marginally
stable on the GaAs surface. Alloying GaAs with In, however, appears to stabilize the
α2(2×4). In work by Krzyzewski et al., which images the InAs wetting layer on GaAs, the
α2(2×4) appears to occur, along with the β2(2×4)[60]. Also, the α2(2×4) is predicted to be
stabilized upon surface alloying at the In0.5Ga0.5As lattice parameter[78]. Because of these
observations and predictions, we can consider these two reconstructions independently from
other stable reconstructions within chemical potential intervals near the α2(2×4)-β2(2×4)
transition.
To study the transition between α2(2×4) and β2(2×4) at finite temperature it is nec-
essary to first identify important configurational degrees of freedom. We can distinguish
between an anion sublattice and a cation sublattice at the surface, as is typically done for
the bulk crystal. The anion sublattice, which we shall refer to here as the dimer sublattice,
consists of the As row dimers. The α2(2×4) and β2(2×4) reconstructions are formed by
placing one and two dimers per unit cell, respectively, on the row dimer sites. The β2(2×4)
reconstruction does not exhibit configurational degrees of freedom on the dimer sublattice
as all its row dimer sites are occupied. In the α2(2×4) reconstruction, however, half the row
dimer sites are unoccupied, allowing for a large number of surface dimer arrangements and
thereby creating the potential for substantial disorder at finite temperature. A row dimer
coverage of less than 50% must have some unit cells without any row dimers, in violation of
the electron counting rule[1]. Regions where this occurs are assumed to be unphysical, and
are indicated as such in the results that follow. The cation sublattice is comprised of the six
surface cation sites (those directly below the dimer row) and four trench cation sites (those
directly below the trench dimer), which correspond to the labeled cation sites of Fig. 5.1.
These sites take either a Ga or In, providing the potential for surface alloying. We limit
consideration to these ten cation sites because the substitutional energy of other subsurface
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sites is significantly higher, as determined from density functional theory (DFT) calculations
by Cho et al.[79] and confirmed by our own calculations. This result reflects experimental
observations that show a tendency for In to surface-segregate on GaAs (001)[80].
Together the dimer and cation sublattices form our surface model and can be viewed as
a thermodynamic system that equilibrates with a gas phase and a bulk GaAs phase having
a dilute concentration of In. The thermodynamic boundary conditions of the surface are
therefore constant temperature and chemical potentials.
5.1.2 Atomic Size Mismatch Strain
Atomic size mismatch strain arises when an atomic species with a large bond radius is
substituted on the crystal sites of a species with a smaller bond radius, or vice versa. In the
case of large mismatch, the substitution typically causes phase separation or ordering of the
bulk alloy, except in the dilute limit. However, at two-dimensional interfaces or surfaces,
mismatch strain enhances intermixing between species which are otherwise immiscible[81,
82], to the extent of inducing surface order[83]. In the case of InGaAs/GaAs, In is the
larger species, with a bond radius 7% larger than that of Ga. Substituting In for Ga on a
GaAs surface compresses surrounding bonds, creating a local strain field. The strain fields
resulting from alloy substitution interact over distances of several bond-lengths to give rise
to short-range site correlations or periodic orderings not present in the unalloyed system.
As an illustration, consider the substitution of an In atom between the two dimers of
the β2(2×4) (Fig. 5.2(b)). Density functional theory (DFT) calculations predict that it
distorts the lattice, moving the dimers out and away from each other. Alternatively, In
atoms substituted opposite the lone row dimer of the α2(2×4) (Fig. 5.2(a)) relieve tensile
stress inherent in the Ga-Ga back-bonds, allowing the row dimer and the surface Ga atoms
below it to relax toward their corresponding positions in the β2(2×4). Thus, at dilute
concentrations inserting an In atom into the α2(2×4) is energetically preferred to inserting
an In atom into the β2(2×4).
Work by Bickel et al.[75] examined this mechanism as an explanation for experimentally
observed local order of the α2(2×4). In that first principles study, they found that the
α2(2×4) ground states at low and intermediate In concentration have a “zig-zag” arrange-
ment of the dimer row along the [110] axis. This was attributed to the strong repulsive
interaction between the size-mismatched In atoms and the lone α2(2×4) row dimer, which
causes In pairs to occupy the sites opposite the dimer. Furthermore, the tendency of In
atoms to maximize their distance from other In atoms results in groupings of In pairs and
row dimers to orient in an alternating pattern along [110]. This chapter builds upon that work





Figure 5.2. An illustration of lattice distortion due to atomic size mismatch upon the substitution
of In on the cation sublattice; dashed circles represent atomic positions before substitution. Atom
positions were determined via energy minimization from first principles. (a) In the α2(2×4) size
mismatch can relieve strain inherent in cation-cation backbonds, allowing the surrounding structure
to relax to positions approximate to those of the pure GaAs β2(2×4). (b) In the β2(2×4) size
mismatch leads to significant distortion of the lattice.
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ing the transition between the α2(2×4) and β2(2×4) reconstructions at finite temperature.
We consider interactions among row dimers, In, and Ga, and examine finite temperature
effects on surface stability using a cluster expansion parameterized by first principles energy
calculations within Monte Carlo simulations.
By using these techniques to explore the configurational phase space of the α2(2×4)
and β2(2×4) on Inas/GaAs (001), we have identified several basic rules for size mismatch
interactions that play a significant role in determining the equilibrium configuration of the
system. Understanding these prevailing effects is useful for developing intuition about the
system, as one or more of them are evident in all of the results presented in this chapter.
They are discussed in greater detail In Sec. 5.3, but are summarized as follows:
It is energetically unfavorable for row dimers to directly bond to In atoms.
Because the adsorption of an As dimer constrains the positions of underlying sites, substi-
tution of larger In atoms is energetically unfavorable in surface cation sites bonding to the
dimer.
High symmetry cation sites accept In more readily. While Rule I takes precedence
at lower As chemical potential and when In is relatively dilute, in the β2(2×4) reconstruction
the sites that sit along the (110) mirror plane are energetically preferred for In substitution.
Because they have higher symmetry than the other cation sites, the cation and dimer sublat-
tices relax more uniformly to accommodate In at these sites while maximizing the distance
between In atoms.
Row dimers cause compressive strain at a subset of cation trench sites. Row
dimers force the underlying cation sites to relax toward each other, resulting in compressive
strain around certain sites in the trench, labeled by a 3 in Fig. 5.1. This significantly increases
the substitution energy of these sites relative to similar sites with no nearby row dimer, as
is the case near the dimer vacancy of the α2(2×4).
Low energy configurations maximize distance between In atoms. Because of
their large size relative to Ga, interactions between In atoms are repulsive. For many surface
stoichiometries the previous three guidelines usually dominate, but the mutual repulsion of
In is important in the dilute In limit or over the range of several unit cells, where dimers
and In atoms can arrange themselves such that the first guideline above is satisfied while
simultaneously ensuring maximal or near-maximal distance between In atoms.
5.2 Methodology
Of primary interest is the dependence of surface order on alloy stoichiometry and tem-
perature, which motivates the development of an effective Hamiltonian within the cluster
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Figure 5.3. The relative magnitudes of all ECI included in the cluster expansion. ECI are
grouped by number of sites included; within each group they are ordered by increasing interaction
length. Site ECI are ordered with the dimer first, and then 1, 1′, etc., as labeled in Fig. 5.1(a).
expansion formalism to account for the configurational degrees of freedom identified above.
The cluster expansion of the configurational energy is chosen as it is a compact and easily
evaluated effective Hamiltonian and, with Monte Carlo, allows full consideration of thermal
effects due to configurational entropy. These entropic effects, which have hitherto been un-
accounted for in most models of this and similar alloyed compound semiconductor systems,




































































































































































































































We parameterized a cluster expansion of the form given in Eq. (2.59) using a training
set of 378 configurational energies calculated using density functional theory (DFT) as im-
plemented in the vasp code[38]. Fig. 5.3 illustrates the values of the resulting ECI for site
occupancy, as well as pair, triplet, and quadruplet interactions. The low symmetry of the
combined dimer and cation sublattices necessitate inclusion of 62 clusters in the expansion,
including the empty cluster, 7 point clusters, 39 pair clusters, 14 triplet clusters, and one
quadruplet cluster. The cross-validation score of the basis set is 2.02 meV per surface site and
the final least-squares fit has a root-mean-square error of 1.55 meV per surface site. The only
inter-dimer interaction retained in the optimized crystal basis is that of the nearest-neighbor
dimer pair that exists within the primitive cell.
This pair interaction is the strongest one found for the system, and describes a large
repulsive interaction between dimer nearest neighbors (i.e., a larger formation enthalpy for
the β2(2×4) than for the α2(2×4)). Since the dimer row is the highest feature of the
unit cell, row dimers are quite isolated from row dimers of neighboring unit cells, thereby
minimizing chemical and elastic interactions between them. Hence longer range inter-dimer
interactions are negligible. Of the remaining multi-body interactions, 31 involve only cation
sites and 22 involve both cation and dimer sites. Fig. 5.4 shows the 22 strongest interactions
in the system, as measured by the magnitude of their ECI. In interpreting values of ECI it
is useful to note that a negative point cluster ECI indicates an energetic preference for the
positive-“spin” species (i.e., In or dimer), and a negative pair ECI indicates an energetically
preferred interaction between like species. The physical significances of ECI of triplet and
larger clusters are somewhat harder to interpret, since there are eight possible configurations
of a triplet cluster, and 2n posibilities for n-body clusters. Of particular interest among the
interactions shown in Fig. 5.4 are the dimer-dimer interaction, the interactions of the row
dimer with the cation sites that bond directly to it, and the interaction of the row dimer
with the nearest trench cation site; the effects of these interactions are especially apparent
in the Monte Carlo results. Also, contrary to näıve expectations that the presence of the
trench might minimize interactions between neighboring unit cells along [110], there are some
significant interactions which act directly across the trench.
The training set used to fit the ECI consists of a range of configurations of variously
shaped (2×4), (2×8), and (4×4) supercells, selected using a number of metrics intended
to ensure that the configurational phase space was evenly sampled and that the ECI of
candidate clusters were sufficiently overdetermined. Additionally, configurations that were
found to be ground states of preliminary cluster expansions were added to the training set
in an iterative process to benchmark and improve the accuracy of the cluster expansion and
optimize its ability to predict ground-state configurations. For the (2×4) supercell, brute
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force enumeration of configurations was used to identify ground-state structures. However,
because the number of possible configurations grows exponentially with supercell size (∝ 212n,
where n is the number of (2×4) primitive cells), simulated annealing must be used to identify
ground-state configurations of larger supercells. This is accomplished by applying Monte
Carlo simulations to a preliminary cluster expansion in an appropriately sized supercell at
fixed chemical potentials and starting at a sufficiently high temperature excite fluctuations
in site occupancy. The temperature is gradually reduced, until the supercell configuration
no longer changes. The configuration with the lowest energy during the simulated annealing
run is recorded, and after repeating the process for the relevant range of chemical potentials,
a comparison of all low-energy configurations reveals the configurational ground states.
5.2.1 Simulation Details
Although zero-Kelvin phase diagrams can be constructed directly from first principles
energies of a library of configurations, or by finding ground states of the cluster expan-
sion, these phase diagrams are based on energies of relatively well-ordered reconstructions
separated by abrupt boundaries in chemical potential space. Entropy arising from configu-
rational disorder becomes important at elevated temperatures, causing phase boundaries to
shift or disappear altogether relative to zero-Kelvin predictions. In systems with significant
thermally-induced disorder, these effects complicate experimental characterization informed
by these predictions. In order to incorporate temperature effects and use calculated ensemble
averages to make physically useful predictions, we have used the cluster-expanded effective
Hamiltonian within the Metropolis Monte Carlo algorithm[84]. Monte Carlo simulations
are conducted within the grand canonical ensemble, where the thermodynamic boundary
conditions independently fix the temperature and the chemical potentials of the two sublat-
tices. As an adsorptive species, the As chemical potential, µAs, is independently controlled.
Conversely, since In and Ga are substitutional species, only the relative cation chemical po-
tential, ∆µcat = µIn−µGa, has an effect on the equilibrium state of the system if the number
of cation sites remain fixed.
To facilitate comparison with experiment, we use as reference states the rhombohedral
A7 phase of bulk As, zincblende GaAs, and zincblende InAs. With this choice of reference
states, µAs > 0 implies the instability of bulk GaAs relative to bulk As. For the cation
sublattice, we can associate the range of ∆µcat to two very different physical regimes. A very
low (negative) value of ∆µcat corresponds to a regime where the surface is in equilibrium
with bulk GaAs below the In solubility limit. The surface can equilibrate at a significantly
higher In concentration than exists in the bulk because at low ∆µcat in an epitaxially grown
alloy film, In will tend to segregate to the surface due to atomic size effects, as well as the
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lower surface free energy of InAs. As ∆µcat increases and approaches zero the surface must
equilibrate with an increasingly non-dilute InxGa1−xAs alloy. However, since the total energy
calculations used to parameterize the cluster expansion were performed on GaAs slabs, and
In is allowed to occupy only surface cation sites, high values of ∆µcat in our model system
correspond more accurately to experimental conditons where a partial monolayer of InAs is
directly deposited on GaAs. This is a metastable equilibrium where excess In at the surface
is prevented from diffusing into the bulk due to sluggish kinetics.
Grand canonical Monte Carlo simulations were performed at several temperatures and
on a dense grid of chemical potential values for µAs and ∆µcat that stabilize the full range
of As and In compositions in our surface model. The Monte Carlo simulation cell consisted
of 288 primitive cells (a square 24 × 12 lattice with periodic boundary conditions), for a
total of 2880 cation sites and 576 dimer sites. At each point the system was equilibrated
over 3000 MC passes (each site was visited 3000 times on average) and ensemble averages
were tracked over the following 5000 MC passes. High-precision data were collected along
chemical potential trajectories corresponding to pure α2(2×4) and β2(2×4) surfaces. For
the former, the trajectory along which dimer coverage is exactly 50% was interpolated from
exploratory MC runs. For the latter, the same contour was used, but shifted to a higher As
chemical potential such that only the β2(2×4) was sampled. Data along the trajectories were
acquired using a 72×36 lattice over 11000 MC steps, after 5000 MC steps of equilibration.
In Ch. II we showed that various first derivatives of the characteristic potential could be
obtained as ensemble averages of conserved quantities taken over the Boltzmann distribu-
tion. Various second derivatives of the characteristic potential with respect to its intensive
parameters can also be calculated as fluctuations of the conjugate extensive quantities. The
relation between fluctuations and second derivatives of the free energy is obtained by ex-
plicitly taking second derivatives of the characteristic potential, as expressed in terms of the
partition function Z. For the characteristic otential Φ, which is a function with independent
variables T , µAs, ∆µcat, Ncat, and V , we can write
Φ = E − TS − µAsNAs −∆µcatNIn (5.1)
= −kBT ln(Z),
where, as before, kB is the Boltzmann constant. For the InGaAs/GaAs (2×4) system, the




exp [−β(E(~σ)− µAsNAs(~σ)−∆µcatNIn(~σ))] , (5.2)
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where β is 1/(kBT ).
Explicit differentiation of the statistical mechanical free energy yields an expression re-
lating its second derivatives to the variances of extensive quantities. As an example, the
chemical susceptibility, χij, defined as the derivative of Nj with respect to the chemical po-
tential µi, where i and j are either As or In, is equal to the second derivative of the free
energy Φ and can be expressed in terms of fluctuations in the number of atoms of species i







(〈NiNj〉 − 〈Ni〉〈Nj〉) . (5.3)
The various second derivatives of the free energy are useful in identifying phase boundaries.
A discontinuity of the second derivative indicates a first order transition, while a diverging
second derivative indicates a second order transition.
5.3 Results
5.3.1 Surface Stability and Temperature Dependence
The most readily interpreted results of the Monte Carlo simulations is the relative sta-
bility of the α2(2×4) and β2(2×4) reconstructions. Figure 5.5 shows a surface stability map
of the α2(2×4) and β2(2×4) reconstructions of InGaAs/GaAs (001) within the physically
meaningful chemical potential ranges. The quantity used to determine the boundary in
Fig. 5.5 is the As dimer chemical susceptibility, χAs,As, as defined in Eq. (5.3). We deter-
mine from the various susceptibilities and ensemble average compositions that there is no
formal first- or second-order phase transition between the α2(2×4) and β2(2×4), since since
all the ensemble averages are continuous. Instead, there is a smooth transition, indicated by
a non-singular maximum in χAs,As, between α2(2×4) and β2(2×4) along lines of constant
∆µcat. As expected, the β2(2×4) is stable at higher µAs, and the α2(2×4) is stable at lower
µAs, since the β2(2×4) is more As-rich. The occluded region of Fig. 5.5 corresponds to
the chemical potential ranges where the α2(2×4) becomes unstable relative to the unrecon-
structed surface, which is the limiting case of the configurational lattice model. For this
unreconstructed surface the electron counting rule is violated, indicating a likely unphysical
regime. Other reconstructions and/or bulk phases not explicitly considered in this work will
form in this chemical potential range.
An intriguing trend highlighting the sublattice coupling occurs at fixed µAs with cation
chemical potential, ∆µcat, allowed to vary freely. Raising ∆µcat results in increased In con-

































Figure 5.5. Surface stability map of the InGaAs/GaAs (001) surface showing the chemical
potential domains of stability for the α2(2×4) and β2(2×4) at 100◦C. A small region, labeled (c),
exists between the two larger ones where the hαβ, a hybrid of the α2(2×4) and β2(2×4), is stable.
Boundaries are calculated from the dimer chemical susceptibility, with width corresponding to the
chemical potential interval over which the smooth transition between reconstructions occurs. The
obscured region is an unphysical limit of the configurational model and corresponds to relative
stability of the bulk-terminated surface. Points a, b, and c correspond to microstate snapshots
shown in Fig. 5.10.
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Figure 5.6. The dimer and In concentrations at 100◦C (a) along a line of constant cation chemical
potential with ∆µIn−∆µbulkIn fixed at -6 meV and (b) along a line of constant As chemical potential
with µAs−∆µbulkAs fixed at -313 meV. Chemical potentials are measured on the same axes as Fig. 5.5.
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β2(2×4) via atomic-size mismatch strain interactions in favor of an α2(2×4) surface. This
phenomenon is seen most clearly in Fig. 5.6(a), which shows the increase in In concentration
and resultant decrease in dimer coverage as ∆µcat is increased and µAs is held constant.
Fig. 5.6(b) shows a related but weaker effect, where there is a slight decrease in In concen-
tration during the transition from the α2(2×4) (50% dimer coverage) to the β2(2×4) (100%
dimer coverage) at fixed ∆µcat. The reconstruction destabilization is due to the coupling
between the cation and As sublattices as accounted for by the cluster expansion, and is
attributed to the atomic size mismatch strain as illustrated in Fig. 5.2. As was described by
the first guideline for size mismatch interaction detailed in Sec. 5.1.2, the substitution of In
in the β2(2×4) results in a nontrivial displacement of the row dimers, straining the bonds
between row dimers and cations. By contrast, substitution of In in the α2(2×4) results
in comparatively little distortion of the lattice relative to the pure GaAs β2(2×4) lattice
positions, reducing energetically unfavorable strain fields.
In addition to the regions of α2(2×4) and β2(2×4), Fig. 5.5 also shows a region within
the α2(2×4)-β2(2×4) transition where χAs,As is not maximal. This corresponds to a hybrid
reconstruction comprised of both the α2(2×4) and β2(2×4) unit cells, which we refer to as
hαβ. Although the hαβ bears passing resemblance to a nano-domain phase coexistence, no
such coexistence is possible in this system since it lacks first-order phase boundaries. Instead,
the hαβ is a category of actual ordered configurations of the surface that have corresponding
zero-temperature configurational ground states. There is in fact a series of zero-temperature
hybrid reconstruction ground states near 75% dimer coverage, over a range of In composi-
tions. As an example, the particular hybrid reconstruction ground state having 75% dimer
coverage and 37.5% In composition has an enthalpy of formation, as predicted by the cluster
expansion, that is 70 meV/unit cell lower than the stoichiometircally comparable two-phase
mixture of pure α2(2×4) and β2(2×4) configurations. This comparison neglects the influ-
ence of boundary energies, coherency effects, and substrate-mediated elastic interactions,
all of which can act to increase the energy of a system in true coexistence. The preference
of intermediate-range order over two-phase coexistence in this system implies that the mis-
match strains due to In substitution can act to enhance mixing and structure refinement at
the surface in regimes where mixing is otherwise suppressed, such as near phase boundaries.
At finite temperature the hybrid surface is stable over a range of In and dimer com-
position, extending from approximately 30-55% surface In concentration and 70-80% dimer
coverage at 100◦C; however, it is most stable at 45% surface In and 75% dimer coverage,
where there χAs2 has a local minimum. The predicted ground-state configurations of the
hybrid reconstruction are formed by alternating α2(2×4) and β2(2×4) unit cells along both






























Figure 5.7. Adiabatic contours, obtained from the entropic contribution to free energy. Regions
of low contour density indicate either significant order or disorder. Strong ordering occurs as a
limiting case at chemical potential extremes (shaded dark grey), but several other nontrivial cases
occur (light grey): (a) the ”zig-zag” ordering of the α2(2×4), (b) the hαβ hybrid reconstruction,
and (c) local ordering of the cation sublattice in the β2(2×4). As in Fig. 5.5, the black region
indicates an unphysical limiting case of the configurational model.
α2(2×4) row dimers; one has a (4×8) unit cell and the other has a centered (4×4) primitive
cell. However, at typical growth temperatures (5̃00◦C), the hαβ surface shows significant dis-
order, although the hαβ unit cell is still relatively well-defined at the length-scale of several
(2×4) unit cells at finite temperature, suggesting that the hybrid surface can readily tolerate
thermally excited defects to its ground-state configurations.
Using the ensemble averages obtained from grand canonical Monte Carlo simulations,
we used Eq. (2.50) from Ch. II to integrate the free energy Φ and determine the entropy
S. Because the configurational entropy vanishes at the extremes of composition (e.g., at
xAs = xIn = 1), the integration constant Φ0 is chosen at one of these extremes, since
the the grand canonical energy becomes simply Φ0 = E − µAs〈NAs〉 − ∆µcat〈NIn〉 at the
extremes. The resulting value of TS, is the entropic contribution to the free energy arising
from configurational excitations.
Fig. 5.7 illustrates the configurational entropy of the surface as a function of µAs and
∆µcat. The contours follow lines of constant entropy and thus form adiabatic chemical
potential contours. The entropy is highest near 50% composition on both sublattices, due
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Figure 5.8. Entropic contribution to free energy, as a function of In concentration, for the α2(2×4)
and β2(2×4) reconstructions at 100◦C. The contribution from the α2(2×4) is higher than that of
the β2(2×4) over most of the range of concentration. Intervals where the entropic contribution is
suppressed correspond to short-range order.
to purely combinatoric reasons. The two entropy maxima shown in Fig. 5.7 are slightly
off-stoichiometry since at low temperatures the system is constrained to the α2(2×4) at
50% dimer coverage. By going slightly above and below 50% dimer concentration, and thus
approaching the transitions away from the α2(2×4), fluctuations in dimer concentration
increase, reflected by an increase in entropy.
Generally, regions of significant order or disorder are expected where the density of adia-
batic contours is low, as the entropy is relatively flat with respect to changes in µAs and ∆µcat
in these areas. Fig. 5.8 shows the entropy calculated along the chemical potential trajecto-
ries, shown as dotted lines in Fig. 5.5, corresponding to pure α2(2×4) and pure β2(2×4).
It is evident from the entropy along these trajectories, where either the α2 or β2 structural
variant is sampled independently, that certain surface cation compositions correspond to a
local change in the convexity of the entropy. The most prominent of these composition in-
tervals correpond chemical potential regions of visibly decreased adiabat density in Fig. 5.7
(shaded light grey), further suggesting the occurrence of increased long- or short-range order.
These regions deserve special attention and are discussed in detail in Sec. 5.3.3. It is also
important to note that over most of the range of cation composition, the α2(2×4) has higher
entropy than the β2(2×4), due to the greater number of possible dimer arrangements on the
α2(2×4) surface. The directional nature of the α2(2×4), caused by its dimer/dimer-vacancy
pair, allows many distinct arrangements of the dimer sublattice in the α2(2×4), whereas
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the β2(2×4) allows only a single dimer configuration. This difference in entropy enhances
the stability of the α2(2×4) near the smooth transition between the two reconstructions as
temperature increases. Because there is no way to measure an exact boundary of stability
between the two reconstructions, it is difficult to measure this trend quantitatively.
5.3.2 Preferential Cation Site Filling
To better understand the connection between composition and short-range order, we can
use calculate ensemble averages of the individual site occupancies on the cation sublattice
during Monte Carlo simulations. The β2(2×4) possesses mirror plane that bisects the unit
cell across the [110] direction, allowing us to identify six symmetrically distinct classes of
cation substitution sites, labeled in Fig. 5.1(a). The position of the trench dimer, which is
shifted by one quarter of a unit cell relative to the row dimers, breaks the [110] mirror sym-
metry that would otherwise exist. Sites whose degeneracy is broken only by the trench dimer
tend to be energetically similar despite being symmetrically distinct and are distinguished
by a prime symbol, according to their position relative to the trench dimer. The removal of
a dimer from the β2(2×4) to form the α2(2×4) breaks the [110] mirror symmetry, leading
to ten fully distinct cation sites. In the α2(2×4) we therefore distinguish between those sites
that are adjacent to a row dimer and those that are opposite a row dimer, the latter of which
we denote by a ‘s’, as shown in Fig. 5.1(b).
Figure 5.9 shows a comparison of the In concentration of the various symmetrically dis-
tinct cation sites for both the α2(2×4) (Figs. 5.9(a) and 5.9(b)) and β2(2×4) (Fig. 5.9(c))
along the dashed lines in Fig. 5.5, corresponding to chemical potential trajectories single
reconstruction variant coverage. The sites are labeled as shown in Fig. 5.1. The trends ob-
served for the various sites enable significant intuition about the role of atomic size mismatch
and sublattice coupling. We can categorize the symmetrically distinct cation substitution
sites into four types, each of which exhibits qualitatively distinct occupancy trends.
Type 1 Sites. The four surface cation sites that sit on the outside of the dimer row
comprise the type 1 sites, as indicated in Fig. 5.1. Due to the mismatch strain effects
illustrated in Fig. 5.2, and detailed in the first guideline for strain interaction in Sec. 5.1.2,
sites 1s and 1′s accommodate In more readily than other sites in the α2(2×4), relieving the
strain inherent in the cation-cation backbonds of the reconstruction and allowing the single
row dimer and surrounding sites to sit closer to the positions occupied in the β2(2×4). This
is reflected in the average site occupancy for the α2(2×4), shown in Fig. 5.9(a). Here, the
1s and 1′s sites (which are the 1 and 1′ sites sitting opposite the lone row dimer) are nearly
fully occupied by In at low average In composition. At low average composition the 1 and
1′ site occupancy is slightly below average, due to the very large contribution to the average
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Figure 5.9. In occupancy
of various cation sites at 100◦C.
Site labels correspond to those in
Fig. 5.1. (a) Surface sites and (b)
trench sites of the α2(2×4), and
(c) all sites of the β2(2×4). In
each figure, the dashed line along


























































































from the 1s and 1′s sites. At intermediate and high average composition the 1 and 1′ site
occupancy closely follows the average.
In the β2(2×4) (Fig. 5.9(c)), there is less preference for type 1 sites to accept In than
in the α2(2×4) (Fig. 5.9(a)). Instead, the site filling remains close to or below the average
composition over a wide range of In composition. For average In compositions below ap-
proximately 65%, 1 sites are slightly preferred over 1′ sites. This is likely due to the relative
proximity of the 1′ to the trench dimer. The increase in 1′ site filling is concurrent with
increased filling of site 3, and the strong influence of type 3 sites on the local relaxation of
the trench dimer implies a potential causal relation between increased site 3 filling and the
change in In filling preference from the type 1 site to the type 1′ site.
Type 2 Sites. The type 2 sites are comprised of the two cation sites that sit between
the row dimer sites. Because the type 2 sites are bisected by a mirror plane, the many
short-range pair interactions affecting them have mirror symmetry. This leads to a strong
coupling with neighboring cation sites, as well as with the row dimers.
In the α2(2×4) (Fig. 5.9(a)), In-filling of type 2 sites is suppressed at low In concentration
as the highly preferred 1 and 1′ sites fill. At intermediate and high In concentration, the
filling trends of 2 and 2′ sites closely follow the average In concentration. In the β2(2×4)
(Fig. 5.9(c)), the type 2 sites exhibit preferential In filling over the entire range of In con-
centration. This is due mainly to the relatively large separation between neighboring type
2 sites, as well as the large separation between type 2 sites and the trench dimer. This
association linking mismatch species localization at high-symmetry, spatially dispersed sites
is summarized in the second and fourth strain interaction guideline of Sec. 5.1.2. There
is minimal anisotropy between the 2 and 2′ sites, and any that does exist is likely due to
interaction with the trench dimer mediated by the nonuniform occupancy of intervening
sites.
Type 3 Sites. The type 3 sites lie in the trench, and are directly in-line with and
adjacent to the row dimers along [110]. Although type 3 sites are three atomic monolayers
below the row dimer sites, the position of the type 3 sites relative to the row dimer sites
results in a strong coupling between row dimer occupation and type 3 substitution energy.
The row dimer compressively strains the bonds above and surrounding the adjacent type
3 site, significantly increasing the energy of substituting a large In atom at the site. This
is most clearly demonstrated for the α2(2×4), where Fig. 5.9(b) shows a strong anisotropy
between the 3s and 3 sites. The 3 site exhibits almost no filling until it is forced to at high
∆µcat due to the lack of other unsaturated substitution sites. By comparison, the 3s site is
quite low in energy, as evidenced by a site occupation approaching and exceeding the average
at moderate to high In composition. In the β2(2×4), where both sites adjoin a row dimer,
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the type 3 sites exhibit almost no substitution until all other sites are more than half-filled
with In.
Type 4 Sites. Although type 4 sites also lie within the trench, they are relatively
low in energy and exhibit higher than average In occupation at most In concentrations in
both the α2(2×4) and β2(2×4). In the α2(2×4), the type 4 sites readily accept In, but
filling is delayed at lower concentrations, as filling of the low-energy 1s and 1′s sites takes
precedence. There is only minimal interaction with the row dimer, as seen by the very similar
filling profiles for 4s and 4 sites. The relatively weak coupling of type 4 sites to the row dimer
sublattice is also very noticeable in the β2(2×4), where the type 4 sites fill with even higher
precedence, reaching full occupancy at 60% average In concentration. We can attribute this
large difference to the much higher substitutional energy of site types 1–3 in the β2(2×4) in
general, compared to the α2(2×4), while the substitution energies of the type 4 sites remain
largely unchanged.
5.3.3 Alloy-Driven Ordering
Having demonstrated the strong differences in average cation site occupancy in Sec. 5.3.2,
we surmise that in regions of chemical-potential space where these differences are strongest
we are likely to observe either long- or short-range ordering on at least the cation sublattice,
and likely the row dimer sublattice as well. These regions also coincide with changes in
the convexity of the entropy illustrated in Figs. 5.7 and 5.8. For the α2(2×4) there are two
regions where increased short-range order is expected, as determined by these two indicators.
One is near 20% In concentration and the other is near 90%; both are easily visible in Fig. 5.8.
An even stronger suppression of the entropy is observed in the β2(2×4) between 60% and
65% In concentration. In addition to these ordered regions in the pure α2(2×4) or β2(2×4),
there is the thermodynamically stable hαβ hybrid reconstruction. As stated previously, the
hαβ occurs over a range of In and dimer concentrations and, like the ordered regions of
the pure reconstructions, is associated with a change in the convexity of the entropy. By
examining short-range order parameters and instantaneous microstate snapshots of the MC
simulation cell, we are able to better understand the significance of these regions.
We obtain a quantitative measure of the short-range order of the dimer sublattice by
constructing an order parameter that quantifies the tendency of row dimers in the α2(2×4)
to arrange themselves in straight lines along the [110] axis, or to form a “zig-zag” arrangement
along [110]. Zig-zag ordering has been studied previously in this system using DFT energy
calculations[75] and, in the absence of defects, is described by the (4×4) unit cell shown in
Fig. 5.11 (inset). The dimer sites of the Fig. 5.11 inset are numbered from 1 to 4, and the
occupation variable of a dimer site, as described generally in Sec. 2.3, is σi = +1 for a dimer
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Figure 5.10. Microstate snap-
shots for the various points of
chemical potential space speci-
fied in Fig. 5.5. To empha-
size order, In are green, Ga are
white, and row dimers are blue;
all other As are black. (a)
The α2(2×4) with no In, (b)
the zig-zag ordering of α2(2×4)
with 15% In, and (c) the hαβ
hybrid reconstruction at 75%
















































Figure 5.11. The short-range dimer order parameter for zig-zag ordering of the α2(2×4) along
[110]. It is shown with respect to surface In concentration at temperatures ranging from 100 −
500◦C along the chemical potential trajectory corresponding to pure α2(2×4). The fully ordered
configuration is shown as an inset, with row dimer sites numbered and vacant sites indicated by
grey dimers.
95
occupying site i and σi = −1 for a vacancy. We write an expression
pz = (1 + σ1)(1− σ2)(1− σ3)(1 + σ4)/16, (5.4)
such that perfect zig-zag ordering (5.11 inset) yields a value of pz = 1, while pz = 0 otherwise.
The ensemble average of pz then gives the probability that a (4×4) cell has the dimer
configuration shown in Fig. 5.11 for a given set of thermodynamic parameters. Expanding
Eq. (5.4) and taking the ensemble average, we find
〈pz〉 = (1− 2〈σ1σ2〉 − 2〈σ1σ3〉+ 2〈σ1σ4〉+ 〈σ1σ2σ3σ4〉) /16, (5.5)
where terms corresponding to symmetrically equivalent clusters have been combined or cancel
each other. Noting that the configuration of Fig. 5.11 (inset) is symmetrically equivalent to
its mirror across (110) (i.e., the pattern of black dimers versus the pattern of greyed dimers),
we multiply Eq. (5.5) by a factor of two to obtain the average probability that a (4×4) unit
cell has a zig-zag configuration.
An expression similar to Eq. (5.5) can also be obtained for the (4×4) in-line dimer
configuration (i.e., dimer sites 1 and 3 are occupied, with 2 and 4 vacant, or visa versa).





giving the order parameter of interest, p̃z. By renormalizing with respect to only the dimer
configurations consistent with a 50% dimer concentration in each (2×4) unit cell, we prevent
any contribution to the order parameter arising from local fluctuations in dimer concentra-
tion, which occasionally create instances of the β2(2×4), especially at high temperature.
The quantity p̃z then takes a value of one for perfect zig-zag order, zero for perfect in-line
order, and 0.5 for a fully randomized configuration.
The quantity p̃z is shown in Fig. 5.11 for a number of temperatures, measured along
the chemical potential trajectory shown in Fig. 5.5 that passes only through the α2(2×4)
phase field. We observe a strong preference for [110] zig-zag order, peaking near 25% In
composition, with increasing disorder at higher In concentrations. The peak in the order
parameter decreases in magnitude with increasing temperature due to thermally-induced
disorder, and the order parameter is almost flat at 500◦C, which is near typical growth
temperatures for this system. We can therefore use the order parameter to predict the
degree of order that may be expected experimentally during layer-by-layer growth, after
careful annealing, or subsequent to rapid quenching. Increased temperature also shifts the
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order parameter peak to slightly higher In concentration (approaching 30% at 500◦C). The
maximum is induced primarily by the preferential filling of 1s and 1′s sites with In at low
average In concentration. On average, a single type 4 site per (4×4) cell also fills with In so
that the low-temperature maximum occurs at 25% In concentration.
In conjunction with the propensity of In to occupy sites opposite the α2(2×4) row dimer,
atomic size mismatch strain is further reduced by maximizing the distance between In atoms.
In the [110] direction, this has little effect due to the separation of neighboring unit cells by
the trench, but along [110] In atoms alternate their relative positions within the unit cells,
forming a zig-zag pattern. Concurrently, the single α2(2×4) row dimer tends to maximize
its distance from In-occupied sites. The net effect is two opposing “zig-zags” along [110], one
consisting of In pairs and the other consisting of row dimers. Fig. 5.10(b) shows a microstate
snapshot from a MC simulation illustrating zig-zag ordering of α2(2×4) at 100◦C and 15%
In composition. For comparison, Fig. 5.10(a) shows the pure GaAs surface, which assumes
a random dimer arrangement even at low temperature.
The other region of greatest interest corresponds to the hαβ hybrid reconstruction, which
occurs in the small region of low dimer susceptibility, χAs,As, along the α2(2×4)-β2(2×4)
transition in Fig. 5.5. It is also highlighted as a prominent region of low adiabat density
(labeled in Fig. 5.7). A microstate snapshot at a point within this region is shown in
Fig. 5.10(c). Predicted and calculated ground-state configurations in this region have a strong
tendency to alternate α2(2×4) and β2(2×4) along both [110] and [110], and this unit cell
ordering is visible in the microstate snapshot. Due to the much higher In substitution energy
in cation sites of β2(2×4) relative to those of α2(2×4), a lateral modulation of surface In
composition occurs between the In-rich α2(2×4) and In-poor β2(2×4) when hαβ is stabilized.
At lower In chemical potentials within the hαβ chemical potential region, a large majority of
In atoms migrate to unit cells of α2(2×4), with 56% of α2(2×4) cation sites filled with In in
contrast to 22% of β2(2×4) cation sites at the chemical potential coordinate corresponding
to Fig. 5.10(c). The 3, 4, and 4s sites do not play a significant role in this process due to the
very low In occupancy of 3 sites and very high In occupancy of 4 and 4s sites, regardless of cell
type. This composition modulation can be understood by considering the effects of alloying
on reconstruction stability demonstrated in Sec. 5.3.1. As shown there, the α2(2×4) is much
more stable under the addition of In than the β2(2×4). This, along with the tendency of In
atoms to mutually repel across unit cell boundaries, helps to explain the hαβ as it appears
in Fig. 5.10(c).
In addition to the regions of zig-zag ordering and hαβ, there are two additional features
arising from short-range ordering in Fig. 5.8 that merit discussion. One occurs at 90% In
in the α2(2×4), and the other occurs at 60-65% in the β2(2×4). We note though that
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these features are not necessarily of particular interest physically as they occur for chemical
potentials where other reconstructions not considered here are likely to be stable relative to
the α2(2×4) and β2(2×4). In each instance, In fills the available sites of the cation sublattice
with the exception of those characterized by a high substitution energy. This results in many
fewer arrangements of the cation sublattice than the combinatoric ideal, and thus a change
in convexity of the entropy. In the α2(2×4) this occurs when all cation sites of the unit cell
are filled except the very high-energy 3 sites. In the β2(2×4) it occurs when all but the 3
sites and one each of the 1 and 1′ sites are unfilled in the unit cell. These plateaus in filling
are seen to some degree in Figs. 5.9(b) and 5.9(c), respectively. There is some ordering of the
1 and 1′ sites in the β2(2×4), which show a weak correlation along [210], but in large part,
both orderings are caused by differences in site substitution energies rather than interaction
between cation sites.
5.4 Summary
We have performed a first-principles study of surface reconstruction stability and order
on the covalently bonded InGaAs/GaAs (001) surface at finite temperature, using a cluster
expansion of the configurational energy together with Monte Carlo simulations. We have
restricted our study to an examination of temperature and alloying on the relative stability
between α2(2×4) and β2(2×4) as well as the atomic size mismatch strains arising from
In substitution at GaAs surfaces and how these strains effect As dimer ordering. Because
of the similarities observed among many III-V compounds, and the tendency in general of
directionally-bonded surfaces to develop reconstructions, we can propose several phenomena
that may deserve consideration in the engineering of nanostructured surfaces in these varied
systems.
Size mismatch-driven surface destabilization. As seen in Fig. 5.5, substituting In
atoms for the smaller Ga atoms destabilizes β2(2×4), resulting in the stability of α2(2×4).
It is expected that reconstruction stability exhibits a compositional dependence, but in the
case of size-mismatched alloys this effect is significantly more pronounced. This has been
clearly observed experimentally as x is increased in InxGa1−xAs (001) alloys, causing a
destabilization of both the β2(2×4) and the c(4×4)[85], another III-V surface reconstruction
with prominent anion dimers. The resulting surface reconstruction, which is not observed
on either pure InAs or GaAs, has a (n×3) surface repeat unit and has been observed to be
robust over a wide range of growth conditions[18, 86]. The precise atomic structure of this
reconstruction, however, remains unclear[86]. The results presented here suggest that likely
models for the reconstruction incorporate structural elements which would readily accept In,
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such as the cation back-bonds found in the α2(2×4).
Strain-induced order. We have shown the strong tendency to order that arises from
alloying and size mismatch, as evidenced by preferential cation site filling, changes in con-
vexity of the configurational entropy, ensemble averaged site correlations, and Monte Carlo
microstate snapshots. Surface order has been suggested previously as a mechanism for long-
range bulk order in epitaxially grown ternary III-V films[10]. Although unstrained InAs and
GaAs are completely immiscible over most temperatures of interest, and only chalcopyrite-
type ordering is predicted to be stable for epitaxially strained ternary III-V alloys, both CuPt-
and CuAu-type alloy ordering have been observed on the FCC bulk cation sublattice[87, 88].
The proposed mechanism suggests that equilibrium or near-equilibrium surface order be-
comes kinetically trapped during layer-by-layer growth, yielding a reconstruction-dependent
bulk order. Previous studies have focused on simple dimerized surfaces to examine the effect
of dimers on surface order[8] or have studied pair correlations between substitutional sites
in fully reconstructed surfaces[79], but computational limitations have largely prevented the
full consideration of both temperature effects and multi-site interactions for realistic sur-
faces. By considering the role of temperature, we have determined the temperature range
over which surface order is expected to be most pronounced, as reflected in the temperature
dependence of the zig-zag order parameter (Fig. 5.11). Additionally, the consideration of
multi-site interactions has enabled the identification of a number of stable In-Ga orderings
specific to the (2×4) reconstructions considered here, which may have relevance to bulk alloy
order. While short-range order is quite strong in the alloyed surface studied here, long-range
order on both the cation and dimer sublattices is weak at even moderate temperatures ( 200-
500◦C), as determined from the lack of any strong minima in the configurational entropy
and from analysis of microstate snapshots of the various surface orderings. If order on the
bulk cation sublattice is indeed due to the kinetic trapping of surface cation order during
growth[8], we would expect the observed effect to be relatively short-range, capturing only
those correlations which are too strong to be overcome by thermal disorder at synthesis tem-
peratures (e.g., the strong difference in occupancy of the 4 sites and 3 sites in the β2(2×4)).
However, since we have only considered a thin InGaAs layer at the GaAs lattice parameter,
it is unclear how the order would propagate during film growth, or how surface order would
manifest in lattice matched alloys.
Lateral composition modulation. We have also demonstrated the occurrence of a
lateral composition modulation on the cation sublattice, driven by mutual ordering of the
cation and dimer sublattices. This is most evident in the vicinity of 75% dimer coverage,
where the hαβ hybrid reconstruction occurs, characterized by locally increased In concentra-
tions at α2(2×4) cells, where substitution is energetically preferred. Yet again a consequence
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of the strong inter-sublattice interaction, this ordering results in relatively strong cation con-
centration fluctuations over larger length scales than any of the other predicted orderings.
Conceivably, similar regimes may exist for other reconstructions, but composition modulation
may manifest differently in other systems, depending on symmetry and repeat units. Hence
other systems may exhibit hybrid reconstructions with different geometries and modulation
length scales. Although atomic-scale cation concentration is difficult to measure in practice,
TEM studies of InGaP films, for example, have shown what are thought to be regions of high
and low In concentration resulting from variations in atomic surface structure[89]. These
composition fluctuations, termed branch defects, can have a measurable effect on device
performance by pinning dislocations, which act as non-radiative recombination sites. Addi-
tionally, reconstructions have been directly implicated in lateral composition modulation in
work by Pearson et al., which demonstrated a correlation between lateral composition mod-
ulation using TEM with periodic variations in surface reconstruction observed using STM
in the InGaAs system[90].
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CHAPTER VI
The Comprehensive InAs/GaAs(001) Surface Phase
Diagram
6.1 Introduction
The results of the previous chapter elucidated, using the (2×4) as an example case,
the strong influence that alloying can have on the order and phase stability of the surface
reconstruction. Because the model used in Ch. V coupled alloy degrees of freedom to struc-
tural degrees of freedom, we were able to suggest basic guidelines to anticipate the ways in
which alloying the surface with a size-mismatched species may affect its atomic structure.
However, because the model used to obtain these results only considered the GaAs (2×4)
reconstruction, it cannot be used to make detailed predictions outside the range of chemical
potential over which the (2×4) is stable, and that chemical potential range itself cannot
be determined without also comparing the (2×4) reconstruction phase to other potentially
stable reconstructions.
Due to the low surface energy of InAs and large In–As bond length, relative to GaAs,
InAs exhibits surfactant behavior at the GaAs(001) surface. Despite the immiscibility of bulk
InAs and GaAs, InAs deposited on GaAs wets the surface to form a two-dimensional alloy[91]
that tends to segregate as a floating layer if additional GaAs is subsequently deposited[80].
At a critical wetting layer thickness in the range of 1.2–1.5 ML, depending on temperature,
the surface morphology undergoes a transition from two-dimensional to three-dimensional
islands[92]. When properly encapsulated within a thin-film heterostructure, these self-
assembled islands behave as quantum dots[93], whose tunable electronic properties can be
harnessed for cutting-edge device applications. Experiments indicate that the the surface
undergoes a characteristic sequence of reconstruction transitions[94, 95]. Starting from the
c(4×4) surface of GaAs(001), deposition of InAs induces a transition first to a (n×3)/(4×3)
and then to a (2×4) phase before three-dimensional islands begin to form in the vicinity
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of 1.4 ML InAs. Quantum dots can also form via an As-induced conversion reaction of In
nanocrystals to InAs, in which case the reconstruction present prior to In deposition seems
to significantly impact the resulting film morphology and dot uniformity[96].
In this chapter, we use the first principles methods described in previous chapters to better
understand the progression of surface reconstructions that is observed on the InAs/GaAs(001)
as In is deposited. To this end, we consider the effects of a atomic-size mismatch strain on
the structural and configurational phase stability over the entire range of anion-rich surface
reconstructions of GaAs(001). We do not consider finite temperature effects but instead use
first principles surface energies at 0K, in conjunction with the cluster expansion formalism,
to perform a comprehensive search for the ground-state reconstructions of the surface and
reveal the alloying response of the system. We use these results to construct a first principles
0-K surface phase diagram of the InAs/GaAs(001) wetting layer.
6.1.1 Reconstructions of the InAs/GaAs(001) Wetting Layer
Experimental evidence indicates that the alloying degrees of freedom created by the
introduction of In to the GaAs(001) surface extend the range of thermodynamically accessible
surface reconstructions. On pure GaAs(001), as described in detail in Chs. III and IV, the
surface can generally be described as passing through a number of distinct surface phases—
from ζ(4×2) to β2(2×4) to β(4×3) to c(4×4)–α and finally to c(4×4)–β—as the surface is
taken from Ga-rich to As-rich conditions. Observations of the InAs wetting layer, however,
indicate that it departs from this progression in a number of ways. Starting from the GaAs-
(2×4) surface under relatively low As overpressure, alloying with In tends to disorder surface
while maintaining its (2×4) periodicity[94, 95], and both β2(2×4) and α2(2×4) can be
observed with STM on the resulting surface[97]. Under As-rich conditions, where the starting
surface is GaAs-c(4×4), In deposition induces a transition to a poorly-ordered (n×3) surface,
according to RHEED measurements[94]. High-resolution STM of this alloyed (n×3) phase
on the InAs/GaAs wetting layer indicate that, at least under some conditions, it is comprised
of (4×3) unit cells that are misaligned along the [110] direction[95, 97].
Although few theoretical findings exist for the structure of the 2D InAs/GaAs wet-
ting layer, previous theoretical investigation of alloying on the InAs/GaAs surface at the
In0.5Ga0.5As lattice parameter did predict alloy-driven stabilization of the α2(2×4) recon-
struction at 0K[78]. Calculations also show that, relative to β2(2×4) and ζ(4×2), the
α2(2×4) can be stabilized by isotropic compressive strain on GaAs(001)[98]. If the sur-
face is sufficiently enriched in In relative to the bulk, as is certainly true for the InAs/GaAs
wetting layer, the surface is effectively placed under compressive strain, suggesting that the
observation of α2(2×4) on the alloyed surface may be due to an increase in the equilibrium
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lattice parameter of the surface reconstruction as it becomes enriched in In. Few theoretical
studies of (n×3) reconstructions have been performed for GaAs-based surface systems. How-
ever, the stability of (n×3) has been tested on In0.5Ga0.5As (001) using density functional
theory, and the only (n×3) reconstruction predicted to be stable is restricted to a small
region of chemical potential at extremely As-rich conditions[78]. It is described by a (2×3)
unit cell that is not charge-balanced, according to the electron counting rule.
6.2 Methodology
The preferred strategy to predict the reconstruction phase stability of the InAs/GaAs(001)
wetting layer is based on the same approach taken in previous chapters: we first select the set
of most likely surface reconstruction prototypes for the system and then for each prototype
explore the dependence of its surface energy on configuration. In Ch. III, we explored in
detail the prototypes most likely to occur on the pure GaAs(001) surface and confirmed the
well-accepted models for the GaAs-(2×4) [dubbed β2(2×4)] and GaAs-c(4×4). We addi-
tionally proposed a model for the GaAs-(4×3), which is observed at low temperature. These
prototypes are all shown in Fig 6.1, in addition to the α2(2×4), which is a near-stable variant
of the β2(2×4). Figure 6.1 also include the ζ(2×4), which exhibits planar sp2-type bonding
not considered in Ch. III. It is observed on GaAs(001) under very Ga-rich conditions[63].
For each of the prototypes illustrated in Fig. 6.1, we specify the accessible alloying degrees
of freedom. In other words, we select sites of the prototype that can undergo In–Ga species
substitution or, in some cases, even As–cation substitution. Encompassing both As–In and
As–Ga substitution, As–cation substitution is most likely to occur at sites with three-fold
coordination, which are under-coordinated with respect to bulk atoms. As discussed in
detail in Ch. I, these sites can undergo non-isovalent substitution while maintaining perfect
filling of the valence-band surface electronic states. Of the tricoordinate sites available, the
ones most amenable to non-isovalent substitution are the dimer sites, mainly due to their
enhanced ability to accommodate the large relaxations caused by non-isovalent substitution.
In this study we have limited As–cation substitution to the dimer sites of the (4×3) and
c(4×4). Initial energy calculations of As–cation substitution on the GaAs-(2×4) prototypes
showed a very large substitution energy, likely due to the necessity of forming high-energy
cation–cation bonds. As such, As–cation substitution on the (2×4) was not considered. The
sites that can undergo non-isovalent substitution are denoted in Fig. 6.1.
Due to the large bonding radius of In relative to Ga and the strong surfactant effect
of InAs on GaAs(001), there is a strong thermodynamic driving for for In to segregate











Figure 6.1. Illustration of the surface reconstruction prototypes considered when constructing the
InAs/GaAs(001) surface phase diagram. Green (Ga) and purple (As) circles indicate sites whose
species is fixed in all configurations. Gold circles indicate sites that can undergo Ga/In substitution,
and gold circles with black centers indicate sites that can go As/Ga/In substitution. Circled dimers
in the (2×4) prototypes indicate that these As dimers can undergo chemisorption/desorption.
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the substitution energy increases significantly for sites below the surface[79]. As such, we
only consider In–Ga substitution in the first subsurface layer. Since only the (2×4) proto-
types possess cation sites in their first subsurface layer, they are the only ones for which
isovalent substitution is considered. For the (2×4) prototypes, we also consider As-dimer
chemisorption/desorption (i.e., varying configuration of As-dimer/dimer-vacancy disorder),
thus allowing both the α2(2×4) and β2(2×4) variants to be described on the same lattice
model. This combined substitution/adsorption model is identical to the one used to study
(2×4) alloying in detail in Ch. V.
We do not consider alloying in the ζ(4×), interpreting it instead as a Ga-rich reference
state. Although ζ(4×2) may be able to accommodate some degree of In substitution, ev-
idence suggests that alloying should not enhance its stability. The ζ(4×2) is predicted to
become less stable, relative to the α2(2×4) under compressive strain on GaAs(001)[98], and
experimental characterization the (4×2) surface of InAs(001) suggests that when the surface
becomes In-rich it is likely described by an altogether different reconstruction prototype[99].
The alloy degrees of freedom were explored by calculating DFT surface energies for a
number of In/As/Ga configurations of each reconstruction prototype using the calculation
scheme described in Ch. II. We performed a gound-state reconstruction search by fitting
a cluster expansion Hamiltonian for each reconstruction prototype, resulting in separate
Hamiltonians for the (2×4), (4×3). and c(4×4) unit cells, each of which was used to screen for
ground-state configurations of its respective unit cell. The calculation–screening procedure
was continued until self-consistency, meaning that all known ground-state configurations
of the final cluster expansions are contained in the database of calculated configurations.
Surface energies of the ground-state configurations were used to find the minimal 0K surface
free energy over the range of As chemical potential µAs and In chemical potential µIn.
The collection of chemical potential pairs (µAs, µIn) at which surface energies of two
minimal-energy ground states cross specify a reconstruction phase boundary. The chemical
potentials are defined such that a phase boundary perpendicular to the µIn axis indicates
a boundary with fixed excess As composition, x
(xs)
As ; only the surface In composition x
(xs)
In
changes as the boundary is crossed at 0K. Boundaries perpendicular to the µAs axis indicate




In is equivalent to the surface In coverage NIn/A(1×1), since In is
completely insoluble in bulk GaAs at 0K. µAs is defined such that the GaAs bulk is unstable
relative to bulk As for all µAs > 0. Similarly, µIn > 0 corresponds to instability of GaAs
relative to bulk InAs. Due to the surfactant nature of InAs on GaAs, bulk GaAs is stable
relative to both bulk InAs and bulk In over the entire range of wetting layer compositions
considered, according to DFT.
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6.3 Results and Discussion
To construct the phase diagram, we performed a total of 840 first principles surface energy
calculations corresponding 378 configurations of the (2×4), 296 configurations of the (4×3),
and 166 configurations of the c(4×4). However, using the cluster expansion as a tool for
performing the ground-state search allows us to screen a much larger set of configurations
for new groundstates. In fact, with the cluster expansion to guide our search, we are limited
mainly by our ability to enumerate candidate configurations and to manage the very large
data sets that are generated. Using the cluster expansion for each prototype we screened
over 30,000 (4×3) configurations and 200,000 c(4×4) configurations. Simulated annealing,
which also screens many thousands of configurations using the cluster expansion, was used
to sample (4×4) and (2×8) configurations of the (2×4) prototypes. Given the number of
configurations that we have sampled, we can be relatively certain to have identified the most
important configurational ground states of the prototypes under consideration.
The predicted surface phase diagram of the InAs/GaAs(001) wetting layer was obtained
by identifying the configuration with the lowest surface free energy, γi(T = 0, µAs, µIn), at
each chemical-potential pair for which bulk GaAs is thermodynamically stable with respect
to the bulk forms of In, Ga, As, and InAs. The resulting phase diagram is shown in Fig. 6.2
(a). It is evident from the phase diagram that DFT predicts every considered prototype to
have stable configurations within at least a small region of chemical potential. Notably, both
the (4×3) and α2(2×4) are predicted to be alloy-stabilized, in that they are not predicted
stable at the In-poor extreme of µIn but are stabilized as µIn is increased. Interestingly,
the (4×3) is predicted stable only within a small “island” of chemical potential within the
larger region of c(4×4) stability. This behavior suggests that, similarly to the unalloyed case,
the (4×3) and c(4×4) are very close in energy, and their stoichiometries have very similar
dependencies on chemical potential.
The predicted (2×4) reconstruction ground states are unchanged from the results of
Ch. V. However, unlike in Ch. V the phase diagram in Fig. 6.2 reveals the relation of the (2×4)
to its surrounding phases. In particular, the comprehensive wetting layer phase diagram
shows that a large range of In-containing β2(2×4) configurations are inaccessible, or at least
metastable with respect to the c(4×4). By comparison, the hybrid (2×4) configurations,
which consist of tiled unit cells of both α2(2×4) and β2(2×4), are stable over a relatively
large region. The proximity of configuration phase boundaries in the region where the
mixed (2×4) is stable implies that it will disorder easily at finite temperature, which was
demonstrated by the analysis performed in Ch. V. The α2(2×4) is stable over a large section
































































Figure 6.2. Surface phase diagrams of the InAs/GaAs(001) wetting layer, constructed by mini-
mizing the 0K DFT surface energy. Two cases are shown: (a) the phase diagram obtained directly
from DFT calculations and (b) the phase diagram obtained by considering an 8-meV negative
shift to the (4×3) surface energies. In both cases, solid lines indicate transitions between distinct
structural phases, while dashed lines indicate transitions between different configurations of the
structural phase. In composition increases along the vertical axis, and surface As composition
increases along the horizontal axis.
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results of Ch. V, and we can see from the large region of the comprehensive phase diagram
over which (2×4) is stable that the results of Ch. V likely have broad relevance to the
thermodynamics of the InAs/GaAs(001) wetting layer.
The topology of the surface phase diagram with respect to (4×3) presents a compelling
puzzle. A thorough search of the literature on the InAs/GaAs wetting layer finds that it
neglects to mention the possibility of a GaAs-(4×3) starting surface, although it is evident
from the broader experimental literature on GaAs(001) and from the results presented in Ch.
IV that such a surface should exist at compositions intermediate to c(4×4) and β2(2×4).
This discrepancy is likely due to the weak thermodynamic driving force to nucleate (4×3)
domains when the metastable c(4×4) reconstruction is present on the surface. However, it is
known that alloying greatly enhances stability of the (4×3) reconstruction phase[94, 95, 97],
and the predicted free energies seems to follow this trend, since the (4×3) goes from being
metastable at low µIn to being stable when µIn is increased.
In Ch. IV we estimated a lower bound on the error of DFT-calculated surface energies
and used rigorous finite-temperature simulations to construct a GaAs(001) phase diagram
and calibrate our DFT errors to the experimental phase diagram. Given the results of that
calibration, it is reasonable to assume that DFT may predict an artificially high energy for
the alloyed (4×3) relative to its surrounding phases. In order to explore this possibility
we constructed a second surface phase diagram for the InAs/GaAs wetting layer where we
assumed that the surface energy of the (4×3) is consistently predicted to be too high by a
constant 8.0 meV/A(1×1); this is slightly smaller than the 8.5-meV/A(1×1) error calibration
found in Ch. IV. The resulting phase diagram is shown in Fig. 6.2(a).
Applying an 8-meV/A(1×1) shift to the (4×3) surface energies yields a significant change
in the phase diagram topology. In Fig. 6.2(b), the (4×3) reconstruction phase is now stable
at the un-alloyed boundary of the phase diagram, matching the result obtained in Ch. IV.
Additionally, the alloy-induced stabilization is markedly enhanced. Whereas the original
phase diagram exhibited only a small island of (4×3) stability, the phase diagram with
shifted (4×3) surface energy shows a large incursion of (4×3) into the region of c(4×4) sta-
bility. The two predominant c(4×4) configurations that remain in the shifted phase diagram
correspond to the c(4×4)-γ and c(4×4)-α, which were described in Ch. IV. Additionally,
the region of (4×3) stability in the shifted phase diagram shares a phase boundary with the
(2×4) reconstruction phase. This is a particularly notable result, as the the experimentally-
measured surface phase diagram of the InAs/GaAs(001) wetting layer implies that such a
phase boundary should exist[94]. The same phase diagram also indicates that the (4×3)
surface phase should share a boundary with the c(4×4) surface phase, and a number of STM














Figure 6.3. Simulated scanning tunneling micrographs of predicted (4×3) ground-state recon-
structions of the InAs/GaAs(001) wetting layer. The reconstructions are configurations of the
(4×3) reconstruction prototype illustrated in Fig. 6.1. (a) and (b) correspond to labeled phases in
Fig. 6.2(b). Configuration (a) has two In and one Ga per unit cell, relative to the all-As h0(4×3)
configuration; configuration (b) has two In per unit cell. Simulated micrographs correspond ap-
proximately to imaging conditions at a 1-V forward bias.
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Although the (4×3) configuration that occurs at the un-alloyed boundary of the phase
diagram in Fig. 6.2(b) is the β(4×3), which was discussed in Chs. III and IV, the config-
urations that comprise the two predominant alloyed configurations [labeled (a) and (b) in
Fig. 6.2] of the shifted (4×3) have As–cation ordering that is distinct from β(4×3). The two
configurations are illustrated in the insets of Figs. 6.3(a) and (b). In contrast to the α(4×3)
and β(4×3) configurations, which are energetically preferred on pure GaAs and GaSb, the
alloyed (4×3) configurations exhibit a “staircase” or “chair” ordering motif, with one In
atom substituting at the shifted dimer of the dimer row and another In atom substituting
nearby in the “backbone” of the dimer row. This ordering motif is somewhat unexpected,
given the tendency, as corroborated in Ch. IV, of sites in the backbone to have high energies
for As–cation substitution in the un-alloyed systems.
The energetically preferred ordering motif of the alloyed (4×3) prototype should yield sig-
nificantly different STM micrographs than either the α(4×3) or β(4×3)[59]. To demonstrate
this, we have simulated STM micrographs for the two alloyed (4×3) configurations, which
are shown in Figs. 6.3(a) and (b). The STM simulation uses the real-space partial charge of
the relaxed surface corresponding to electronic states within a specified range of the Fermi
level, calculated using DFT. The micrographs are obtained as an isocharge surface of the
partial charge as the surface is approached from vacuum. This simulation scheme measures
the predicted real-space distribution of states near the valence-band maximum, which, in
the context of the established theory for STM[100], roughly approximates STM tunneling
current at a voltage bias proportional to the specified energy-range. Partial charge densities
were obtained using the implementation for band-wise charge decomposition included with
vasp[38].
The simulated micrographs obtained for the stable configurations of the alloyed (4×3)
differ significantly from simulated micrographs of either the α(4×3) or β(4×3)[59]. In par-
ticular, the “chair” motif of the alloyed (4×3) configurations is easily discerned, and the As
atom of the shifted In–As heterodimer is visibly brighter than the other atoms. Although
anion species are typically brighter in STM due to their valence-band dangling orbitals, As
atoms on the shifted heterodimers in Figs. 6.3(a) and (b) are brighter than even the sur-
rounding As atoms. The reason for the enhanced contrast of this As site remains unclear,
though considering that the relaxed position of the site is not displaced farther from the
surface than that of the surrounding anions, it is likely due only to differences in electronic
structure.
The As–cation ordering motif, together with the enhanced contrast of the alloyed (4×3)
in simulated STM has important relevance to experimental results. Although published
micrographs of the (n×3) reconstruction on the InAs/GaAs(001) wetting layer are almost
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never as well-ordered as the simulated micrographs in Figs. 6.3(a) and (b), they do share
common traits. In particular, many published micrographs of the (n×3) surface phase on
the InAs/GaAs(001) wetting layer have the appearance of narrow, meandering rows along
[110], interrupted at a periodicity of ∼ 4 times the surface lattice parameter[94, 60, 92,
95]. At short length scales many of these experimental micrographs of the (n×3) bear a
striking resemblance to the simulated micrograph in Fig. 6.3(a), suggesting either that it
is a fundamental unit of the (n×3) surface, or that it shares a fundamental motif with the
(n×3), such as the shifted heterodimer and adjacent heterodimers in Fig. 6.3(a).
6.4 Summary
We have constructed a comprehensive 0K phase diagram for the complex InAs/GaAs(001)
wetting layer from first principles. We employed the powerful combination of large-scale DFT
calculations with the cluster expansion formalism to identify the ground-state reconstructions
of the surface. We constructed a very large database of first principles surface energies for
configurations of In, As, and Ga atoms at the under-coordinated sites of three different
reconstruction prototypes and then used the cluster expansion formalism to leverage this data
to screen thousands of additional configurations. The resulting phase diagram represents a
particularly comprehensive prediction for the equilibrium structure of the InAs/GaAs(001)
surface alloy, and the large number and variety of configurations that are predicted to be
stable illustrate the necessity of conducting such a far-reaching ground state search.
The predicted phase diagram corroborates a number of trends that have been observed ex-
perimentally, including the alloy-induced stability of the (4×3) and α2(2×4) surface phases.
However, better agreement with experiment can be obtained by applying an 8.0-meV/A(1×1)
negative shift to the (4×3) surface energy, consistent with our DFT error estimates and
findings in Ch. IV. With the shift applied, the phase diagram exhibits close agreement with
many of the experimental trends of the InAs/GAs wetting layer behavior. These include
the existence of an un-alloyed (4×3), the shared boundary between (4×3) and (2×4) sur-
face phases, and the significant alloy-induced enhancement in (4×3) stability. Moreover,
simulated STM micrographs of stable configurations of the alloyed (4×3) differ significantly
from the simulated or measured STM of the low-energy configurations on un-alloyed sur-
faces. The alloyed (4×3) configurations that are predicted to be stable instead exhibit a
characteristic bright-spot–chair motif that at short length scales bears a strong resemblance
to experimental STM of the InAs/GaAs(001) wetting layer.
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CHAPTER VII
Summary and Relevance to Future Developments
In the context of historical strategies for predicting equilibrium surface structure, the
work presented in this dissertation represents useful advances in systematizing the study
of equilibrium surface phenomena that clear a path for future avenues of investigation that
would otherwise be unwieldy. These developments follow a progression from codifying the
enumeration of structural hypotheses to explain observed surface symmetries to employing
energy models and simulation techniques to test these hypotheses and ultimately to ex-
ploring the effects that vibrational and configurational fluctuations have on thermodynamic
stability, disorder, and alloying of the surface. Taken together, these methods permit some
freedom from the trial-and-error search for low-energy arrangements and perturbations of
the surface that computational investigations of surface behavior typically entail. Instead,
the methods discussed here rely on formulating assumptions and guiding principles as a first
step. Although the success of these methods hinges upon the proper choice of guidelines,
clearly and deliberately codifying these assumptions can reveal obvious ways to improve or
augment them.
The application of these methods to the (001) surface of zincblende III–V materials has
revealed trends linking surface structure to electronic structure and finite temperature sta-
bility and disorder. The exhaustive nature of these methods, within the constraints of the
initial assumptions, can reveal very basic relations for the III–V (001) surface, such as the
relation between surface charge balance and surface unit cell geometry explored in Ch. III.
Additionally, in Ch. IV these exhaustive methods revealed a situation where DFT possibly
gives incorrect predictions for surface reconstruction stability on GaAs (001). The analysis in
Ch. IV also revealed how vibrational and configurational disorder can alter thermodynamic
stability of surface reconstructions in different directions, resulting in a finite-temperature
surface phase diagram that differs significantly from zero-K stability predictions. The ap-
plication of these methods to the InAs wetting layer on GaAs(001) in Ch. V revealed how
size-mismatched alloying affects structural stability and enhances finite-temperature order.
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This chapter summarizes the results of this work and discusses how the methods presented
may be further developed and applied to other systems going forward.
7.1 Summary
Chapters I and II summarized the basic concepts that give rise to surface reconstruction
and describe how theoretical and computational methods can be used to explore their effect
on the thermodynamic stability of different surface structures. The overview of surface
reconstructions and their relation to the III–V zincblende crystal presented in Ch. I along
with the review in Ch. II of the theoretical framework within which equilibrium surface
phenomena can be predicted from first principles can hopefully serve as introductory material
suitable for any newcomer to first-principles equilibrium surface prediction. In particular,
the electron counting rule (ECR) presented in Ch. I is an important principle that guides
the choice of accessible structural and configurational degrees of freedom in later chapters.
The cluster expansion formalism, described in Ch. II is an invaluable tool for exploring these
degrees of freedom efficiently and predicted the surface free energies of arbitrary configuration
of a surface structure. Later chapters rely heavily on the cluster expansion in particular, in
addition to the thermodynamic and statistical mechanical theory overviewed in Ch. II.
Before the methods described in Ch. II can even be applied to simulations, testable
hypotheses for structural models must exist. Chapter III described a simple but powerful
approach that systematizes the enumeration of structural hypotheses. This approach, when
applied to the GaAs (001) surface generates a large database of thousands of distinct struc-
tural hypothesis with unit cells with area up to 12 times the surface primitive cell area. An
expression for the ECR excess surface charge, derived within the simplifying assumptions
of the enumeration procedure, indicated that unit cells with areas that are odd multiples of
the surface primitive cell area must have non-integer excess charge, according to the ECR
heuristic. A first principles analysis of generated structures for experimentally-observed unit
cell geometries revealed only a few low-energy candidates for the poorly understood (n× 3)
surface that is observed experimentally on GaAs (001) and its alloys.
Chapter IV presented comprehensive theoretical analysis of surface reconstruction sta-
bility on GaAs (001) to compare the stability of the low-energy hypothesized structures
identified in Ch. III by using more sophisticated methods that include consideration for
finite-temperature phenomena. The finite-temperature surface free energies of these low-
energy structures are calculated starting from first principles and account for the combined
effects of finite-temperature configurational disorder and vibrational excitations. When re-
lated to the finite-temperature partial pressures of As4, the surface free energies can be
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compared to predict the GaAs (001) surface diagram. The calculated free energies were used
to calibrate errors arising from approximations of DFT using experimental data, within pre-
viously established bounds, to obtain a predicted GaAs(001) surface phase diagram that
exhibits good agreement with experiment. The calculated phase diagram indicates stabil-
ity of a (4×3) reconstruction at low temperature, which was identified by the enumeration
method of Ch. III.
On alloyed surfaces, where isovalent species substitution is possible in addition to the low-
energy III/V substitution allowed at tricoordinate surface sites by ECR, changes in the alloy
composition can destabilize structural stability and enhance ordering. These effects were
explored in Ch. V using a cluster expansion effective Hamiltonian for alloying and As dimer
chemisorption in an InAs wetting layer on GaAs (001). Ensemble averages of the global
In composition and As dimer coverage demonstrated the ability of In, which has a larger
ideal bond-length with As than does Ga, to destabilize the adsorption of As dimers as the
surface becomes In-rich. Chapter V also included an in-depth analysis of surface order and
disorder whereby topographic features of the entropy were used to identify ranges of cation
and As chemical potential that are likely to exhibit order. Trends in the ensemble averaged
In occupation of the symmetrically distinct surface sites indicate that site filling is highly
anisotropic and strongly influenced by the local structure, including local dimer adsorption.
A short-range order parameter, constructed to quantify the disorder of adsorbed dimers,
provides additional evidence that In alloying enhances surface order via interaction with the
adsorbed dimers. The order parameter, which measures “zig-zag” ordering of As dimers
along [110] features a maximum near 25% surface-site In occupation that persists, at least
to some degree, at synthesis temperatures.
To supply context to the complex ordering phenomena explored in Ch. V it is necessary
to understand the basic trends that describe stability of the alloyed (2×4) surface phase
relative to compositionally similar phases. Chapter VI described use of the cluster expansion
formalism with first principles methods to perform a comprehensive search for ground-state
reconstructions of the alloyed InAs/GaAs(001) surface and construct a zero-temperature
phase diagram to predict the stability of the (2×4), (4×3), c(4×4) and (4×2) phases of the
alloyed surface. The phase diagram revealed that the α2(2×4) and (4×3) both undergo
alloy-induced stabilization relative to the stable phases of GaAs(001). Moreover, analysis
of the sensitivity of (4×3) stability to energy shifts within the error bounds established in
Ch. IV, showed that the alloyed (4×3) exhibits many of the qualitative properties of the
experimentally-observed (n×3) surface phase. Additionally, simulated STM micrographs
of the predicted low-energy configurations of the (4×3) demonstrate their similarity to the
observed (n×3) reconstruction phase.
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7.2 Future Developments
The developments described in this dissertation, the one that perhaps has the greatest
potential for further development and application is the structural model enumeration de-
scribed in Ch. III. This technique is distinct from most other tools used in the prediction
of equilibrium surface structure in two significant respects: (i) it is exhaustive, enumerating
all possibilities within the constraints posed by the codified set of assumptions regarding the
most likely structural motifs that comprise the surface, and (ii) it introduces the artificial
specie contrivance to abstract the in-plane bond. The first distinction suggests paths to
develop improvements in information; the second suggests paths to develop improvements
in method.
The structural enumeration method detailed in Ch. III has permitted the generation of an
unprecedented number of structural hypotheses. Although these data have been extremely
useful in the search for stable reconstructions of the GaAs (001) surface, the large number
of structurally diverse hypotheses contained in this database could also enable new ways
to approach standing problems in surface science besides determining equilibrium structure.
Because the structural rules by which the reconstruction prototypes are generated are chosen
for their tendency to describe low-energy structures, one possible application of the prototype
database is to search for structures that describe intermediate states that occur during
surface diffusion, epitaxial growth, or surface reconstruction transitions. These processes are
all governed by kinetic rates, which depend on the path taken from the initial state to the
final state over a saddle point of the potential energy surface. The rates are determined
by the most probable paths, which are also those with the lowest energy at the saddle
point state. To an even greater extent than in the search for thermodynamically stable
surface reconstructions, hypothetical migration paths are often proposed based more on trial
and error and physical intuition than on a systematic search. If a collection of low-energy
intermediate states can be identified by mining our database of enumerated structures, the
most likely migration path passing through one or more of these states can be calculated
from first principles using, for example, the nudged-elastice band method.
In order for such an approach to give useful output it is inadequate to only identify low-
energy prototypes, since a sequence of low-energy prototypes may not be sufficiently similar
to one another to constitute physically meaningful path between two ground states. To avoid
such complications, it would be desirable to have a quantitative measure for the degree to
which two enumerated prototypes are similar. Our use of an artificial dimer “specie” to
abstract the in-plane bonds that form on III–V (001) surfaces may suggest an approach
for identifying such a metric. The dimer specie abstraction can be placed on a bulk lattice
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position to signify relaxation of the two nearest-neighbor sites in the layer below toward each
other to form an in-plane bond. It does so without breaking any point-group symmetries
of the in-plane bond or the atoms which it joins. All the structural prototypes obtained
from the procedure described in Ch. III can ultimately be described on a single zincblende
lattice model, due to the properties of the dimer specie. The sites of a comprehensive lattice
model for surface structure have four possible occupation states: cation, anion, dimer, or
vacancy. Consequently, we could formally describe both the configurational and structural
dependence of the surface energy in terms of a quaternary cluster expansion. The basis
functions of such a cluster expansion provide a natural way to describe the similarity among
an initial, intermediate, and final state along a migration path, assuming that they all adhere
to our structural assumptions.
A generalized lattice model for III–V surfaces could be used to explore properties other
than surface free energy, and even properties that are not scalar. A likely avenue for fu-
ture study of III–V surface stability is to explore the effect of anisotropic strain. Although
substrate materials are not deliberately strained in experiment, the equilibrium lattice pa-
rameter of the substrate in general does not give rise to the surface lattice parameters that
minimize the surface free energy. The surface energy of the anisotropically strained surface
can be described within linear elasticity theory and is related to the stress and strain via the
surface compliance, which is a two-dimensional tensor of rank four. Tensor quantities such
as the surface compliance can also be described in terms of crystal basis functions[101]. If
the surface compliance and surface energies of arbitrary prototypes can be predicted using
generalized cluster expansions, we can execute a truly exhaustive search for ground-state
reconstructions among the set of enumerated prototypes, even if they can only exist via an
elastically stabilized construction coexistence, as discussed briefly in Ch. I.
Because some of the basis functions of a generalized surface cluster expansion would de-
scribe purely structural degrees of freedom, a rigorous expansion of some surface property in
terms of these structural basis functions could potentially be distilled into a phenomenologi-
cal formulation like the ECR or even the “linear combination of structural motifs” proposed
by Zhang and Zunger[102]. In fact, such a distillation procedure could be used in future
studies, either for III–V systems of other materials, to identify an “optimal” set of structural
assumptions. By assuming a very permissive set of lattice-based structural guidelines, very
many structural prototypes are generated, even for small unit cell geometries. A generalized
surface cluster expansion fit to first principles calculations for small super cells can be used
to restrict the set of structural guidelines, either by direct inspection of the parameterized
interactions, or by machine-learning techniques. The number of prototypes enumerated in
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