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Abstract
We present a generalization of the so-called -game, introduced by Sutner (Math. Intelligencer
11 (1989) 49), a combinatorial game played on a graph, with relations to cellular automata, as
well as odd domination in graphs. A con6guration on a graph is an assignment of values in
{0; : : : ; p− 1} (where p is an arbitrary positive integer) to all the vertices of G. One may think
of a vertex v of G as a button the player can press at his discretion. If vertex v is chosen, the
value of all the vertices adjacent to v increases by 1 modulo p. This de6nes an equivalence
relation between the con6gurations: two con6gurations are in relation if it is possible to reach
one from the other by a sequence of such operations. We investigate the number of equivalence
classes that a given graph has, and we give formulas for trees and special regular graphs.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The “modular domination game” is a combinatorial game, special cases of which
were studied in terms of “-game”, “+-game” [9,10,3], or “mod 2 domination” [2,1,6].
It has strong relationship with the computation of the rank of adjacency or incidence
matrices of graphs or hypergraphs over 6nite 6elds [5,4]. It is also related to the
additive cellular automata on graphs with state space a monoid [8].
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For a graph G and a positive integer p, a con;guration is an assignment of values
in Zp= {0; : : : ; p − 1} to all the vertices of G. One may think of a vertex v in G as
a button that the player can press at his discretion. If vertex v is chosen, the value
of all the vertices adjacent to v will increase by 1 modulo p. Now, suppose that the
opponent picks two con6gurations on G, say Xs (the source) and Xt (the target).
To win, the player has to 6nd a sequence of moves that transforms con6guration Xs
into Xt .
When p=2, this game corresponds to Sutner’s -game [9,10] itself. Here, p is
an arbitrary 6xed positive integer, but to keep on with this notation, we speak about
−-game if the value of the neighbors of the chosen vertex increases by one, and about
+-game if, in addition to its neighbors, the value of the chosen vertex itself increases
by one (we will use  for both games).
For a 6xed p, let us denote by CG the set of all con6gurations of G. Consider
the relation  de6ned by XY if the pair (X; Y ) is a winning pair. Clearly,  is an
equivalence relation. We note CLG() the set of equivalent classes of the -game in
G.
Thus, let NC+p (G) denotes the number of classes of the p game in G, that is
|CLG(+p )|. Analogously, let NC−p (G)= |CLG(−p )| (we will use NCp(G) for both
games). A special interesting case is when all pairs are winning pairs, that is NCp(G)=
1. In this case, we will say that G is p-universal for the -game.
In Section 2, we discuss the link between the computation of NCp(G) and systems
of linear equations in Zp. This gives us some tools to compute NCp(G), that we use
in Section 3 to compute NCp(G) for some classes of regular graphs G, in particular
for cycles and complete graphs (extending the results in [4,1]). Finally, Section 4 is
dedicated to the quasi-complete study of NCp for trees (which generalizes the result
in [2]).
2. Systems of equations over Z=pZ
Let G be a graph, with vertices {1; : : : ; n}. A con6guration X ∈CG can be seen as
an element of the group Znp. The components of the vector X will be denoted by
Xi, 16i6n, or occasionally by X (u), u∈V (G). Let A be the adjacency matrix of G,
i.e. for i; j∈{1; : : : ; n}, Ai; j =1 if {i; j} is an edge of G, otherwise Ai; j =0.
The operator G, de6ned by −G (X )=A:X (all operations are modp) is linear over
Znp. Let im(G), and ker(G) be, respectively, the image and the kernel of G. Both
are subgroups of Znp.
It is easy to see that a pair (X; Y ) is winning for the −-game if and only if
there exists U ∈Znp such that X + −G (U )=Y , that is, if Y − X is in the image of
−G . There is a similar relation for 
+, replacing matrix A by A + I , where I is the
n × n identity matrix. So we may speak of  instead of + or −. Therefore, any
equivalence class C ∈CLG() is a translation of im(G). For any con6guration U in
C, C = {U + V; V ∈ im(G)}, and the set of equivalence classes CLG() constitutes
the quotient group Znp=im(G).
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Since Znp= im(G)⊕ ker(G) we have
Proposition 1. For all G, ker(G) is isomorphic to CLG(), and NCp(G)= |ker(G)|.
By Proposition 1, NCp is the number of solutions of the system of equations Ax=0
modp (or (A+ I)x=0modp). The reader has probably already noticed that when p
is a prime integer, Zp is a 6eld, and any known linear algebraic algorithm computes
NCp. In [6], a combinatorial algorithm is presented for p=2, equivalent to the gaussian
elimination method, with a generalization to directed graphs, that makes the problem
equivalent to solving Ax=0mod 2 for an arbitrary square matrix A. This method can be
easily adapted to compute NCp for any prime p. Generally, the problem is equivalent to
linear diophantine equations (by solving Ax+pIy=0, where A is an arbitrary integer
square matrix and x; y are unknowns), and the problem is treated for example in [7],
using theory of lattices.
In the two following sections, we determine NCp for some special classes of graphs.
3. Some regular graphs
In this section, we use the principles developed in Section 2, and also some elemen-
tary algebraic tools, in order to compute NCp(G) for some classes of regular graphs.
We start with a general remark concerning regular graphs.
Proposition 2. Let G be a  regular graph. Then NC−p (G)¿gcd(;p) and NC
+
p (G)
¿gcd(+ 1; p).
Proof. Let G be a  regular graph of order n. Let w(Y )=
∑
yi for any Y =(y1; : : : ;
yn)∈CG. For any X =(x1; : : : ; xn) and U =(u1; : : : ; un) in CG, by linearity of w,
we have w(X + −(U ))=w(X ) + w(U ) ·  (respectively, w(X + +(U ))=w(X ) +
w(U ) · ( + 1)). Hence every pair X; Y of con6gurations in the same equivalence
class satis6es w(X )=w(Y )mod gcd(;p). Therefore, the con6gurations (i; 0; : : : ; 0),
with i∈ [0; : : : ; gcd(;p) − 1] are in diLerent classes of −, and the con6gurations
(i; 0; : : : ; 0), with i∈ [0; : : : ; gcd(+ 1; p)− 1] are in diLerent classes of +.
Now, we consider some special regular graphs G for which we compute NCp(G). By
similarity with the de6nition of connectivity in hypergraphs from [4], we de6ne here
the neighbor-connectivity for r-regular directed graphs. Here, +(v) will denote all the
out-neighbors of v, plus v itself. An r-regular directed graph G is neighbor-connected
if for all pair of vertices v; v′, there exists a sequence of vertices v= v0; v1; : : : ; vt = v′,
such that |+(vi−1)∩+(vi)|= r for i∈ [1; t]. We give a general formula for NC+p (G)
in r-regular neighbor-connected directed graphs.
First, we need a few more de6nitions. We de6ne an equivalence relation on V (G):
x≈y if there is a sequence x= x0; x1; : : : ; xs=y, such that for all i∈ [1; s], there exist
x′i−1; x
′
i ∈V (G), such that +(x′i−1)+(x′i)= {xi−1; xi}, where  denotes the symmetric
diLerence of two sets. Obviously ≈ is an equivalence relation. Let G be the number of
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equivalence classes and let V1; : : : ; VG denote these classes. The following proposition
is proved in [4].
Proposition 3. For all i=1; : : : ; G, and for any v; v′ ∈V (G), |+(v) ∩ Vi|= |+(v′)
∩ Vi|.
We call bi the cardinality of the intersection of Vi with any +(v), v∈V (G). Then
we have the following characterization, which extends the result in [4] for any integer
p, whenever the hypergraph has the same number of edges and vertices.
Theorem 1. For an r-regular neighbor-connected directed graph G
NCp(G) = pG−1 gcd(p; b1; : : : ; bG):
Proof. Let ci be the characteristic vector of Vi in Znp. We prove that for any con6gura-
tion X , X ∈ ker(G) if and only if X =
∑
i=1;:::;G aici, with
∑
i=1;:::;G aibi =0, for some
G-tuple (a1; : : : ; aG).
The if part is obvious. Conversely, let X ∈ ker(G). Then for u; u′ such that u≈ u′,
X (u)=X (u′). Indeed, if there exist v; v′ ∈V (G), such that +(v)+(v′)= {u; u′},
then G(X )= 0 implies
∑
w∈+(v) X (w)= 0 and
∑
w∈+(v′) X (w)= 0. Subtracting the
two, we obtain X (u)=X (u′). It extends naturally for a sequence u= u0; u1; : : : ; us= u′,
where X (u)=X (u0)= · · · =X (us)=X (u′). So there exists a G-tuple (a1; : : : ; aG),
such that X =
∑
i=1;:::; G aici. Then, G(X )= 0 implies
∑
i=1;:::; G aibi =0.
So the number of elements in ker(G) is equal to the number of G-tuples (a1; : : : ;
aG), such that
∑
i=1;:::;G aibi =0, and it can be shown using the Euclidean algorithm
(see for instance [7]), that for arbitrary non-zero integers b1; : : : ; bn, the number of
solutions in Znp of the equation
∑k
i=1 bixi≡ 0modp is equal to pk−1gcd(p; b1; : : : ; bk).
Hence we obtain the equality of the theorem.
As corollaries, we derive an expression for NC+p in case G is the power of a
cycle. For two positive integers n and k6n=2 with k¿1, we de6ne the graph
C(k; n)= (V; E) where V = {0; : : : ; n− 1} and E= {{i; j} such that i = j and |i− j|6k
or n−|i− j|6k} (there is an edge between the distinct vertices i and j iL their cyclic
distance in Zn is smaller than or equal to k). This graph is usually called the kth power
of the cycle on n vertices, denoted by Cn. For instance, C(1; n)=Cn and C(k; n) is the
complete graph on n vertices, denoted by Kn, whenever k = n=2.
The power of a cycle is trivially neighbor-connected for the extended neighboring for
which all bi’s are equal. We do not know any non-directed regular neighbor-connected
graph other than a power of cycle.
Corollary 1. NC+p (Kn)=p
n−1, and NC+p (C(n; k))=p
l−1 gcd(p; (2k + 1)=l), where
l=gcd(n; 2k + 1).
Proof. If G is a complete graph on n vertices then, for any distinct vertices u and v,
+(u)+(v)= ∅. Thus, each vertex u de6nes an equivalence class of ≈, Vu and so
G = n and bi =1 for all i.
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Now assume that G=C(k; n) with k¡n=2. Then for each vertex u, +(u)= {u±
imod n; i6k}. Thus, if there exists an integer  such that v− u≡ (2k+1)mod n then
u≈ v. Indeed, the path u= u0; : : : ; u= v, with ui≡ ui−1 + 2k + 1mod n, u′i−1≡ ui−1 +
k mod n and u′i ≡ ui − k mod n, satis6es +(u′i−1)+(u′i)= {ui−1; ui}.
If n=2k +2, then n is prime with 2k +1. Thus for every pair of vertices u; v, there
exists an integer  such that u≡ v + (2k + 1)mod n, and so G =1=gcd(n; 2k + 1)
and bi = |+(u)|=(2k + 1) for all i.
If n¿2k+2, let u; v be two vertices such that u≈ v. By de6nition of ≈, there exists
a sequence u= u0; : : : ; u= v such that for all i∈ [1; ], there exist u′i−1; u′i ∈V (G), such
that +(u′i−1)
+(u′i)= {ui−1; ui}.
+(u′i−1) does not contain the vertices u
′
i−1 + k + 1mod n and u
′
i−1 − k − 1mod n
which are distinct vertices since n¿2k + 2.
Remark that every vertex containing both u′i−1 + k +1mod n and u
′
i−1− k − 1mod n
in its extended neighborhood is not adjacent to u′i−1.
Therefore, we can assume that u′i−1−k−1mod n =∈+(u′i). If u′i−1+k+1mod n =∈+
(u′i) then
+(u′i−1) ∩ +(u′i)= ∅ which contradicts |+(u′i−1)+(u′i)|=2 since k¿0.
Now assume u′i−1+k+1mod n∈+(u′i) hence u′i−1−k mod n =∈+(u′i) which implies
that +(u′i−1)
+(u′i)≡{u′i−1−k mod n; u′i−1+k+1mod n} or equivalently u′i ≡ u′i−1+
1mod n.
Thus u′i ≡ u′i−1 ± 1mod n, and ui≡ ui−1 ± 2k + 1mod n. Then u≈ v if and only if
v− u≡ (2k +1)mod n which implies that G = l=gcd(n; 2k +1) and bi =(2k +1)=l
for all i.
A direct consequence of this corollary is the following corollary.
Corollary 2. C(k; n) is p-universal for the +-game, if and only if gcd(n; 2k+1)=gcd
(p; 2k + 1)=1.
Now we compute NC−p (C(k; n)).
Proposition 4. NC−p (Kn)= gcd(p; n− 1).
Proof. By Proposition 1 and by de6nition of Kn, we have
X = (x0; : : : ; xn−1) ∈ kerKn
if and only if for every vertex i, we have
x0 + · · ·+ xi−1 + xi+1 + · · ·+ xn−1 ≡ 0modp: (1)
Let q(i)= x0 + · · ·+ xi−1 + xi+1 + · · ·+ xn−1, and let X =(x0; : : : ; xn−1)∈ kerKn . By (1),
for every i we have q(i + 1) − q(i)= xi − xi+1≡ 0modp. Thus, xi≡ xj modp for all
i; j. Finally, (1) is equivalent to (n−1) ·x0≡ 0modp which has precisely gcd(p; n−1)
solutions.
Now we complete the study of the − game for all the other power of cycles.
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To solve the problem for the −-game, we will need the following notion. The
valuation of 2 in the factorization of an integer n, denoted by val2(n), is the largest
integer k such that 2k divides n.
Let k¡n=2, l=gcd(n; k) and q=gcd(n; k + 1). Then a= k=l and b= n=ql are
integers.
Theorem 2. For l and n=q even and val2(p)¿max{val2(a); val2(b)}:
NC−p (C(k; n)) = (2p
l−1 gcd(p; a) gcd(p; b))q:
For l and n=q even and val2(p)6max{val2(a); val2(b)}:
NC−p (C(k; n)) = (p
l−1 gcd(p; a) gcd(p; b))q:
For l and n=q odd
NC−p (C(k; n)) = (p
l−1 gcd(p; 2a))q:
For l and n=q with di=erent parity
NC−p (C(k; n)) = (p
l gcd(p; a))q:
In order to prove Theorem 2, we will need the following lemma.
Lemma 1. Let p be an integer ¿2, a; b; u∈{0; : : : ; p−1}. The number of pairs (x; y)
satisfying
a(x + y) ≡ 0modp;
b(x − y) ≡ 2bumodp (2)
is equal to
S(a; b; p) =
{
2 gcd(p; a) gcd(p; b) if val2(p)¿max{val2(a); val2(b)};
gcd(p; a) gcd(p; b) otherwise:
Proof. We have precisely s=gcd(p; a) gcd(p; b) pairs (x + y; x − y) satisfying (2).
These pairs (x + y; x − y) are
x + y ≡ p
gcd(p; a)
modp;
x − y ≡ ,p
gcd(p; b)
+ 2umodp
for all ∈{0; : : : ; gcd(p; a)−1}= I and all ,∈{0; : : : ; gcd(p; b)−1}= I,. Equivalently,
we consider the pairs (2x; x − y) satisfying
x − y≡ ,′p+ 2umodp;
2x≡ ′p+ ,′p+ 2umodp;
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where ′= p=gcd(p; a) and ,′= ,p=gcd(p; b). The number of pairs (x; y), denoted
by s2, is equal to the number of x satisfying
2x = ′ + ,′modp: (3)
If p is odd then 2 is invertible in Zp thus each pair (′; ,′) determines exactly one
solution x of (3) and so s2 = s.
Now assume that p is even and let J = {(′; ,′) | ′+,′+2u is even}= {(′; ,′) | ′+
,′ is even}.
Each pair (′; ,′) determines the two solutions x and x + p=2. So, s2 = 2|J |.
Now we will compute |J |.
If val2(p)6val2(a) or val2(p)6val2(b) then |J |= |{(′; ,′) such that ′+ ,′ is
odd}|=|I||I,|=2= s=2.
Else |J |= |I||I,|= s and |{(′; ,′) such that ′ + ,′ is odd}|=0.
Proof of Theorem 2. By Proposition 1, by de6nition of C(k; n) and since k¡n=2, it
follows that
X = (x0; : : : ; xn−1) ∈ kerC(k;n)
if and only if for every vertex i, we have
xi−k + · · ·+ xi−1 + xi+1 + · · ·+ xi+k ≡ 0modp (4)
where the subscripts are taken modulo n.
Let q(i)= xi−k + · · · + xi−1 + xi+1 + · · · + xi+k , and let X =(x0; : : : ; xn−1)∈ kerC(k; n).
By (4), for every i, we have q(i+ 1)− q(i)= xi+k+1 + xi − xi+1 − xi−k ≡ 0modp. Let
Si = xi + xi+k+1. By the previous remark, we have Si+k ≡ Si modp for all i.
Let l=gcd(n; k). If i≡ jmod l then i≡ j + k mod n, for some integer , thus
Si≡ Sj modp. Then, by (4), we obtain that
(k=l)(S0 + · · ·+ Sl−1) ≡ 0modp: (5)
Thus the last equation has precisely S =pl−1 gcd(p; k=l) solutions (S0; : : : ; Sl−1).
Moreover, we have that xk+1 = S0 − x0; x2:(k+1) = Sk+1 − S0 + x0; : : : : Thus, for all
i6n=gcd(n; k + 1), we have
xi:(k+1) ≡ (−1)ix0 +
i−1∑
j=0
(−1)j+i+1Sj:(k+1) modp: (6)
Let q=gcd(n; k + 1). So (6) gives
x0 − (−1)n=qx0 ≡ (−1)n=q+1
n=q−1∑
j=0
(−1)jSj:(k+1) modp: (7)
For convenience, let us denote (7) by L≡Rmodp.
Observe that L=0 if n=q is even, and L=2x0 otherwise. Now, we claim that:
l divides n=q and l is relatively prime with k + 1: (8)
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Indeed, since q divides k + 1, q is relatively prime with k. Now, since q divides n,
we obtain l=gcd(k; n)= gcd(k; n=q). Similarly, since l divides k and since k + 1 is
relatively prime with k, l is relatively prime with k + 1.
Since l divides n=q, and since Si≡ Si+lmodp for all i, each Si in (7) occurs exactly
n=ql times.
Let Se =
∑
evenj6l−1 Sj(k+1) and So =
∑
odd j6l−1 Sj(k+1).
If l is odd then gcd(2(k+1); l)= 1. For all integer i6n=2ql, let Ei =2li+{0; 2; : : : ;
2(l− 1)}= {2li; 2li+2; : : : ; 2li+2(l− 1)} and Oi =2li+ {1; 3; : : : ; 2l− 1}= {2li+1;
2li+3; : : : ; 2li+2l−1}. Since gcd(k+1; l)= 1, we have that for each Sj, with j∈{0; : : : ;
l − 1}, there are two indices j1 and j2 in Oi ∪ Ei such that Sj1(k+1) = Sj2(k+1) = Sj.
Moreover, since gcd(2(k + 1); l)= 1, {Sj(k+1)|j∈Ei}= {Sj|j∈{0; : : : ; l − 1}}, and so
{Sj(k+1)|j∈Oi}= {Sj|j∈{0; : : : ; l− 1}}.
If n=ql is even then
∑
even
j6n=q− 1
Sj(k+1) ≡
∑
odd
j 6 n=q− 1
Sj(k+1) ≡ n2ql
∑
j6l−1
Sj modp:
Thus, we have R=0.
Now, if n=ql is odd then R= Se − So.
Now assume that l is even. Since l is relatively prime with k + 1, each Si with
i∈{0; : : : ; l−1} occurs in (7). Moreover, since k+1 is odd, R=(−1)n=q+1(n=ql)(Se−
So). Hence (5)–(7) can be written as follows:
k
l
(Se + So)≡ 0modp;
(−1)n=q+1 n
ql
(Se − So)≡ Lmodp: (9)
By (8), if l is even then n=q is also even. Let a= k=l and b=(−1)n=q+1n=ql.
If (l; n=q) is (EVEN;EVEN), then (5)–(7) can be written as follows:
a(Se + So) ≡ 0modp;
b(Se − So) ≡ 0modp:
Thus x0 can take on any value in {0; : : : ; p−1}. Moreover, the number of solutions of
the equation Se = u for a 6xed positive integer u¡p is exactly pl=2−1; and similarly
for So = u. Finally, NC−p (C(k; n))= (p
l−1 · S(a; b; p))q.
If (l; n=q) is (ODD, EVEN), then (5)–(7) can be written as follows:
a(Se + So)≡ 0modp;
0≡ 0modp:
Thus, x0 can take on any value in {0; : : : ; p− 1}. Finally, NC−p (C(k; n))= (S · p)q.
S. Gravier et al. / Theoretical Computer Science 306 (2003) 291–303 299
If (l; n=q) is (ODD, ODD), then (5)–(7) can be written as follows:
a(Se + So)≡ 0modp;
Se − So ≡ 2x0 modp
Thus, x0 can take on p values. Similarly, as the case (EVEN, EVEN), the number of
solutions of the equation Se = u for a 6xed positive integer u¡p is exactly pl=2−1,
and pl=2−1 for So = u. Finally, we get NC−p (C(k; n))= (p
l−1 · S(a; 1; p))q.
Proposition 4 and Theorem 2 show that the power of a cycle C(k; n) is extremal for
the inequality given in Proposition 2, whenever gcd(k; n)= 1 and gcd(k + 1; n)= 1.
This theorem extends results for cycles and complete graphs given in [1]. A direct
consequence of this theorem is the following corollary.
Corollary 3. C(k; n) is p-universal for the −-game if and only if gcd(n; k)=
gcd(p; 2k)= 1 and val2(n)6val2(k + 1).
4. Trees
In this section, we show a method to compute NC−p (G) for all p if G is a tree. A
constructive characterization of all trees such that NC+2 (G)= 1 was presented in [2]
(they were called “parity realizable trees”). We provide here a way of computing NC+2 ,
and as a consequence, a short proof of the mentioned result in [2]. The same method
seems to fail for deriving a simple characterization of NC+p when p¿3.
The following properties are true for any graph.
Proposition 5. If G1 and G2 form a partition of the connected components of a graph
G, then for all p, NCp(G)=NCp(G1)× NCp(G2).
Proof. The proof follows immediately by applying Proposition 1.
The following proposition is easily veri6ed.
Proposition 6. Let P1 be the graph constituted by a unique vertex, and P2 be the
graph with two vertices joined by an edge. For all p, NC+p (P1)=NC
−
p (P2)= 1 and
NC−p (P1)=NC
+
p (P2)=p.
Using this proposition, we present a construction (or decomposition) for which NC−p
is invariant (see Fig. 1).
Proposition 7. Let G be a graph, and T a subset of its vertices. Let u; v be two
vertices disjoint from V (G). Let H be the graph such that V (H)=V (G)∪{u; v} and
E(H)=
⋃
t∈T{u; t} ∪ {u; v} ∪ E(G). Then for all p, NC−p (H)=NC−p (G).
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Fig. 1. A way to decompose trees.
Proof. In this proof,  will stand for −, NC for NC−p , and kerG for kerG(G). We
construct two injections, one from kerG to kerH , and one from CLH to CLG. Since
kerG is isomorphic to CLG for any graph G, this will prove the result.
First, for X ∈ kerG, let fX ∈ kerH be such that fX (x)=X (x) if x∈V (G), fX (u)= 0,
and fX (v)=−
∑
t∈T X (t). The operator f is trivially an injection from kerG(G) into
kerH (H ).
Conversely, for CH ∈CLH , take XH ∈CH such that XH (u)=XH (v)= 0. Such
a con6guration always exists: if X ′H ∈CH does not satisfy X ′H (u)=X ′H (v)= 0, take
XH =X ′H + (Z), with Z such that Z(x)= 0 if x∈V (G), Z(u)= − X ′H (v), and
Z(v)= − X ′H (u).
Then de6ne f′(CH ) as the class containing the restriction of XH to CLG. Suppose
that f′ is not an injection: for XH ; YH in diLerent classes of H (and XH (u)=XH (v)=YH
(u)=YH (v)= 0), let X; Y be in the respective images of the classes by f′, and suppose
that X and Y are in the same class. Then there exists Z ∈CG, such that X =Y +(Z).
De6ne ZH ∈CH : ZH (x)=Z(x) if x∈V (G), ZH (u)= 0, and ZH (v)= −
∑
t∈T Z(t). Then
XH =YH + (ZH ), which is a contradiction.
The −-decomposition of a graph G is de6ned as the operation of deleting a vertex
of degree 1, and its only neighbor, together with the edges connecting this neighbor
to the remaining vertices of G (getting G from H in the last proposition). The total
−-decomposition is achieved if no further −-decomposition is possible (in other
words, G has no path of length at least 2 ending with a vertex of degree 1). The
following theorem gives a constructive characterization of NC−p for trees.
Theorem 3. Let cc−(G) be the number of isolated vertices after the total
−-decomposition of a tree G. Then NC−p (G)=p
cc−(G).
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Fig. 2. Another way to decompose trees.
Proof. By Proposition 7, the operation of decomposition preserves NC−p (G) for all
p. Apply Proposition 7 to decompose the tree as long as it is possible. Then the
remaining components Ci are only graphs isomorphic to P1 or P2. By Proposition 5,
NC−p (G)=6NC
−
p (Ci), and by Proposition 6, NC
−
p (G)=p
cc−(G).
The following corollary is immediate. We call a path of length n a path with n
vertices and n− 1 edges.
Corollary 4. If G is a path, NC−p (G)= 1, if G has even length, and NC
−
p (G)=p
otherwise.
A similar decomposition can be used to compute NC+2 , generalizing and providing a
simple proof of the main result of [2]. The following two propositions are an equivalent
to Proposition 7 for NC+p (see Fig. 2).
Proposition 8. Let G be a graph, and T a subset of its vertices. Let u; v; w be three
vertices disjoint from V (G). Let H be the graph such that V (H)=V (G) ∪ {u; v; w}
and E(H)=
⋃
t∈T {u; t} ∪ {u; v} ∪ {v; w} ∪ E(G). Then NC+p (H)=NC+p (G).
Proof. We follow the same scheme as in the proof of Proposition 7.  will stand for
+, NC for NC+p , and kerG for kerG(G). We construct two injections between kerG
and kerH .
First, for X ∈ kerG, let fX ∈ kerH be such that fX (x)=X (x) if x∈V (G), fX (u)= 0,
and fX (v)= −
∑
t∈T X (t) and fX (w)=
∑
t∈T X (t). The function f is trivially an
injection from kerG(G) into kerH (H ).
Conversely, for CH ∈CLH , take XH ∈CH such that XH (u)=XH (v)=XH (w)= 0.
Such a con6guration always exists: if X ′H ∈CH does not satisfy X ′H (u)=X ′H (v)=X ′H (w)
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=0, take XH =X ′H + (Z), with Z such that Z(x)= 0 if x∈V (G), Z(u)=X ′H (w) −
X ′H (v), Z(v)= − X ′H (u) + X ′H (v)− X ′H (w), and Z(w)=X ′H (u)− X ′H (v).
Then de6ne f′(CH ) as the class containing the restriction of XH to CLG. Suppose
that f′ is not an injection: for XH ; YH in diLerent classes of H , and XH (u)=XH (v)=XH
(w)=YH (u)=YH (v)=YH (w)= 0, let X; Y be in the respective images of the classes
by f′, and suppose that X and Y are in the same class. Then there exists Z ∈CG, such
that X =Y + (Z). De6ne ZH ∈CH : ZH (x)=Z(x) if x∈V (G), ZH (u)= 0, ZH (v)=
− ∑t∈T X (t) and ZH (w)= ∑t∈T X (t). Then XH =YH + (ZH ), which is a
contradiction.
Proposition 9. Let G be a graph, and t one of its vertices. Let u1; : : : ; up be p vertices
disjoint from V (G). Let H be the graph such that V (H)=V (G) ∪ {u1; : : : ; up} and
E(H)= {{t; u1}; : : : ; {t; up}} ∪ E(G). Then NC+p (H)=NC+p (G).
Proof. We follow the same scheme as in the previous proof.  will stand for +, NC
for NC+2 , and kerG for kerG(G). We construct two injections between kerG and kerH .
First, for X ∈ kerG, let fX ∈ kerH be such that fX (x)=X (x) if x∈V (G), and fX (ui)
=−X (t) for all i=1; : : : ; p. Since p · (−X (t))≡ 0modp, the function f is trivially
an injection from kerG(G) into kerH (H ).
Conversely, for CH ∈CLH , take XH ∈CH such that XH (ui)= 0 for all i. Such a
con6guration always exists: if X ′H ∈CH does not satisfy X ′H (ui)= 0 for all i, take
XH =X ′H +(Z), with Z such that Z(x)= 0 if x∈V (G) and Z(ui)=−X ′H (ui) for all i.
Then de6ne f′(CH ) as the class containing the restriction of XH to CLG. Suppose
that f′ is not an injection: for XH ; YH in diLerent classes of H , and XH (ui)=YH (ui)= 0
for all i, let X; Y be in the respective images of the classes by f′, and suppose that X
and Y are in the same class. Then there exists Z ∈CG, such that X =Y +(Z). De6ne
ZH ∈CH : ZH (x)=Z(x) if x∈V (G), and ZH (ui)=−Z(t) for all i. Then XH =YH +
(ZH ), which is a contradiction.
We call the +2 -decomposition of a tree G the following operation: for an arbitrary
root r ∈V (G), let x be the vertex at longest distance from r. The degree of x is one
since G is a tree. Let y be its unique neighbor. If y has degree two, then delete x,
y and its second neighbor. If y has degree larger than three, delete x, and one of the
neighbors of y at same distance from r as x. In other words, we obtain G from H by
one of the two previous propositions whenever p=2. The total +2 -decomposition is
achieved if no further +2 -decomposition is possible, and the resulting graph consists
of isolated vertices and isolated edges. The following theorem gives a constructive
characterization of NC+2 for trees.
Theorem 4. Let cc+(G) be the number of isolated edges after the total +2 -
decomposition of a tree G. Then NC+2 (G)= 2
cc+(G).
Proof. By Propositions 8 and 9 with p=2, the operation of decomposition preserves
NC+2 (G). Decompose the tree as long as it is possible. Then the remaining compo-
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nents Ci are isomorphic to P1 or P2. By Proposition 5, NC+2 (G)=6NC
+
2 (Ci), and by
Proposition 6, NC+2 (G)= 2
cc+(G).
Now, we mention two corollaries, which are immediate consequences of
Theorem 4, Propositions 8 and 6 and which, for p = 2, were also obtained by Sutner
[8,10].
Corollary 5. Let G be a path of length n. Then NC+p (G)= 1 if n≡ 0; 1mod 3, and
NC+p (G)=p otherwise.
Corollary 6. The total +2 -decomposition of a tree G consists of isolated vertices if
and only if N+2 (G)= 1.
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