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ABSTRACT
We present an automated method for the detection of bar structure in optical images
of galaxies using a deep convolutional neural network which is easy to use and provides
good accuracy. In our study we use a sample of 9346 galaxies in the redshift range
0.009-0.2 from the Sloan Digital Sky Survey, which has 3864 barred galaxies, the
rest being unbarred. We reach a top precision of 94 per cent in identifying bars in
galaxies using the trained network. This accuracy matches the accuracy reached by
human experts on the same data without additional information about the images.
Since Deep Convolutional Neural Networks can be scaled to handle large volumes of
data, the method is expected to have great relevance in an era where astronomy data
is rapidly increasing in terms of volume, variety, volatility and velocity along with
other V’s that characterize big data. With the trained model we have constructed a
catalogue of barred galaxies from SDSS and made it available online.
Key words: methods: data analysis - techniques: image processing - catalogues -
galaxies: general.
1 INTRODUCTION
With the advent of large surveys and facilities for transfer-
ring and archiving huge volumes of data, astronomy research
has already entered the big data paradigm. In this context,
Deep Neural Networks (Hinton et al. 2006; Bengio 2009; Le-
Cun et al. 2015) which can be scaled to handle large volumes
of data have great relevance. We demonstrate an application
of the method for the detection of bar like structures seen
in many disc galaxies.
It has been observed that a significant fraction of disk
galaxies in the near Universe have bars (Knapen 1999).
Also, hydrodynamical simulations indicate that bars have
a clear impact on driving the evolution of the host galaxy
by transporting material between the disc and the bulge
and thereby redistributing the angular momentum of bary-
onic and dark matter components of disc galaxies (Weinberg
1985; Athanassoula 2003). As a consequence, bars play a sig-
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nificant role in the secular evolution of the host disc galaxy
(Kormendy & Kennicutt 2004; Sellwood 2014). A wider un-
derstanding of the prevalence of bars as a function of galaxy
type and environment would therefore be of great signifi-
cance towards our understanding of the evolution of galaxy
morphology from early epochs to the present.
There are multiple methods to detect bars in galaxies.
Visual classification is one of the widely accepted methods,
but it suffers significantly from subjective biases of the ob-
server and becomes very time consuming with large samples.
Another method which works well in the local Universe is to
fit ellipses to galaxy isophotes and to detect bars from the
peculiarities in their position angles and ellipticity profiles
(Sheth et al. 2003; Aguerri et al. 2009; Consolandi 2016).
This method again cannot be scaled to large samples due
to the inherent dependence of the method on human inter-
ventions. Multi-component image decomposition also helps
to identify the presence of a bar structure, but it requires
a substantial amount of computation time and human in-
volvement to produce reliable results.
As an alternative to human expertise, machine learning
techniques can be used to address classification and regres-
sion problems. The use of machine learning in astronomy is
not new. Morphology classification of galaxies using Artifi-
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cial Neural Networks (ANN) has been explored by several
authors(Storrie-Lombardi et al. 1992; Banerji et al. 2010;
Naim et al. 1995; Ball et al. 2008). However, most of the
algorithms used until recently depended on a handful of fea-
tures extracted from the data by human experts for perform-
ing the classification. While experts who have gone through
years of observation could specify the most reliable features
for optimal classification, such specificity is always at the
cost of completeness and accuracy on less obvious and finer
differences within the same classes.
Moreover, due to the inherent limitation of many of
these tools to scale up to handle large volumes of data and
feature vectors, the huge volumes of data becoming available
from current and forthcoming large-scale surveys such as
Sloan Digital Sky Survey (SDSS; York et al. 2000), SkyMap-
per (Keller et al. 2007), Very Large Telescope Survey Tele-
scope (VST; Arnaboldi et al. 1998), Large Synoptic Survey
Telescope (LSST; LSST Science Collaboration et al. 2017)
will go outdated before they are processed. In addition to
that, due to the large variance that is to be expected within
the same class, conventional ”standard” or ”good features”
need not be the best representative features for all the sam-
ples.
A more practical and desirable approach thus would be
to use all available information that can be extracted from
the image for doing the classification. This is exactly what
Deep Learning methods do, where the input to the classi-
fier is the actual observation itself. Using a convolutional
neural network (LeCun & Bengio 1995), all possible combi-
nations of features are filtered out and used by the classifier
to learn the intrinsic differences within the images for at-
taining highly reliable prediction accuracy on unseen, but
similar data. For this reason, in the past few years, Deep
Learning Neural Networks have emerged as a highly de-
pendable technique to drive large scale learning problems
in astronomy and other branches of science. The availability
of extensive data and fast computing systems have further
accelerated the development of faster and newer algorithms
for this purpose.
In a parallel development, over the last several years,
citizen science projects have helped astronomers to over-
come the shortage in experts for intensive data analysis.
For example, the Galaxy Zoo 2 (Willett et al. 2013) project
with public participation could do sixteen million morpho-
logical classifications on 304122 galaxies from SDSS (York
et al. 2000). Results with substantial precision have been ob-
tained from such projects and more importantly, the projects
have helped in the discovery of objects with unusual features
which would have been difficult to find through conventional
methods. But, as stated before, the volume of astronomical
data obtained in present and upcoming surveys is growing
at such a fast rate that it is impossible to cope with the
data through visual classifications. As a result, image pro-
cessing algorithms which incorporate machine learning are
an alternative method for addressing classification problems
(Dieleman et al. 2015a; Kim & Brunner 2017). In the present
study, we augmented classification done by citizen science
projects to existing catalogs produced by domain experts to
generate training and testing samples for our classifier. The
strength of such methods are explored in (Dieleman et al.
2015a). The classifier is used to construct a catalogue of
25781 barred galaxies from SDSS DR13. The catalogue has
been made it available through a web interface.
The paper is organised as follows: we explain the sam-
ple data used in our study in Section 2 and introduce the
Convolutional Neural Network in Section 3. We describe the
network model and the data augmentation methods in Sec-
tions 4 and 5 respectively and the training and testing pro-
cedures in Section 6. We describe the network analysis and
occlusion test in Section 7, our results in Section 8, the cat-
alogue and web interface in Section 9 and offer concluding
remarks in Section 10.
2 GALAXY IMAGES
In this work, we have used galaxy images from SDSS Data
Release 13 (DR13; SDSS Collaboration et al. 2016) to train
the network. SDSS DR13 contains all the observations made
upto July, 2015 and is the first data release of SDSS-IV. It
provides photometric data in five bands, u, g, r, i, and z cov-
ering an area of 14,555 square degrees (Fukugita et al. 1996;
Doi et al. 2010). SDSS Casjobs allows one to access cat-
alogued data measurements from images and spectra such
as magnitude, spectral indices, classification, redshifts etc.
from different data releases.
We have used a supervised learning algorithm for barred
galaxy classification, so it is important to identify appropri-
ate training data for the network which includes both barred
and unbarred galaxies. Using SDSS Casjobs, we first selected
galaxies from DR13 which satisfied the following criteria:
• The extinction corrected r-band Petrosian magnitude is
between 14 and 17.77 because the latter is the faint limit for
completeness of the SDSS spectroscopic survey (York et al.
2000; Stoughton & et. al 2002).
• The photometric pipeline identified the object as a
galaxy, i.e., type = 3.
• The spectroscopic class is GALAXY.
• The objects have a clean photometry flag (clean = 1)
with no warning flag in spectroscopic measurements (zWarn-
ing = 0).
• The galaxies have half-light radius, measured by the
de Vaucouleurs and exponential light profiles, in r-band be-
tween 5 and 30 arc seconds.
For the barred sample, we choose galaxies identified as
barred by human experts, for which we use three catalogues:
Nair & Abraham (2010); Hoyle et al. (2011) and Galaxy
Zoo (GZ2; Willett et al. 2013). We have cross-matched our
sample galaxies with the above mentioned catalogues to see
which of our sample galaxies have been identified by them
as being barred. See Table 1 for the barred samples used in
this study. We find that from Nair & Abraham (2010), 1775
of our galaxies are barred. We visually inspected this set and
discarded those galaxies where the bar appeared to be very
diffuse or faint, or was very short, or where obvious arte-
facts were present. This left us with a sample of 776 galax-
ies. Hoyle et al. (2011) measured the bar length and studied
the properties of ∼3100 galaxies in the local Universe from
Galaxy Zoo data release 2. Application of our selection crite-
ria provides 2308 barred galaxies from their sample of which
we selected 1465 via visual inspection in which we removed
those galaxies which have a high concentration of artefacts.
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Barred Galaxies
Data Matched with Images included
selection criteria in training set
Nair & Abraham (2010) 1775 776
Hoyle et al. (2011) 2308 1465
Willett et al. (2013) 6111 1623
Total 10194 3864
Table 1. Training samples selected for this work.
Figure 1. Some of the barred galaxy images from SDSS DR13
which are used for the training.
Lastly, we have selected galaxies which have been identified
as barred in the main spectroscopic galaxy sample from the
GZ2. There are 6111 galaxies which satisfy our criteria. Ex-
cluding galaxies which were already selected from the other
two catalogues, we selected only 1623 barred galaxies from
GZ2. Thus our final sample consists of 3864 barred galaxies.
For the unbarred sample, we selected 5482 galaxies which
satisfy our selection criteria and have not been classified as
barred by Nair & Abraham and GZ2. We visually checked
the unbarred galaxies before including them in the final sam-
ple.
For training our network, we have used JPEG images of
galaxies provided by the SDSS ImgCutout service. SDSS ap-
plies a MATLAB code to convert the corrected FITS frames
of g, r, i-band data into 3-colour Joint Photographic Experts
Group (JPEG) images. The conversion is based on Lupton
et al. (2004), further details about which can be obtained
from the SDSS website1. The images are of size 300×300 pix-
els. We have not applied any other pre-processing on these
images. Figure 1 shows some example barred galaxies in our
training sample.
1 http://www.sdss.org/dr13/imaging/jpg-images-on-skyserver/
Figure 2. A single neuron with multiple inputs. The figure shows
different inputs [x1, x2, .., xn] being weighted by corresponding
weights [w1, w2, .., wn] and summed and passed through an acti-
vation function to generate the final output y.
3 CONVOLUTIONAL NEURAL NETWORKS
Artificial neural networks (ANN) were one of the first tech-
niques used in machine learning (Duda et al. 2012). ANNs
try to mimic biological neural networks which consist of in-
terconnected special cells called neurons. An artificial neuron
takes in multiple weighted inputs and generates a summed
output, similar to a biological neuron with dendrites which
receives input signals, with the resultant output coming out
of an axon. A simple neuron can be mathematically repre-
sented as (Duda et al. 2012)
y =
n∑
j=1
wjxj + w0, (1)
where y is the output the neuron with inputs xj , weights
wj and bias value w0. A network of such neurons can be
interconnected and used for classification and regression ap-
plications. The objective function is to find the optimal value
of wj which give the desired output y . In Figure 2, we have
shown this schematically. In a typical feed forward neural
network, the inputs xj are feature vectors each of which has
an associated weight wj . Such a network can be used as a
linear classifier and is often referred as a perceptron (Duda
et al. 2012). Practical applications require ANNs with mul-
tiple layers of neurons called hidden layers with non-linear
output functions, in between the input and output layers, to
perform classification or regression. During training the sum
of the input vectors multiplied with their weights and the
bias value are propagated from the input layer to the output
layer. This is referred to as forward pass or forward propa-
gation. At the output layer, the error is calculated between
the network output (y) and expected result (yˆ) as
E =
1
2
||yˆ − y||2, (2)
which is send back to the input layers to adjust the weights
so as to decrease the error. This is called a backward pass
or backpropagation (Rumelhart et al. 1986; Hecht-Nielsen
1989).
Yan LeCun (LeCun & Bengio 1995) first introduced
Convolutional Neural Networks (CNN) which are designed
to handle data in its one/two/three-dimensional raw form.
It was a major breakthrough in the area of computer vision.
CNNs made a radical shift in machine learning to a tech-
nique in which the machine learning algorithm learned by
MNRAS 000, 1–11 (0000)
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extracting features automatically (Humphrey et al. 2012).
It was initially applied to images and later found broad ap-
plications to many fields including text and speech signal
processing (Hinton et al. 2012; Kalchbrenner et al. 2014). In
CNN, features are automatically learned by convolving the
input data with filters whose weights are adjusted through
backpropagation. For an input image I this can be mathe-
matically represented as (Stutz 2014)
(I ∗K)r,s :=
h1∑
u=−h1
h2∑
v=−h2
Ku,vIr+u,s+v, (3)
where h1 and h2 indicate the size of the filter K that
is learned. When applying CNNs to different classification
tasks multiple K filters are learned in a single layer. Each
filter represents a unique feature of the input data. Learning
multiple features in different layers allows for the hierarchi-
cal feature construction of the input data (Zeiler & Fergus
2014).
The property of learning feature hierarchies makes
CNNs suitable for classification of complex image data.
CNNs have been very popular for computer vision and image
processing applications (Lawrence et al. 1997; Krizhevsky
et al. 2012). Other applications in astronomy where CNNs
have been successfully used include galaxy morphology
(Dieleman et al. 2015b), star-galaxy classification (Kim
& Brunner 2016), photometric redshift estimation (Hoyle
2016), classification of optical transients (Cabrera-Vives
et al. 2017) and classification of variable star light curves
(Mahabal et al. 2017), to name a few. The success rates of
these applications have motivated us to use deep convolu-
tional neural networks (DCNN) for detecting bars in galax-
ies.
4 NETWORK MODEL
Neural networks are designed according to the problem at
hand. There are many hyper-parameters such as number of
layers, size of kernels, weight initialization and many more
that need to be considered for the design of a CNN. Even
though no strict guidelines exist for the design, a simple
model with two or three layers and minimal number of fea-
ture maps is designed first and then iteratively tweaked for
better performance. This is a general convention when de-
signing a network for a new problem.
Initially, we explored different model architectures for
this study, starting with two layers of convolutions and tried
to tune the different hyper-parameters to reach an accept-
able value of training loss and validation accuracy. The sim-
ple models failed to give reasonable accuracies (>90%) dur-
ing training. Afterwards, we increased the number of convo-
lutional layers in a stacked fashion and also the number of
feature maps within them. These additional modifications
also did not prove to be better in classification accuracies.
Further on, we chose to use a standard available network
architecture for this study.
We used the Alexnet convolutional neural network
model which has been highly successful in different image
recognition tasks (Krizhevsky et al. 2012). It is one of the
popular networks for complex image recognition tasks which
performs with minimal loss and has comparatively less com-
putational complexity. Alexnet was originally trained for the
Imagenet challenge (Russakovsky et al. 2014) which con-
tained more than a million examples and 1000 classes. It
is possible to use the pre-trained model for problems which
have comparatively smaller training sets. But for our study,
we opted not to use a pretrained model and trained a model
from scratch. Figure 3 shows the architecture of the DCNN
model we adopted for this study.
The network has a total of 12 layers with five convolu-
tional layers. The input to CNN is an image and the output
from each CNN layer is called a feature map. The first two
layers of convolutions are followed by a max-pooling layer
which downsamples the output of the previous layer to half
its original size. The first layer of convolution has 96 ker-
nels of size 11× 11 × 3 and the output is fed to the second
layer of convolution with 256 kernels each of size 5× 5× 48
(Krizhevsky et al. 2012). The max-pooling layers reduce the
computational complexity and also help with learning ro-
tational invariant features (Boureau et al. 2010). The third,
fourth and fifth convolutional layers learn more complex fea-
tures in a serial fashion whose final output is fed into another
max-pooling layer. Max-pooling is a subsampling method
which downsamples an input map into half its size by find-
ing the maximum value by sliding a 2 × 2 window over the
input map. This is shown in Figure 4.
All the convolutional and pooling layers are followed
by a Rectified Linear Unit activation (ReLU; Nair & Hin-
ton 2010) and a batch normalisation (NORM) layer. The
output of the final pooling layer is then fed into a series of
fully connected layers which have 50 per cent dropout factor
(Srivastava et al. 2014). Each of the fully connected layers
also has a ReLU activation in each stage. The final layer
is a softmax layer (Gold et al. 1996) which computes the
probability scores for the two classes. During training of the
network the error in 2 is minimized and the training loss is
calculated from the cross entropy loss (Hinton & Salakhut-
dinov 2006) which is a negative log likelihood and is given
as (Jia et al. 2014)
L(w) = − 1
N
N∑
n=1
[yn log yˆn + (1− yn) log(1− yˆn)] (4)
where N is the number of training samples, w is the weight
vector, yˆn the expected output and yn is output during a for-
ward pass. The backpropagtion algorithm tries to minimize
this loss function L(w) during training.
The accuracy during the testing phase of each epoch is
given as (Jia et al. 2014)
Accuracy =
1
N
N∑
n
δ
{
lˆn = ln
}
, δ {condition}
{
1 if condition
0 otherwise
(5)
N being the number of test samples, lˆn is the predicted class
label for the nth sample and ln is the true label.
5 DATA AUGMENTATION
Deep learning methods, in general, need a large number of
training examples to learn and generate high accuracy re-
sults. The required number of training examples per class is
of the order of 10,000 or more. The rule is that the greater
the number of examples the better will be the results. In
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Figure 3. Convolutional neural network used for this study. The network takes an RGB image as input and does the forward pass
through a series of convolutions and finally gives the class probability scores as output.
Figure 4. Illustration of max-pooling operation is shown. The
upper panel is an input map and the lower panel the max-pooled
output which is the downsampled version. This operation reduces
the computational complexity of the training.
cases where there are not enough examples, data augmen-
tation through rotation and flipping of images helps gener-
ate enough examples and also solves bias issues (Krizhevsky
et al. 2012). This method is also called label preserving over-
sampling.
In this work, we have only a few thousands of galaxy
images from SDSS for training, which leads to high risk of
over-fitting, i.e. the network models the training data too
well and cannot generalise the model to unseen data. There
are standard ways to evade over-fitting, and we used data
augmentation by rotating the images of the galaxy. Since
the rotation of an image does not affect the presence or
absence of the bar feature, we rotate each image by one de-
gree 359 times so that our augmented set becomes the final
training sample which is 360 times larger than the original
training set. Performing data augmentation by generating
rotated versions of the same sample also has the following
advantage. Convolutional neural networks have limited rota-
tional invariance in the features they extract from the images
(Krizhevsky et al. 2012). Training the network with differ-
ent rotated versions of the samples will help the network to
extract fully rotational invariant features. Thus data aug-
mentation helps us to increase vastly the training sample
and also to make the network more rotationally invariant.
6 TRAINING AND TESTING
The labeled sample that we use in this study consists of 9346
galaxies of which 3864 are barred, and 5482 are unbarred.
All the images were downloaded from SDSS DR13 with a
cutout size of 300×300 pixels in JPEG format. The sample
galaxies are divided into training and validation sets after
random shuffle with a split ratio of 60 per cent for training
and 40 per cent for validation.
The split for the training sample was slightly adjusted
to overcome the problem of class imbalance caused by the
difference in the numbers of training samples for the barred
and unbarred galaxies. For that, we have moved 10 per cent
of the unbarred galaxies from the training set to the valida-
tion set and 10 per cent from the validation set to training
set of barred galaxies. Thus there are 2704 barred and 2741
unbarred galaxies for the training set and 1157 barred and
2741 unbarred galaxies in the validation set. Figure 5 shows
the redshift distribution of the training and validation sam-
ple.
Depending on the complexity of the network architec-
ture, convolutional networks have a significant number of
learnable parameters, for example a million in the case of the
network model used here (Krizhevsky et al. 2012). This is
the main reason why a convolutional neural network requires
a substantial amount of data for training. As mentioned in
MNRAS 000, 1–11 (0000)
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Figure 5. The redshift distribution of training and validation
samples is shown.
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Figure 6. The training loss and test accuracy of the model during
training epochs. The red line shows the smoothed training loss
over the training period. Each epoch of the model was tested
against a test set whose accuracy is represented by the dotted
blue line. It can be seen that the training loss converged to small
values (<0.01) after 10 epochs.
the above Section 7, we have rotated each galaxy image to
generate additional training examples for the network. After
each rotation, we cropped the image to a size of 256 × 256
pixels. Thus we have generated 1,960,200 training examples
via rotation. Out of the augmented training examples, 80
per cent were taken to train the network, and 20 per cent
for testing the accuracy during each epoch. For implement-
ing the DCNN model, we chose the Caffe framework (Jia
et al. 2014). All the training images in JPEG format were
converted to Lightning Memory-Mapped Database (LMDB)
format because it allows the data to be loaded into memory
in a compressed format and also makes access much faster.
The training was done on a server with an Intel(R) Xeon(R)
CPU, 260 GB memory and four TITAN-Black GPUs with
12GB RAM each. We initially set the network to train for
50 epochs which in theory would take ∼ 31 hours to com-
plete. A stochastic gradient algorithm with a base learning
rate of 0.01 and a decay rate of 30 per cent was used for the
training. The training loss and test accuracy tended to sat-
urate after 10 epochs. It can be seen in Figure 6 that during
the initial epochs of training the loss was highly unstable
because this is the phase where the network is still learn-
ing to extract the proper features. After this stage the loss
saturates and training further may over-fit the model. With
early stopping (Prechelt 1998) we were able to complete the
training at around 16 epochs which took roughly 10 hours.
In Figure 6, the orange line which fluctuates rapidly shows
the loss for each iteration. The very noisy appearance can be
explained as follows. With a large number of training sam-
ples and a batch size of 100 examples used for forward and
backward propagation, the number of iterations is also large.
Therefore the loss is calculated for each iteration. An epoch
is completed when all the training samples are forward prop-
agated and weights of the network are updated. Thus the
curve showing the loss for each iteration looks noisy in the
learning curve plot. The red line in Figure 6 is a smoothed
approximation of the orange line.
7 NETWORK ANALYSIS
In this section we analyze the network in terms of its work-
ing. Neural networks are currently limited by their tractabil-
ity. Unlike other machine learning algorithms where ex-
tracted features are the input to the algorithm, CNNs take
in raw data and generate features at each layer. For astro-
nomical problems, one of the important considerations is to
check if the network is learning features of the input data
that have physical relevance. In the case of astronomical
images, the cut-out may contain artefacts and even other
unrelated sources like stars, galaxies etc. It is important to
verify that the neural network is not learning features from
such neighbouring objects. In this study since the central
bar feature is important, we performed a simple test to ex-
amine the ability of the network to identify genuine bars.
This is explained below.
7.1 Occlusion Test
An obvious way to verify if the CNN is learning features
from the bar in the galaxy is to perform an occlusion test.
The general idea of this method is to check the prediction
output by occluding the central bar in the galaxy images.
Ideally, the CNN should classify a barred galaxy as unbarred
when the central bar is masked. This will confirm whether
the network is actually “looking” at the central bar.
The occlusion test is done in the following manner. A
galaxy image cut out is chosen which has a prominent bar
feature. A circular mask is placed over the image cutout such
that it blocks the bar feature by 25, 50 and 100 per cent. We
have chosen the physical distance from the center of galaxy
so as to block the bar feature. In principle, when the bar is
completely masked the prediction must change from barred
to unbarred. The masking at different levels of occlusions is
illustrated in Figure 7.
We used a circular mask to occlude the galaxy bar be-
cause a rectangular mask may get detected as a bar from
the initial layers of the network which have learned basic
MNRAS 000, 1–11 (0000)
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Figure 7. Sample images showing the occlusion test for three
galaxies with bars. The percentage of occlusion changes from 0 to
25, 50 & 100 per cent respectively from left to right. We have seen
that, when we mask the bar, the level of confidence in prediction
by the network also decreases and the classification changes to
unbarred when the level of masking is 50 per cent.
Level of Occlusion Prediction
25% Barred
50% Unbarred
100% Unbarred
Table 2. Table showing the prediction changing over different
levels of occlusions presented to a barred galaxy.
shapes to recognize a bar. Circular masks will not have this
issue. In the occlusion test, we have found that the predic-
tion changed from barred to unbarred when the occlusion
level is at 50 per cent. This is also true when the central bar
is completely masked. This shown in Table 2. This proves
that the CNN is learning features from the central bar of
the galaxy.
8 RESULTS AND DISCUSSION
Once the network model is trained, its performance has to
be evaluated. The different measures of performance show
the level of accuracy and biases present in the model. We
tested our model with a validation set which the classifier
has not seen during training. The different measures that we
used to evaluate the validation results are as follows.
Firstly, we calculate the precision and recall scores to
find the accuracy of the model. Precision (P) and Recall (R)
are defined as
P =
TP
TP + FP
, R =
TP
TP + FN
where TP stands for true positive, TN for true negative, FP
is false positive, and FN represents false negatives. In our
case, TP is the number of barred galaxies correctly iden-
tified by the classifier, and TN is the number of unbarred
Precision Recall Total No. of samples
Barred 86.41 95.07 1157
Unbarred 97.83 93.69 2741
Overall 94.1 94.1 3898
Table 3. The precision and recall for the validation set. The
trained model is tested against a validation sample which has
never been seen during the training process. It can be seen that
the recall for both the barred and unbarred validation samples
are very high. The slightly low value of individual precision for
the barred galaxies is mainly due to the relatively smaller training
samples compared to the unbarred samples.
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Figure 8. Shown is the receiver operating characteristic (ROC)
curve of predictions on the validation set. The dashed line shows
the results for random guess. Ideally the curve should cover the
whole region which just slightly larger than the current plot.
galaxies correctly classified. Barred galaxies which are in-
correctly identified as unbarred are false negatives and ac-
tual unbarred galaxies classified as barred galaxies by the
network are the false positives. The recall, also known as
the sensitivity of the classifier, can be used to check if the
network is over-fitting. The precision and recall for the vali-
dation set are given in Table 3. We see that both have high
values for barred and unbarred galaxies. These values are
usually sensitive to the distribution of classes in the valida-
tion sample. Therefore a measure which is insensitive to the
distribution should be used.
Receiver Operating Characteristic (ROC) is one of the
most commonly used methods for evaluating the perfor-
mance of a binary classifier. The ROC curve shows the true
positive rate against the false positive rate for the valida-
tion sample. One of the important properties of the ROC
curve is that it is insensitive to class distribution. In our val-
idation set the sample distribution of the two classes were
not exactly equal. Therefore the ROC curve is well suited to
evaluate our trained model. The area under the curve (AUC)
represents the accuracy of the classifier from the ROC curve.
Figure 8 represents the ROC curve for the predictions on the
validation set. In our case the AUC is 0.94 which is very close
to the ideal value of 1 in the normalized scale.
The somewhat lower value for individual precision of
MNRAS 000, 1–11 (0000)
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Figure 9. Confusion matrix of predictions showing how many of
the positive classes were correctly and incorrectly predicted by
the classifier.
Figure 10. Sample galaxy images which are incorrectly pre-
dicted by our network model. The upper panel shows the un-
barred galaxy samples in our validation set predicted as barred
by the network. Barred galaxies identified as unbarred are shown
in the lower panel. Both the samples look visually similar, which
could have confused the network.
86.41 per cent for the detection of barred galaxies is mainly
because the number of barred galaxies in the training set was
less than the number of unbarred galaxies. Broadly speaking
this will have reduced the representativeness of the barred
training examples, affecting the precision of the model. But
in the case of unbarred galaxies, both precision and recall
have high values of 97.83 per cent and 93.69 per cent re-
spectively. This shows that the model was fairly balanced in
the case of learning unbarred galaxies. This can be further
explained with numbers from the confusion matrix, in Fig-
ure 9 which shows the correct and incorrect predictions for
each class in the validation set.
It can be seen from Figure 9 that 173 unbarred galaxies
are classified as barred galaxies. We found that most such
galaxies had close resemblance to barred galaxies which had
short-faint bars. In most cases, the central bulge looked sim-
ilar to the short-faint bars seen at the center of a barred
galaxy. A few such examples where the network may have
got confused and classified unbarred galaxies as barred are
shown in the upper panel of Figure 10.
In the case of barred galaxies being classified as un-
barred, most of the failures were mainly because the central
region of the galaxy was too bright. This makes it difficult
for the network to clearly identify the bar feature from the
bright area. In some cases the bars were either too faint or
short to be detected. A few such misclassified barred galaxies
are also shown in the lower panel of Figure 10, where we can
see that the failed samples in both cases are visually similar.
This means that they are close to each other near the class
decision boundary in the feature space of the model.
One way to reduce the effect of the faint bar resem-
bling feature in unbarred galaxies is to perform appropriate
preprocessing of the images. We experimented with general
methods like contrast adjustments and sigma-clipping in the
initial stages of our work and found that the results were not
satisfactory. This is mainly because such steps were not sen-
sitive enough to highlight the bar feature.
One of the features of the galaxy images that may have
confused the network is a bright central bulge. To see if the
effect of such a bright central bulge in the images could be
reduced, we tested two methods. In the first method the
mean image of all the training examples was obtained and
subtracted from all the galaxy images which were used for
training and testing. In the second method, for each galaxy,
we obtained the mean pixel value over a small central region
of the galaxy and subtracted this mean value from the galaxy
image. We then trained the network separately using these
two samples. For both the cases, the training accuracy was
less than 80 per cent, showing that neither was an effective
strategy in our case.
Background stars, galaxies or artefacts could lead to
false identification as a barred galaxy. To try to reduce the
effect of such background sources, we trained the network
by rescaling the image so that the entire galaxy image is
confined to 256x256 pixels. But this did not help to improve
the accuracy of the classifier. This may have been ineffective
because the network focuses on the centre of the galaxy as
explained in Section 7. Another reason could be that we have
removed images with numerous artefacts from our sample, so
that the technique is inefficient for this data set but may be
useful when we deal with a larger amount of data. Therefore
we have used the raw images directly by incorporating the
selection criteria mentioned in Section 2.
9 CATALOGUE AND WEB INTERFACE
We have generated a catalogue of barred galaxies using the
predictions from our trained network. The prediction data
is taken from SDSS DR13 which has 169,616 galaxies which
satisfy all our selection criteria mentioned in Section 2. We
cross-matched this data with the Meert et al. (2015) cat-
alogue which contains the 2-D decomposition of ∼ 7 × 105
spectroscopically selected galaxies from SDSS DR7. The cat-
alogue has various structural and morphological parameters
such as surface brightness of bulge and disk, bulge effective
radius, disc scale length etc. But the catalogue does not have
any bar information incorporated. So we chose the galax-
ies from Meert et al. (2015) catalogue. The cross-matching
resulted in 111,838 galaxies in common. The catalogue con-
structed in this work is based on this cross-matched samples.
The network predicted 25,781 galaxies as barred in our
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Figure 11. A sample of galaxies predicted as barred by our net-
work.
catalogue. The distribution of redshift of the galaxies pre-
dicted as barred in our catalogue is shown in Figure 12.
Out of the 111838 galaxies in the prediction sample, 53154
galaxies have Galaxy Zoo classifications, and the rest do
not have classification available in Galaxy Zoo data release
2. In Figure 11, we have shown some of the galaxies pre-
dicted as barred by our network which do not have galaxy
zoo classification. There are 4803 barred galaxies according
to Galaxy zoo classification, and our network successfully
identified 2695 galaxies as barred. Most of the remaining
galaxy zoo barred galaxies have faint and diffuse bar-like
structure at their centre. While training the network, we
had removed all galaxy images with faint, diffuse bar-like
feature and this may be the reason why the network has
missed these galaxies. Table 4 shows sample rows from our
catalogue. The entire catalogue of 111,838 galaxies with pre-
dictions about the presence of bar is available as an online
material.
We have created a web interface for our trained network
for public use. The interface can be accessed via the URL:
http://ddi.iucaa.in/barClassifier. The web interface is easy
to use and allows the user to upload multiple images. Once
the user uploads the images and submits a request, the im-
ages are classified on the server and a table is output to the
user containing a preview thumbnail, the name of the image
file, a flag indicating whether the galaxy is barred or not
and the probability associated with the same. The user can
download the result table in ASCII format.
The web application mentioned also contains an FAQ
to guide the user about the service and contains links to a)
the trained neural network files and b) the classification code
and c) the catalog of 111,838 galaxy classifications described
in this paper. We are planning to incorporate different ad-
ditional features to this website in the future.
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Figure 12. The redshift distribution of galaxies in our catalogue
predicted as barred by the trained CNN classifier.
10 CONCLUSIONS
We have demonstrated the usefulness of a deep convolutional
neural network for identifying bars in galaxies from SDSS
images with a top precision of 94 per cent. The main advan-
tage of using a convolutional neural network is the automatic
extraction of features from the raw images. With a base sam-
ple size of a few thousand, we have made use of the rotated
images of example galaxies to generate the large amount of
data required for training the model. By this bootstrapping
of the sample, we were able to train the model to high accu-
racy. The trained classifier is used to construct a catalogue
of barred galaxies from SDSS DR13. There are 25781 barred
galaxies in this catalogue which is available online through
the web interface mentioned in Section 9.
In this study we have not attempted to classify the dif-
ferent types of bars in galaxies. This was more of an attempt
to show the utility of deep learning for an interesting and
challenging problem with galaxy morphology. Even though
the samples used in this study mainly consisted of a mixture
of strong, weak and short barred galaxies, our network was
able to identify specific types like nuclear and peanut shaped
bars present in the validation set. Another advantage of the
convolutional neural network is that this same model can be
used as a feature extractor for studying the different types
of bars. Also the model can be retrained to detect those spe-
cific types without the need of having a large training set.
This kind of retraining is often known as transfer learning
(Bengio 2012).
The lack of a good representative sample set which is
large enough to train a deep convolutional neural network is
a common problem faced in such studies. Generally, galaxy
morphological features are identified by humans and so they
suffer from subjective biases. Our training sample also suf-
fers from the same bias, because the bars were visually iden-
tified ones from the galaxy zoo project and by Nair & Abra-
ham (2010). As a future extension to this study we intend to
improve the model by using a better representative training
sample and one which has very little human bias. This will
ultimately help in improving the accuracy of the model by
reducing the number of false positives.
Deep learning is gaining popularity in many areas of
astronomy mainly because it allows to bypass the hurdle of
feature engineering and provides exceptionally accurate re-
sults. We have demonstrated this utility in the present work
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SDSS Objid ra dec Class Probability
(deg) (deg) (per cent)
1237656496187441273 0.0058 15.50979 Unbarred 99.9998
1237656496724312079 0.0088 15.88179 Unbarred 100.0
1237657191978959126 0.0198 0.78170 Barred 87.3507
1237652944249880792 1.9431 15.73540 Unbarred 55.4469
1237649920574488695 10.6244 15.39671 Barred 99.9946
1237653653450915964 12.6296 16.08139 Unbarred 99.9995
1237649921112277085 12.7767 15.88129 Barred 99.9916
1237672795035140280 3.0638 -8.98779 Unbarred 99.9868
1237652900229742736 42.7542 -8.19610 Unbarred 100.0
1237651273490694741 114.2101 39.60299 Barred 99.9998
Table 4. Table showing the sample rows from our catalogue based on SDSS DR13. Column 1 is the SDSS photometric object ID, ra -
right ascension in decimal degrees (J2000), dec - declination in decimal degrees (J2000), Class - most probable class of the object and
Probability - the prediction probability for the most probable class. The full table is available online.
by detecting bars in galaxies. Automating this process with
convolutional neural networks is highly efficient in terms of
computational cost because it directly uses images and re-
quires only a fraction of a second for the classification.
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