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1 U¨bersicht
Die vorliegende Arbeit beschreibt ein System zur autonomen Fahrzeugfu¨hrung in urbaner
Umgebung. Der Schwerpunkt liegt auf der Kombination objekt- und kartenbasierter Um-
feldmodelle zur Umgebungserfassung sowie daru¨ber hinaus auf der Systemarchitektur zur
Realisierung der automatischen Fahrfunktion. Den Rahmen fu¨r die Entstehung dieser Arbeit
bildet die Teilnahme an der DARPA Urban Challenge durch die TU-Braunschweig im Jahr
2007.
Nach einer Einleitung und Motivationsgebung in Kapitel 2 erfolgt in Kapitel 3 eine Einfu¨h-
rung in die Anforderungen des Wettbewerbes sowie eine kurze U¨bersicht u¨ber den aktuellen
Stand der Technik auf den Gebieten Umfeldwahrnehmung und automatische Fahrzeugfu¨h-
rung.
Kapitel 4 behandelt ausfu¨hrlich die entwickelte Fahrzeugarchitektur. Diese ist unterteilt in
vier Funktionsebenen zur Wahrnehmung, Situationsinterpretation, Aktionsplanung und Aus-
fu¨hrung sowie eine weitere Ebene zur Systemu¨berwachung.
In Kapitel 5 werden die theoretischen Grundlagen fu¨r eine maschinelle Erfassung und Model-
lierung der Fahrzeugumgebung behandelt. Dabei wird auf das Prinzip der Objektverfolgung
sowie der kartenbasierten Umfeldwahrnehmung und die hierfu¨r notwendigen Algorithmen
eingegangen.
In Kapitel 6 erfolgt daraus abgeleitet die Konzeption einer urbanen Objektverfolgung. Fu¨r
die Wahrnehmung unstrukturierter Hindernisse wird das Objektmodell durch eine Freiform-
darstellung auf Basis lokaler Karten erweitert. Als Gegenstu¨ck hierzu wird in Kapitel 7 eine
kartenbasierte Modellierung der Befahrbarkeit als Indiz fu¨r den urbanen Straßenverlauf ent-
wickelt. Beide Komponenten sind Teil eines hybriden Umfeldmodells und stehen miteinander
in Austausch.
In Kapitel 8 wird die Leistungsfa¨higkeit des hybriden Umfeldmodells evaluiert und das Ver-
halten des Gesamtsystems am Beispiel des Urban Challenge Wettbewerbes diskutiert.
Die Arbeit schließt mit einer Zusammenfassung sowie dem Ausblick in Kapitel 9. Aufbauend
auf den Wettbewerbserfahrungen wird hier insbesondere auf mo¨gliche Schritte zur Weiter-
entwicklung des Fahrzeugsystems eingegangen.
12 Einleitung und Motivation
Die Vision einer fahrerlosen Fahrt im allgemeinen Straßenverkehr fasziniert Techniker wie
auch Nicht-Techniker bereits seit der Fru¨hphase des Automobils. Der enorme technische Fort-
schritt in der letzten Ha¨lfte des vergangenen Jahrhunderts und die sich damit ergebenden
Mo¨glichkeiten fu¨hrten zu einer Vielzahl von Forschungsprojekten in diesem Kontext. Erste
automatische Fahrversuche wurden hierbei bereits in den 70er Jahren von den Tsukuba-
Laboratorien in Japan demonstriert. In den 80er Jahren konnte eine Forschergruppe um
Prof. Ernst Dickmanns in Mu¨nchen die vollautomatische Fahrt auf abgesperrten Straßen
mit Geschwindigkeiten bis zu 100 km/h realisieren. Nicht zuletzt diese Erfolge fu¨hrten zu
einer Fo¨rderung des Forschungsfeldes durch die Europa¨ische Union. Im Rahmen des Fo¨rder-
projekts Prometheus (1987-1995) konnte ein automatischer Fahrbetrieb auf einer o¨ffentlich
zuga¨nglichen Autobahn mit Geschwindigkeiten bis zu 180 km/h realisiert werden, beson-
ders herausragend waren dabei Demonstrationsfahrten von Mu¨nchen nach Paris und Odense
(Da¨nemark). Auch wenn dabei noch vergleichsweise ha¨ufig menschliche Eingriffe in den au-
tomatischen Fahrbetrieb notwendig waren (im Mittel ca. alle 9 Kilometer), so wurde die
prinzipielle Machbarkeit dargestellt. In den Jahren 1997 bis 2000 wurde durch die Volkswa-
gen AG und die TU-Braunschweig eine vollsta¨ndig automatische Fahrt zur Optimierung der
Fahrzeugerprobung dargestellt.
Auch wenn eine umfassende alltagstaugliche Realisierung des automatischen Fahrbetriebes
im o¨ffentlichen Straßenverkehr bis heute noch nicht absehbar ist, so fu¨hrten die Aktivita¨-
ten zu enormen Fortschritten in den Bereichen Fahrzeugfu¨hrung-/Regelung, Sensorik und
Umfeldwahrnehmung. Diese Fortschritte bildeten dabei eine Grundlage fu¨r die Auskopplung
diverser Fahrerassistenz- und Sicherheitssysteme, welche bereits ihren Einzug in heutige Seri-
enkraftfahrzeuge erhalten haben. Als Beispiele seien an dieser Stelle das elektronische Stabili-
ta¨tsprogramm (Einfu¨hrung im Jahre 1995), die automatische Abstandsregelung (Einfu¨hrung
im Jahre 1998), der Spurwechselassistent (Einfu¨hrung im Jahre 2007) oder auch Systeme fu¨r
das (teil-)automatische Einparken (z.B. Parklenkassistent, Einfu¨hrung durch Volkswagen im
Jahre 2007) genannt.
Die Entwicklung auf diesem Gebiet wird durch eine Vielzahl nationaler und internationa-
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ler Forschungsaktivita¨ten begleitet, exemplarisch seien an dieser Stelle die aktuell laufenden
Projekte AKTIV (Adaptive und Kooperative Technologien fu¨r den Intelligenten Verkehr [2]),
das EU-Fo¨rderprojekt Intersafe-2 (Cooperative Intersection Safety [65]) sowie das im Jahr
2007 beendete EU-Forschungsvorhaben Prevent (Preventive and Active Safety Applications
[103]) genannt.
Sowohl das automatische Fahren als auch fortschrittliche Fahrerassistenzsysteme, die Unter-
stu¨tzung auf der Mano¨verebene des Fahrzeugs anbieten [52], setzen eine maschinelle Wahr-
nehmung und Interpretation des Fahrzeugumfelds zur Planung oder Bewertung der Fahr-
mano¨ver voraus. Es zeigt sich hierbei als eine wesentliche Einschra¨nkung aktueller Systeme,
dass diese fu¨r den Einsatz im wenig komplexen außersta¨dtischen Umfeld entwickelt worden
sind. Eine U¨bertragung in innersta¨dtische Szenarien scheitert bislang an der Komplexita¨t
und Variabilita¨t der Umgebung. Die Realisierung einer konsistenten ku¨nstlichen Situations-
wahrnehmung im Stadtbereich ist daher eine der wesentlichen Herausforderungen fu¨r das
Forschungsfeld im Laufe der na¨chsten Jahre.
In diesem Kontext haben sich die durch die amerikanische Regierung gefo¨rderten DARPA-
Challenges als Triebfeder fu¨r Weiterentwicklung hin zu komplexeren Einsatzumgebungen
entwickelt.
”It shall be a goal of the Armed Forces to achieve the fielding of unmanned, remotely con-
trolled technology such that. . . by 2015, one-third of the operational ground combat vehicles
are unmanned” [98]
Ausgelo¨st durch diesen Beschluss des US-Kongresses im Jahre 2001 setzten die Wettbewerbe
in den Jahren 2004 und 2005 die fahrerlose Fahrt im Offroad-Bereich (Wu¨ste) und schließlich
im Jahre 2007 die automome Fahrt im Stadtverkehr als Ziel. Die notwendige Interaktion au-
tonomer Fahrzeuge im komplexen urbanen Umfeld sowie die mit dem Wettbwerb verbundene
Signalwirkung und große Sichtbarkeit entfachen seitdem eine hohe Innovationskraft auf dem
Forschungsgebiet. Der Wettbewerb entwickelt sich somit zu einer Demonstration des aktuell
technisch Machbaren.
Diese Dissertation behandelt die Fahrzeugarchitektur sowie die darin enthaltene maschinelle
Umfeldwahrnehmung fu¨r eine autonome Fahrt in komplexer urbaner Umgebung und ba-
siert zu wesentlichen Teilen auf den Erfahrungen der Urban Challenge Teilnahme durch die
TU-Braunschweig, angetreten unter dem Namen Team CarOLO (vgl. Abb. 2.1). Fu¨r die
Wettbewerbsteilnahme wurde in einem interdisziplina¨ren Team bestehend aus u¨ber 30 Mit-
arbeitern, fu¨nf Instituten und drei Fachbereichen im Zeitraum zwischen den Jahren 2006 und
2007 das autonome Fahrzeug Caroline entwickelt. Das Fahrzeug konnte sich im Rahmen des
Wettbewerbsverlaufs aus einem Feld von anfangs u¨ber 100 Teilnehmern fu¨r den Finallauf der
3besten elf qualifizieren und ging als bester europa¨ischer Beitrag aus dem Rennen hervor.
Abb. 2.1: Team CarOLO, Finale DARPA Urban Challenge, November 2007
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Die autonome Fahrzeugfu¨hrung im urbanen Umfeld stellt ho¨chste Anforderungen an die
Umfeldwahrnehmung, Selbstlokalisation, Situationsinterpretation, Missions- und Bahnpla-
nung sowie Fahrzeugregelung. Im Rahmen des Urban Challenge Wettbewerbes werden die
Randbedingungen fu¨r die autonome Fahrt durch ein umfangreiches Regelwerk [29, 28] defi-
niert. Dieses fasst die Anforderungen an die Versuchstra¨ger zusammen und bildet somit die
Grundlage fu¨r den Fahrzeug-Entwicklungsprozess im Rahmen dieser Arbeit. Fu¨r ein besseres
Grundversta¨ndnis soll daher zuna¨chst eine kurze U¨bersicht u¨ber die im Regelwerk definierten
Szenarien und die daraus abzuleitenden Fahrzeugfunktionen gegeben werden.
3.1 Anforderungen der Urban Challenge
Die Einzelbestandteile des gegebenen Anforderungskataloges lassen sich im Wesentlichen in
vier Hauptkategorien einteilen:
• Der Bereich der grundlegenden Navigation umfasst einfaches Spurhalten sowie Aus-
weichmano¨ver, um Kollisionen mit statischen Hindernissen in der eigenen Fahrspur
zu vermeiden (Abb. 3.1a). Der Versuchstra¨ger muss fa¨hig sein, dem Straßenverlauf
entlang einer beliebig vorgegebenen GPS-Wegpunktliste zu folgen. Im Falle von Hin-
dernissen auf der eigenen Fahrspur ist ein Ein- und Ausschervorgang mit ausreichen-
dem Sicherheitsabstand vorzunehmen. Ist die Fahrbahn vollsta¨ndig blockiert, so ist ein
Wendemano¨ver (U-Turn) durchzufu¨hren.
• Im Bereich der grundlegenden Interaktion gilt es, einfache Vorfahrtsregelungen zu be-
achten. In Kreuzungen wird das amerikanische First-In-First-Out Prinzip (4-way stop,
Abb. 3.1b) angewendet. Demnach ist es fu¨r jedes Fahrzeug notwendig, zuna¨chst an
der Haltelinie einer Kreuzung zu halten. Vorfahrtsberechtigt ist das zuerst eintreffende
Fahrzeug.























Abb. 3.1: Grundlegende Fahranforderungen
• Die weiterfu¨hrende Navigation erfordert von den Fahrzeugen die Fa¨higkeit, eine be-
liebige, durch Hindernisse verstellte Freifla¨che zu durchfahren. Daru¨ber hinaus sind
Einparkvorga¨nge in definierten Parkzonen vorzunehmen (Abb. 3.2a). Im Falle von voll-
sta¨ndig blockierten Streckenabschnitten ist zudem eine Ausweichroute selbststa¨ndig zu
ermitteln. Die sichere Fahrzeugfu¨hrung muss auch bei zeitweisem Ausfall der Satelli-
tenortung gewa¨hrleistet sein.
• Die Kategorie der weiterfu¨hrenden Interaktion setzt eine Beru¨cksichtigung fließenden
Verkehrs voraus. Bei Einfa¨del- oder Abbiegemano¨vern ist eine ausreichend große Zeit-
lu¨cke einzuhalten (Abb. 3.2b), um eine Behinderung oder Gefa¨hrdung auszuschließen.
Prinzipiell ist eine defensive Fahrweise darzustellen, im Falle drohender Kollisionen ist









(a) Freifla¨chen-Navigation und Parken
STOP
eigenes Fahrzeug
Zeitlücke mind. 10 s
(b) Interaktion mit Fließverkehr
Abb. 3.2: Weiterfu¨hrende Fahranforderungen
Im Rahmen des Wettbewerbes werden die Versuchstra¨ger weitgehend unu¨berwacht und ohne
die Mo¨glichkeit eines korrigierenden menschlichen Eingriffs betrieben. Die Anbindung einer
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drahtlosen Notaus-Vorrichtung ermo¨glicht einen sofortigen Halt zu jedem Zeitpunkt, Eingriffe
in das Fahrzeug ko¨nnen jedoch zum sofortigen Ausscheiden aus dem Wettbewerb fu¨hren.
Auch wenn das skizzierte Regelwerk im Detail einigen Interpretationsspielraum zula¨sst, so
ko¨nnen daraus einige grundlegende Anforderungen an das autonome Fahrzeug abgeleitet
werden.
• Der autonome Fahrbetrieb erfordert eine vollsta¨ndig elektronische Ansteuerung der
gesamten Fahrzeugaktorik bestehend aus Gas, Bremse, Lenkung und Schaltung/Gang-
wahlhebel.
• Die Beru¨cksichtigung der in den Missionsparametern gegebenen GPS-Wegpunkte er-
fordert den Einsatz einer Ortungsplattform mit hoher Pra¨zision (Genauigkeit im Zen-
timeterbereich). Die Fa¨higkeit zur Behandlung von tempora¨ren GPS-Ausfa¨llen, welche
absichtlich oder durch die urbane Bebauung verursacht sein ko¨nnen, macht ferner den
Einsatz eines Koppel-Navigationssystems zur Stu¨tzung der GPS-Position notwendig.
• Insbesondere im Bereich von Kurven ist eine simple Interpolation zwischen den gege-
benen GPS-Wegpunkten nicht ausreichend. Das Spurhalten erfordert daher eine ma-
schinelle Wahrnehmung der Fahrbahn sowie deren Abgrenzung von Hindernissen oder
dem Fahrbahn-Randbereich.
• Die Interaktion mit fließendem Verkehr erfordert eine zuverla¨ssige Modellierung aller
bewegten Objekte im Aktionsbereich des Versuchstra¨gers. Das Einhalten von Zeit-
lu¨cken und Sicherheitsabsta¨nden sowie die Interpretation von Kreuzungssituationen
erfordert neben der Beschreibung ihrer Relativposition auch die Bestimmung der Ge-
schwindigkeit bzw. des Kurses in Bezug auf das eigene Fahrzeug. Es ergibt sich die
Notwendigkeit einer Objektbildung und Objektverfolgung.
• Die Interaktion mit stationa¨ren Hindernissen im Bereich von Freifla¨chen, Parklu¨cken,
am Fahrbahn-Randbereich oder im Falle blockierter Streckenabschnitte erfordert die
Fa¨higkeit einer flexiblen Objektbeschreibung, um die Abbildung komplexer Strukturen
zu ermo¨glichen. Die Wahrnehmung dieser unstrukturierten Umfeldbestandteile unter-
scheidet sich damit wesentlich von bisherigen Systemen zur Umgebungserfassung im
Bereich der Fahrerassistenz.
• Das Erkennen von blockierten Streckenabschnitten erfordert einen Abgleich des zur
Verfu¨gung gestellten digitalen Kartenmaterials (GPS-Wegpunktliste) mit dem durch
bordeigene Mittel erzeugten Umfeldmodell. Es ergibt sich die Notwendigkeit zur Geo-
referenzierung der Umfelddaten.
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• Die Notwendigkeit zur Ausfu¨hrung beliebiger Vor-, Ru¨ckwa¨rts- und Parkmano¨ver er-
fordert ein Blickfeld von 360 Grad im direkten Nahfeld. Daru¨ber hinaus gilt es, fu¨r das
sichere Ausfu¨hren der geforderten Abbiege- und Ausschermano¨ver eine ausreichende
Abdeckung und Reichweite der Sensorik in den Seitenbereichen sowie nach vorne und
hinten sicherzustellen.
• Die Bahnplanung des Fahrzeugs muss in der Lage sein, selbststa¨ndig auf Basis des
gegebenen Kartenmaterials unter Beru¨cksichtigung der Umfelddaten einen optimalen
Pfad von der aktuellen Ist-Position zum na¨chsten Missionsziel zu ermitteln. Ist ein
Teilsegment der urspru¨nglich geplanten Bahn blockiert, muss selbststa¨ndig eine Alter-
nativroute ermittelt werden.
• Die fehlende Mo¨glichkeit eines menschlichen Eingriffs im Wettbewerbsverlauf stellt
hohe Anforderungen an die Langzeit-Robustheit des Systems.
3.2 Stand der Technik
Aus dem Bereich der Fahrerassistenz sowie der Robotik lassen sich eine Reihe von Kompo-
nenten und Methoden fu¨r die Realisierung des automatisch fahrenden Fahrzeugs ausnutzen,
u¨ber die ein kurzer U¨berblick gegeben werden soll.
3.2.1 Sensorik zur Umfeldwahrnehmung
Im wesentlichen sind derzeit drei verschiedene Messprinzipien fu¨r die Umfeldwahrnehmung
am Markt verfu¨gbar.
• Radar-Sensoren finden sich in modernen Kraftfahrzeugen fu¨r die Umsetzung einer au-
tomatischen Abstandsregelung und Spurwechselassistenz. Unabha¨ngig von den unter-
schiedlichen Sensortypen hinsichtlich Frequenzbereich, Modulationsverfahren oder An-
tennenaufbau lassen sich als fundamentale Messgro¨ßen der Radarsysteme die Laufzeit
und Dopplerverschiebung des Signals akquirieren. Diese sind proportional zum Ab-
stand bzw. zur Relativgeschwindigkeit eines erfassten Ziels. Der fu¨r eine Ortsauflo¨sung
zusa¨tzlich beno¨tigte Erfassungswinkel zum Ziel kann u¨ber Antennen mit hoher Richt-
wirkung, Triangulation zwischen mehreren Sensoren oder beim Monopulse-Verfahren
u¨ber die Auswertung der Phasendifferenz mehrerer Empfangsantennen bestimmt wer-
den. Eine gute U¨bersicht u¨ber ga¨ngige Auswerteverfahren sowie aktuelle Weiterent-
wicklungen liefern [87, 88, 53, 54, 72].
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Bedingt durch das Messprinzip wird eine hohe Entfernungs- und Geschwindigkeits-
auflo¨sung erzielt, wa¨hrend die Gu¨te des Erfassungswinkels und damit verbunden die
Ortsauflo¨sung vor allem auch durch das unbekannte und u¨ber die Erfassungsdauer hin-
weg selten konstante Reflexionszentrum der Radarwelle am Zielobjekt beeintra¨chtigt
wird. U¨blich ist daher eine punktfo¨rmige Zieldarstellung, die keine Ru¨ckschlu¨sse u¨ber
Form oder Ausdehnung des Ziels zula¨sst.
• LIDAR-Sensoren wurden schon fru¨h als Alternative zur kostenintensiven Radartech-
nik evaluiert [70, 69, 43] und gewinnen zunehmend an Popularita¨t. Zur Wahrnehmung
des Umfeldes werden diskrete Laser-Pulse im infraroten Spektrum in die Umgebung
ausgesandt und an Zielobjekten reflektiert. Mithilfe einer Empfa¨ngereinheit werden die
Reflexionen erfasst und die Entfernung zum Ziel auf Basis einer Licht-Laufzeitmessung
bestimmt. Im Gegensatz zum Radar ist der LIDAR-Puls scharf fokussierbar, so dass
sich in Verbindung mit der bekannten Strahlgeometrie eine hohe Ortsauflo¨sung ergibt.
Eine Messung der Relativgeschwindigkeit ist nicht mo¨glich, so dass diese aus der Dif-
ferenzierung aufeinander folgender Abstands-Messwerte erfolgen muss.
Zu unterscheiden sind feststehende und rotierende LIDAR-Systeme. Bei feststehen-
den Sensoren wird die Abtastung eines gro¨ßeren Beobachtungsbereiches u¨ber die An-
ordnung mehrerer Sende-/Empfangseinheiten unterschiedlicher Ausrichtung im Sen-
sor realisiert (Mehrstrahl-LIDAR). Die Ortsauflo¨sung ist hierbei durch die Aufteilung
der Einheiten und die Divergenz des Laserpulses bestimmt. Bei rotierenden LIDAR-
Systemen wird der Lichtpuls u¨ber eine drehbare Spiegeleinheit abgelenkt, wodurch ein
kontinuierliches Abtasten des Umfeldes ermo¨glicht wird.
Die hohe Ortsauflo¨sung ermo¨glicht eine Messung von Objektkonturen, wodurch sich ge-
genu¨ber Radar-Sensoren ein deutlicher Informationsgewinn fu¨r die automatische Fahr-
zeugfu¨hrung ergibt. Als problematisch im praktischen Einsatz erweist sich die feh-
lende vertikale Auflo¨sung bei Einebenen-Lidarsystemen. In Verbindung mit u¨blichen
Nickbewegungen des Fahrzeugaufbaus erschwert dies die Unterscheidung von tatsa¨chli-
chen Hindernissen und unerwu¨nschten Reflexionen von der Fahrbahnebene. Neuartige
LIDAR-Systeme [125] streben eine Erho¨hung der Anzahl unabha¨ngiger Erfassungsebe-
nen an, wodurch analog zum Mehrstrahl-LIDAR eine vertikale Abstandsinterpretation
ermo¨glicht wird.
• Kamerasysteme erleben gegenwa¨rtig einen regelrechten Boom bezu¨glich ihres Einsatzes
im Automobil. Erste praktische Applikationen finden sich im Bereich Fahrspurdetekti-
on, Ru¨ckfahrhilfe, Parkassistenz und Verkehrszeichenanzeige. Aufgrund der reichhalti-
gen Bildinformation ist fu¨r die Zukunft mit einem weiter anwachsenden Applikations-
portfolio in puncto bildbasierter Umfeldwahrnehmung zu rechnen.
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Da auf Basis des Kamerasystems nur ein zweidimensionales Abbild der Fahrzeugum-
gebung zur Verfu¨gung steht, existieren verschiedene Ansa¨tze zur Rekonstruktion der
dreidimensionalen Zusammenha¨nge [122].
– Modellbasierte Verfahren treffen Grundannahmen u¨ber Form und Gro¨ße bekann-
ter Objekte im Fahrzeugumfeld und erzielen die dreidimensionale Umfeldrekon-
struktion u¨ber den Skalierungsfaktor der Objekte im Bild. Fu¨r die hierzu not-
wendige Objekterkennung wird auf Standard-Bildverarbeitungsalgorithmen zur
Merkmalsextraktion [46] und moderne Klassifikatoren [68] zuru¨ckgegriffen.
– Alternativ hierzu wird im Rahmen der Stereoskopie u¨ber das Prinzip der Korre-
spondenz auf Basis von Aufnahmen aus verschiedenen Blickrichtungen die Lage
eines Bildpunktes in 3D trianguliert. Aktuelle Systeme streben eine mo¨glichst
dichte Tiefenkarte der Fahrzeugumgebung an [48], durch Kombination mit dem
optischen Fluss zeitlich folgender Aufnahmen la¨sst sich ferner eine kombinierte
Positions- und Geschwindigkeitsscha¨tzung der Bildpunkte vornehmen [47], wo-
durch sich Vorteile bei der nachgeschalteten Objektbildung und -verfolgung erge-
ben. Steht nur eine Kamera zur Verfu¨gung, lassen sich die Ansa¨tze der Stereosko-
pie bei statischem Umfeld und bewegter Fahrzeugplattform auf die Auswertung
zeitlich aufeinander folgender Aufnahmen erweitern [58].
• Aktuell ru¨ckt neben LIDAR-Sensoren und passiven Kamerasystemen eine Mischform
beider Technologien in den Fokus der Automobilindustrie. Bei sogenannten PMD-
Kameras (Photonic Mixer Device) wird die Szenerie mit einer modulierten Infrarot-
Lichtquelle ausgeleuchtet und aus der Phasenverschiebung des in die Kamera reflek-
tierten Lichtes auf die Laufzeit bzw. die Entfernung zuru¨ckgerechnet [95, 109]. Durch
die Verwendung einer amplitudenmodulierten Lichtquelle und die damit verbundene
Sto¨rempfindlichkeit sowie die vergleichsweise kostenintensiven Lichtquellen und Kame-
rachips ist ein Serieneinsatz dieser Technologie derzeit noch ungekla¨rt.
Im Bereich der Parkapplikation sind ferner ultraschallbasierte Messgeber Stand der Technik.
Aufgrund der mit dem Ultraschall verbundenen geringen Reichweite und Auflo¨sungsfa¨higkeit
soll auf diese hier jedoch nicht na¨her eingegangen werden.
3.2.2 Umfeldmodellierung und Datenfusion
Von nicht geringerer Bedeutung als die physikalische Messgro¨ßenerfassung ist die Auswer-
tung, Interpretation und Modellierung der Sensordaten im Rahmen des Umfeldmodells. Die
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in der Literatur beschriebenen Verfahren lassen sich im Wesentlichen in zwei unterschiedliche
Konzepte aufteilen:
• Im Bereich der Automobiltechnik ist das objektbasierte Umfeldmodell Stand der Tech-
nik. Die reale Fahrzeugumgebung wird stark vereinfacht und auf eine geringe Anzahl
relevanter Objekte (z.B. fremde Fahrzeuge) reduziert. Fu¨r die Objekte wird ein simples
Objektmodell vorgegeben. Dieses wird durch den Einsatz klassischer Zustandsscha¨tz-
verfahren [7, 81] im Rahmen des sog. Objekt-Trackings [16, 17] aus den zur Verfu¨gung
stehenden Messdaten rekonstruiert. Die Gesamtheit aller Objekte (Objektliste) bildet
das Umfeldmodell, auf dessen Basis alle u¨bergeordneten Interpretationsaufgaben erfol-
gen.
Die Dimension der Objekt-Zustandsvektoren bestimmt die Komplexita¨t des Umfeldmo-
dells und somit den Grad der Vereinfachung. Als praktisches Beispiel sei die punktziel-
fo¨rmige Darstellung von vorausfahrenden Fahrzeugen im Rahmen der automatischen
Distanzregelung genannt. Eine Erweiterung der Tracking-Verfahren auf die multisen-
sorielle Objektverfolgung ist in [45, 12, 114] ausfu¨hrlich beschrieben.
Fu¨r die Zustandsscha¨tzung erweist sich vor allem die Zuordnung der eingehenden Mess-
daten zu den Objekthypothesen des Umfeldmodells als herausfordernd. Kommt es zu
falschen oder fehlenden Zuordnungen, wird die Qualita¨t der Zustandsscha¨tzung unab-
ha¨ngig vom eingesetzten Scha¨tzalgorithmus negativ beeinflusst. Aktuelle Forschungsar-
beiten [84, 85] bescha¨ftigen sich daher mit der gleichzeitigen Scha¨tzung einer Objekt-
Existenzwahrscheinlichkeit, die als quantitatives Gu¨temaß fu¨r die Verla¨sslichkeit des
Umfeldmodells herangezogen werden kann.
• Im Bereich der mobilen Robotik hat sich ein kartenbasiertes Umfeldmodell zur Bahn-
planung etabliert [32, 117, 120, 129]. Im Gegensatz zur objektbasierten Darstellung
wird im Rahmen einer digitalen Umfeldkarte die gleichma¨ßige Beschreibung der gesam-
ten Fahrzeugumgebung angestrebt, wobei eine explizite Modellierung der Freibereiche
zwischen den Hindernissen erfolgt. Das Umfeld wird in eine Menge gleichartiger Zellen
zerlegt, welche jeweils stellvertretend fu¨r einen kleinen Ausschnitt der realen Umgebung
stehen. Der Grad der Detaillierung wird durch die Auflo¨sung der Karte sowie den Infor-
mationsgehalt der einzelnen Zellen (Merkmalsraum) festgelegt. Ein klassisches Beispiel
fu¨r die kartenbasierte Umfelddarstellung ist das Prinzip der Belegungsgitter (engl. Oc-
cupancy Grids) [41]. Der Merkmalsraum ist in diesem Fall bina¨r, so dass lediglich
zwischen freien und belegten Zellen unterschieden wird. Auf Basis dieser Darstellung
lassen sich eine Reihe verschiedener Algorithmen zur robotischen Bahnplanung effizient
umsetzen.
Nicht zuletzt durch den erfolgreichen Einsatz im Rahmen der DARPA Grand Chal-
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lenge im Jahre 2005 [118, 121] gewinnt die kartenbasierte Modellierung zunehmend an
Popularita¨t im Bereich Fahrerassistenz.
3.2.3 Bahnplanung
Steht das Umfeldmodell auf Basis einer maschinellen Umgebungserfassung zur Verfu¨gung,
so muss im Rahmen der autonomen Fahrt ein kollisionsfreier Pfad vom Start- zu einem
gegebenen Zielpunkt bestimmt werden. Fu¨r die Wahl des Pfades gilt es, die Randbedingungen
des Umfeldmodells, der Fahrdynamik sowie u.U. des Regelwerks zu beru¨cksichtigen, wodurch
sich die Komplexita¨t der Bahnplanung deutlich erho¨ht. Die Aufgabe stellt sich unabha¨ngig
von der Zielsetzung analog in der allgemeinen Robotik, hierbei werden folgende Prinzipien
zugrunde gelegt:
• Geht man von einem ebenen Umfeld aus, so spannt die autonome mobile Plattform mit
den ihr zur Verfu¨gung stehenden Freiheitsgraden (Position x und y sowie Orientierung
Φ einen dreidimensionalen Konfigurationsraum auf.
• Durch Abgleich mit dem Umfeldmodell la¨sst sich der Konfigurationsraum des Fahr-
zeugs (alle physikalisch mo¨glichen Positionen / Orientierungen) abgrenzen in mo¨gliche
(sichere) und unmo¨gliche (z.B. Konflikt mit Hindernis) Konfigurationen.
• Die physikalischen Zwangsbedingungen des Roboters (z.B. Wendekreis) legen den mo¨g-
lichen U¨bergang von einer Konfiguration in die na¨chste fest.
• Aufgabe der Bahnplanung ist es, einen Pfad durch den Konfigurationsraum des Robo-
ters zu bestimmen, der zum einen den physikalischen Zwangsbedingungen genu¨gt und
zum anderen unmo¨gliche Konfigurationen umgeht.
Es ist offensichtlich, dass der Schwierigkeitsgrad einer automatisierten Lo¨sungsfindung mit
der Dimension des Konfigurationsraumes exponentiell zunimmt. Generell werden hierzu fol-
gende Methoden beschrieben [75]:
• Der Konfigurationsraum wird als Ganzes in Form eines Gitters diskretisiert, die Zwangs-
bedingungen legen die Mo¨glichkeit des U¨bergangs von einer Gitterzelle zur na¨chsten
fest (vgl. Abb. 3.3a). Eine Anwendung ga¨ngiger Suchalgorithmen (vgl. [30]) wird an-
schließend genutzt, um einen Pfad von einem beliebigen Start- zum Zielpunkt im Kon-
figurationsraum zu bestimmen.
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• Alternativ dazu la¨sst sich ausgehend vom Startpunkt eine inkrementell vorwa¨rts ge-
richtete Bahnplanung vornehmen, indem eine Reihe fahrphysikalisch mo¨glicher Folge-
trajektorien von der aktuellen Planungsposition aus erzeugt wird und diese mit den
Zwangsbedingungen des Konfigurationsraumes abgeglichen werden. Eine Folgetrajek-
torie wird positiv gewichtet, wenn diese in Richtung des Zielpunkts fu¨hrt und negativ,
wenn eine Anna¨herung an Hindernisse erfolgt. Hindernisse u¨ben somit eine abstoßende
Kraft auf die geplante Sollbahn aus, der Zielpunkt eine Anziehung. Ausgewa¨hlt wird
jeweils die Folgetrajektorie mit dem gro¨ßten Gewicht (vgl. Abb. 3.3b). Aufgrund der
Analogie zur Physik wird dieser Ansatz Potentialfeldmethode genannt.
• Die Potentialfeldmethode la¨sst sich optimieren (vgl. [116]), indem zu jedem Planungs-
schritt die mo¨glichen Folgetrajektorien stochastisch erzeugt werden und rekursiv ein
Suchbaum durch den Konfigurationsraum aufgespannt wird (vgl. Abb. 3.3c). Es wird in
diesem Fall nicht nur die optimale Folgetrajektorie, sondern es werden alle Folgetrajek-
torien weiter verfolgt, bis ein gu¨ltiger Pfad zum Zielpunkt ermittelt werden konnte. Die
Komplexita¨t des Suchbaumes la¨sst sich begrenzen, indem unmo¨gliche Konfigurationen














Abb. 3.3: U¨bersicht Bahnplanungskonzepte
Wenn ein gu¨ltiger Pfad durch den Suchbaum ermittelt werden kann, so stellt die zuletzt
genannte vollsta¨ndige stochastische Bahnplanung das Erreichen des Zielpunktes sicher. Im
umgekehrten Fall ist jedoch keine Aussage daru¨ber mo¨glich, ob der Zielpunkt tatsa¨chlich
unerreichbar ist oder lediglich die Vorausplanung der Folgetrajektorien (Schrittweite des
Bahnplaners) zu grob gewa¨hlt wurde. Durch die aufwendige Konstruktion des Suchbaumes
ergibt sich zudem ein hoher Rechenzeitbedarf. Im Vergleich hierzu verursacht die einfache Po-
tentialfeldmethode einen deutlich geringeren Rechenaufwand, la¨uft jedoch Gefahr, in lokalen
Minima der fu¨r die Bewertung herangezogenen Kostenfunktionen und nicht im gewu¨nschten
3.3 U¨bertragung auf den urbanen Bereich und Weiterentwicklungsbedarf 13
Zielpunkt zu enden.
Im hier diskutierten Anwendungsfall ist eine vollsta¨ndige Diskretisierung des Konfigurations-
raumes aufgrund dessen Gro¨ße und Dimension praktisch nicht umsetzbar, so dass vor allem
die beiden zuletzt genannten Verfahren in Betracht kommen.
3.3 U¨bertragung auf den urbanen Bereich und
Weiterentwicklungsbedarf
Fu¨r einen Einsatz in komplexer urbaner Umgebung weisen alle zum derzeitigen Stand der
Technik verfu¨gbaren Sensorsysteme sowie die im Einsatz befindlichen Umfeldmodelle und
Bahnplanungskonzepte deutliche Defizite auf, so dass ein entsprechender Weiterentwicklungs-
bedarf besteht:
• Das im automobilen Umfeld u¨bliche objektbasierte Umfeldmodell erzielt durch die Vor-
gabe simpler Objektmodelle eine hohe Datenreduktion und ermo¨glicht die Umsetzung
in Echtzeit bei begrenzten Ressourcen. Es ist jedoch nicht oder nur bedingt geeignet,
komplexe Hindernisse im Randbereich der Fahrzeugumgebung oder den urbanen Stra-
ßenverlauf korrekt wiederzugeben. Diese stehen mit der einfachen Modellvorgabe in
Konflikt.
• Demgegenu¨ber ist das kartenbasierte Umfeldmodell aus der Robotik zwar gut geeig-
net zur Beschreibung komplex strukturierter Hindernisse, scheitert jedoch bei der Be-
ru¨cksichtigung von dynamischen Vera¨nderungen des Fahrzeugumfelds. Der Ansatz der
Belegungskarten setzt ein statisches Umfeld voraus. Erweiterungen fu¨r dynamische
Umgebungen sind zwar in der Literatur beschrieben [24, 25], scheitern jedoch in der
praktischen Implementierung an dem enormen Rechenzeitbedarf ausgelo¨st durch die
Multidimensionalita¨t der Karte. Diese fu¨hrt bereits bei der Anwendung klassischer Be-
legungsgitter fu¨r einen Einsatz im Automobil zu gro¨ßeren Herausforderungen. Dies gilt
insbesondere bei der Verwendung langreichweitiger Sensoren, welche die Aktualisierung
eines entsprechend großen Kartenausschnitts erfordern.
• Die in der Literatur beschriebenen Algorithmen zur Bahnplanung gehen im Wesent-
lichen von einem statischen Fahrzeugumfeld aus. Ziel ist die Bestimmung eines kolli-
sionsfreien Pfades durch den Konfigurationsraum. Eine Interaktion mit dynamischen
Hindernissen im Fahrzeugumfeld und daru¨ber hinaus die Beru¨cksichtigung von zusa¨tz-
lichen Regeln (z.B. Vorfahrt) sind dagegen bislang nicht vorgesehen.
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Es zeigt sich, dass fu¨r eine Bewa¨ltigung des urbanen Umfeldes vor allem eine Kombination
der bestehenden Ansa¨tze erforderlich ist. Im Rahmen dieser Arbeit und der na¨chsten Kapitel
wird auf die sich daraus ableitende Fahrzeugarchitektur sowie schwerpunkthaft auf die Wei-
terentwicklung der Umfeldwahrnehmung eingegangen. Objekt- und kartenbasierte Konzepte
werden in einem hybriden Umfeldmodell parallel zum Einsatz gebracht, um so die Sta¨rken
beider Modelle fu¨r Teilaspekte der Fahrzeugfu¨hrung nutzbar zu machen.
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4 Architektur fu¨r die autonome
Fahrzeugfu¨hrung
Die Realisierung eines autonom fahrenden Fahrzeugs erfordert die interdisziplina¨re Zusam-
menarbeit aus den Bereichen Informatik, Elektro- und Regelungstechnik, Sensorik und Um-
feldwahrnehmung sowie Ortung und Navigation. Die Entwicklung einer leistungsfa¨higen und
modularen Fahrzeugarchitektur zur Entkopplung der einzelnen Arbeitsgruppen sowie die
fru¨hzeitige Definition eindeutiger Schnittstellen sind Grundlage fu¨r eine erfolgreiche Funk-
tionsumsetzung. Es ist in der Literatur [123, 121, 22] zu beobachten, dass unterschiedliche
praktische Realisierungen fu¨r die automatische Fahrzeugfu¨hrung stets zu einer Unterteilung
in vier wesentliche Funktionsebenen fu¨hren, welche angelehnt am Vorbild des menschlichen
Fahrers folgende Fragestellungen bedienen:
1. Wahrnehmungsebene:
Was geschieht um mich herum und wo befinde ich mich?
2. Interpretationsebene:
Welche Auswirkung hat das Umfeld auf mich und die notwendigen Entscheidungen
zum Erreichen meines Ziels?
3. Aktionsebene:
Welche Mo¨glichkeiten zur Reaktion habe ich und wie setze ich diese optimiert zum
Erreichen des Ziels ein?
4. Ausfu¨hrungsebene:
Wie bediene ich die mir zur Verfu¨gung stehenden Aktoren, um die beabsichtigte Aktion
korrekt auszufu¨hren?
U¨bertra¨gt man diese vier Ebenen auf ein technisches Gesamtsystem, so ergibt sich die in Abb.
4.1 dargestellte Fahrzeugarchitektur. In der Wahrnehmungsebene werden die Messdaten der
verschiedenen Sensorsysteme im Rahmen einer zentralen Datenakquisition gesammelt und
zur Weiterverarbeitung an die u¨bergeordneten Module u¨bermittelt. Die Daten der umfeld-
erfassenden Sensorsysteme werden fusioniert und in ein zentrales Umfeldmodell u¨berfu¨hrt.












































































Abb. 4.1: Architekturkonzept fu¨r die autonome Fahrzeugfu¨hrung
Aufbauend auf dem Umfeldmodell erfolgt in der Interpretationsebene die Situationsanaly-
se und -bewertung. Die Situation wird mit den Missionszielen abgeglichen und im Rahmen
der Aktionsebene in eine Solltrajektorie gewandelt. Diese wird in der Ausfu¨hrungsebene ge-
nutzt, um die korrekten Aktorik-Stellgro¨ßen zu berechnen. Es ergibt sich eine kaskadierte
Regelkreisstruktur. Der a¨ußere Regelkreis schließt sich u¨ber das Fahrzeugumfeld und die ex-
tern bereitgestellten Missionsziele, der innere Regelkreis u¨ber die Position des Fahrzeugs in
der Welt und die vorgegebene Sollbahn. Eine zentrale Rolle nimmt die Erfassung des Fahr-
zeugzustands ein. Dieser wird im Rahmen der Datenakquisition ermittelt und steht allen
Architekturebenen gleichermaßen zur Verfu¨gung.
Im Falle eines vollsta¨ndig autonomen Systems ist zudem die Einfu¨hrung einer U¨berwachungs-
ebene notwendig. Im Fehlerfall ist es ihre Aufgabe, die fehlende menschliche Aufsicht zu
ersetzen, Fehlerzusta¨nde selbststa¨ndig zu beseitigen und das Fahrzeug im Notfall in einen
sicheren Betriebszustand zu u¨berfu¨hren.
Die im Rahmen dieser Arbeit umgesetzte Fahrzeugarchitektur orientiert sich an der in Abb.
4.1 dargestellten Struktur. Fu¨r ein besseres Versta¨ndnis des Gesamtsystems wird in den fol-
genden Abschnitten ein U¨berblick u¨ber das Fahrzeug sowie die beteiligten Funktionsebenen
und deren Verknu¨pfung gegeben. Eine ausfu¨hrliche Darstellung der Gesamtarchitektur fin-
det sich in Anhang B. Die Module zur maschinellen Umfeldwahrnehmung werden in den
Kapiteln 6 und 7 eingehend erla¨utert.
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4.1 Versuchstra¨ger und Hardwarekomponenten
Als Fahrzeugplattform kommt ein Serienkraftfahrzeug vom Typ Volkswagen Passat Vari-
ant zum Einsatz, welches werksseitig bereits einen Großteil der notwendigen Aktoren und
Aktorikschnittstellen zur Verfu¨gung stellt. Der Versuchstra¨ger ist in Abb. 4.2 dargestellt.
Insbesondere die serienma¨ßig verbaute elektrische Lenkung erweist sich in der Praxis als
Abb. 4.2: Versuchstra¨ger Caroline fu¨r die Urban Challenge 2007
Vorteil gegenu¨ber nachgeru¨steten Lo¨sungen mit proprieta¨ren Lenkmaschinen. Da fu¨r die Aus-
wahl der zusa¨tzlich notwendigen Komponenten neben rein funktionalen Aspketen auch der
Langzeit-Einsatz im Automobil unter Beru¨cksichtigung der begrenzten Energie-, Ku¨hlungs-
und Raumkapazita¨ten im Vordergrund steht, wird auf Bauteile aus dem Bereich Automobil-
und Industrietechnik zuru¨ckgegriffen.
4.1.1 Umfelderfassende Sensorik
Der Erfassung von Hindernissen und Wahrnehmung des Fahrbahnverlaufes dienen eine Reihe
verschiedenartiger Sensorsysteme:
• An Fahrzeugfront und -heck befinden sich insgesamt drei Mehrebenen-Laserscanner
(Abb. 4.3a). Der theoretisch erreichbare O¨ffnungswinkel der Sensorik wird durch den
Verbau am Fahrzeugtra¨ger beschra¨nkt, so dass der in Abb. 4.3b dargestellte Beobach-
tungsbereich resultiert. Aufgrund der Herkunft aus dem automobilen Umfeld weisen
die Sensoren eine interne, objektbasierte Datenvorverarbeitung [50] auf und stellen die
resultierenden Objektlisten per CAN-Bus zur Verfu¨gung.
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(a) LIDAR-Scanner IBEO Alasca XT
IBEO Alasca XT vorne rechts IBEO LD-ML hinten
100 m200 m -100 m -200 m
IBEO Alasca XT vorne links
(b) Beobachtungsbereich LIDAR-Scanner
Abb. 4.3: U¨bersicht LIDAR-Scanner
• Fu¨r eine Steigerung der Reichweite und Erho¨hung der Redundanz im vorderen und
hinteren Fahrzeugbereich werden die LIDAR-Scanner erga¨nzt durch zwei mehrstrahlige
LIDAR-Sensoren (vgl. Abb. 4.4a). Diese erreichen bei einem vergleichsweise geringen
O¨ffnungswinkel von 12 Grad eine Reichweite von ca. 200 Metern und sind ebenfalls
mit einer internen Objektvorverarbeitung ausgestattet. Es ergibt sich der in Abb. 4.4b
dargestellt Beobachtungsbereich.
(a) Mehrstrahl-LIDAR Hella IDIS-1
100 m200 m -100 m -200 m
IDIS vorne IDIS hinten
(b) Beobachtungsbereich Mehrstrahl-LIDAR
Abb. 4.4: U¨bersicht Mehrstrahl-LIDAR
• Als Erga¨nzung zur LIDAR-Sensorik kommen insgesamt vier 24 GHz Nah- und Mittel-
bereichs-Radarsensoren zum Einsatz (vgl. Abb. 4.5a). Diese decken den toten Winkel
der LIDAR-Systeme ab und erho¨hen durch das alternative Messprinzip die Redun-
danz des Gesamtsystems. Aufgrund unterschiedlicher Antennencharakteristiken errei-
chen die Sensoren im vorderen und hinteren Fahrzeugbereich einen O¨ffnungswinkel
von ca. 40 Grad und eine Reichweite von ca. 150 Metern bzw. einen O¨ffnungswinkel
von ca. 140 Grad und eine Reichweite von 15-20 Metern fu¨r die Abdeckung des toten
Winkels, wie in Abb. 4.5b dargestellt ist. Analog zu den vorangegangenen Sensortypen
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(a) 24 GHz Radarsensor SMS UMRR
100 m200 m -100 m -200 m
SMS vorne SMS hinten
SMS hinten rechts
SMS hinten links
(b) Beobachtungsbereich 24 GHz Radar
Abb. 4.5: U¨bersicht Radarsensorik
erfolgt auch hier zuna¨chst sensorintern eine Objektbildung und die Sensoranbindung
via CAN-Bus.
Wa¨hrend die objektgebenden Sensoren fu¨r die Erfassung von Hindernissen gut geeignet sind,
la¨sst sich u¨ber den Verlauf stationa¨rer Randobjekte nur eingeschra¨nkt auf den Verlauf der
Fahrbahn schließen. Um diese Anforderungen an die maschinelle Umfeldwahrnehmung zu
erfu¨llen, kommen zwei weitere Sensortypen zum Einsatz:
• Eine Mono-Farbkamera (vgl. Abb. 4.6a) wird eingesetzt, um auf Basis einer Farbseg-
mentierung des Untergrundes auf den Verlauf der Fahrbahn zu schließen (siehe Ab-
schnitt 7.4). Durch die Wahl des Objektivs ergibt sich ein O¨ffnungswinkel von ca. 70
Grad bei einer Kamera-Auflo¨sung von 640 × 480 Pixeln (Abb. 4.6b).




Abb. 4.6: Kamerasystem zur Farbanalyse
• Zwei industrielle Laserscanner (vgl. Abb. 4.7a) kommen zusa¨tzlich zum Einsatz, um das
vertikale Profil der Fahrbahnoberfla¨che abzutasten (vgl. Abschnitt 7.3). Die Sensoren
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sind so ausgerichtet, dass die durch den rotierenden Laser aufgespannten Ebenen die
Fahrbahnoberfla¨che bei flachem Untergrund in 10 und 20 Metern vor dem Fahrzeug
beru¨hren (vgl. Abb. 4.7b). Bedingt durch den Einbauort am Dachtra¨ger des Fahrzeugs
ist der O¨ffnungswinkel der Sensoren auf ca. 120 Grad reduziert.
(a) Laserscanner SICK LMS 291





Abb. 4.7: Laserscanner zur Erfassung der Fahrbahnoberfla¨che
Daru¨ber hinaus wurde im Rahmen des Projektverlaufs ein Mehrkamerasystem zur Erfas-
sung und modellbasierten Verfolgung von farbigen Fahrspurmarkierungen erprobt [79]. Diese
standen im finalen Wettbewerb jedoch nur eingeschra¨nkt zur Verfu¨gung und befanden sich
teilweise in Konflikt mit dem gegebenen Kartenmaterial, so dass trotz akzeptabler System-
Performance auf den Einsatz verzichtet wurde.
4.1.2 Ortungssystem
Fu¨r die Akquisition des Fahrzeugzustands wird das in Abb. 4.8 dargestellte kommerzi-
elle Koppelnavigationssystem bestehend aus Differential GPS Empfa¨nger, Tra¨gheitsplatt-
form und optionaler Radimpulsauswertung verwendet. Durch Nutzung des satellitenbasierten
Omnistar-Korrekturdatendienstes [100] la¨sst sich eine hohe Gu¨te der Absolut-Positionierung
erzielen. Ohne die Verwendung einer zusa¨tzlichen lokalen Referenzstation wird unter gu¨nsti-
gen Bedingungen eine Genauigkeit im Zentimeterbereich erreicht. Die Auswertung der Tra¨g-
heitsplattform ermo¨glicht zudem eine Bestimmung der Fahrzeugorientierung in hoher Gu¨te.
Im Rahmen der Datenakquisition werden diese Messdaten um den Lenkwinkel sowie die
Lenkwinkelgeschwindigkeit erga¨nzt, welche auf dem fahrzeugeigenen CAN-Bus zur Verfu¨-
gung stehen. Der Eigenzustand der Fahrzeugplattform setzt sich somit wie folgt zusammen:
• Fahrzeugposition (x,y,z),
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Abb. 4.8: Ortungssystem und GPS-Empfangsantenne
• Fahrzeuggeschwindigkeit (vx,vy,vz),
• Fahrzeugbeschleunigung (ax,ay,az),
• Fahrzeug-Gierwinkel Ψ und Gierrate Ψ˙,
• Fahrzeug-Nickwinkel Θ und Nickrate Θ˙,
• Fahrzeug-Rollwinkel Φ und Rollrate Φ˙,
• Zeitstempel der aktuellen GPS-Zeit t sowie
• Fahrzeug-Lenkwinkel δ und Lenkwinkelgeschwindigkeit δ˙.
Die Angaben werden bezogen auf das in Anhang A.2 definierte Weltkoordinatensystem aus-
gedru¨ckt. Zu den Messgro¨ßen ko¨nnen u¨berdies die Scha¨tzunsicherheiten der im Navigations-
system integrierten Ortungsfusion abgefragt werden.
4.1.3 Rechnersystem und Fahrzeugintegration
Fu¨r die Ausfu¨hrung der diversen Softwaremodule wird ein verteiltes Rechnercluster verwen-
det. Hierzu stehen sechs identische Rechnersysteme (siehe (1) in Abb. 4.9) auf Basis eines
2 GHz Intel Pentium Mobile Chipsatzes zur Verfu¨gung, die in speziell automobiltauglichen
und passiv geku¨hlten Geha¨usen verbaut und mit stoßresistenten Festplattenlaufwerken aus-
geru¨stet worden sind. Die rechenintensive Bildvorverarbeitung (vgl. Kapitel 7.4.1) wird auf
einem zusa¨tzlichen Industrierechner mit Mehrprozessorkern ausgefu¨hrt (2). Die Einheiten
sind im Kofferaum des Versuchstra¨gers integriert und u¨ber ein 100 Megabit Ethernet In-
terface verbunden. Die Energieversorgung aller Komponenten wird zudem u¨ber elektronisch
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ansteuerbare Verteilerboxen (3) gefu¨hrt. Eine Kommunikation zwischen einzelnen Prozessen
und/oder verschiedenen Rechnern wird u¨ber eine transparente, speziell entwickelte Middle-






Abb. 4.9: Rechnersystem im Kofferraum des Versuchstra¨gers
Softwarekomponenten auf die Rechnereinheiten, wodurch sich gleichma¨ßige Auslastung, ef-
fiziente Nutzung der Hardware-Ressourcen sowie eine hohe Skalierbarkeit erreichen lassen.
In der untersten Softwareebene setzen spezielle Akquisitions- und Ansteuerungsmodule die
heterogenen Schnittstellen zu den Sensor-Steuergera¨ten (4) und Aktorikkomponenten (5) auf
die einheitliche Ethernet-basierte Kommunikation um. Im Rahmen der vier u¨bergeordneten
Funktionsebenen ist somit keine Beru¨cksichtigung der physikalischen Datenanbindung not-
wendig. Im Zuge des Umsetzvorgangs erfolgt eine Transformation aller Messdaten auf das
in Abschnitt A.2 definierte Weltkoordinatensystem. Alle Messdaten werden somit in Bezug
auf eine einheitliche Koordinatendarstellung ausgedru¨ckt, wodurch aufwendige und fehler-
anfa¨llige Zwischentransformationen zwischen den Softwaremodulen vermieden werden. Die
fu¨r die Transformation erforderliche Messgu¨te des Fahrzeug-Eigenzustandes wird durch die
Ortungsplattform sichergestellt.
Zur Synchronisation der Rechner wird der von der Ortungsplattform ermittelte Zeitstempel
als Master-Zeit per Network Time Protocol [90] bereitgestellt. Es la¨sst sich dadurch ohne
gro¨ßeren Implementierungsaufwand eine Synchronita¨t im Bereich weniger Mikrosekunden
erreichen.
4.2 Wahrnehmungsebene und hybrides Umfeldmodell
Es ist die Aufgabe der Wahrnehmungsebene, die u¨berlagerte Funktion von den individuel-
len Sensorsystemen zu entkoppeln und ein fu¨r verschiedene Teilfunktionen allgemeingu¨ltiges
Umfeldmodell zur Verfu¨gung zu stellen [27]. An dieser Stelle la¨sst sich die Beschra¨nkung
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aktueller Fahrerassistenzsysteme auf den außersta¨dtischen Bereich maßgeblich auf die unzu-
reichende Leistungsfa¨higkeit der fu¨r die Umfeldwahrnehmung verwendeten, simplen Objekt-
modelle zuru¨ckfu¨hren. Es ist offensichtlich, dass eine Reduktion des Fahrzeugumfeldes auf
z.B. quaderfo¨rmige Fahrzeugmodelle [66, 67, 34] oder simple Fahrspurverla¨ufe [56, 73, 86, 97]
etc.) an ihre Grenzen sto¨ßt, wenn die tatsa¨chlichen Umfeldmerkmale nicht oder nicht hin-
reichend mit der Modellvorgabe u¨bereinstimmen. Fu¨r eine autonome Fahrzeugfu¨hrung in
urbaner Umgebung gilt diese Problematik in besonderem Maße, da neben der Beschreibung
von Fremdfahrzeugen auch eine zuverla¨ssige Abbildung von Bestandteilen der Infrastruktur
im Fahrbahn-Randbereich erforderlich ist (vgl. Abb. 4.10a bis 4.10c). Diese entziehen sich
einer simplen Modellvorgabe, so dass vor allem eine Flexibilisierung des Objektmodells er-
forderlich ist.
Analoges gilt fu¨r die Modellierung des Fahrbahnverlaufs. Aufgrund der engen Kurvenradien,
komplexer Strukturen im Kreuzungsbereich sowie unter Umsta¨nden vo¨llig frei gestalteter
Parkfla¨chen gilt es, eine modellfreie Repra¨sentation des u¨berfahrbaren Bereiches zu entwi-
ckeln. Hierbei kommt erschwerend hinzu, dass innerhalb weniger hundert Meter Fahrtstrecke
unterschiedlichste Merkmale wie Bordsteinkanten, Bo¨schungen, Spurmarkierungen oder der
Farbunterschied zum Gru¨nstreifen die relevanten Merkmalstra¨ger fu¨r eine Abgrenzung der
Fahrbahn sind. Um eine fu¨r die autonome Fahrzeugfu¨hrung geeignete Umfeldwahrnehmung
(a) (b) (c)
Abb. 4.10: Urbanes Umfeld im Urban Challenge Wettbewerb
zu entwickeln, wird die Kombination objekt- und kartenbasierter Umfeldmodelle angestrebt
[39, 37, 40]. Fu¨r die Hinderniserkennung gilt es, die Fa¨higkeiten der objektbasierten Zu-
standsscha¨tzung zur Beschreibung dynamischer Vorga¨nge im Fahrzeugumfeld mit dem kar-
tenbasierten Ansatz zur Beschreibung beliebig komplexer Strukturen zu koppeln. Fu¨r die
Fahrbahnmodellierung gilt es, unter Missachtung vorhandener dynamischer Objekte eine
kartenbasierte Repra¨sentation der statischen Befahrbarkeit zu entwickeln.
Die Messdaten der in Abschnitt 4.1.1 vorgestellten Sensorsysteme werden hierzu in ein hy-
brides Umfeldmodell u¨berfu¨hrt, dessen Signalfluss Abb. 4.11 zeigt. Eine detaillierte Ero¨r-
terung der objekt- und kartenbasierten Wahrnehmungsmodule erfolgt in den Kapiteln 6











































































Abb. 4.11: Architektur der Fahrzeug-Umfelderfassung
und 7. Die Ausgangsdaten der hybriden Darstellung werden der im na¨chsten Abschnitt
erla¨uterten Bahnplanung zugefu¨hrt. Gemeinsam mit den ebenfalls verfu¨gbaren Missions-
daten (Wegpunktliste und Straßennetzwerk) bilden diese die Basis fu¨r eine regelkonforme
und kollisionsfreie La¨ngs- und Querfu¨hrung. Sowohl die objekt- als auch die kartenbasierte
Umfeldmodellierung lassen sich auf das Prinzip der Bayes’schen Informationsverarbeitung
zuru¨ckfu¨hren, auf das im na¨chsten Kapitel na¨her eingegangen werden soll.
4.3 Interpretations- und Aktionsebene / Bahnplanung
Fu¨r die Fahrzeugfu¨hrung wird auf ein verhaltensbasiertes [106] Fahrentscheider-Konzept zu-
ru¨ckgegriffen. Zur Generierung der Sollbahn wird die in Kapitel 3.2 skizzierte Potentialfeld-
methode verwendet. Um die Behandlung von Spezialsituationen zu ermo¨glichen, wird die
Bahnplanung weiterhin um eine Reihe von Zustandsautomaten erweitert.
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4.3.1 Grundlegende Fahrzeugfu¨hrung nach DAMN
Alle grundlegenden Fahrentscheidungen des Versuchstra¨gers werden auf Basis des in [107]
vorgestellten DAMN-Verfahrens (Distributed Architecture for Mobile Navigation) getroffen.
Die Planung erfolgt inkrementell (einmalig) von der aktuellen Fahrzeugposition aus und setzt
anschließend auf den zuvor geplanten Teilsegmenten auf. In jedem Planungsschritt wird eine
feste Anzahl mo¨glicher Folgetrajektorien erzeugt. Diese werden durch Kreisbo¨gen variabler








































(b) Kombination der Basis-Verhaltensweisen
Abb. 4.12: DAMN-Konzept zur Fahrzeugfu¨hrung
ßend bezu¨glich einer Reihe elementarer Verhaltensweisen gewichtet. Diese Verhaltensweisen
beschreiben die Reaktion des Fahrzeugs auf Elemente des Umfeldmodells sowie die Naviga-
tionsdaten. Fu¨r jede Basis-Verhaltensweise erfolgt zuna¨chst eine Bewertung aller mo¨glichen
Folgetrajektorien, anschließend werden die Gewichte u¨ber alle Verhaltensweisen hinweg kom-
biniert (vgl. Abb. 4.12b). Die Kombination besteht aus der Addition der Teilgewichte, wobei
die Komponenten situationsabha¨ngig unterschiedlich stark mit einfließen [105].
Fu¨r die Querfu¨hrung sollen im Folgenden die wichtigsten Basis-Verhaltensweisen skizziert
werden, die La¨ngsfu¨hrung (Wahl der Eigengeschwindigkeit) erfolgt nach dem identischen
Muster.
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Wegpunkt-Folgeverhalten
Die imWettbewerb vorgegebenen Missionsdaten setzten sich zusammen aus einemWegpunkt-
Graphen sowie einer Liste darin enthaltener, abzufahrender Checkpunkte (vgl. Abb. 4.13a).
Mit Hilfe dieser Missionsziele sowie der bekannten Fahrzeug-Eigenposition kann die Liste
der sequentiell abzufahrenden Folgewegpunkte bestimmt werden. Eine zeitlich optimierte
Planung la¨sst sich durch Speicherung der Fahrzeit zwischen den Wegpunkten im Graphen
erreichen, so dass bei mehrmaligem Durchfahren ungu¨nstige Streckenabschnitte nach Mo¨g-
lichkeit gemieden werden.
Die Wichtung der mo¨glichen Folgetrajektorien erfolgt in zwei Schritten. Zuna¨chst wird die
optimale Kru¨mmung berechnet, welche direkt auf den gewu¨nschten Wegpunkt hinfu¨hrt (rot
in Abb. 4.13b). Anschließend wird die Wichtung u¨ber die Kru¨mmungsdifferenz der einzel-
nen Kreisbo¨gen zur optimalen Kru¨mmung vorgenommen. Derjenige Kreisbogen, welcher der
















Abb. 4.13: Kartenmaterial und Wegpunkt-Folgeverhalten
Ausweichverhalten
Die zweite grundlegende Verhaltensweise des Fahrzeugs besteht darin, Hindernissen in je-
dem Fall auszuweichen. Das in Kapitel 6 erla¨uterte Objekttracking u¨berfu¨hrt die Daten der
umfelderfassenden Sensorsysteme hierzu in eine gemeinsame Darstellung, bei der die Kontur
jedes Hindernisses durch einen freien Polygonzug beschrieben wird. Die mo¨glichen Folgetra-
jektorien des DAMN-Ansatzes werden um die Fahrzeugbreite ausgedehnt und die resultie-
renden Fahrschla¨uche auf darin enthaltene Hindernisse u¨berpru¨ft (vgl. Abb. 4.14b). Liegen
eines oder mehrere Hindernispolygone im Fahrschlauch, so wird dieser durch Nullsetzten des
Gewichtes verboten.














Abb. 4.14: Hindernisdarstellung und Ausweichverhalten
Fahrbahn-Folgeverhalten
Insbesondere im Bereich von Kurven ist eine Interpolation zwischen den Wegpunkten fu¨r
die sichere Fahrzeug-Querfu¨hrung nicht ausreichend. Allerdings kann auch nicht davon aus-
gegangen werden, dass der Straßenverlauf stets durch sichtbare Hindernisse begrenzt wird.
Aus diesem Grund wird im dritten Basis-Verhalten die Befahrbarkeit des Untergrundes in
Betracht gezogen, um ein Abkommen von der Fahrbahn zu verhindern.
Als Eingangsdaten dient das in Kapitel 7 na¨her beschriebene probabilistische Befahrbarkeits-
modell, welches das Umfeld in befahrbare, unbefahrbare und unbekannte Abschnitte einteilt
(Abb. 4.15a). Die Wichtung der mo¨glichen Folgetrajektorien des DAMN-Ansatzes erfolgt
















Abb. 4.15: Befahrbarkeitsdarstellung und Folgeverhalten
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4.3.2 Zustandsbasierte Erweiterung der Fahrzeugfu¨hrung
Gema¨ß der zuvor skizzierten Fu¨hrungsstrategie ist das Fahrzeug stets in Bewegung und da-
bei bemu¨ht, das Optimum aus der Kombination der drei Basisverhalten einzunehmen. Es
ist offensichtlich, dass auf diese Weise nur ein Teilbereich der Fahraufgaben bewa¨ltigt wer-
den kann. Die drei Basisverhalten sind hierbei vergleichbar mit dem Automatismus eines
menschlichen Fahrers, der unterbewusst einen Großteil der Quer- und La¨ngsfu¨hrungsaufga-
ben verrichtet.
Kommt es jedoch zur Interaktion mit anderen Verkehrsteilnehmern oder einer notwendi-
gen Beru¨cksichtigung von Verkehrsregeln, ist eine bewusste und vor allem deterministische
Entscheidungsfindung notwendig. Situationen dieser Art stellen somit eine Ausnahme vom
normalen Fahrbetrieb dar und mu¨ssen gesondert behandelt werden.
Um diesen Anforderungen gerecht zu werden, la¨sst sich die verhaltensbasierte Fahrzeug-
fu¨hrung durch spezialisierte Zustandsmaschinen im Rahmen von Unterbrechungsroutinen


























































Abb. 4.16: Kombination verhaltens- und ereignisgesteuerte Fahrzeugfu¨hrung
wird zyklisch u¨berpru¨ft, ob die Bedingungen fu¨r die Aktivierung einer Interrupt-Routine
eingetreten sind (Interrupt-Handler). Ist dies der Fall, wird eine spezialisierte Zustandsma-
schine aktiviert. Diese kann die Kontrolle u¨ber das Fahrzeug komplett u¨bernehmen (direkter
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Durchgriff) oder alternativ auf die Wichtung der Basis-Verhaltensweisen Einfluss nehmen.
Situationsabha¨ngig lassen sich so verschiedene Verhaltensweisen aktivieren oder deaktivie-
ren.
Am Beispiel des Fahrzeug-Verhaltens in Kreuzungssituationen soll dieses Vorgehen erla¨utert
werden.
• Im Rahmen des Interrupt-Handlers wird wa¨hrend der Fahrt laufend u¨berpru¨ft, ob das
Fahrzeug in den Einzugsbereich einer Kreuzung eintritt. Ist diese Bedingung erfu¨llt, so
geht die Kontrolle an den Kreuzungs-Interrupt u¨ber.
• Zu Beginn des Kreuzungsinterrupts wird eine Stopptrajektorie gesendet, d.h. die Fahr-
geschwindigkeit wird in den geplanten Teiltrajektorien schrittweise auf Null reduziert.
Dies fu¨hrt zu einem definierten Anhalten des Fahrzeugs an der Haltelinie der Kreuzung.
• Wurde die Stopplinie erreicht, so wird die aktuelle Vorfahrtsituation an der Kreuzung
evaluiert. Zuna¨chst wird der interessante Bereich im Umfeld durch sog. Suchpolygone
(Abb. 4.17b) eingegrenzt. Diese Suchbereiche werden anschließend auf das Vorhanden-

















(b) Analyse der Vorfahrtssituation
Abb. 4.17: Kreuzungsverhalten durch Ereignissteuerung
• Die Pru¨fung wird so lange fortgefu¨hrt, bis alle relevanten Suchbereiche frei von Hinder-
nissen sind und eine sichere Weiterfahrt vorausgesetzt werden kann. Ist dies der Fall,
wird der Kreuzungsinterrupt beendet.
• Im Rahmen der Interrupt-Beendigung wird der korrekte Folgewegpunkt (Austritts-
punkt aus der Kreuzung) bestimmt und die verhaltensbasierte Bahnplanung in den
Normalbetrieb zuru¨ckversetzt.
Fu¨r jede Spezialsituation wird eine spezialisierte Zustandsmaschine entworfen und in die ver-
haltensbasierte Fahrzeugfu¨hrung integriert. Auf Basis dieses modularen Funktionszuwachses
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ko¨nnen U¨berholvorga¨nge, Parkaufgaben, Notbremsungen, Wendemano¨ver sowie alle Arten
von Vorfahrtsituationen unabha¨ngig voneinander entworfen und getestet werden.
4.3.3 Dynamische Bahnoptimierung
Es zeigt sich als besondere Herausforderung der Bahnplanung, dass die generierten Trajek-
torien nicht nur funktionalen Aspekten, sondern auch den physikalischen Randbedingungen
der Fahrdynamik genu¨gen mu¨ssen. Hierbei sind insbesondere Spru¨nge in der Kru¨mmung der
Sollbahn zu vermeiden, da diese vom Fahrzeug nur durch eine unendlich große Lenkwinkel-
geschwindigkeit abgebildet werden ko¨nnen [128]. Leider zeichnet sich gerade das gewa¨hlte
Prinzip zur Bahnplanung u¨ber die Aneinanderreihung von Kreisbogensegmenten durch eine
Vielzahl von Kru¨mmungsunstetigkeiten aus, sodass eine nachtra¨gliche Bahnoptimierung er-
folgen muss. Die geplanten Kreisbogensegmente werden dazu in eine Liste von Stu¨tzstellen
pi mit definiertem Abstand u¨berfu¨hrt. Zwischen den Stu¨tzstellen erfolgt die Interpolation in
der Art, dass eine glatte, kru¨mmungsstetige Sollbahn erzeugt wird. Zur Interpolation kommt
ein kubischer B-Spline [102] zum Einsatz. Sei pi die aktuell angefahrene Stu¨tzstelle, so ergibt
sich die interpolierte Sollbahn zu:
p(t) =
[





−1 3 −3 1
3 −6 3 0
−3 0 3 0










 ∀t ∈ [0, 1] (4.1)
Die Stetigkeit in Bezug auf Position und Kru¨mmung la¨sst sich aufrechterhalten, wenn wa¨h-
rend des Fahrvorgangs zwischen pi und pi+1 die Stu¨tzstellen pi−1 bis pi+2 durch die u¨berge-










Abb. 4.18: Spline-Interpolation zur dynamischen Bahnoptimierung
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mente aufgeteilt (vgl Abb. 4.18). Die Bahnplanung hat sicherzustellen, dass die Planung des
bereits aktiven Segmentes nur im Ausnahmefall (z.B. drohende Kollision) vera¨ndert wird. In
Kombination mit der Fahrzeug-Eigenposition la¨sst sich mit Hilfe von Gleichung (4.1) inner-
halb jedes Segmentes eine fu¨r die Querregelung beno¨tigte Kurswinkeldifferenz und Querab-
lage des Fahrzeugs errechnen.
4.4 Ausfu¨hrungsebene
Die Ausfu¨hrungsebene stellt die Aktorikschnittstellen des Fahrzeugs fu¨r die La¨ngs- und
Querregelung zur Verfu¨gung. Der von der Fahrzeugregelung errechnete Bremsdruck Psoll,
die Gaspedalstellung Tsoll sowie der gewu¨nschte Lenkwinkel δl werden per CAN-Bus an die
Hardwarekomponenten u¨bermittelt.
4.4.1 La¨ngs- und Querregelung
Die La¨ngsregelung ist als klassische P-PI Kaskadenstruktur ausgelegt (vgl. Abb. 4.19). Da
die Dynamik des Brems- und Beschleunigungskreises stark unterschiedlich ist, kommen un-
abha¨ngige Regler zum Einsatz. Eine vordefinierte Logik am Ausgang der beiden Regelkreise























Abb. 4.19: Struktur der Fahrzeug-La¨ngsregelung
inneren Regelkreis beno¨tigte Ist-Beschleunigung des Fahrzeugs steht u¨ber die Ortungsplatt-
form (siehe Abschnitt 4.1.2) zur Verfu¨gung. Um das Fu¨hrungsverhalten des Reglers wa¨hrend
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der Beschleunigungsphase zu verbessern, erfolgt weiterhin eine Vorsteuerung der Gaspedal-
stellung mit Hilfe eines inversen Motorkennfeldes.
Fu¨r die Querregelung kommt die in Abb. 4.20 dargestellte parallele Regelkreisstruktur zum
Einsatz [127]. Die Stellgro¨ße fu¨r den Lenkwinkel δl errechnet sich aus drei Komponenten:
• Mit Hilfe der aktuellen Bahnkru¨mmung κist, die der Spline-Darstellung entnommen
werden kann, la¨sst sich der Lenkwinkel fu¨r ein sto¨rungsfreies Abfahren der Bahn vor-
steuern.
• Die Querablage dist von der Sollbahn wird u¨ber einen Proportionalregler zu Null gere-
gelt.
• Die Kurswinkeldifferenz ∆Ψist zwischen der Ausrichtung der Bahn und der Fahrzeug-
orientierung Ψist wird u¨ber einen zweiten Proportionalregler ru¨ckgefu¨hrt.
Die drei Ausga¨nge werden aufsummiert und an den Lenkaktuator des Fahrzeugs u¨bermittelt.
Da die Fahrzeugdynamik abha¨ngig von der momentanen Fahrgeschwindigkeit ist, werden
die Versta¨rkungsfaktoren der Proportionalregler u¨ber ein Parameterscheduling geschwindig-
keitsabga¨ngig eingestellt. Es wurden dazu fu¨r verschiedene Fahrgeschwindigkeiten optimale




































Abb. 4.20: Struktur der Fzg.-Querregelung
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4.5 U¨berwachungsebene
Um die Zuverla¨ssigkeit und Betriebssicherheit des Fahrzeugs zu jedem Zeitpunkt sicherzustel-
len, ist die Entwicklung einer automatischen Systemu¨berwachung von zentraler Bedeutung.
Im Fehlerfall ist auf dem schnellstmo¨glichen Wege ein sicherer Betriebszustand anzunehmen.
Wegen der fehlenden Mo¨glichkeit eines menschlichen Eingriffs im eigentlichen Wettbewerb
ist zudem die Realisierung einer automatischen Fehlerbehebung notwendig. Um diesen An-
forderungen gerecht zu werden, wird das in Abb. 4.21 dargestellte zweistufige U¨berwachungs-




















































































Abb. 4.21: Konzept zur Fahrzeugu¨berwachung
• Die erste Stufe dient der Kommunikationsu¨berwachung sowie einer grundlegenden
Fehlerbehandlung. Die Aktorik-Befehle des Fahrzeugreglers werden u¨ber ein zentra-
les Gateway-Steuergera¨t gefu¨hrt. Im Normalfall werden alle Botschaften direkt an die
Aktorikkomponenten des Fahrzeugs weitergeleitet. Im Fehlerfall wird das Durchlei-
ten augenblicklich unterbrochen. Als Fehler wird ein menschlicher Eingriff in Lenkung
oder Bremse, die Aktivierung des fahrzeugeigenen Notaus-Kreises, eine Unterbrechung
in der Kommunikation sowie eine Fehlersignalisierung durch die zweite U¨berwachungs-
stufe aufgefasst. In Abha¨ngigkeit des konfigurierbaren Betriebsmodus (bemannte Fahrt
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oder unbemannter Betrieb) geht die Kontrolle dabei entweder an den menschlichen Si-
cherheitsfahrer zuru¨ck oder es wird eine automatische Notbremsung eingeleitet.
• In der zweiten Stufe erfolgt eine U¨berwachung der u¨bergeordneten Softwarekompo-
nenten. Diese senden zyklisch Statusbotschaften an ein zentrales Watchdog-Modul.
Bleibt eine Statusbotschaft aus oder wird in dieser ein Fehler signalisiert, so kann ent-
sprechend reagiert werden. Im Rahmen einer Fehleranalyse wird zuna¨chst die Schwere
des Fehlers bewertet und eine automatische Fehlerbehebung gestartet. Im Falle eines
Software-Fehlers wird der betroffene Prozess beendet und neu gestartet. Schla¨gt diese
Wiederherstellung fehl, so kann vom U¨berwachungsrechner aus die Energieversorgung
der betroffenen Komponente ab- und wieder angeschaltet werden. Das Fahrzeug wird
wa¨hrend der automatischen Fehlerbehebung in einen sicheren Betriebszustand u¨ber-
fu¨hrt und kann anschließend den Fahrbetrieb wieder aufnehmen.
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5 Theoretische Grundlagen
Im Rahmen dieses Kapitels sollen die theoretischen Grundlagen fu¨r die objekt- und karten-
basierte Umfeldmodellierung bzw. die damit verbundenen Algorithmen erarbeitet werden.
Beide Ansa¨tze lassen sich auf eine gemeinsame informationstheoretische Basis zuru¨ckfu¨hren,
die auf folgende U¨berlegungen zuru¨ckgeht:
• In einer a priori unbekannten Umgebung werden durch ein Sensorsystem Informationen
gesammelt, welche Ru¨ckschlu¨sse auf den Zustand der Umgebung zulassen.
• Der Zusammenhang zwischen Messdaten und Systemzustand ist u¨ber ein Sensormodell
bekannt. Die Messdaten sind jedoch durch additive Rauschprozesse gesto¨rt.
• Es wird vorausgesetzt, dass die Eigendynamik des Umfelds bekannt ist. Auf Basis eines
zuletzt bekannten Zustandes kann somit der Folgezustand berechnet werden.
• Sind sowohl Messrauschen als auch Dynamikmodell bekannt, so kann eine zeitliche In-
tegration der Messinformation erfolgen, um den Informationsgehalt u¨ber den wahren
Zustand der Umgebung kontinuierlich zu steigern. Dieser wird durch einen Scha¨tzwert
angena¨hert. Mit jeder neu eingehenden Messung steigt die Zuverla¨ssigkeit der Scha¨t-
zung.


































Abb. 5.1: Rekursiver Filterprozess fu¨r die Umfeldwahrnehmung
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vorgangs wird der neu eingehende Informationsgehalt (die Innovation) als Differenz zwischen
dem tatsa¨chlich eingegangenen Messwert und dem u¨ber Dynamik- und Sensormodell berech-
neten erwarteten Messwert berechnet. Die Innovation wird u¨ber eine Korrekturfunktion zur
Aktualisierung des Zustandsscha¨tzwertes herangezogen.
U¨berfu¨hrt man diese U¨berlegungen in eine probabilistische Beschreibungsform, so la¨sst sich
der Bayes’sche Filteralgorithmus ableiten.
5.1 Der Bayes’sche Filteralgorithmus
Grundlage der folgenden Betrachtungen ist Bayes Theorem fu¨r die Verrechnung von beding-
ten Wahrscheinlichkeiten [20]. Es gilt
P [A|B] =
P [B|A] · P [A]
P [B]
. (5.1)
Die Wahrscheinlichkeit fu¨r das Ereignis A unter der Bedingung B la¨sst sich demnach aus-
dru¨cken durch die Wahrscheinlichkeit fu¨r das Ereignis B unter der Bedingung A multipliziert
mit der Wahrscheinlichkeit des Ereignisses A und dividiert durch die Einzelwahrscheinlich-
keit von B.
Fu¨r die weitere Herleitung hilfreich ist ferner das Theorem der totalen Wahrscheinlichkeit.




P [B|Ai] · P [Ai]. (5.2)
Diese abstrakte Definition der Wahrscheinlichkeitstheorie soll fu¨r das Prinzip der Umfeld-
modellierung konkretisiert werden. Es wird zuna¨chst von diskreten Wahrscheinlichkeiten auf
einen kontinuierlichen Zustandsraum u¨bergegangen. Es sei p(x) die Wahrscheinlichkeitsdich-
tefunktion des kontinuierlichen Zustandsvektors x. Ziel der Bayes’schen Filterung ist die
Bestimmung der Wahrscheinlichkeitsdichte unter Beru¨cksichtigung aller eingehenden Mess-
informationen (a-posteriori Wahrscheinlichkeit). Auf Basis dieser Verteilung la¨sst sich jeder
beliebige Scha¨tzwert fu¨r den wahren Systemzustand ableiten. Ga¨ngige Scha¨tzwerte sind hier-
bei in Abb. 5.2 dargestellt.
Es sei der Vektor y die Messinformation eines beliebigen Sensorsystems. Man definiert die
Gesamtheit aller zur Verfu¨gung stehenden Messvektoren bis zum Zeitpunkt k zu
Yk = {y0, ...,yk} . (5.3)









Abb. 5.2: Wahrscheinlichkeitsverteilung und mo¨gliche Scha¨tzwerte
Die gesuchte a-posteriori Wahrscheinlichkeitsverteilung des Zustandsvektors x la¨sst sich als
bedingte Wahrscheinlichkeitsdichte ausdru¨cken. Diese ergibt sich zu





Die Bedingung u¨ber alle Messungen Yk+1 wurde hierbei aufgeteilt in die Bedingung durch
den neu eingehenden Messvektor yk+1 und den Satz aller zuru¨ckliegenden Messwerte Yk.















Mit Hilfe des Gesetzes der totalen Wahrscheinlichkeit aus Gleichung (5.2) lassen sich einige
Terme umstellen. Es gilt
p (xk+1 |Yk ) =
ˆ











· p (xk+1 |Yk ) dxk+1. (5.7)



















p (xk+1 |xk,Yk ) p (xk |Yk ) dxkdxk+1
. (5.8)
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Diese Beziehungen ko¨nnen durch die Voraussetzung einiger Annahmen an die Natur des
Umfeldmodells vereinfacht werden:
• Es wird angenommen, dass ein Markov-Prozess [63] 1. Ordnung zugrunde liegt. Der
Folgezustand xk+1 ha¨ngt lediglich von seinem Ursprungszustand xk ab. Alle zeitlich
zuru¨ckliegenden Messwerte Yk sind bereits im Ursprungszustand beru¨cksichtigt. Es
gilt
p (xk+1 |xk,Yk ) = p (xk+1 |xk ) . (5.9)
• Es wird angenommen, dass ein aktueller Messwert yk+1 nur vom Augenblickswert des










Mit den Gleichungen (5.6, 5.7, 5.9) und (5.10) la¨sst sich Gleichung (5.8) weiter umstellen














p (xk+1 |xk ) · p (xk |Yk ) dxkdxk+1︸ ︷︷ ︸
Normierung
. (5.11)
Der Algorithmus la¨sst sich in die drei Schritte Pra¨diktion, Messwertaktualisierung und Nor-
mierung aufteilen. Um eine geschlossene algebraische Form angeben zu ko¨nnen, mu¨ssen die
Integrale in Gleichung (5.11) unter der Vorgabe gewisser Randbedingungen an die Rausch-
prozesse sowie das wirkende Sensor- und Dynamikmodell gelo¨st werden. Der Bayes’sche
Filteralgorithmus bildet die Grundlage fu¨r alle im Rahmen dieser Arbeit relevanten Scha¨tz-
filteralgorithmen [33] und daru¨ber hinaus fu¨r den Großteil der in der Praxis zum Einsatz
kommenden Verfahren im Bereich Umfeldmodellierung. Abb. 5.3 stellt die Erblinie des Fil-
ters fu¨r die im Folgenden ero¨rterten Algorithmen dar.
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Markov-Annahme









































































Abb. 5.3: Der Bayes’sche Filteralgorithmus und seine Varianten
5.2 Objektbasierte Umfeldmodellierung
Ausgangspunkt der objektbasierten Umfeldmodellierung ist die Beschreibung jedes Objekts
durch den eindeutigen Zustandsvektor x, der alle relevanten Objekteigenschaften beinhaltet.
Es wird davon ausgegangen, dass die Messinformation eines Sensorsystems im Rahmen der
Datenassoziation zu jedem Zeitpunkt eindeutig dem korrespondierenden Objekt des Umfeld-
modells zugeordnet werden kann. Eine weitere Voraussetzung ist die Verfu¨gbarkeit von di-
rekten Messwerten, die keine Abha¨ngigkeit zu zeitlich zuru¨ckliegenden Messungen aufweisen
[3]. Der letzte Punkt ist unter Verwendung von objektgebenden Sensoren nur na¨herungswei-
se erfu¨llt, da diese im Allgemeinen u¨ber ihre interne Objektverfolgung bereits vorgefilterte
Umfelddaten zur Verfu¨gung stellen. Da u¨blicherweise fu¨r den Anwender u¨ber den genauen
Ablauf der sensorinternen Objektverfolgung nichts oder nur wenig bekannt ist, muss eine
Modellierung dieser Abha¨ngigkeiten entfallen [114].
Auf Basis dieser Annahmen kann eine Scha¨tzung des Objektzustandes gema¨ß des zuvor
skizzierten Bayes’schen Filteralgorithmus erfolgen.
5.2.1 Prozessmodell im Zustandsraum
Man definiert zuna¨chst das Prozessmodell des Objektes im Zustandsraum, das den Zusam-
menhang zwischen der Messinformation und dem Zustandsvektor bzw. die zeitliche A¨nderung
40 5 Theoretische Grundlagen
des Zustandsvektors beschreibt. Es gilt
xk+1 = f (xk,uk) + qk und (5.12)
yk+1 = h (xk+1) + rk+1. (5.13)
Hierbei ist
• xk der n× 1 Zustandsvektor zum Zeitpunkt k,
• uk der k × 1 Eingangsvektor,
• yk der korrespondierende m× 1 Messvektor des Sensorsystems,
• f(xk) die U¨bergangsfunktion des Zustandsvektors vom Zeitpunkt k auf den Zeitpunkt
k + 1,
• h(xk) der Zusammenhang zwischen Mess- und Zustandsvektor,
• qk ein beliebiger n× 1 Vektor des Systemrauschens und
• rk ein beliebiger m× 1 Vektor des Messrauschens.





f x u( , )k k
qk rk
Abb. 5.4: Systemmodell im Zustandsraum
wahrnehmung entspricht der Eingangsvektor u beispielsweise dem Lenk- oder Bremseingriff
durch den Fahrer eines verfolgten Zielfahrzeugs. Dieser ist nicht bekannt und wird daher
im Folgenden vernachla¨ssigt, so dass nur die Eigendynamik des beobachteten Objekts von
Interesse ist.
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Beobachtbarkeit
Um eine Scha¨tzung des Systemzustandes durch die Bayes’sche Filtertheorie zu erlauben, mu¨s-
sen U¨bergangs- und Messfunktion das Kriterium der Beobachtbarkeit [96] erfu¨llen, das der
linearen Beobachter-Theorie (Luenberger-Beobachter) aus der klassischen Regelungstechnik
entnommen werden kann. Fu¨r ein lineares Zustandsraummodell mit skalarer Ausgangsgro¨ße
der Form
xk+1 = F · xk und (5.14)
yk+1 = H · xk+1 (5.15)
la¨sst sich durch Transformation mit der MatrixV der Eigenvektoren von F eine Entkopplung
der Zustandsgro¨ßen [81] durch Diagonalisierung der Matrix F erreichen. Es gilt
V · x˜ = x und somit




y = V ·H︸ ︷︷ ︸
H˜
·x˜. (5.16)
Die Diagonalisierung der neuen Systemmatrix F˜ fu¨hrt zu der in Abbildung 5.5 gezeigten



















Abb. 5.5: Jordan-Normalform des Prozessmodells
der Ausgangsmatrix H˜, d.h. h˜i = 0 in Abb. 5.5 nicht vom Ausgang y auf die betreffende
Zustandsgro¨ße x˜i zuru¨ckgerechnet werden kann. Die Zustandsgro¨ße x˜i ist in diesem Fall nicht
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beobachtbar. Ohne den Umweg der Diagonalisierung fu¨hrt diese Feststellung zur allgemeinen
Definition der Beobachtbarkeit.












vollen Rang n aufweist.
Im Falle nichtlinearer Prozessmodelle werden die Matrizen F und H durch die linearisierten
(Jacobi-) Matrizen der Systemu¨bergangs- und Ausgangsfunktion f(xk) und h(xk) ersetzt.
5.2.2 Kalman Filter
Die Systembeschreibung im Zustandsraum ist Grundlage fu¨r die Herleitung bekannter Scha¨tz-
verfahren aus dem Bayes’schen Filteralgorithmus. Eine geschlossene algebraische Lo¨sung der
Integrale in Gleichung (5.11) kann hierbei nicht fu¨r beliebige Systemu¨bergangs- und Aus-
gangsfunktionen bestimmt werden.
Beim Kalman Filter beschra¨nkt man sich daher auf die Betrachtung von linearen Syste-
men mit normalverteilten, stochastischen Rauschprozessen. Fu¨r die Initialisierung der a-
priori Wahrscheinlichkeitsverteilung des Systemzustandes wird eine Normalverteilung um
den Scha¨tzwert xˆ mit bekannter Kovarianzmatrix Pˆ angenommen. Das Prozessmodell ver-
einfacht sich unter diesen Annahmen zu
xk+1 = Fxk + qk und
yk+1 = Hxk+1 + rk+1. (5.18)
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Die Kovarianzmatrizen Q und R des System- und Messrauschens werden als bekannt vor-

















Wenn fu¨r die a-priori Wahrscheinlichkeitsverteilung des Systemzustandes eine Normal-
verteilung um den Scha¨tzwert xˆ mit der Kovarianzmatrix Pˆ gilt, so gilt auch fu¨r dessen
Pra¨diktion auf Basis des linearen Systemmodells eine Normalverteilung um x∗k+1 mit
der Kovarianzmatrix P∗k+1. Diese berechnen sich zu




Definitionsgema¨ß ist der Messvektor y normalverteilt um den Zustandsvektor x, da ein











Die Normierung gema¨ß Glg. (5.11) ergibt sich als Integral u¨ber die bereits in den
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Die mathematische Herleitung fu¨r die Lo¨sung der Integrale u¨ber die Normalverteilungen in
Gleichung (5.21), (5.23) und (5.24) kann z.B. [74, 120] entnommen werden. Es resultiert der
rekursive Scha¨tzalgorithmus des Kalmanfilters:
x∗k+1 = Fxˆk, (5.26)
P∗k+1 = FPˆkF
T +Q, (5.27)























Dieses liefert den optimalen (Mimimum Mean Squared Error) Scha¨tzwert fu¨r den Systemzu-
stand unter der Voraussetzung, dass alle Annahmen an die Natur des Prozessmodells erfu¨llt
sind [6].
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5.2.3 Erweitertes Kalmanfilter
In der Praxis ist ein lineares Prozessmodell oft nicht gegeben. Bildet man jedoch eine nor-
malverteilte Zufallsvariable durch eine nichtlineare Funktion ab, so ist das Ergebnis nicht
weiterhin normalverteilt, wie in Abb. 5.6 dargestellt ist.



























Lineare Abbildung Nichtlineare Abbildung
Ausgangsverteilung























Abb. 5.6: Lineare und nichtlineare Transformation einer Normalverteilung
Fu¨r die Anwendung des Bayes’schen Filteralgorithmus bedeutet dies, dass eine geschlossen
algebraische Lo¨sung der Integrale wie in den Gleichungen (5.21), (5.23) und (5.24) nicht
mo¨glich ist. Beim erweiterten Kalmanfilter wird dieser Problematik durch Linearisierung um
den aktuellen Scha¨tzwert xˆ begegnet. Es ergibt sich fu¨r die linearisierten Gleichungen
f˜(xk) ≈ f(xˆk) + Fk · (xk − xˆk) (5.33)
h˜(xk+1) ≈ h(xˆk+1) +Hk+1 · (xk − xˆk) . (5.34)
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Durch die Linearisierung wird das Problem auf ein einfaches Kalmanfilter zuru¨ckgefu¨hrt. Es
ergibt sich folgender Filteralgorithmus:






























Pˆk+1 = (I−Kk+1Hk+1) ·P
∗
k+1. (5.37)
Die Jacobi-Matrizen Fk und Hk mu¨ssen in jedem Zeitschritt k neu berechnet werden, wo-
durch sich ein entsprechend ho¨herer Rechenzeitbedarf ergibt.
Es ist offensichtlich, dass der Ansatz der Linearisierung beim erweiterten Kalmanfilter zu
Abbildungsfehlern fu¨hrt, die den Erwartungswert und die Varianz der Zustandsscha¨tzung
negativ beeinflussen. Die Gro¨ße des Fehlers ist abha¨ngig vom Grad der Nichtlinearita¨t des
Prozessmodells.
5.2.4 Sigma-Punkt Filtervarianten
Um die Abbildungsfehler zu minimieren, wurden verschiedene weiterfu¨hrende Scha¨tzfilter
auf Basis des erweiterten Kalmanfilters entworfen [78], welche insbesondere im Bereich der
Eigenlokalisation zum Einsatz kommen [26, 113]. Die unter dem Oberbegriff Sigma-Punkt-
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Filter einzuordnenden Algorithmen erweitern die Zustandsscha¨tzung auf die Betrachtung
einer Reihe von Testvektoren (sog. Sigma-Punkte) aus der Wahrscheinlichkeitsverteilung des
Systemzustandes. Aufgrund der A¨hnlichkeit der verschiedenen Sigma-Punkt-Varianten soll
hier lediglich das Unscented Kalmanfilter vorgestellt werden.






























Pˆi ist die i-te Spalte der Quadratwurzel der Scha¨tzfehler-Kovarianzmatrix Pˆ,
κ ein frei wa¨hlbarer Parameter fu¨r die Lage der Testpunkte und n die Dimension des Zu-
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Durch die Streuung der Sigma-Punkte entlang der Wahrscheinlichkeitsverteilung des System-
zustandes ergibt sich eine optimierte Abdeckung des nichtlinearen U¨bertragungsverhaltens.
Um den Einfluss des Systemrauschens Q zu beru¨cksichtigen, wird fu¨r den pra¨dizierten Zu-
standsvektor x∗k+1 mit der Kovarianzmatrix P
∗
k+1 eine neue Sigma-Punkt-Verteilung mit
χ
∗∗(i)
k+1 unter Verwendung von Gleichung (5.38) erzeugt. Die auf diese Weise neu erzeugten
Sigma-Punkte χ
∗∗(i)
k+1 werden mit Hilfe der nichtlinearen Systemausgangsfunktion h(x) auf
den erwarteten Messvektor abgebildet. Der pra¨dizierte Messwert y∗k+1 sowie dessen Kovari-


























































Der verbleibende Prozess der Zustandsscha¨tzung la¨sst sich auf das klassischen Kalmanfilter
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Es ist anzumerken, dass insbesondere fu¨r die Sigma-Punkt-Scha¨tzfilter eine erstaunliche Va-
riantenvielfalt entwickelt worden ist. Die einzelnen Subtypen unterscheiden sich jedoch im
Wesentlichen nur in der Wahl der Testvektoren und/oder der Modellierung des Prozess-
und Messrauschens. Eine Einfu¨hrung in die Dualita¨t verschiedener Sigma-Punkt Scha¨tzfilter
liefert [76, 77].
5.2.5 Weiterfu¨hrende Scha¨tzverfahren und Auswahlkriterien
Auf Grundlage des Kalman-Algorithmus bzw. auf Grundlage der Bayes’schen Filtertheorie
wurden eine Vielzahl von Varianten entwickelt, welche eine optimierte Zustandsscha¨tzung
fu¨r bestimmte Spezialfa¨lle erlauben. Im Fokus stehen hierbei vor allem die Anpassung des
Scha¨tzalgorithmus auf verschiedene Bewegungsmodelle und/oder Zuordnungshypothesen so-
wie die Erweiterung der Zustandsscha¨tzung auf beliebige, nicht-normalverteilte Scha¨tzpro-
bleme.
Multi-Modell-Scha¨tzfilter
Das Interacting Multiple Model Filter (IMM) ermo¨glicht die Beru¨cksichtigung mehrerer Be-
wegungsmodelle eines Ziels durch die parallele Berechnung eines separaten Scha¨tzfilters (z.B.
Kalmanfilter) fu¨r jedes Modell. Der Modellu¨bergang wird als Markov-Kette modelliert, die
Bestimmung der zu jedem Zeitpunkt gu¨ltigen Modellwahrscheinlichkeit ist Bestandteil des
Scha¨tzalgorithmus und wird u¨ber Bewertung der Innovationsterme aller unterlagerten Ein-
zelmodellfilter realisiert. Es ergibt sich der in Abb. 5.7a dargestellte Ablauf. Charakteristisch
fu¨r den Algorithmus sind die zusa¨tzlichen Stufen zur Ein- und Ausgangsmischung. In diesen
erfolgt ein Informationsaustausch zwischen den Einzelmodellfiltern, wobei die verschiedenen
Scha¨tzwerte u¨ber ihre Modellwahrscheinlichkeit gewichtet einfließen. Auf Einzelheiten des
Algorithmus wird an dieser Stelle aus Gru¨nden der U¨bersichtlichkeit verzichtet, eine umfas-
sende Einfu¨hrung liefert [61].
Mit der parallelen Berechnung mehrerer Scha¨tzfilter ist beim IMM-Algorithmus ein ent-
sprechender Rechenmehraufwand verbunden. Als vereinfachte Variante bietet sich das sog.
Model-Switching Kalmanfilter an, bei der die Einzelmodell-Scha¨tzfilter nicht parallel berech-
net werden, sondern ein hartes Umschalten zwischen den Bewegungsmodellen erfolgt (vgl.
5.7b). Als Umschaltkriterium wird i.A. der zeitliche Mittelwert der normierten quadrati-
schen Scha¨tzfilterinnovation gema¨ß Gleichung (5.59) ausgewertet. Diese ist im Optimalfall
(konsistente Zustandsscha¨tzung) χ2









































eine Modellverletzung hin und ko¨nnen zum Wechsel zwischen den Scha¨tzfiltern ausgenutzt
werden [38].
Partikelfilter
Die fu¨r die verschiedenen Kalmanfilter-Varianten notwendige direkte analytische Lo¨sung der
Bayes’schen Filtergleichung setzt normalverteilte Rauschprozesse voraus, wodurch das Ein-
satzgebiet der daraus abgeleiteten Scha¨tzfilter entsprechend begrenzt ist. Entfa¨llt diese Be-
schra¨nkung und ist daher keine analytische Lo¨sung mo¨glich, so kann alternativ eine Bestim-
mung der gesuchten a-posteriori Wahrscheinlichkeitsverteilung u¨ber das Prinzip der Monte-
Carlo-Integration erfolgen. Beim Partikelfilter wird die Einzelinstanz des Zustandsvektors
dazu ersetzt durch eine große Anzahl von Testvektoren. Die Gesamtheit aller Testvekto-
ren approximiert nach dem Gesetz der großen Zahlen die Wahrscheinlichkeitsverteilung des













= p [xk|Yk] . (5.53)
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Jeder mo¨glichen Realisierung des Zustandsvektors wird ein skalares Gewicht wi zugeordnet,
das die Signifikanz des Partikels symbolisiert. Die Zustandsscha¨tzung des Partikelfilters la¨sst
sich in drei Phasen aufteilen.









Insbesondere die Einflu¨sse von nichtidealen (nicht-normalverteilten) Rauschprozessen
sowie multi-modale oder nichtparametrische Bewegungsmodelle [61] lassen sich auf
diese Weise ohne gro¨ßeren Zusatzaufwand integrieren.
• Nach der Pra¨diktion wird jedes Partikel unter Beru¨cksichtigung seiner Na¨he zum neu




∣∣xi∗k+1 ) . (5.55)
Es ko¨nnen beliebige Rauschprozesse im Rahmen des Sensormodells angenommen wer-
den.
• Sind alle Gewichte wi bestimmt, so erfolgt ein Neuaufbau der Partikelwolke. Bei kon-
stant gehaltener Gesamtanzahl werden die Partikel entsprechend ihres Gewichtes in der
Neuanordnung dupliziert. Partikel mit geringem Gewicht ko¨nnen hierbei entfernt wer-
den. Die resultierende Partikelwolke approximiert anschließend die gesuchte a-posteriori
Wahrscheinlichkeitsverteilung des Systemzustandes.
Der Scha¨tzprozess wird in Abb. 5.8 verdeutlicht. Aus der Partikelwolke lassen sich belie-
wahrer Zustand






































Abb. 5.8: Scha¨tzvorgang des Partikelfilters
bige Scha¨tzwerte ableiten (vgl. Abb. 5.2). Die Sta¨rke des Partikelfilters ist seine Flexibili-
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ta¨t, die jedoch u¨ber die Anzahl der Partikel mit einem entsprechend hohen Rechenaufwand
bezahlt wird. La¨sst sich der Zustandsraum der Scha¨tzung in normalverteilte und nicht-
normalverteilte Zustandsgro¨ßen aufteilen, so kann u¨ber das Prinzip der Rao-Blackwellisierten
Monte-Carlo-Integration eine Mischform aus Kalman- und Partikelfilter geschaffen werden,
wodurch sich die Anzahl der fu¨r die Scha¨tzung notwendigen Partikel deutlich reduzieren
la¨sst. In [115] wird eine praktische Anwendung dieser Vorgehensweise fu¨r die gleichzeitige
Lo¨sung des Datenzuordnungs- und Scha¨tzproblems beschrieben.
Auswahlkriterien fu¨r die Umfeldwahrnehmung
Die zuvor vorgestellten Filteralgorithmen unterscheiden sich zum Teil erheblich bezu¨glich
ihres Implementierungsaufwandes und Rechenzeitbedarfs. Das Partikelfilter ist zwar das fle-
xibelste und leistungsfa¨higste Verfahren, jedoch kann es seine Vorteile nur bei ausgepra¨gten
Nichtlinearita¨ten des Prozessmodells und/oder nichtidealen Rauschprozessen ausspielen.







































































Abb. 5.9: Vergleich Scha¨tzung EKF / UKF
Insbesondere die exakte Modellierung der wirkenden Rauschprozesse ist in der Praxis ein er-
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hebliches Problem, da diese weder bekannt noch ohne gro¨ßeren Aufwand messtechnisch quan-
tifizierbar sind. U¨blich ist eine Approximation durch Normalverteilungen, wodurch jedoch
im Prinzip keine Notwendigkeit fu¨r die aufwendige Monte-Carlo-Integration mehr besteht.
Zudem ist der Grad der Nichtlinearita¨t der in der Praxis fu¨r die Umfeldwahrnehmung rele-
vanten Dynamik- und Sensormodelle begrenzt. Bei einem Einsatz im Mehrziel-Betrieb muss
weiterhin fu¨r jedes Objekt ein separater Scha¨tzfilter mit der damit verbundenen Partikelan-
zahl betrieben werden. Dies ist fu¨r den Einsatz im urbanen Umfeld mit einer zu erwartenden
hohen Objektanzahl nicht unproblematisch. Reduziert man die Partikelanzahl je Scha¨tzfilter
aufgrund der limitierten Rechenzeit, so nimmt die Gu¨te der Approximation stark ab.
Fu¨r den Anwendungsfall der urbanen Objektverfolgung soll daher das Scha¨tzverhalten des
erweiterten Kalmanfilters mit dem der verbesserten Sigma-Punkt-Varianten verglichen wer-
den. Als Prozessmodell des Objekt-Zustandsvektors wird das in Kapitel 6 na¨her spezifizierte
Bewegungsmodell herangezogen, welches eine konstante Gierrate und Objektbeschleunigung
voraussetzt. Die Simulationsergebnisse in Abb. 5.9 machen deutlich, dass sich nahezu iden-
tische Scha¨tzergebnisse einstellen.
Der theoretisch nachweisbare Vorteil der aufwendigeren Sigma-Punkt-Linearisierung ist fu¨r
die gegebene Problemstellung in der Praxis wenig relevant, so dass auf das erweiterte Kal-
manfilter zuru¨ckgegriffen wird.
5.2.6 Objekttracking
Die rekursive Struktur der Bayes’schen Zustandsscha¨tzung gibt den grundlegenden Ablauf
fu¨r die Objektverfolgung (engl. Tracking [16, 17]) vor. Man erha¨lt die in Abb. 5.10 darge-
stellten fu¨nf elementare Schritte.
• Der Messzeitpunkt des Sensorsystems wird genutzt, um eine Pra¨diktion des Umfeld-
modells auf die aktuelle Zeitscheibe vorzunehmen. Im Ergebnis liegen die Messdaten
des Sensorsystems sowie die Objektdaten des Umfeldmodells in einem gemeinsamen
zeitlichen Bezugssystem vor, so dass ein direkter Vergleich ermo¨glicht wird. Der kor-
rekten Bestimmung des Messzeitpunktes kommt damit eine besondere Verantwortung
fu¨r die Gu¨te der Objektverfolgung zu.
• Das Sensorsystem arbeitet ohne Kenntnis des Umfeldmodells, im Falle einer Mehrziel-
Anwendung muss daher ein Bezug zwischen den eingehenden Messdaten fu¨r verschie-
dene Ziele und deren Repra¨sentation im Umfeldmodell hergestellt werden. Liegen beide
im selben zeitlichen Bezug vor, so kann ein Abgleich u¨ber das Sensormodell erfolgen.
Im Rahmen der Datenassoziation wird zuna¨chst fu¨r jeden pra¨dizierten Zustandsvektor
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Objektdaten
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Abb. 5.10: Grundlegender Ablauf Objekttracking




Auf Basis des erwarteten Messvektors wird ein A¨hnlichkeitswert d(y∗,y) zum tatsa¨ch-
lichen Messwert generiert. Die Definition dieser A¨hnlichkeitsmetrik ist beliebig, jedoch
muss diese folgenden Konventionen genu¨gen:
d(y∗,y) > 0 ∀ y∗ 6= y und
d(y∗,y) = 0 ∀ y∗ = y. (5.57)
Etabliert hat sich eine skalare Bewertung auf Basis eines m-dimensionalen Ellipsoiden,






· (y[i]− y∗[i])2 . (5.58)
Die frei definierbaren Parameter αi bestimmen die Form und Ausdehnung der ny-
dimensionalen Hyperellipse, die Vektoren gleichen A¨hnlichkeitsmaßes miteinander ver-
bindet(vgl. Abb. 5.11). U¨blich ist eine Wahl der αi analog der Hauptdiagonalelemente
der Innovationskovarianzmatrix S aus Gleichung (5.25). Beru¨cksichtigt man neben der








Abb. 5.11: Elliptisches A¨hnlichkeitsmaß
Hauptdiagonale auch die Nebendiagonalen, so ergibt sich die in [16] angegebene nor-
mierte quadratische Innovation ǫν als Abstandsmaß zu
d(y∗,y) = ǫν = (y − y
∗)T · S−1 · (y − y∗) . (5.59)
Sind alle Voraussetzungen fu¨r den Einsatz eines Kalmanfilters erfu¨llt (lineares System,
normalverteilte Rauschprozesse), folgt ǫν einer χ
2-Verteilung mit m Freiheitsgeraden.
Kontinuierliches Abweichen der normierten quadratischen Innovation weist auf eine
Inkonsistenz der Zustandsscha¨tzung hin und kann zur Gu¨teu¨berwachung und Mano¨-
verdetektion im Tracking-Algorithmus eingesetzt werden [4, 7].
Ziel der Datenzuordnung ist es, fu¨r jeden Zustandsvektor x den korrekten Messvek-
tor y zu bestimmen, welcher fu¨r eine Zustandsscha¨tzung in Frage kommt. Fu¨r das
Bestimmen dieser Zuordnung sind eine ganze Reihe verschiedener Algorithmen in der
Literatur beschrieben [12, 36, 108]. Zu unterscheiden sind hierbei
– Einfachzuordnungen (Abb. 5.12a), bei denen stets eine optimale Zuordnung ge-
sucht wird,
– Mehrfachzuordnungen (Abb. 5.12b), bei denen mehrere Messvektoren fu¨r die Ak-
tualisierung eines Objektzustandes herangezogen werden und
– Multi-Hypothesen Trackingfilter (Abb. 5.12c), bei denen fu¨r jede mo¨gliche Zuord-
nung eine separate Instanz des Objekt-Zustandsvektors verfolgt wird.
Um den Aufwand der Zuordnung zu verringern ist es hierbei u¨blich, unwahrschein-
liche Paarungen aus Mess- und Zustandsvektor durch Schwellwertu¨berwachung des
Abstandsmaßes auszuschließen (engl. Gating).
• Ist die Datenassoziation abgeschlossen, so lassen sich die Messdaten in zwei Gruppen
aufteilen. Der Anteil, fu¨r den eine gu¨ltige Assoziation zu einem bestehenden Objekt-
Zustandsvektor ermittelt wurde, wird dem Zustandsscha¨tzer zur Aktualisierung der



















Abb. 5.12: Datenzuordnung und ihre Varianten
Objektdaten zugefu¨hrt. Der Anteil, fu¨r den keine gu¨ltige Assoziation ermittelt wer-
den konnte, stellt potentiell ein neues (zuvor noch nicht beobachtetes) Objekt in der
Fahrzeugumgebung dar und wird in die Trackinitialisierung u¨berfu¨hrt.
• Im Rahmen der Trackinitialisierung gilt es, durch Sto¨rungen erzeugte Fehlziele der
Sensoren (sog. Geistermessungen) von korrekten Messungen eines neu im Umfeld vor-
handenen Objektes zu unterscheiden. Im Falle eines Einzelsensorsystems kommt hier-
bei u¨blicherweise eine zeitliche Plausibilisierung zum Einsatz, d.h. eine Messung muss
u¨ber mehrere Messzyklen hinweg stabil durch das Sensorsystem erzeugt worden sein.
Im Falle von Mehrsensornetzwerken kann zusa¨tzlich eine Plausibilisierung u¨ber redun-
dante Beobachtungsbereiche fu¨r einen Ausschluss von Geistermessungen herangezogen
werden.
• Als Abschluss des Objekttrackings werden die vorhandenen und neu initialisierten Ob-
jektdaten des Umfeldmodells einer Trackverwaltung zugefu¨hrt. Deren Aufgabe ist es
Objekte zu identifizieren, fu¨r die keine neuen Messdaten eingehen. Diese haben den
Beobachtungsbereich des Sensorsystems verlassen und mu¨ssen entsprechend aus dem
Umfeldmodell entfernt werden.
Trackinitialisierung, Trackverwaltung und Datenassoziation kommen ein hohes Maß an Ver-
antwortung fu¨r die Gu¨te des resultierenden Umfeldmodells zu. Falsche oder fehlende Asso-
ziationen fu¨hren zu einer inkonsistenten Zustandsscha¨tzung und im Verlauf dessen zu einer
fortwa¨hrenden Neuinitialisierung und Lo¨schung von Objektdaten. Eine fehlerhafte Initialsie-
rung sorgt ihrerseits wiederum fu¨r eine Sto¨rung der Datenassoziation, da unno¨tig erzeugte
Objekte (falsche Alarme) mit den korrekten Objektdaten in Konkurrenz treten.
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5.3 Kartenbasierte Umfeldmodellierung
Ausgangspunkt eines kartenbasierten Umfeldmodells ist die Diskretisierung des gesamten Be-
obachtungsbereiches in einzelne Zellen. Der mo¨gliche Inhalt jeder einzelnen Zelle ist identisch
und frei definierbar, in Analogie zur objektbasierten Darstellung ist dies der Zustandsraum
der Karte, welche sich aus allen Zellen zusammensetzt. Die Umfeldkarte kann hierbei beliebi-
ge zweidimensionale [101], dreidimensionale [32, 117] oder auch mehrdimensionale [24, 25, 51]
Ra¨ume abdecken. Da die Anzahl der Zellen exponentiell mit der Anzahl der Dimensionen
ansteigt, sind allerdings vor allem zweidimensionale Karten in der Praxis relevant.
Definition 5.2 (2D-Karte) Eine zweidimensionale Karte ist definiert durch
• eine Menge Z unabha¨ngiger Zellen z(i, j),
• die Anzahl M bzw. N der Zellen entlang der Kartendimensionen i und j,










• die Auflo¨sung der Karte entlang der kontinuierlichen Darstellung ∆x und ∆y ∈ R und
• die Abbildung Ξ(x, y)→ (i, j).
Die Abbildung Ξ(x, y) stellt den Bezug zwischen der Zellposition (i, j) in der Karte und des-
sen korrespondierender Position (x, y) bezu¨glich des realen Fahrzeugumfeldes her. Es werde
hierbei davon ausgegangen, dass die X-Achse des Bezugskoordinatensystems in Richtung
geografisch Ost, die Y-Achse in Richtung geografisch Nord zeigt. In Abb. 5.13 sind diese
Zusammenha¨nge grafisch wiedergegeben, es wird dabei von kartesischen Koordinaten und
parallelen Achsenrichtungen ausgegangen. Einzelheiten zu den verschiedenen im Rahmen
dieser Arbeit verwendeten Koordinatendarstellungen finden sich in Anhang A.
5.3.1 Bayes’sche Belegungskarten
Belegungskarten gehen auf das in [41, 93] eingefu¨hrte Prinzip zuru¨ck, den Zustand der Um-
gebung lediglich durch die beiden Zusta¨nde frei und belegt zu modellieren. Eine Zelle z(i, j)
wird hierbei als frei betrachtet, wenn der durch sie beschriebene Umfeldbereich frei von

















Abb. 5.13: Definition Umfeldkarte in 2D
Hindernissen ist und von einer autonomen mobilen Plattform ohne weiteres passiert werden
kann. Es ergibt sich ein bina¨rer Zustandsraum, der im Folgenden durch
z(i, j) = 0 : frei bzw.
z(i, j) = 1 : belegt (5.60)
definiert ist. Es gilt nun, den Belegungszustand der Karte so zu wa¨hlen, dass diese die
gro¨ßtmo¨gliche U¨bereinstimmung mit den gesammelten Messdaten aufweist. Analog zur Vor-
gehensweise in Kapitel 5.1 wird die Problemstellung in eine probabilistische Beschreibung
u¨berfu¨hrt. Gesucht ist die a-posteriori Wahrscheinlichkeitsverteilung der Gesamtkarte unter
Beru¨cksichtigung aller Messdaten Y bis zum Zeitpunkt k mit
P [Z|Yk] = P [z(1, 1), . . . , z(M,N)|Yk]. (5.61)
Aus der Wahrscheinlichkeitsverteilung la¨sst sich die Karte mit der gro¨ßten Verbundwahr-
scheinlichkeit ermitteln. Herausfordernd in Gleichung (5.61) ist die hohe Dimensionalita¨t
des Problems. Die explizite Berechnung der diskreten Wahrscheinlichkeitsverteilung u¨ber al-
le mo¨glichen Karten ist praktisch nicht realisierbar, da sich bereits in der bina¨ren Belegt- /
Freidarstellung 2M×N mo¨gliche Karten ergeben.
Der Konflikt la¨sst sich lo¨sen, indem man statistische Unabha¨ngigkeit der einzelnen Zellen
fordert. Jede beschreibt einen individuellen Umfeldabschnitt, dessen Zustand von dem seiner
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Nachbarn nicht abha¨ngt. Es gilt im Folgenden
P [z(i, j) = frei] = P [z(i, j)] und
P [z(i, j) = belegt] = P [z(i, j)]. (5.62)
Durch die Forderung einer statistischen Unabha¨ngigkeit vereinfacht sich Gleichung (5.61)
zu
P [z(1, 1), . . . , z(M,N)|Yk] =
M,N∏
i,j=1
P [z(i, j)|Yk]. (5.63)
Durch die Vereinfachung zerfa¨llt die komplexe Verbundwahrscheinlichkeit in das Produkt
der Einzelwahrscheinlichkeiten aller Zellen. Diese la¨sst sich unabha¨ngig von den jeweiligen
Nachbarzellen leicht bestimmen.
5.3.2 Bina¨rer Bayes Filter mit statischem Zustandsvektor
Fu¨r die Bestimmung der Belegtwahrscheinlichkeit wird der Bayes’sche Filteralgorithmus zum
Einsatz gebracht. Gesucht ist die a-posteriori Belegtwahrscheinlichkeit einer Zelle zum Zeit-
punkt k + 1,
P [zk+1|yk+1,Yk, zk, . . . , z0] = P [zk+1|yk+1, zk]. (5.64)
Es wird ein Markov-Prozess 1. Ordnung zugrunde gelegt, so dass alle Abha¨ngigkeiten von
Zellzusta¨nden vor dem Zeitpunkt k entfallen. Die Anwendung von Gleichung (5.1) liefert
P [zk+1 = i |Yk+1 ] =
P
[
yk+1 |zk+1 = i,Yk
]
· P [zk+1 = i |Yk ]
P [yk+1 |Yk ]
. (5.65)
Da z eine diskrete Zufallsvariable ist, vereinfachen sich die Integrale der kontinuierlichen
Bayes’schen Zustandsscha¨tzung zu Summen. Es gilt:
P [zk+1 = i |Yk ] =
1∑
l=0










yk+1 |zk+1 = l,Yk
]
· P [zk+1 = l |Yk ] .
(5.66)
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Um die Lo¨sung zu ermo¨glichen, wird eine weitere wesentliche Vereinfachung getroffen. Es wird
davon ausgegangen, dass der Zellinhalt statisch ist, d.h. eine Zelle kann durch Eigendynamik
ihren Zustand nicht a¨ndern. Infolge dessen gilt
P [zk+1 = i |zk = l ] =
{
1 fu¨r l = i
0 fu¨r l 6= i
. (5.67)
Das Einsetzen von Gleichung (5.67) in Gleichung (5.66) ergibt
P [zk+1 = i |Yk ] = P [zk = i |Yk ] . (5.68)








yk+1 |zk+1 = i
]
und





yk+1 |zk+1 = l
]
· P [zk = l |Yk ] . (5.69)
Fu¨gt man die Gleichungen (5.65), (5.66), (5.68) und (5.69) zusammen, so ergibt sich der
bina¨re, statische Bayes-Filter zu













yk+1 |zk+1 = l
]
· P [zk = l |Yk ]︸ ︷︷ ︸
Normierung
. (5.70)
Fu¨r die weitere Anwendung des Filteralgorithmus erweist sich eine logarithmische Darstel-
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Mit Hilfe des Bayes’schen Gesetzes la¨sst sich die Belegtwahrscheinlichkeit unter Beru¨cksich-









∣∣yk+1 ] · P [yk+1]
P [zk+1]
. (5.73)
Teilt man Gleichung (5.70) durch die inverse Belegtwahrscheinlichkeit p [zk |Yk ] entfa¨llt der
aufwendige Normierungsterm und es ergibt sich
P [zk+1 |Yk+1 ]










P [zk |Yk ]














∣∣yk+1 ] + log
P [zk |Yk ]





Es ergibt sich ein rekursiver Filteralgorithmus fu¨r die Aktualisierung jeder Zelle, welcher sich


















• In der Messwertaktualisierung wird die Belegungswahrscheinlichkeit einer Zelle unter
alleiniger Beru¨cksichtigung des zuletzt eingegangenen Messwertes ausgenutzt. Diese
Anwendung eines inversen Sensormodells ist reziprok zur Standardform des Bayes’schen
Filteralgorithmus, der stets die Wahrscheinlichkeit eines Messwertes unter Beru¨cksich-
tigung des Systemzustandes mit einfließen la¨sst. In der bina¨ren Darstellung des Bele-
gungsgitters bietet die inverse Beschreibungsform Vorteile, da der Zustandsvektor der
Zelle weit weniger komplex als der kontinuierliche Messvektor bzw. dessen Wahrschein-
lichkeitsverteilung ist.
• Das a-priori Wissen beschreibt Vorkenntnisse u¨ber die Zellbelegung, die ohne Beru¨ck-
sichtigung von Messdaten angestellt werden ko¨nnen. An dieser Stelle kann beispiels-
weise zusa¨tzliche Information aus digitalem Kartenmaterial mit eingebracht werden.
Sind keine a-priori-Kenntnisse vorhanden, ergibt sich der Wert Null.
• Der letzte Wert ergibt sich durch die Belegungswahrscheinlichkeit der Zelle aus dem
vorangegangenen Messzyklus.
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Die in Kapitel 3.2.2 erwa¨hnte Beschra¨nkung der Belegungskarten auf eine statische Fahrzeug-
umgebung resultiert direkt aus den im Rahmen der Herleitung getroffenen Vereinfachungen
(statistische Unabha¨ngigkeit und statischer Zellzustand). Befinden sich bewegte Objekte
innerhalb des Beobachtungsbereiches, so fu¨hren diese zu widerspru¨chlichen Eingangsdaten
und zu einer verfa¨lschten Kartendarstellung.
5.3.3 Einschra¨nkungen der Bayes’schen Betrachtungsweise
Belegungskarten auf Basis des bina¨ren Bayes-Filters stoßen an ihre Grenzen, wenn kon-
fliktbehaftete, unsichere oder unvollsta¨ndige Messdaten in die Kartenerstellung einbezogen
werden. Es ist die fundamentale Grundlage der Bayes’schen Darstellung, dass der Ereignis-
raum Ω = [A1, . . . , An] vollsta¨ndig ist. Jedem Elementarereignis Ai wird eine nicht negative
Eintrittswahrscheinlichkeit zugeordnet. Es gilt der Satz der totalen Wahrscheinlichkeit mit
N∑
i=1
P [Ai] = 1. (5.77)
Dieses Prinzip der Vollsta¨ndigkeit ist ebenfalls gu¨ltig fu¨r bedingte Wahrscheinlichkeiten,
was bei der Verarbeitung von unsicheren Messdaten nicht unproblematisch ist. Sei B eine
Beobachtung fu¨r das Ereignis A, so gilt stets
P [A|B] = 1− P [A|B]. (5.78)
Die Beobachtung B wirkt sich auf den gesamten Ereignisraum Ω aus, auch wenn fu¨r das
inverse Element A keine Information eingegangen ist. In der Realita¨t kann ein beliebiger,
durch das Sensorsystem akquirierter Hinweis jedoch zu drei mo¨glichen Aussagen fu¨hren:
• Der Hinweis stu¨tzt ein Ereignis A ∈ Ω,
• der Hinweis stu¨tzt die Negation des Ereignisses, A ∈ Ω oder
• der Hinweis stu¨tzt weder A noch dessen Negation A, es ist keine Aussage mo¨glich.
In einer naiven Implementierung scheitert die klassische Wahrscheinlichkeitstheorie bei der
Modellierung der zuletzt geschilderten Situation. Bei der Anwendung des bina¨ren Bayes-
Filters fu¨hrt dies dazu, dass fehlendes Wissen und unsicheres Wissen nicht unterschieden
werden ko¨nnen. Beide fu¨hren im Grenzfall zu einer Belegtwahrscheinlichkeit von 50 Prozent,
wie in Abschnitt 5.3.6 anhand eines Beispiels geschildert wird.
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5.3.4 Dempster-Shafer Theorie
Um die Mo¨glichkeit der Entscheidungsfindung im Falle unsicherer Hinweise zu erweitern,
wurde in den sechziger Jahren durch die Mathematiker Arthur P. Dempster und Glenn Shafer
eine Basistheorie [31, 111] fu¨r das Arbeiten mit sog. Evidenzen entwickelt. Eine Evidenz ist als
Indiz oder Beobachtung fu¨r oder auch wider eine beliebige Teilmenge des Ereignisraums Ω zu
verstehen. Dieser besteht analog zur klassischen Wahrscheinlichkeitstheorie aus einer Menge
von sich gegenseitig ausschließenden Elementarereignissen. Im Gegensatz zur Bayes’schen
Modellierung wird allerdings nicht nur den Elementarereignissen selbst ein nichtnegatives
Vertrauensmaß (Wahrscheinlichkeit) zugeordnet, sondern auch beliebigen Teilmengen. Eine
gute U¨bersicht u¨ber die Mo¨glichkeiten zum Umgang mit unsicheren Messdaten im Rahmen
der Evidenztheorie geben [10, 11, 44]. Auf eine ausfu¨hrliche mathematische Herleitung der
Evidenztheorie wird aus Gru¨nden der U¨bersichtlichkeit an dieser Stelle verzichtet, jedoch
sollen die Schlu¨sselkonzepte und wichtigsten Definitionen angegeben werden.
Definition 5.3 (Basiswahrscheinlichkeit) Sei Ω ein endlicher, vollsta¨ndiger Ereignis-
raum, so heißt die Funktion m : 2Ω → [0, 1] Basiswahrscheinlichkeit / Wahrscheinlichkeits-
masse wenn gilt:
m[⊘] = 0 und∑
R∈Ω
m[R] = 1. (5.79)
Die Zuweisung eines numerischen Vertrauenswertes zu mehrelementigen Teilmengen R aus
Ω ermo¨glicht direkt die Modellierung von Unsicherheiten.
Diese abstrakte Herangehensweise soll am Beispiel einer Urne mit unterschiedlich farbigen
Kugeln (rot, gru¨n, blau und gelb) konkretisiert werden. Eine mo¨gliche Teilmenge des Ereig-
nisraums ist
R = {rot, gelb} .
Es wurde also entweder eine rote oder eine gelbe Kugel gezogen. Diese Teilmenge aus Ω kann
direkt mit einem numerischen Vertrauensmaß belegt werden, ohne die Wahrscheinlichkeit
fu¨r das Elementarereignis rot bzw. gru¨n zu quantifizieren.
Der Gu¨ltigkeitsbereich 2Ω der Massenfunktion wird in diesem Zusammenhang auch Potenz-
menge von Ω genannt, da er alle mo¨glichen Teilmengen von Ω umfasst. Der leeren Menge
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muss gema¨ß obiger Definition die Basiswahrscheinlichkeit Null zugeordnet werden, da Ω voll-
sta¨ndig ist und somit keine Ereignisse R /∈ Ω mo¨glich sind.
Mit Hilfe der Basiswahrscheinlichkeit lassen sich zwei probabilistische Eckwerte ableiten:
Definition 5.4 (Belief und Plausibilita¨t) Es sei m : 2Ω → [0, 1] eine Basiswahrschein-
lichkeit auf Ω.
• Das Gesamtmaß des Vertrauens in das Element R ∈ Ω sowie alle Teilmengen S ∈ R





• Die Summe der Wahrscheinlichkeitsmasse, die potentiell dem Ereignis R ∈ Ω zugeord-





Die tatsa¨chliche Wahrscheinlichkeit des Ereignisses R wird eingerahmt durch Belief und
Plausibilita¨t. Es gilt:
bl[R] ≤ P [R] ≤ pl[R]. (5.82)
Ist es fu¨r den Beobachter mo¨glich, vollsta¨ndige Informationen zu erhalten, so ist die Wahr-
scheinlichkeitsmasse aller mehrelementigen Teilmengen aus Ω gleich Null und man erha¨lt
bl[R] = pl[R] = P [R]. Dies entspricht dem Anwendungsfall der klassischen Wahrschein-
lichkeitstheorie. Das evidenzbasierte Schließen kann somit als Erweiterung zur klassischen
Darstellung betrachtet werden.
Liegen unabha¨ngige Beobachtungen fu¨r ein Ereignis vor, so lassen sich die Wahrscheinlich-
keitsmassen zu einer resultierenden Gesamtmasse kombinieren [110].
Definition 5.5 (Dempster’s Kombinationsgesetz) Seien m1 und m2 die Basiswahr-
scheinlichkeiten unabha¨ngiger Beobachter auf dem Ereignisraum Ω, so gilt fu¨r ihre Kom-
bination m1,2:
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Wa¨hrend des Kombinationsvorgangs la¨sst sich weiterhin der Konflikt C zwischen beiden





Durch die abstrakte Mo¨glichkeit zur Kombination von Evidenzen unterschiedlicher Quellen
wird die Evidenztheorie ha¨ufig im Bereich der Sensorfusion zum Einsatz gebracht.
Anwendungsbeispiel
Die vorangegangenen Definitionen sollen durch ein Anwendungsbeispiel verdeutlicht werden.
Drei Personen bekommen fu¨r eine kurze Zeit eine Farbe gezeigt und sollen diese benennen.




Die Farbe war ziemlich sicher Rot, eventuell aber auch blau.”
(B)
”
Die Farbe war mit großer Sicherheit nicht blau.”
(C)
”
Mo¨glicherweise war die Farbe Rot oder Blau, aber ich bin mir sehr unsicher.”
Um eine quantitative Bewertung zuzulassen, werden den drei Aussagen Wahrscheinlichkeits-
massen zugewiesen. Dempster’s Kombinationsgesetz in Gleichung (5.83) ermo¨glicht anschlie-
ßend die Bestimmung einer Gesamtaussage. Es zeigt sich, dass der gro¨ßte Konsens der Beob-
X ⊆ 2Ω mA mB mC mA,B = mA ⊕mB mA,B,C = mA,B ⊕mC
∅ 0 0 0 0 0
{r} 0,7 0 0 0,77 0,83
{g} 0 0 0 0 0
{b} 0,1 0 0 0,01 0,01
{r, g} 0 0,9 0 0,2 0,14
{r, b} 0 0 0,3 0 0,01
{g, b} 0 0 0 0 0
{r, g, b} 0,2 0,1 0,7 0,02 0,02
Tabelle 5.1: Anwendungsbeispiel evidenzbasiertes Schließen
achter fu¨r die Farbe rot besteht. Die initiale Zuweisung der Wahrscheinlichkeitsmassen zu den
Aussagen ermo¨glicht explizit die Modellierung von Unsicherheit u¨ber die mehrelementigen
Teilmengen von Ω.
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5.3.5 Belegungskarten auf Basis der Evidenztheorie
Es liegt nahe, die Dempster-Shafer Theorie auf den Anwendungsfall der Belegungskarten zu













(unbekannt / keine Aussage).
(5.85)
Die mehrelementige Teilmenge {B,F} ermo¨glicht eine direkte Quantifizierung des Unwis-
sens.
Analog zur Bayes’schen Belegungskarte wird von statistisch unabha¨ngigen und statischen
Zellen ausgegangen, so dass die Massenverteilung jeder einzelnen Zelle separat bestimmbar
ist. Fu¨r die Aktualisierung einer Zelle wird die Kombinationsregel aus Gleichung (5.83) zum
Einsatz gebracht. Es ergibt sich als resultierende Massenverteilung mk+1 nach Beru¨cksichti-
gung eines Messwertes yk+1 zum Zeitpunkt k + 1
mk+1[B] =
mk[B] ·myk+1 [B] +mk[U ] ·myk+1 [B] +mk[B] ·myk+1 [U ]
1−mk[B] ·myk+1 [F ]−mk[F ] ·myk+1 [B]
,
mk+1[F ] =
mk[F ] ·myk+1 [F ] +mk[U ] ·myk+1 [F ] +mk[F ] ·myk+1 [U ]
1−mk[B] ·myk+1 [F ]−mk[F ] ·myk+1 [B]
und
mk+1[U ] = 1−mk+1[B]−mk+1[F ]. (5.86)
Das inverse Sensormodell gema¨ß Abschnitt 5.3.2 u¨berfu¨hrt den Messwert yk+1 in die a¨qui-
valente Massenverteilung myk+1 .
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5.3.6 Vergleich der Bayes- und Dempster-Shafer-Methodik
Die Anwendung der Dempster-Shafer-Theorie ermo¨glicht eine Unterscheidung von unsiche-
rem und fehlenden Wissen in der Kartendarstellung sowie die Quantifizierung eines Daten-
konfliktes. Dies ist in der Bayes’schen Darstellungsform nicht mo¨glich, wie in Tabelle 5.2
anhand eines konkreten Rechenbeispieles erla¨utert wird.
Bina¨rer Bayes Filter: Dempster-Shafer:
Es wird begonnen mit einer Karte ohne Informationsinhalt.
Fu¨r die Zelle m zum Zeitpunkt 0 gilt:
P [z0] = 0.5 mz0 [B] = 0
l[z0] = 0 mz0 [F ] = 0
mz0 [U ] = 1
Die erste Messung des Sensors geht ein,
dieser ermittelt fu¨r die Zelle eine Belegtwahrscheinlichkeit von 90%:
P [z1|y1] = 0.9 my1 [B] = 0.9
log P [z1|y1
1−P [z1|y1]
= +0.95 my1 [F ] = 0
my1 [U ] = 0.1
Die erste Messung wird in die Karte integriert.
Es sind keine a-priori Kenntnisse u¨ber die Umwelt vorhanden.
Gleichung (5.76) Gleichung (5.86)
Ergebnis:
l[z1] = +0.95 mz1 [B] = 0.9
P [z1] = 0.9 mz1 [F ] = 0
mz1 [U ] = 0.1
Die zweite Messung des Sensors geht ein,
dieser ermittelt fu¨r die Zelle eine Freiwahrscheinlichkeit von 90%:
P [z2|y2] = 0.1 my2 [B] = 0
log P [z2|y2]
1−P [z2|y2]
= −0.95 my2 [F ] = 0.9
my2 [U ] = 0.1
Die zweite Messung wird in die Karte integriert.
Gleichung (5.76) Gleichung (5.86)
Ergebnis:
l[z2] = +0.95− 0.95 = 0 mz2 [B] = 0.47
P [z2] = 0.5 mz2 [F ] = 0.47
mz2 [U ] = 0.06
Tabelle 5.2: Vergleich Bayes - Dempster Shafer
Am Ende des Bayes’schen Filteralgorithmus ergibt sich kein Informationsgewinn zum Aus-
gangszustand (P [z0] = P [z2] = 0.5), obwohl Messinformation verarbeitet wurde. Demge-
genu¨ber steht die Darstellung gema¨ß Dempster Shafer. Zum Einen ist hier erkennbar, dass
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Messinformationen verarbeitet wurden (mz0 [U ] < mz2 [U ]). Zum anderen la¨sst sich aufgrund
der widerspru¨chlichen Gesamtaussage erkennen, dass konfliktbehaftete Messdaten zugrun-
de lagen. Das genaue Maß des Konfliktes la¨sst sich hierbei in jedem Filterzyklus gema¨ß
Gleichung (5.84) bestimmen.
5.4 Sensorfusion
Die Integration von Daten mehrerer Sensorsysteme mit gemeinsamem Beobachtungsbereich
erfordert eine Erweiterung der zuvor vorgestellten Algorithmen, da deren Ableitung aus dem
Bayes’schen Filteralgorithmus zuna¨chst von einer einzelnen Informationsquelle ausgeht. In
Abha¨ngigkeit des gewa¨hlten Umfeldmodells sind hierbei unterschiedliche Strategien mo¨glich,
u¨ber die im Folgenden ein kurzer U¨berblick gegeben werden soll.
5.4.1 Objektbasierte Sensorfusion
Der Fusion mehrerer Messgeber im Rahmen einer objektbasierten Zielverfolgung widmen sich
eine Vielzahl von Vero¨ffentlichungen aus dem Milita¨r- und Zivilbereich [12, 57, 66, 67, 83,
92, 114]. Zu unterscheiden sind parallele und sequenzielle Fusionsvarianten in Abha¨ngigkeit
davon, ob die Messdaten mehrerer Sensoren gleichzeitig oder nacheinander in den Prozess











































































































Abb. 5.14: Ablaufstrategien der Objektfusion
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• Die parallele Sensorfusion eignet sich vor allem dann, wenn die Messdaten aller Senso-
ren stets zu einem einheitlichen Zeitpunkt vorliegen (synchrones Sensornetzwerk, vgl.
5.14a). Die gleichzeitige Verarbeitung mehrerer gu¨ltiger Messwerte im Rahmen der
Zustandsscha¨tzung erfordert eine Erweiterung der Scha¨tzfilteralgorithmen. Hierfu¨r ist
insbesondere das in [12] vorgestellte Informationsfilter als duale Darstellung des klas-
sischen Kalmanfilters pra¨destiniert.
Es ist leider festzustellen, dass zum derzeitigen Stand der Technik eine Synchronisation
verschiedener Sensorsysteme im Automobilbereich aufgrund der eingesetzten Kommu-
nikationssysteme und Komponenten unterschiedlicher Hersteller oft nicht realisierbar
ist. In [12] wird deshalb ein fester Fusionstakt eingefu¨hrt und die asynchron eintref-
fenden Messdaten auf den Fusionszeitpunkt pra¨diziert (vgl. Abb. 5.14b). Die zeitliche
Pra¨diktion der Messdaten setzt allerdings zumindest die (Teil-)Messung der Objekt-
dynamik voraus. Da der Einzelsensor im Normalfall weniger Informationen u¨ber die
Objektdynamik zur Verfu¨gung hat als das fusionierte Umfeldmodell, ergibt sich durch
die unvermeidlichen Pra¨diktionsfehler jedoch eine Verschlechterung der Scha¨tzgenau-
igkeit.
• Ist eine nachtra¨gliche Synchronisation der Messdaten nicht mo¨glich oder sinnvoll, so
wird die sequenzielle Datenfusion zum Einsatz gebracht. Die erfordert nur minimale
Modifikationen des klassischen Tracking-Konzeptes, da die Zustandsscha¨tzungen nach-
einander mit jeweils angepasstem Sensormodell erfolgen ko¨nnen. Besonderes Augen-
merk ist geboten, wenn es aufgrund der asynchronen Arbeitsweise der Sensoren sowie
der unvermeidbaren U¨bertragungslatenzen zu Sto¨rungen in der Empfangsreihenfolge
der Messinformation kommt. Unter Umsta¨nden fu¨hrt dies dazu, dass ein neu eingehen-
des Messdatum zeitlich vor dem zuletzt verarbeiteten Messwert in das Tracking-System
eingebracht werden muss. In diesem Fall kann eine Pra¨diktion der Zustandsvektoren
in die Vergangenheit erfolgen (Retrodiktion, vgl. Abb. 5.14d), so dass die Messinfor-
mation nachtra¨glich in den Prozess der Zustandsscha¨tzung mit eingebracht wird [5, 8].
Problematisch ist hierbei der Einfluss der Trackinitialisierung und Trackverwaltung,






In der Praxis [114] wird deshalb i.A. auf ein Konzept zur Pufferung der Messdaten zu-
ru¨ckgegriffen, um die korrekte zeitliche Reihenfolge der einzelnen Messwerte zu rekon-
struieren (vgl. Abb. 5.14c). Da bei der Sortierung jeweils auf den langsamsten Sensor
gewartet werden muss, ergibt sich allerdings eine ho¨here Latenz des Trackingsystems,
welche in Kauf genommen werden muss.
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5.4.2 Kartenbasierte Sensorfusion
Stehen mehrere Messgeber als Informationsquelle fu¨r das kartenbasierte Umfeldmodell zur
Verfu¨gung, so mu¨ssen die Messdaten in geeigneter Weise fusioniert werden. Beispiele hierfu¨r
finden sich in [14, 129] Es existieren hierzu prinzipiell zwei verschiedene Varianten:
• In der simpelsten Form lassen sich die Messdaten direkt in einer einzelnen, gemeinsa-
men Kartendarstellung fusionieren [62, 129]. Die Aktualisierung der Kartendarstellung
erfolgt nacheinander in der Reihenfolge der von den Sensoren eingehenden Messungen
analog dem oben skizzierten Prinzip der sequenziellen Sensorfusion. Liegen gleicharti-
ge Sensoren vor und arbeiten diese im gleichen Takt, so sind keine weiteren Schritte
notwendig.
• Besonderes Augenmerk ist allerdings im Falle asynchroner Sensornetze geboten, wenn
unterschiedliche Zykluszeiten einzelner Sensorsysteme bestehen. Die Integration der
Messinformation in einem gemeinsamen Zell-Zustandsraum fu¨hrt in diesem Fall dazu,
dass der Messgeber mit der ho¨chsten Messfrequenz die Gestalt der Karte dominiert.
Es ergibt sich eine Abha¨ngigkeit des Fusionsergebnisses von der Messfrequenz, welche
in jedem Falle ungu¨nstig ist. Diese Problematik la¨sst sich umgehen, indem zuna¨chst
fu¨r jeden Sensor eine separate Kartendarstellung erzeugt wird und die einzelnen Kar-
tendarstellungen erst anschließend der Datenfusion zugefu¨hrt werden. Die zeitliche In-
tegration der Messinformation erfolgt somit fu¨r jeden Sensor getrennt, wodurch die
ungu¨nstige Abha¨ngigkeit von der Messfrequenz entfa¨llt. Die Kombination der einzel-
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Fu¨r die a-priori Wahrscheinlichkeit der Zellbelegung wird der Wert maximaler Entropie
(maximale Unsicherheit) angesetzt [104]. Es gilt daher P [zk] = P [zk] = 0.5. Man erha¨lt
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S1] · P [zk|Y
S2]
P [zk|Y
S1] · P [zk|Y
S2] + P [zk|Y
S1] · P [zk|Y
S2]
. (5.89)
Wird anstelle der Bayes’schen Modellierung die in Kapitel 5.3.4 vorgestellte Evidenz-
theorie zum Einsatz gebracht, lassen sich die unabha¨ngigen Karten u¨ber die in Glei-
chung (5.83) angegebene Kombinationsregel fusionieren.
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6 Objekttracking in urbaner Umgebung
Die in Kapitel 4.2 eingefu¨hrte Notwendigkeit zur Beschreibung vielfa¨ltiger statischer und
dynamischer Strukturen im Fahrbahn- und Randbereich motiviert die Entwicklung eines
flexiblen Objektmodells, welches zur Beschreibung beliebiger Formen geeignet ist. Hierzu
wird das Konzept einer kartenbasierten Umfeldbeschreibung aufgegriffen und kombiniert
mit der klassisch zustandsbasierten Scha¨tzung der Objektdynamik.
6.1 Objektmodell auf Basis lokaler Karten
Prinzipiell wird die Objektdarstellung erweitert um eine lokale Objektkarte, deren Bewegung
bezu¨glich des Referenz-Koordinatensystems durch einen fest verbundenen Dynamikvektor







Abb. 6.1: Konzept der lokalen Objektkarte
jektkarte um die Konturinformationen des Objektes anzureichern und parallel die zeitliche
Vera¨nderung der Position zu nutzen, um eine Scha¨tzung des Dynamikvektors zu ermo¨glichen.
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Die Darstellung in Abb. 6.1 stellt dabei den Idealfall einer mo¨glichen Implementierung dar,
in der Praxis ergeben sich allerdings eine Reihe von Herausforderungen:
• Insbesondere fu¨r ausgedehnte Objekte wird eine entsprechend große lokale Karte be-
no¨tigt. Da ausgedehnte Objekte u¨blicherweise nicht sofort als Ganzes durch eines oder
mehrere Sensorsysteme erfasst werden, ergibt sich zudem die Notwendigkeit, die Di-
mension der Karte u¨ber die Beobachtungszeit hinweg anzupassen.
• Um zwischen neuen Konturinformationen und der Bewegung bekannter Konturbe-
standteile von einer Zeitscheibe auf die na¨chste zu unterscheiden, ist ein komplexer Da-
tenabgleich (z.B. zweidimensionale Kreuzkorrelation) zwischen der bestehenden Karte
und neu eingehenden Messdaten erforderlich. Der hierzu erforderliche Rechenaufwand
ist entsprechend hoch.
• Die zur Verfu¨gung stehenden Sensorsysteme mit Konturauflo¨sung (z.B. LIDAR) er-
mo¨glichen lediglich eine Messung der zugewandten Reflexionskante eines Objektes.
Verdeckte Bereiche sind zwar durch die Karte darstellbar, jedoch ko¨nnen diese ent-
sprechend nicht mit ausreichender Messinformation belegt werden.
• Die U¨bermittlung kompletter Kartensa¨tze fu¨r die Gesamtheit aller Objekte im Umfeld-
modell an u¨bergeordnete Algorithmen (vgl. Abschnitt 4) verursacht einen entsprechend
hohen Bedarf an Kommunikationsbandbreite, welcher im Automobil nur schwer reali-
siert werden kann.
Um einen Einsatz in Echtzeit mit der im urbanen Umfeld u¨blichen hohen Objektanzahl zu
ermo¨glichen, muss daher ein Mittel zur Datenreduktion gefunden werden, ohne die Fa¨hig-
keit zur flexiblen Konturdarstellung zu beeintra¨chtigen. Die Kontur wird hierzu durch einen
einhu¨llenden Polygonzug approximiert, welcher durch eine beliebige Anzahl von Kontur-
Stu¨tzstellen definiert ist. U¨ber die Starrko¨rper-Annahme herrscht ein fester Zusammenhang
zwischen der Bewegung der einzelnen Stu¨tzstellen und dem eigentlichen Bewegungszentrum,
welches dem Ursprung der lokalen Kartendarstellung entspricht. Aufbauend auf dieser Dar-
stellung lassen sich alle relevanten Objektdaten in folgender Definition zusammenfassen:
Definition 6.1 (Objekt) Ein Objekt besteht aus
• den Np Polygon-Stu¨tzstellen pi der lokalen Kartendarstellung,
• dem Zustandsvektor x =
[
xc yc v φ a φ˙
]T
und
• der Scha¨tzfehler-Kovarianzmatrix P.
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(b) Objektdefinition im Detail
Abb. 6.2: Objektmodell auf Basis lokaler Karten
Hierbei ist xc und yc die Position des Bewegungszentrums auf der Fahrbahnoberfla¨che, v die
Objektgeschwindigkeit, φ der Kurswinkel, a die Objektbeschleunigung und φ˙ die Kurswin-
kelgeschwindigkeit. Zwischen der Position der Kontur-Stu¨tzstellen pi und dem Bewegungs-













ri · cos (φ+ αi)
ri · sin (φ+ αi)
)
. (6.1)
Die Objektho¨he wird vernachla¨ssigt, da keines der eingesetzten objektgebenden Sensorsys-
teme hierauf Ru¨ckschlu¨sse zula¨sst. Es ist als Besonderheit festzustellen, dass die Objektbe-
schreibung direkt in dem in Anhang A definierten, erdfesten Weltkoordinatensystem erfolgt.
Dies leitet sich aus der in Kapitel 4 beschriebenen Fahrzeugarchitektur ab, bei der alle Um-
felddaten in der einheitlich-erdfesten Koordinatendarstellung ausgedru¨ckt werden.
Es gilt im Folgenden, die zeitliche Vera¨nderung des Zustandsvektors sowie den Zusammen-
hang zwischen Zustands- und Messvektor mathematisch zu beschreiben.
6.1.1 Dynamikmodell
Fu¨r die Beschreibung der Objektdynamik soll auf die Kinematik realer, radgefu¨hrter Fahr-
zeuge zuru¨ckgegriffen werden. Gema¨ß des stationa¨ren Einspurmodells [91] fu¨hrt die Fahrt
bei konstantem Lenkwinkel zu einer Bewegung entlang der Kreisbahn mit Radius r, welcher
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Die in Definition 6.1 zusa¨tzlich eingefu¨hrte Beschleunigung a ermo¨glicht ferner eine zeitliche
A¨nderung der Objektgeschwindigkeit. Durch die Modellierung auf Basis des linearen Ein-
spurmodells sind Quer- und La¨ngsbewegung des Objekts u¨ber den Kurswinkel φ bzw. die
Kurswinkelgeschwindigkeit φ˙ verkoppelt, wodurch sich eine realistischere Modellierung des
realen Bewegungsverhaltens dynamischer Objekte im allgemeinen Straßenverkehr ergibt als
in vergleichbaren Implementierungen mit linear entkoppelten Bewegungsgleichungen (vgl.
[12]).
Fu¨r die Herleitung der Bewegungsgleichung wird in Abb. 6.3 die inkrementelle A¨nderung des














Ausrichtung des Objekts bei j=0
Dy
Abb. 6.3: Koordinierte Kreisfahrt mit konstanter Kurswinkelgeschwindigkeit
gangen, dass die Kurswinkelgeschwindigkeit u¨ber die betrachtete Zeitspanne hinweg konstant
ist und eine gleichfo¨rmige Geschwindigkeit mit dem Betrag
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anliegt. Die Translation ∆x bzw. ∆y des Bewegungszentrums ergibt sich zu
∆x = dx2 − dx1




· (sin (φ+∆φ)− sinφ) und
∆y = dy2 − dy1




· (cosφ− cos(φ+∆φ)) , mit
∆φ = φ˙ ·∆t. (6.4)
Bei der gewa¨hlten lokalen Kartendarstellung ist zudem die zeitliche A¨nderung der Kontur-
Stu¨tzstellen anzugeben. Diese setzt sich zusammen aus der Translation des Bewegungszen-
trums sowie fu¨r φ˙ ≥ 0 aus einer individuellen Drehbewegung, die durch den Abstand r











Abb. 6.4: Einfluss der Drehung auf die Konturpunkte
aufgrund der Drehbewegung
∆xi = ri · (cos (αi +∆φ)− cosαi) und
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Auf Basis von Gleichung (6.4) und (6.5) ergibt sich das Prozessmodell fu¨r die zeitliche A¨n-
derung des Zustandsvektors zu
xk+1 = f(xk)⇒








sin(φk + φ˙k ·∆t)− sinφk
)
,








cosφk − cos(φk + φ˙k ·∆t)
)
,
vk+1 = vk + a · δt,
φk+1 = φk + φ˙k ·∆t,
ak+1 = ak und
φ˙k+1 = φ˙k. (6.6)
Die gea¨nderte Position der einzelnen Stu¨tzstellen errechnet sich durch













cos(αik + φ˙k ·∆t)− cosαik
)
und













sin(αik + φ˙k ·∆t)− sinαik
)
. (6.7)
Bei der Implementierung mu¨ssen Vorkehrungen fu¨r φ˙ ≈ 0 getroffen werden. Es wird in
diesem Fall der Grenzwert von Gleichung (6.4) gebildet, weiterhin verschwindet die Drehung
der Konturpunkte. Es gilt in diesem Fall sowohl fu¨r die Np Kontur-Stu¨tzstellen pi als auch
fu¨r das Bewegungszentrum:
xi/ck+1 = xi/ck + (vk +
1
2
ak ·∆t) · cosφ ·∆t und
yi/ck+1 = yi/ck + (vk +
1
2
ak ·∆t) · sinφ ·∆t. (6.8)
6.1.2 Systemrauschen
Jede Modellbildung bringt Vereinfachungen mit sich (hier z.B. die zeitlich konstante Be-
schleunigung und Gierrate), welche durch ein zusa¨tzliches Systemrauschen bei der Zustands-
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scha¨tzung pauschal beru¨cksichtigt werden mu¨ssen [6]. Im vorliegenden Fall wird von einem
weißen, normalverteilten Rauschterm w ausgegangen, wobei ein direkter Durchgriff auf die






mit der zugeho¨rigen Kovarianzmatrix W. Darauf aufbauend ergibt sich die fu¨r den Einsatz
des Kalmanfilters notwendige Kovarianzmatrix des Prozessrauschens zu





6.1.3 Eingangsdaten und Messrauschen
Fu¨r eine Betrachtung des mathematischen Zusammenhanges zwischen Mess- und Zustands-
vektor bzw. die Beru¨cksichtigung der damit verbundenen Unsicherheiten mu¨ssen die Cha-
rakteristika der eingesetzten Sensortypen analysiert werden. Diese stellen im vorliegenden
Fall aufgrund ihrer Messprinzipien eine unterschiedliche Eingangsdatenbasis zur Verfu¨gung
(Abb. 6.5):
• Die Laserscanner liefern fu¨r jedes erfasste Objekt einen komplexen Polygonzug, beste-
hend aus mehreren Messpunkten p1 bis pi (vgl. Abb. 6.5a).
• Die Multibeam Lidar-Sensoren erzeugen fu¨r jedes Objekt eine Positions- und Breiten-
angabe, die sich in eine Darstellung mit linkem und rechtem Messpunkt u¨berfu¨hren
la¨sst (vgl. Abb. 6.5b).
• Die Radarsensoren u¨bermitteln die Position des Reflexions-Maximums als einziger
Messpunkt auf dem Objekt (vgl. Abb. 6.5c).
Alle Sensoren erzeugen aufgrund der sensorinternen Datenvorverarbeitung einen Ausgabe-
wert fu¨r die Objektgeschwindigkeit. Da diese lediglich durch den Radarsensor direkt gemessen
werden kann, wird der Geschwindigkeitsscha¨tzwert der LIDAR-Sensoren aufgrund der gerin-
gen Gu¨te fu¨r das Objekttracking nicht beru¨cksichtigt.
Es wird davon ausgegangen, dass die Messpunkte der Sensoren direkt mit den Stu¨tzstel-
len der lokalen Kartendarstellung korrelieren. Betrachtet man unabha¨ngig von der Art der
Zuordnung das zugrunde liegende Messprinzip, so liegt allen Sensoren eine Abstands- und
Winkelmessung zugrunde. Dieses Messprinzip ist Ausgangspunkt fu¨r die Modellierung des

















Abb. 6.5: Sensordaten der objektgebenden Umfeldsensorik
Messrauschens. Im Folgenden soll von einem einzelnen Messpunkt ausgegangen werden. Das
Sensorsystem erzeugt fu¨r diesen Fall einen Messvektor r dessen Unsicherheiten durch die













Hierbei ist r der Abstand zwischen Sensor und Zielobjekt und α der Erfassungswinkel des
Ziels in Bezug auf das Sensorkoordinatensystem (vgl. Abschnitt A). Als Messrauschen wird
ein normalverteilter Rauschprozess mit der Standardabweichung σr bzw. σα angenommen.
Die Parameter σr und σα werden konservativ auf Basis der Hersteller-Angaben (Datenblatt)
abgescha¨tzt. Um der in Kapitel 4 beschriebenen einheitlichen Darstellung aller Umfelddaten
in einem erdfesten Bezugssystem gerecht zu werden, muss eine Transformation der Messun-
sicherheiten erfolgen. Diese la¨sst sich in drei Teilschritte unterteilen:
• Zuna¨chst erfolgt eine Transformation von der polaren DarstellungR in eine a¨quivalente
Darstellung RS ausgedru¨ckt in kartesischen Koordinaten.
RS =
[
cosα −r · sinα









cosα −r · sinα
sinα r · cosα
]T
. (6.12)
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Der Transformation liegt eine Linearisierung der nichtlinearen Abbildungsvorschrift
von Polarkoordinaten in kartesische Koordinaten zugrunde. Der Linearisierungsfehler
wird analog zur Vorgehensweise beim erweiterten Kalmanfilter vernachla¨ssigt.
• In einem Zwischenschritt erfolgt die U¨berfu¨hrung der lokalen Sensorkoordinatensys-
teme in ein einheitliches fahrzeugfestes Bezugssystem. Der Zusammenhang ist gema¨ß
Anhang A u¨ber die Kalibriermatrix TSF der Sensoren gegeben, so dass sich fu¨r das
Messrauschen RF im fahrzeugfesten Bezugssystem folgender Zusammenhang ergibt:
RF = TSF ·RS ·T
T
SF . (6.13)
Die Transformation ist linear und zeitinvariant, so dass keine zusa¨tzlichen Fehlerein-
flu¨sse durch die Abbildung entstehen.
• Der letzte Teilschritt beru¨cksichtigt die Transformation der Messdaten vom fahrzeug-
festen in das erdfeste Bezugssystem. Der in die Transformation eingehende Fahrzeug-
Zustandsvektor ist selbst eine unsicherheitsbehaftete Messgro¨ße. Diese zusa¨tzliche Un-
sicherheit muss dem Messrauschen zugeschlagen werden. Man erweitert dazu den Mess-

















Hierbei ist Ψego der Kurswinkel des Fahrzeugs und (xego, yego) ist die Position des












kann von der Ortungsplattform abgerufen werden. Im Folgenden gilt s = sinΨego und
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c −s −s · xf − c · yf 1 0
s c c · xf − s · yf 0 1
]
. (6.19)
Fu¨r das transformierte Messrauschen der Sensoren, ausgedru¨ckt im Weltkoordinaten-
system erha¨lt man:
RW = TWF ·Rerw ·T
T
WF . (6.20)
Eine analoge Berechnung kann fu¨r die Unsicherheit der Geschwindigkeitsmesswerte der ver-
wendeten Radarsensoren angestellt werden, wobei die zusa¨tzliche Scheinbewegung auf Basis
der Fahrzeug-Gierbewegung zu beru¨cksichtigen ist (siehe Abschnitt A.2.4).
6.2 Aufbau der Tracking-Algorithmen
Um den Einsatz in der komplexen urbanen Fahrzeugumgebung zu ermo¨glichen sowie die
Eigenheiten des um die lokale Kartendarstellung erweiterten Objektmodells zu beru¨cksich-
tigen, sind einige Modifikationen des klassischen Tracking-Konzeptes (vgl. Abbildung 5.10)
notwendig.
• Die Datenzuordnung wird in zwei Stufen aufgeteilt. Im ersten Teilschritt (Stufe-1-
Assoziation) erfolgt die Zuweisung eingehender Messdaten zu den Objektdaten des
Umfeldmodells unter Beru¨cksichtigung der Kontur-A¨hnlichkeit. Hierbei wird der Ab-
stand der eingehenden Messpunkte von den Polygon-Segmenten der Objektdarstellung
sowie der Grad der U¨berdeckung bewertet. Ist die Kontur-A¨hnlichkeit fu¨r eine Zuord-
nung nicht ausreichend, so werden die Messdaten in die Trackinitialisierung u¨berfu¨hrt,
andernfalls wird mit dem zweiten Teilschritt (Stufe-2-Assoziation) fortgefahren.
Ziel der zweiten Stufe ist eine Bestimmung des direkten Zusammenhanges zwischen
den Messpunkten und den Stu¨tzstellen der Objektkontur. Es gilt, nach Mo¨glichkeit
fu¨r jede Stu¨tzstelle der Objektkontur den korrespondierenden Messpunkt zu ermit-
teln. Verbleiben am Ende der Feinassoziation Messpunkte ohne Zuordnungspartner,
so werden diese als Kandidat fu¨r eine spa¨tere Konturerweiterung gekennzeichnet. Der
Vorgang ist in Abb. 6.6a und 6.6b dargestellt.









Abb. 6.6: Prinzip der Datenassoziation
• Die Trackinitialisierung wird erweitert um einen vereinfachten Tracking-Algorithmus
(Pretracking), welcher eine zeitliche Verfolgung eingehender Messdaten sowie eine Plau-
sibilisierung u¨ber mehrere Sensorsysteme hinweg ermo¨glicht. Zusa¨tzlich erfolgt ein Ab-
gleich mit der in Kapitel 7 beschriebenen Fahrbereichsanalyse, um unerwu¨nschte Bo-
denreflexionen der LIDAR-Sensorik zu unterdru¨cken.
• Die Trackverwaltung wird erga¨nzt um eine Konturverwaltung der einzelnen Objekte.
Diese ermo¨glicht eine Erweiterung der Objektkontur, falls durch eine gea¨nderte Per-
spektive neue Objektmerkmale durch die Sensorik geliefert bzw. eine Bereinigung der
Objektkontur, falls Stu¨tzstellen wiederholt nicht durch die Sensorik besta¨tigt werden.
Fu¨r die Verarbeitung und Fusion der asynchron eintreffenden Messdaten wird das in Ab-
schnitt 5.4.1 eingefu¨hrte Prinzip der Messwertpufferung angewendet. Um einen effizienten
Zugriff auf das Umfeldmodell zu ermo¨glichen, wurde zusa¨tzlich eine optimierte Echtzeit-
Datenbank realisiert [99]. Es ergibt sich der in Abb. 6.7 dargestellte zweikreisige Datenfluss.
6.3 Datenassoziation
In beiden Stufen der Datenzuordnung wird das in Abschnitt 5.2.6 eingefu¨hrte Prinzip der
Einfachzuordnung angewendet. Zuna¨chst gilt es, fu¨r jede mo¨gliche Kombination zwischen
den im Umfeldmodell vorhandenen Objekten und den vom Sensorsystem eingehenden Mess-
vektoren ein skalares Gu¨temaß zu bestimmen, welches als Entscheidungskriterium fu¨r die

































Abb. 6.7: Architektur der urbanen Objektverfolgung
jekte muss dieses Gu¨temaß dabei auf eine Beru¨cksichtigung der Konturverla¨ufe erweitert
werden.
6.3.1 Stufe-1-Assoziation
Im Rahmen der Stufe-1-Assoziation gilt es daher, drei verschiedene Assoziationsfa¨lle zu un-
terscheiden (vgl. Abb. 6.6a):
• Punkt-zu-Punkt-Assoziation:
Besteht sowohl das Objekt als auch der Messvektor lediglich aus einem einzelnen
Kontur- bzw. Messpunkt, so kann ein simpler Vergleich der Positionswerte (x, y) erfol-
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Die Parameter a und b bestimmen die Ausdehnung der fu¨r die Zuordnung herangezoge-
nen Konfidenzellipse (vgl. Kapitel 5.2.6, Abb. 5.11) und leiten sich aus der Hauptdia-
gonalen der Innovationskovarianz zwischen Messung und Objektzustand ab (3-fache
Standardabweichung). Die Schwellwertu¨berpru¨fung mit d1max entspricht einer Mess-
wertvalidierung zur Unterdru¨ckung unplausibler Zuordnungen.
• Punkt-zu-Linie-Assoziation:
Besteht entweder der Messvektor oder die Objektdarstellung aus einem mehrelementi-
gen Polygonzug, so erfolgt ein abschnittsweiser Punkt-zu-Linie Vergleich zur Bestim-
mung des Gu¨temaßes. Es sei im Folgenden (xi,k, yi,k) die k-te Kontur-Stu¨tzstelle des
Objekts und (xj, yj) der vom Sensor u¨bermittelte Messpunkt. Man berechnet zuna¨chst
die Lotfußpunkte (lx,k, ly,k) des Messpunkts auf die Objektkontur zu
lx,k = xi,k + λ · (xi,k+1 − xi,k) und
ly,k = yi,k + λ · (yi,k+1 − yi,k), mit
λ =
(xj − xi,k)(xi,k+1 − xi,k) + (yj − yi,k)(yi,k+1 − yi,k)
(xi,k+1 − xi,k)
2 + (yi,k+1 − yi,k)
2 . (6.22)
Eine Beschra¨nkung auf 0 ≤ λ ≤ 1 begrenzt das zula¨ssige Intervall auf den durch die













und schließlich die Zuordnungskosten d1(i, j) zu
d1(i, j) =
{
d1min falls d1min ≤ d1max und
−1 sonst.
(6.24)
Durch den Minimum-Operator in Gleichung (6.23) wird jeweils die gu¨nstigste Paarung
zuru¨ckgegeben. Die Berechnung erfolgt analog im umgekehrten Fall (mehrelementiger
Messvektor, punktfo¨rmiges Objekt).
• Linie-zu-Linie-Assoziation:
Im ha¨ufigsten Fall bestehen beide Zuordnungspartner aus einem mehrelementigen Kon-
turzug. In diesem Fall wird der Punkt-zu-Linie Vergleich sequentiell fu¨r alle Messpunkte
ausgefu¨hrt. Auf Basis von Gleichung (6.24) ergibt sich fu¨r jeden Messpunkt l der Gu¨te-
wert d1,l(i, j). Um den Grad der U¨berdeckung zwischen Messung und Objektdarstellung
zu bewerten, sichert man fu¨r jedes Teilsegment das Ergebnis der Messwertvalidierung
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separat im Validierungsereignis Θl, mit
Θl =
{
1 falls d1,l(i, j) ≥ 0 und
0 sonst.
(6.25)





l=1Θl ≥ Np · p1 oder
∑Mp
l=1Θl ≥Mp · p2 und
0 sonst.
(6.26)
Die Werte p1 und p2 mit 0 ≤ p1,2 ≤ 1 sind Schwellwerte, um die Anzahl der kompatiblen
Konturpunkte zwischen Mess- und Zustandsvektor zu gewichten, die WerteNp bzw.Mp
sind die Anzahl der Kontur-Stu¨tzstellen in der Objektdarstellung bzw. die Messpunkte.
Um eine einzelne skalare Gro¨ße als Gu¨tewert fu¨r die Zuordnung zu erhalten, bildet man







Θl · d1,l(i, j) (6.27)
Das Gesamtergebnis fu¨r die Gu¨tefunktion ergibt sich zu
d1(i, j) =
{
d1mean(i, j) falls B ≡ 1 und
−1 sonst.
(6.28)
Fu¨r die Anwendung des Optimierungsalgorithmus werden die Gu¨tewerte d1(i, j) fu¨r alle
Kombinationsmo¨glichkeiten in der Kostenmatrix D1 zusammengefu¨hrt. Es gilt
D1 =

 d1(1, 1) . . . d1(1,M). . .
d1(N, 1) . . . d1(N,M)

 . (6.29)
Hierbei ist N die Gesamtanzahl aller Objekte (Tracks) im Umfeldmodell und M die Menge
der Messvektoren (Messobjekte), die in der aktuellen Zeitscheibe durch eines der Sensorsys-
teme geliefert wurden.
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6.3.2 Stufe-2-Assoziation
Die erste Stufe der Datenassoziation lo¨st nur die Fragestellung der Zugeho¨rigkeit zwischen
den von den Sensoren gelieferten Messungen und den Objekten des Umfeldmodells auf, nicht
aber die exakte Zugeho¨rigkeit der Messpunkte zu den Kontur-Stu¨tzstellen der Objektdarstel-
lung. Aufgrund der A¨hnlichkeit dieser beiden Aufgabenstellungen kann jedoch ein gleichar-
tiges Zuordnungsschema angewendet werden, wobei als Zuordnungspartner nicht weiter die
Objekt- und Messdaten selbst, sondern die darin enthaltenen Kontur- und Messpunkte her-
angezogen werden. Der Gu¨tewert d2(k, l) fu¨r die A¨hnlichkeit der Kontur-Stu¨tzstelle k zum


















≤ d2max . und
−1 sonst.
(6.30)
Um fu¨r diese Feinassoziation eine engere Bindung der Stu¨tzstellen zu fordern als bei der
Stufe-1-Assoziation, gilt d2max < d1max . Eine Berechnung von d2(k, l) u¨ber alle Kombinati-
onsmo¨glichkeiten fu¨hrt zur Kostenmatrix D2, mit
D2 =

 d2(1, 1) . . . d2(1,Mp). . .
d2(Np, 1) . . . d2(Np,Mp)

 . (6.31)
Hierbei sindNp undMp die Anzahl der Kontur-Stu¨tzstellen im Zustands- bzw. Messvektor.
6.3.3 Optimierungsalgorithmus
Durch die Erstellung der Kostenmatrizen D1 und D2 la¨sst sich das Bestimmen einer opti-
malen Zuordnung auf folgende Problemstellung zuru¨ckfu¨hren: Wa¨hle in jeder Zeile von D
genau ein nichtnegatives Element d(i, j) aus, so dass die Summe aller gewa¨hlten Elemente
minimal wird. Zur Lo¨sung dieser Aufgabe stehen eine Reihe verschiedener Algorithmen zur
Verfu¨gung, wobei hier der in [108] eingefu¨hrte Minimum-Filter (Extended Nearest Neighbour
Algorithmus) zum Einsatz kommt.
Zuna¨chst wird zeilenweise das jeweils kleinste noch nicht zugeordnete Element der Kosten-
matrix als Kandidat markiert und anschließend spaltenweise der kleinste Kandidat in jeder
Spalte zugeordnet. Nach einer erfolgten Zuordnung wird die Kostenmatrix enstprechend ver-
kleinert und der Ablauf von Neuem gestartet. Der Algorithmus 6.1 kann unvera¨ndert fu¨r die
Optimierung beider Kostenmatrizen eingesetzt werden.
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Algorithmus 6.1 Minimum-Filter
1: for Zeile = 1 to N do
2: for Spalte = 1 to M do
3: Markiere das kleinste nichtnegative Element in der aktuellen Zeile als Kandidat fu¨r
die Zuordnung, wenn weder dessen Zeile noch Spalte bereits bedeckt wurden.
4: end for
5: end for
6: for Spalte = 1 to M do
7: for Zeile = 0 to N do
8: Suche den kleinsten Kandidaten in der aktuellen Spalte.
9: if Kleinster Kandidat vorhanden then
10: Sichere die Zuordnung in der Zuordnungsmatrix Θ.
11: Bedecke die Zeile der Zuordnung.
12: Bedecke die Spalte der Zuordnung.
13: Entferne alle Kandidaten-Markierungen.
14: Gehe zuru¨ck zu Zeile 1:
15: end if
16: end for
17: Fahre mit der na¨chsten Spalte fort.
18: end for
19: Wenn die letzte Spalte erreicht wurde, gebe die Zuordnungsmatrix Θ zuru¨ck.
20: return
Es resultiert die Zuordnungsmatrix Θ, mit
Θ =

 Θ(1, 1) . . . Θ(1,M). . .






Θ(i, j) ≤ 1 ∀ j und
N∑
j=1
Θ(i, j) ≤ 1 ∀ i.
Das Minimum-Filter liefert nicht in allen Fa¨llen eine global optimale Zuordnung, ist aber
bezu¨glich der Rechenzeit aufwendigeren Optimierungsalgorithmen u¨berlegen [108]. Da unter
Verwendung von Sensoren mit interner Objektbildung in der Praxis bereits die vorgelagerte
Messwertvalidierung einen Großteil der mo¨glichen Zuordnungen ausschließt (negative Ele-
mente in D), ergibt sich ein fu¨r die praktische Anwendung ausreichendes Gesamtergebnis.
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6.4 Zustandsscha¨tzung fu¨r das Freiform-Modell
Das in Abschnitt 6.1 hergeleitete Dynamikmodell fu¨r die Objektbewegung ist nichtlinear, so
dass fu¨r die Zustandsscha¨tzung das erweiterte Kalmanfilter herangezogen werden soll. Die
Objektbeschreibung auf Basis der lokalen Kartendarstellung fu¨hrt bei der Anwendung des
Scha¨tzalgorithmus zu der Herausforderung, dass durch das Sensorsystem nicht die Position
des Bewegungszentrums (Schwerpunkt) eines Objektes messtechnisch direkt erfassbar ist,
sondern lediglich die Position einer oder mehrerer Stu¨tzstellen auf der Objektkontur. Es
gilt daher, von der Einzelbewegung der Kontur-Stu¨tzstellen auf die Gesamtbewegung des
Objektes zu schließen. Eine intuitive Herangehensweise an diese Problematik ist die Erwei-




xc yc v φ a φ˙ r1 α1 . . . rNp αNp
]T
. (6.33)















angeben, womit prinzipiell eine mathematische Herleitung der Filtergleichung mo¨glich wa¨re.
Bei einer praktischen Umsetzung ergeben sich allerdings eine Reihe von Einschra¨nkungen:
• Die Aufnahme der Kontur-Stu¨tzstellen fu¨hrt zu einer variablen Dimension des Zu-
standsvektors bzw. der relevanten Kovarianz- und Versta¨rkungsmatrizen des Kalman-
filters. Eine algorithmische Implementierung mit variablen Matrixdimensionen ist auf-
grund der dafu¨r notwendigen dynamischen Speicherverwaltung wenig effizient und ver-
hindert die Echtzeitfa¨higkeit des Algorithmus in der komplexen urbanen Umgebung
mit einer entsprechend hohen Anzahl gleichzeitig verfolgter Objekte.
• Da nicht zu jedem Zyklus eine Messung aller Stu¨tzstellen sichergestellt ist, ergeben sich
Probleme hinsichtlich der Beobachtbarkeit (vgl. Abschnitt 5.2.1). Eine Unterdru¨ckung
der Scha¨tzfilterkorrektur auf die betroffenen Stu¨tzstellen ist durch Nullsetzen der kor-
respondierenden Zeilen in der linearisierten Systemausgangsmatrix H zwar mo¨glich
[114], a¨ndert jedoch an der urspru¨nglichen Problematik nichts.
• Fu¨hrt das Objekt neben einer Translationsbewegung auch eine Drehbewegung um das
Bewegungszentrum aus, ergibt sich ferner eine Mehrdeutigkeit fu¨r die Rekonstruktion
der Drehbewegung, welche im folgenden Abschnitt diskutiert wird.
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6.4.1 Mehrdeutigkeit von Rotation und Translation
Auf Basis der Pra¨diktion des Zustandsvektors la¨sst sich fu¨r jede Kontur-Stu¨tzstelle pi die pra¨-
dizierte Position p∗i berechnen, an welcher der im Rahmen der Stufe-2-Assoziation bestimmte
korrespondierende Messpunkt erwartet wird. Stimmt der Zustandsvektor des Objektes nicht
exakt mit dessen realer Bewegung u¨berein, ergeben sich Abweichungen, welche zur Korrektur
des Objektzustandes herangezogen werden mu¨ssen (Innovation des Scha¨tzfilters). Aufgrund
des gewa¨hlten Bewegungsmodells lassen sich diese als affine Abbildung
pi = R · p
∗
i + t (6.35)
bestehend aus der unbekannten Rotation R und Translation t bezu¨glich des Bewegungs-
zentrums ausdru¨cken. Es stellt sich hierbei jedoch heraus, dass sich fu¨r jede beliebige Lage
des Drehzentrums eine entsprechende Translation tk+1 finden la¨sst, die zu einer gu¨ltigen










Abb. 6.8: Mehrdeutige Abbildung einer Punktwolke
des Drehzentrums ist nicht eindeutig bestimmbar, was sich bei Anwendung des erweiterten










 = N − 2, (6.36)
ausdru¨ckt.
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6.4.2 Vereinfachte Filtergleichung
Um das Problem der Mehrdeutigkeit zu umgehen, soll eine vereinfachte Filtergleichung
entwickelt werden. Beim Abgleich der pra¨dizierten und messtechnisch erfassten Kontur-
Stu¨tzstellen werde hierzu die unbekannte Rotation R zuna¨chst vernachla¨ssigt und anstelle
dessen die Translation t bestimmt, welche den geringsten Abbildungsfehler gema¨ß Gleichung
(6.35) verursacht. Diese ergibt sich als Least-Squares Approximation aus der Korrespondenz
der betrachteten Stu¨tzstellen. Man definiert den Fehlerterm e zu
ei = pi − p
∗
i − t (6.37)













T (pi − p
∗
i )− (pi − p
∗
i )
T · t− tT · (pi − p
∗
i ) + t
T t. (6.38)






−2 (pi − p
∗
i ) + 2t. (6.39)








i ) . (6.40)
Hierbei ist Nm die Anzahl der Punkt-Korrespondenzen am Ende der Stufe-2-Assoziation.
Die Vereinfachung bewirkt in der Praxis, dass anstelle des nicht eindeutig bestimmbaren




c) der Nm assoziierten Kontur-Stu¨tzstellen
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Fu¨r den Centroiden gelte das in Gleichung (6.6) angegebene Bewegungsmodell, so dass sich
die Systemu¨bergangsfunktion f(x′c, y
′

























cosφk − cos(φk + φ˙k ·∆t)
)
vk+1 = vk + a · δt
φk+1 = φk + φ˙k ·∆t
ak+1 = ak
φ˙k+1 = φ˙k, (6.42)











 f1,1 . . . f1,6. . .
f6,1 . . . f6,6

 . (6.43)



































































































sin(φk + φ˙k ·∆t)∆t
)
,
f3,3 = f4,4 = 1,
f3,5 = f4,6 = ∆t und
f5,5 = f6,6 = 1. (6.44)
Alle u¨brigen Werte von fi,j sind gleich Null.
Betrachtet man fu¨r die Bewegungsscha¨tzung lediglich die Lage des Centroiden, so vereinfacht
sich der Zusammenhang zwischen Mess- und Zustandsvektor entsprechend und man erha¨lt










1 0 0 0 0 0
0 1 0 0 0 0
]
. (6.45)
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Durch die Vereinfachung reduziert sich die Dimension der Scha¨tzfehler-Kovarianzmatrix ent-
sprechend auf die Gro¨ße 6 × 6, die Dimension des Messrauschens auf die Gro¨ße 2 × 2. Auf
Basis dieser Annahme la¨sst sich die Kalmanversta¨rkung K zur Aktualisierung der Zustands-
scha¨tzung gema¨ß Gleichung (5.37) berechnen.
Der eigentliche Filterprozess wird in zwei Teilschritte zerlegt. Zuna¨chst erfolgt eine Korrek-
tur jeder einzelnen Stu¨tzstelle u¨ber den korrespondierenden Messwert. Man definiert hierzu
den partiellen Zustandsvektor xi, mit
xi =
[
xi yi v φ a φ˙
]T
(6.46)






Es ergibt sich der Korrekturvektor
ri = K · (yi − h(x
∗
i )) . (6.48)
Es la¨sst sich zeigen, dass der Mittelwert aller Korrekturvektoren der Darstellung in Gleichung




























= K · t. (q.e.d) (6.49)
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Es ergibt sich folgender Scha¨tzalgorithmus:
x∗k+1 = f (xk) ,
P∗k+1 = Fk ·Pk · F
T
k +Qk,




















xik+1{1 : 2} = x
∗
ik+1
{1 : 2}+ rik+1{1 : 2},







rik+1{3 : 6} und
Pk+1 = (I−Kk+1Hk+1) ·P
∗
k+1. (6.50)
Die Lage des Centroiden xk{1 : 2} muss im Zustandsvektor in der Praxis nicht explizit
mitgefu¨hrt werden, da diese implizit in den Kontur-Stu¨tzstellen des Objektes enthalten ist.
6.4.3 Diskussion der Na¨herung
Um die Belastbarkeit der getroffenen Na¨herung zu u¨berpru¨fen, soll eine Betrachtung der
Fehlereinflu¨sse erfolgen:
• Der fu¨r die Bewegungsscha¨tzung herangezogene Centroid stimmt nicht notwendigerwei-
se mit dem tatsa¨chlichen Bewegungszentrum des Objektes u¨berein. Fu¨hrt das Objekt
eine Drehbewegung aus, so ergibt sich ein Pra¨diktionsfehler fu¨r die einzelnen Kontur-
Stu¨tzstellen, dessen Gro¨ße durch den Abstand vom tatsa¨chlichen Drehzentrum beein-
flusst wird.
• Die Vernachla¨ssigung der Rotation in Gleichung (6.40) fu¨hrt dazu, dass A¨nderungen
des Kurswinkels einzig u¨ber den zeitlichen Verlauf der Translation t bestimmt werden
ko¨nnen, wodurch das Einschwingverhalten des Kurswinkels bzw. der Kurswinkelge-
schwindigkeit negativ beeinflusst wird.
• Durch die auf den Centroiden reduzierte Darstellung des Zustands- und Messvektors
wird eine mittlere Unsicherheit fu¨r die Lage aller Stu¨tzstellen angenommen. Aufgrund
des Messprinzips der Sensoren (vgl. Abschnitt 6.1.3) gilt jedoch fu¨r jede Stu¨tzstelle
messtechnisch eine eigene Unsicherheit.
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Als positiver Effekt der Na¨herungslo¨sung gilt anzufu¨hren, dass u¨ber die Ausgleichsrechnung
in (6.40) bereits eine Minimierung des Messrauschens erfolgt. Bei geeignet vielen Stu¨tzstellen
begrenzt dies den Einfluss von einzelnen Messausreißern auf die Bewegungsscha¨tzung.
Zur Beurteilung des Algorithmus wurden einige Simulationen mit bekannter Eingangsgro¨-
ße durchgefu¨hrt. In Abbildung 6.9 wurde der Algorithmus auf Basis einer Simulation mit
Np = 4 Konturpunkten (Rechteck-Form) getestet. Auf die Messung der Konturpunktskoor-
dinaten wurde ku¨nstlich ein ideales, normalverteiltes Messrauschen mit einer Varianz von
0, 1m2 gegeben. Es werden die Scha¨tzwerte und Istwerte fu¨r die Geschwindigkeit, Beschleu-
nigung, den Kurswinkel sowie die Kurswinkelgeschwindigkeit gegenu¨bergestellt. Simuliert
wurde eine gleichfo¨rmig beschleunigte Bewegung bis zur Zeit t = 3 s, dann eine abrupte Be-




zuna¨chst bei idealer Ebene-2-Assoziation.

















(a) Scha¨tzung von v
















(b) Scha¨tzung von a

















(c) Scha¨tzung von φ


















(d) Scha¨tzung von φ˙
Abb. 6.9: Freiform-Tracking bei idealer Ebene-2-Assoziation
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Das Filter kann trotz der gewa¨hlten Vereinfachungen dem tatsa¨chlichen Verlauf der Zu-
standsgro¨ßen folgen. Die Scha¨tzgenauigkeit liegt im Bereich der Erwartungen, die Ableitun-
gen ho¨herer Ordnung (Beschleunigung, Kurswinkelgeschwindigkeit) sind erwartungsgema¨ß
vom Einfluss des Messrauschens sta¨rker betroffen.
In Abb. 6.10 wurde die Ebene-2-Assoziation ku¨nstlich verschlechtert. Nach dem Zufallsprin-
zip wurden 30 Prozent der Assoziationen ausgelassen, so dass in der Zustandsscha¨tzung die
Mittelung der Korrekturvektoren u¨ber entsprechend weniger Stu¨tzstellen erfolgt, wodurch
sich eine Divergenz zwischen dem realen und dem u¨ber die Na¨herungslo¨sung angenomme-
nen Bewegungszentrum ergibt. Wie zu erwarten ist, wirkt sich die Sto¨rung der Ebene-2-
















(a) Scha¨tzung von v
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(c) Scha¨tzung von φ


















(d) Scha¨tzung von φ˙
Abb. 6.10: Freiform-Tracking bei zufa¨llig gesto¨rter Ebene-2-Assoziation
Assoziation negativ auf die Scha¨tzgu¨te der abgeleiteten Zustandsgro¨ßen aus. Das Messrau-
schen gewinnt zwar an Einfluss, dennoch ist nach wie vor eine konsistente Zustandsscha¨tzung
mo¨glich.
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Eine weitere in der Praxis u¨bliche Fehlersituation ist eine systematische Sto¨rung der Ebene-2
in der Art, dass nur ein Teilbereich des Ziels durch das Sensorsystem beobachtet wird. Es
ergibt sich ein systematischer Offset zwischen realem und angenommenen Drehzentrum (Abb.
6.11). Die Sto¨rung dru¨ckt sich wie erwartet in einem Bias auf der Geschwindigkeitsscha¨tzung
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(d) Scha¨tzung von φ˙
Abb. 6.11: Freiform-Tracking bei systematisch gesto¨rter Ebene-2-Assoziation
aus. Dies ist dadurch zu erkla¨ren, dass durch die unterschiedlichen Drehpunkte in jedem
Scha¨tzfilterzyklus eine zusa¨tzliche Translationskomponente entsteht (vgl. Abb. 6.8), welche
irrtu¨mlich als Geschwindigkeitsdifferenz interpretiert wird. Die Gro¨ße des Offsets ha¨ngt vom
Abstand der Drehpunkte sowie vom Betrag der Kurswinkelgeschwindigkeit ab. In der Praxis
ist die Drehrate der Objekte vergleichsweise gering und/oder ihre ra¨umliche Ausdehnung
eher klein, so dass dem praktischen Einsatz des Algorithmus nichts im Wege steht.
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6.5 Adaptives Pretracking zur Objektinitialisierung
Es erweist sich als besondere Herausforderung des urbanen Umfelds, dass mit steigender
Komplexita¨t der Situation auch die Ha¨ufigkeit von Fehlzielen (sog. Geistermessungen) der
einzelnen Sensorsysteme deutlich zunimmt. Neben zufa¨lligen Detektionsfehlern erschweren
hierbei insbesondere systematische Messfehler die Interpretation des Fahrzeugumfeldes. Die-
se werden ausgelo¨st durch die fehlende vertikale Auflo¨sungsfa¨higkeit der zur Verfu¨gung ste-
henden Sensorkomponenten, welche in Anwesenheit von Unebenheiten oder sta¨rkeren Ge-
fa¨lleunterschieden zu einer stabilen Erfassung unerwu¨nschter Bodenreflexionen fu¨hren. Die
Radarsensoren sind zusa¨tzlich anfa¨llig fu¨r starke Reflektoren im Fahrbahnprofil (z.B. Kanal-
deckel).
Es ergibt sich die Notwendigkeit zur Vorfilterung der Sensordaten, um unerwu¨nschte Fehlziele
im Umfeldmodell mit entsprechend unno¨tigen oder sogar gefa¨hrlichen Reaktionen des auto-
nomen Fahrzeugs zu vermeiden. Als Filterkriterien kommen hierbei folgende Mo¨glichkeiten
in Betracht:
• Zufa¨llige Detektionsfehler ko¨nnen durch eine zeitliche Plausibilisierung der Messdaten
eliminiert werden. Ist ein vom Sensor geliefertes Objekt u¨ber mehrere Zyklen hinweg
stabil, so steigt die Wahrscheinlichkeit fu¨r ein real vorhandenes Hindernis.
• Da im vorliegenden Fall mehrere Sensorsysteme mit redundanten Beobachtungsberei-
chen zum Einsatz kommen, la¨sst sich parallel eine Zielbesta¨tigung u¨ber verschiedene
Sensorsysteme hinweg umsetzen.
In Anwesenheit von bewegten Objekten setzen beide Mechanismen voraus, dass Sensordaten
u¨ber verschiedene Beobachtungszeitra¨ume hinweg eindeutig zugeordnet werden ko¨nnen. Dies
wird realisiert u¨ber einen vorgeschalteten, simplen Tracking-Algorithmus. Ein im Rahmen
der Ebene-1-Assoziation nicht zugeordnetes Messobjekt erzeugt zuna¨chst einen sog. Pretrack,
welcher unter Verwendung einer punktfo¨rmigen Objektbeschreibung
xpre =
[







1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

 · xprek (6.52)
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einem klassischen Kalmanfilter zugefu¨hrt wird. Als Bezugspunkt wird der dem eigenen Fahr-
zeug dichteste Konturpunkt des Messvektors aufgefasst. Die notwendige Datenzuordnung
erfolgt analog Abschnitt 6.3 unter Vernachla¨ssigung der Objektausdehnung. Um sowohl die
zeitliche als auch die redundanzbasierte Plausibilisierung der Sensordaten zu ermo¨glichen,
wird die Definition des Pretracks erweitert durch
Definition 6.2 (Pretrack) Ein Pretrack besteht aus:
• Einem Zustandsvektor xpre mit der zugeho¨rigen Kovarianzmatrix Ppre,
• einem Za¨hlerstand c zur Akkumulierung der Besta¨tigungsmessungen und
• einer Liste L =
[
S1 . . . Sj
]
zur Speicherung der beteiligten Sensortypen.
Die Adaption des Pretrackings auf die Lage eines potentiellen Ziels im Erfassungsbereich der
Sensoren wird durch verschiedene Plausibilisierungszonen Zi ermo¨glicht. Diese sind u¨ber die
Vorgabe eines Randpolygons P frei definierbar (vgl. Abb. 6.12).
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Definition 6.3 (Plausibilisierungszone:) Eine Plausibilisierungszone Zi besteht aus
• dem Randpolygon (Gu¨ltigkeitsbereich) A = [a1, . . . , an],
• dem Modifikator m und









Abb. 6.12: Plausibilisierungszonen zur Trackinitialisierung
U¨ber den Modifikator m sowie die Bedingung B wird eine zonenabha¨ngige Aktivierungslogik
definiert, welche fu¨r die eigentliche Trackinitialisierung erfu¨llt sein muss.
Der Modifikator dru¨ckt die Mindestanzahl von Besta¨tigungen durch eines der Sensorsysteme
aus, die fu¨r eine Aktivierung erforderlich sind. Die Bedingung B spezifiziert die notwendige
Beteiligung der vorhandenen Sensoren und ist der Form
B = (Sensor 1 oder Sensor 2) ,
B = (Sensor 1 und Sensor 2) ,
B = (Sensor 1 und nicht (Sensor 1 oder Sensor 2))
oder a¨hnlichen Kombinationen boolscher Algebra. Es la¨sst sich so explizit die Beteiligung
oder Nicht-Beteiligung eines Sensors fordern. Dies ermo¨glicht die gezielte Unterdru¨ckung von
Geistermessungen eines Sensors in Abha¨ngigkeit von deren Position. Der adaptive Schwell-
wert cadp fu¨r die Zielinitialisierung errechnet sich auf Basis dieser Darstellung zu




0 falls Bi = 0
mi falls (Bi = 1) ∩ (x ∈ Zi)
. (6.53)
Die Mindestanzahl der Beobachtungen fu¨r eine erfolgreiche Zielinitialisierung wird durch die
untere Grenze cmin festgelegt.
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6.5.1 Optimierung durch Kopplung mit Befahrbarkeitsanalyse
Eine weitere Minimierung unerwu¨nschter Bodenreflexionen der LIDAR-Sensorik la¨sst sich
durch Kopplung der Trackinitialisierung mit der in Kapitel 7 vorgestellten Fahrbereichs-
analyse erzielen. Im Verlauf der Fahrbereichsanalyse wird eine Ho¨henkarte der Fahrzeu-
gumgebung erzeugt, welche zur Plausibilisierung der objektgebenden Sensoren herangezogen
werden kann. Die Messdaten werden dazu unter Beru¨cksichtigung der Sensorkalibrierung in
eine dreidimensionale, erdfeste Koordinatendarstellung u¨berfu¨hrt (vgl. Abb. 6.13) und ko¨n-
nen somit direkt mit der Ho¨henkarte der Fahrzeugumgebung verglichen werden. Wertet man
Gefälle
Bodenwelle
Abb. 6.13: Plausibilisierung gegen das vertikale Fahrbahnprofil
parallel zur Ho¨henkarte die Befahrbarkeit des Untergrundes mit aus, so lassen sich folgende
Informationen zur Plausibilisierung ausnutzen:
• Die mittlere Differenz zwischen den z-Koordinaten (Objektho¨he) der Messpunkte und
den korrespondierenden Ho¨henmesswerten der Kartendarstellung.
• Die mittlere Befahrbarkeit im kartenbasierten Umfeldmodell an der Stelle der Mess-
punkte.
Liegt ein Messobjekt dicht bei oder sogar unterhalb der berechneten Ho¨henkarte und wurde
an derselben Stelle ein hohes Maß an Befahrbarkeit bestimmt, so kann dieses als unerwu¨nsch-
te Bodenreflexion eliminiert werden.
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7 Kartenbasiertes Umfeldmodell zur
Fahrbereichsanalyse
Ziel der kartenbasierten Fahrbereichsanalyse ist es, auf Basis einer modellfreien Beschreibung





unbefahrbar” vorzunehmen. Als befahrbar wird hierbei die Fahrbahnoberfla¨che
definiert, als unbefahrbar alle u¨brigen Bereiche.
Um die Klassifikation zu ermo¨glichen, werden zwei Umfeldmerkmale herangezogen, welche
sich in der Praxis als vergleichsweise stabil und somit fu¨r eine eindeutige Zuordnung gut
einsetzbar erwiesen haben.
• Es kann davon ausgegangen werden, dass die Fahrbahn im urbanen Bereich durch
Bordsteine oder vertikal deutlich ausgepra¨gte Strukturen des Randbereiches begrenzt
ist. Das vertikale Profil der Fahrbahn selbst ist hingegen weitgehend glatt, so dass u¨ber
lokale A¨nderungen der Ho¨he (vertikaler Gradient) eine Unterscheidung von Fahrbahn
und Randbereich erfolgen kann.
• Fehlt eine ausgepra¨gte vertikale Struktur im Randbereich (z.B. Begrenzung durch
Gru¨nstreifen), so unterscheidet sich zumindest die Farbe der Fahrbahn deutlich von
der des Randbereiches. Die Klassifikation des Untergrundes kann somit durch Analyse
des charakteristischen Farbprofils unterstu¨tzt werden.
Setzt man voraus, dass die Befahrbarkeit ein zeitinvariantes Umfeldmerkmal ist, so eig-
net sich das in Kapitel 5.3.1 vorgestellte Prinzip der Belegungskarten in besonderem Maße
fu¨r die zeitliche Integration der eingehenden Merkmale. Notwendig ist die U¨berfu¨hrung der
Befahrbarkeit in eine a¨quivalente probabilistische Beschreibungsform. Da im Rahmen der
Merkmalsextraktion aus den zur Verfu¨gung stehenden Messdaten auch mit widerspru¨chli-
chen Eingangsdaten zu rechnen ist, wird im vorliegenden Fall einer evidenztheoretischen
Modellierung (vgl. Abschnitt 5.3.5) der Vorzug gegeben. Fu¨r jedes diskrete Element z(i, j)
der kartenbasierten Darstellung wird die Dempster-Shafer-Verteilung mz(i,j) der Befahrbar-
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keit definiert zu
mz(i,j)[B] = m[befahrbar ],
mz(i,j)[U ] = m[unbefahrbar ] und
mz(i,j)[K] = m[unbekannt / keine Aussage]. (7.1)
Es ergibt sich die in Abb. 7.1 gezeigte Darstellung, wobei die Dempster-Shafer Massenvertei-
lung mit den Farbwerten rot (unbefahrbar), gru¨n (befahrbar) und blau (unbekannt) kodiert
wurde.
Abb. 7.1: Ergebnis der kartenbasierten Befahrbarkeitsanalyse
7.1 Datenfluss und prinzipieller Ablauf
Fu¨r die Befahrbarkeitsanalyse werden die Messdaten der in Kapitel 4.1.1 dargestellten indus-
triellen Laserscanner sowie des Farbkamerasystems herangezogen. Die korrekte Aktualisie-
rung der Karte setzt ferner den durch die Ortungsplattform ermittelten Fahrzeug-Zustandsvektor
voraus. Die Weiterverarbeitung der Messdaten erfolgt in mehreren Schritten, welche wie folgt
miteinander verbunden sind:
• Die Position und Orientierung des Fahrzeugs im kartenbasierten Umfeldmodell wird
mit jedem Zeitschritt neu bestimmt. Die Karte wird entsprechend der Eigenbewegung
aktualisiert, so dass ein gu¨ltiger Kartenauschnitt ausreichender Gro¨ße um das Fahrzeug
herum verfu¨gbar ist (vgl. Abschnitt 7.2).
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• Die Abstands-Messwerte der Laserscanner werden in das Bezugskoordinatensystem der
Karte transformiert. Die Karte wird entlang der Gerade vom Ursprung des Sensorko-
ordinatensystems bis zum Endpunkt der Messung aktualisiert (vgl. Abschnitt 7.3.1).
Durch die Eigenbewegung des Versuchstra¨gers und Messung zu verschiedenen Zeit-
schritten wird eine Ho¨henkarte der Fahrzeugumgebung aufgebaut.
• Die Ho¨henkarte wird einer Interpolation und Gradientenanalyse (vgl. Abschnitt 7.3.3)
unterzogen, um die Klassifikation in befahrbare und unbefahrbare Abschnitte vorzube-
reiten. Gebiete mit hohem Gradienten lassen auf Bordsteinkanten, Randobjekte oder
sonstige Hindernisse schließen, Gebiete mit gleichma¨ßigem Ho¨henprofil deuten hinge-
gen auf die Fahrbahnoberfla¨che hin.
• Die Gradienteninformation wird in eine Dempster-Shafer-Massenverteilung u¨berfu¨hrt
(vgl. Abschnitt 7.4.3) und diese u¨ber das Prinzip der Belegungsgitter in der Karte auf-
integriert. Es resultiert eine Befahrbarkeitsklassifikation auf alleiniger Basis der Gradi-
entendaten.
• Die Befahrbarkeit auf Basis der Gradientendaten wird genutzt, um direkt vor dem
Fahrzeug ein Areal maximaler Befahrbarkeit zu ermitteln. Es wird davon ausgegangen,
dass dieses mit hoher Wahrscheinlichkeit der Fahrbahnoberfla¨che entspricht. Das Areal
wird in den Bildbereich des Farbkamerasystem projiziert und dient als Suchbereich der
Farbanalyse.
• Die Farbanalyse weist jedem Bildpunkt eines vom Kamerasystem erzeugten Farbbildes
ein quantitatives Maß der Befahrbarkeit zu. Ausgangspunkt ist das charakteristische
Farbprofil innerhalb des zuvor bestimmten Suchbereiches, welcher auf das gesamte Bild
ausgedehnt wird (vgl. Abschnitt 7.4).
• Die Ergebnisse der Farbanalyse werden unter Beru¨cksichtigung der Ho¨henkarte in die
kartenbasierte Umfelddarstellung projiziert. Jedem Bildpunkt wird eine korrespondie-
rende Zelle der digitalen Karte zugeordnet.
• Das durch die Farbanalyse bestimmte Maß der Befahrbarkeit wird in eine Dempster-
Shafer-Massenverteilung u¨berfu¨hrt und u¨ber das Prinzip der Belegungsgitter in der
Karte aufintegriert. Es resultiert die probabilistische Befahrbarkeitsaussage auf Basis
der Farba¨hnlichkeit.
• Die beiden Befahrbarkeitsaussagen aus Gradientenfeld und Farba¨hnlichkeit werden
u¨ber ihre Dempster-Shafer Darstellung fusioniert. Das Ergebnis sowie die zugrunde-
liegende Ho¨henkarte wird den u¨bergeordneten Algorithmen zur Bahnplanung sowie
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der objektbasierten Hinderniserkennung zum Zwecke der optimierten Zielinitialisierung
(vgl. Abschnitt 6.5) u¨bergeben.
Der skizzierte Datenfluss fu¨hrt zu einer Erweiterung des kartenbasierten Umfeldmodells um
mehrere Informationsebenen, welche als Speicher fu¨r die einzelnen Zwischenschritte des Al-












































Abb. 7.2: Informationsebenen und Datenfluss
sich folgende Definition des kartenbasierten Umfeldmodells:
Definition 7.1 (Umfeldmodell zur Befahrbarkeitsanalyse) Der Merkmalsraum Γ ei-
ner jeden Zelle im Umfeldmodell ist gegeben durch:
Γ =
{










• hz(i,j) die lokale Ho¨he der Umgebung in Bezug auf den Ursprung des Weltkoordinaten-




der lokale Gradient des Ho¨henfelds (die lokale Ho¨hendifferenz),
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• fz(i,j) der Farba¨hnlichkeitswert nach dessen Projektion auf die Karte,
• mgradz(i,j) die Dempster-Shafer Massenverteilung als Maß der Befahrbarkeit auf Basis des
Gradientenfeldes,
• mfarbz(i,j) die Dempster-Shafer Massenverteilung als Maß der Befahrbarkeit auf Basis der
Farba¨hnlichkeit und
• mfusz(i,j) die Dempster-Shafer Massenverteilung als Maß der Befahrbarkeit auf Basis der
fusionierten Farb- und Gradientenanalyse.
7.2 Datenstruktur und Verwaltung der Karte
Bei einer praktischen Umsetzung des kartenbasierten Umfeldmodells ergeben sich zwei Mo¨g-
lichkeiten fu¨r die Darstellung der Karte sowie die Beru¨cksichtigung der Fahrzeug-Eigenbewegung.
• Die Definition einer fahrzeugfesten Kartendarstellung erfordert eine Korrektur des Kar-
teninhalts mit jeder Vera¨nderung der Fahrzeugposition, da die Merkmale des kartenba-
sierten Umfeldmodells statisch gegenu¨ber dem inertialen Weltkoordinatensystem und
nicht gegenu¨ber dem mitbewegten Fahrzeugkoordinatensystem sind (vgl. Anhang A).
In einer praktischen Implementierung muss die gesamte Datenbasis der Karte (blaue
Zellen in Abb. 7.3) entsprechend der Fahrzeugbewegung neu berechnet werden, was










Abb. 7.3: Fahrzeugfeste Kartendarstellung
• Die Definition einer erdfesten Kartendarstellung erfordert demgegenu¨ber lediglich ei-
ne Verschiebung des Fahrzeugs in der Karte. Setzt man allerdings voraus, dass im
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Bereich der automobilen Applikation der Aktionsradius des Fahrzeugs praktisch unbe-
grenzt ist, so ergibt sich die Notwendigkeit einer Begrenzung der Informationsmenge
und somit die Einfu¨hrung eines begrenzten Kartenauschnitts. Bei einer Bewegung des
Versuchstra¨gers muss nicht mehr die gesamte Datenbasis der Karte aktualisiert wer-








Abb. 7.4: Ortsfeste Kartendarstellung
Es ist offensichtlich, dass eine fahrzeugfeste Implementierung wenig geeignet fu¨r die Darstel-
lung der statischen Befahrbarkeit ist. Unabha¨ngig davon stellt die hohe Zellanzahl u¨ber die
quadratisch mit der Auflo¨sung anwachsende Gro¨ße der Datenstruktur hohe Anforderungen
an eine effiziente Umsetzung der Algorithmen. In diesem Kontext ist eine Betrachtung der
zum Einsatz kommenden Rechnerarchitektur fu¨r die Implementierung sinnvoll.
7.2.1 Rechnerarchitektur und Speicherlayout
Die verwendeten PC-basierten Rechnersysteme weisen eine Von Neumann-Rechnerarchitektur
[60] auf (vgl. Abb. 7.5). Der Prozessor mit seinen Registern fu¨r die Berechnung ist u¨ber den
Speichercontroller und Speicherbus mit dem externen Hauptspeicher verbunden. Da Zugrif-
fe auf den externen Hauptspeicher vergleichsweise langsam sind, sind zwei Cache-Speicher
(Level-1 und Level-2 Cache) vorgesehen, welche als Zwischenspeicher fu¨r ha¨ufig verwendete
Gro¨ßen dienen. Die Cache-Speicher sind wesentlich schneller adressierbar als der Hauptspei-
cher, bieten aber nur einer vergleichsweise geringe Kapazita¨t (z.B. Intel Pentium 4 Prescott
2M Chipsatz, L1-Cache 16 KByte, L2-Cache 2 MByte [64]). Es liegt daher im Interesse einer
effizienten Implementierung, dass Zellen der digitalen Kartendarstellung, auf die nacheinan-
der zugegriffen wird, mo¨glichst in einem zusammenha¨ngenden Speicherbereich des Rechner-
systems alloziert werden.
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Abb. 7.5: Von Neumann-Rechnerarchitektur
Im vorliegenden Fall erfolgt der Großteil der Zugriffe auf die Datenstruktur entlang einer
Geraden zwischen Sensorursprung und Messpunkt. Eine naive Allozierung der Karte als
blockfo¨rmige Matrixstruktur wu¨rde zu einem Speicherlayout entlang der Matrixspalten fu¨h-
ren. In Abb. 7.6a ist beispielhaft der Zugriff entlang einer gegebenen Aktualisierungsrichtung
dargestellt. Mit jedem Zeilenwechsel ist der Zugriff auf einen neuen Speicherblock (farbig her-
vorgehoben) notwendig, die Blo¨cke liegen zudem bei großer Ausdehnung der Karte bezu¨glich
ihrer Adressierung weit voneinander entfernt. Es kommt zu einer hohen Anzahl von Zugriffen
auf den langsameren externen Hauptspeicher.
Geht man davon aus, dass sich keine Vorzugsrichtung fu¨r die Aktualisierung definieren la¨sst,
da die Orientierung des Fahrzeugs beliebig ist und die Sensoren einen hohen O¨ffnungswinkel
abdecken, la¨sst sich eine effizientere Implementierung finden. Die Allozierung erfolgt in die-
sem Fall in der Art, dass quadratische Zellpakete blockweise zusammengefasst werden. Ist die
Blockgro¨ße kompatibel mit den Gro¨ßen des Level-1 bzw. Level-2 Cache, fu¨hrt dies zu einer
deutlichen Reduktion externer Speicherzugriffe, wie in Abb. 7.6b dargestellt ist. Der Einfluss
des Speicherlayouts hat somit signifikanten Einfluss auf den erzielbaren Datendurchsatz und
muss sorgfa¨ltig auf die Zielhardware angepasst werden [71].
Fu¨r eine Wahl der optimalen Block- und Zellgro¨ße wurde die in Abb.7.7 dargestellte Leis-
tungsanalyse durchgefu¨hrt. Um signifikante Aussagen zu erhalten, wurden strahlfo¨rmige Ak-
tualisierungen ausgehend vom Zentrum eines Kreises in der Mitte der Karte auf den Kreisbo-
gen mit dem Radius von 100 Metern in Schritten von einem Grad unternommen. Die Gro¨ße
der Karte (Gesamtanzahl aller Zellen) wird bei einer Auflo¨sung von einem viertel Meter kon-















Abb. 7.6: Speicherlayout fu¨r optimierten Datenzugriff
stant gehalten, die Gro¨ße bzw. Anzahl der Blo¨cke (Teilgitter) jedoch variiert. Es la¨sst sich
so fu¨r eine gegebene Zellgro¨ße die optimale Blockgro¨ße bzw. Anzahl der Teilgitter ermitteln,
um den maximalen Datendurchsatz zu erzielen.






































Zelldatenstruktur mit 24 Byte
Zelldatenstruktur mit 28 Byte
Abb. 7.7: Datendurchsatz der Karte u¨ber Anzahl der Teilgitter
7.2.2 Optimierte Datenstruktur fu¨r die Echtzeit-Anwendung
Durch die Vorgabe einer blockfo¨rmigen Speicherstruktur la¨sst sich zusa¨tzlich ein optimier-
ter Ablauf fu¨r die Verschiebung des gu¨ltigen Kartenausschnitts erzielen. Man fu¨hrt hierzu
als Bezugsblock diejenige Zellgruppe ein, welche die aktuelle Fahrzeugposition beinhaltet.
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Die Navigation innerhalb der Karte erfolgt stets relativ zu diesem Bezugsblock, welcher den
Aufpunkt (Bezugspunkt) auf die Datenstruktur darstellt. Der Zusammenhang zwischen dem
Bezugspunkt und der korrespondierenden Position im erdfesten Koordinatensystem wird in
















Abb. 7.8: Ringfo¨rmig verkettete Karte in Blockstruktur
ierlich aktualisiert werden, ohne dass eine Neuinitialisierung am Rand des Kartenausschnitts
(vgl. Abb.7.8a bis 7.8c) erforderlich ist. Da durch den strahlfo¨rmigen Zugriff stets benachbar-
te Zellen adressiert werden, erfolgt zusa¨tzlich eine zweidimensional-ringfo¨rmige Verkettung
aller Zellen untereinander. Verla¨sst das Fahrzeug den Bezugsblock, so wird am virtuellen
Horizont des Kartenausschnittes der Zellinhalt auf einen Standardwert zuru¨ckgesetzt. Diese
blockweise Neuinitialisierung verringert die Anzahl der notwendigen Speicher-Einzelzugriffe
und tra¨gt somit zu einer Steigerung des Datendurchsatzes bei.
7.3 Ho¨henbasierte Befahrbarkeitsabscha¨tzung
Die Datenstruktur der Karte liefert den algorithmischen Rahmen fu¨r den Eintrag der Mess-
daten. Die spezifische Eintragestrategie orientiert sich am Messprinzip. Die verwendeten
LIDAR-Scanner liefern eine Reihe von Abstands-Messwerten entlang ihres O¨ffnungswinkels.
Es kann vorausgesetzt werden, dass der Pfad zwischen Sensorursprung und dem Messpunkt
frei von Hindernissen ist. Neben dem eigentlichen Endpunkt der Messung ist somit auch der
Freibereich im Verlauf des Strahlengangs eine verwertbare Messinformation.
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7.3.1 Aktualisierung des Ho¨henprofils
Der Anfangs- und Endpunkt eines jeden LIDAR-Abstandsmesswertes wird zuna¨chst unter







u¨berfu¨hrt (vgl. Anhang A). Mit dem bekannten Bezugspunkt der Kartendarstellung ergibt























Es ist zu beachten, dass die Ho¨he h als kontinuierliche Messgro¨ße mitgefu¨hrt wird, da die
Karte eine zweidimensionale Datenstruktur aufweist und keine Diskretisierung in Z-Richtung
vorgenommen wird. Die Aktualisierung der Karte erfolgt strahlfo¨rmig vom Anfangs- zum
Endpunkt, wobei die Ho¨he zwischen den Zellen linear interpoliert wird. Gema¨ß dem Sensor-
modell kann kein Messwert des in der Karte zuvor gespeicherten Ho¨henprofils gro¨ßer als der
Verlauf des augenblicklich betrachteten Strahlenganges sein. Messausreißer oder Interpola-
tionsfehler vorangegangener Messzyklen werden auf diese Weise korrigiert. Der Ho¨henwert
des Endpunktes wird in der Karte abgelegt. Es ergibt sich die in Abb. 7.9 dargestellte Vor-
gehensweise.
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(i ,j )a a (i ,j )e e
wird zurückgesetzt
(b) Korrektur des Ho¨henprofils
Abb. 7.9: Eintragestrategie der LIDAR-Daten
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7.3.2 Raycasting-Algorithmus
Fu¨r die strahlfo¨rmige Kartenaktualisierung la¨sst sich der nach seinem Entwickler benannte
Bresenham-Algorithmus [19] nutzen. Der Algorithmus wurde fu¨r die Steuerung von digitalen
Plottern entwickelt. Um die Rechenzeit zu minimieren, wurde vollsta¨ndig auf laufzeitinten-
sive Fließkomma-Arithmetik verzichtet.
Als Eingangsgro¨ßen des Algorithmus werden der Anfangs- und Endpunkt (ia, ja) bzw. (ie, je)
des zu aktualisierenden Strahls beno¨tigt. Man verschiebt nun den Ursprung eines Ersatzko-
ordinatensystems i′,j′ in den Startpunkt und erha¨lt die neuen Gitterkoordinaten:
(i′a, j
′
a) = (0, 0) und
(i′e, j
′
e) = (ie − ia, je − ja).
In Abb. 7.10 ist das Vorgehen fu¨r eine Gerade im ersten Oktanten des Koordinatensys-
tems dargestellt. Der kontinuierliche Strahlverlauf muss durch die diskrete Kartenstruktur
j'
i'
(i' ,j' )e e









Abb. 7.10: Raytracing-Algorithmus nach Bresenham
approximiert werden. Man wa¨hlt dazu diejenigen Zellen, deren Abstand zum Strahlengang
minimal ist. Fu¨r das dargestellte Beispiel im ersten Oktanten erfolgt hierzu in jedem Schritt
eine Inkrementierung in Richtung i′, in Abha¨ngigkeit vom Verlauf der Geraden zusa¨tzlich
eine Inkrementierung in Richtung j′. Jeder Ursprungspunkt Pr auf der approximierten Gera-
den hat damit zwei mo¨gliche Folgepunkte Pr+1 und Qr+1. Der korrekte Folgepunkt kann u¨ber
einen Vergleich der beiden Lotabsta¨nde pr und qr von Pr+1 und Qr+1 zum kontinuierlichen
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Strahlverlauf berechnet werden. Es gilt folgende Vorschrift fu¨r die Wahl der Folgezelle:
i′r+1 = i
′
r + 1 und
j′r+1 =
{
j′r + 1 falls pr ≤ qr
j′r falls pr > qr
. (7.5)
Betrachtet man die beiden a¨hnlichen Dreiecke D1 und D2 in Abb. 7.10, so gilt fu¨r die beiden
Hypothenusen ur und vr das gleiche Gro¨ßenverha¨ltnis wie fu¨r die Lotabsta¨nde pr und qr
selbst. Diese berechnen sich durch
ur = (j
′








Hierbei ist (i′s, j
′
s) der Schnittpunkt der Hypothenusen mit dem kontinuierlichen Strahlen-
gang. Den Gro¨ßenvergleich der Hypothenusen dru¨ckt man nun durch den Fehlerterm ∆r aus.
Man erha¨lt
∆r = (vr − ur). (7.7)
Fu¨r die Approximation gilt entsprechend
i′r+1 = i
′
i + 1 und
j′r+1 =
{
j′r + 1 falls ∆r ≥ 0
j′r falls ∆r < 0
. (7.8)
Da nur das Vorzeichen von ∆r entscheidet und der Wert i
′
e in jedem Falle gro¨ßer Null ist,
gilt ohne Einschra¨nkung
∆r = (vr − ur) · i
′
e. (7.9)
Der Schnittpunkt (i′s, j
′
s) ergibt sich zu
i′s = i
′




(i′r + 1). (7.10)
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Die Gleichung (7.11) kann rekursiv ausgedru¨ckt werden. Man erha¨lt fu¨r den Initialwert mit







































e fu¨r ∆r ≥ 0
∆r + 2j
′
e fu¨r ∆r < 0
. (7.13)
Die Vorgehensweise kann fu¨r die u¨brigen Oktanden des Koordinatensystems analog ange-
wendet werden, es muss hierbei lediglich die Zuordnung der Kartenkoordinaten i,j zu den
Ersatzkoordinaten i′, j′ getauscht werden. Man erha¨lt in Abha¨ngigkeit der Strahlrichtung
∆i und ∆j, mit
∆i = ie − ia und (7.14)
∆j = je − ja, (7.15)
die in Tabelle 7.1 dargestellte Zuordnungstabelle fu¨r die Wahl des Ersatzkoordinatensystems.
Es ergibt sich folgender Algorithmus fu¨r die Approximation eines beliebigen Strahlengangs:
0. Bestimme die Anfangs- und Endposition des Strahls in der Karte (ia, ja) bzw. (ie, je).
Bestimme die Parameter ∆i und ∆j.
1. Wa¨hle den Oktanden des Bresenham-Algorithmus und die entsprechende Zuordnung
des Ersatzkoordinatensystems gema¨ß Tabelle 7.1.
7.3 Ho¨henbasierte Befahrbarkeitsabscha¨tzung 115
∆i ∆j |∆i| − |∆j| res. Oktand i′ j′
≥ 0 ≥ 0 ≥ 0 1 i j
≥ 0 ≥ 0 < 0 2 j i
< 0 ≥ 0 < 0 3 j −i
< 0 ≥ 0 ≥ 0 4 −i j
< 0 < 0 ≥ 0 5 −i −j
< 0 < 0 < 0 6 −j −i
≥ 0 < 0 < 0 7 −j i
≥ 0 < 0 ≥ 0 8 i −j
Tabelle 7.1: Zuordnung des Ersatzkoordinatensystems
2. Bestimme den Initialfehlerterm ∆0, setzte r = 0.
3. Fu¨r ∆r ≥ 0, inkrementiere i
′ und j′, ansonsten inkrementiere nur i′. Bestimme ∆r+1
gema¨ß Gleichung (7.13). Bestimme fu¨r i′ und j′ die korrespondierenden Kartenkoordi-
naten i und j. Setze r = r + 1.
4. Aktualisiere die Karte an der neuen Position i und j.
5. Falls die Zielposition (ie, je) erreicht wurde, beende den Algorithmus, ansonsten springe
zu 3.
Die Leistungsfa¨higkeit und Flexibilita¨t der Bresenham-Implementierung kann durch die Wahl
eines gu¨nstigen Programmiermusters deutlich gesteigert werden. Im Allgemeinen ist es dabei
wu¨nschenswert, dass der Algorithmus zur Traversion der Datenstruktur so gestaltet ist, dass
unterschiedliche Operationen auf den Daten ausfu¨hrbar sind, um die Mo¨glichkeit verschie-
dener Sensormodelle zu realisieren. Im Rahmen einer objektorientierten Realisierung eignet
sich hierzu vor allem das in [55] beschriebene Visitor-Prinzip.
Das Visitor-Prinzip wurde urspru¨nglich fu¨r Datenbank-Zugriffe konzipiert und zeichnet sich
dadurch aus, dass u¨ber eine Trennung von Datenstruktur, Datenauswahl und Aktualisie-
rungsfunktion ein hohes Maß an Modularita¨t geschaffen wird. Die Datenstruktur selbst stellt
die Funktion zur Traversion (die Auswahl der zu aktualisierenden Datensa¨tze) zur Verfu¨gung.
Diese ruft fu¨r jedes Datenelement eine Methode der Visitor-Schnittstellendefinition auf, wel-
che zur A¨nderung des Datensatzes verwendet wird.
class Vi s i t o r {
virtual bool onRay( f loat z , Ce l l &data ) ;
virtual bool onHit ( f loat z , Ce l l &data ) ;
} ;
116 7 Kartenbasiertes Umfeldmodell zur Fahrbereichsanalyse
Im konkret vorliegenden Anwendungsfall des Bresenham-Algorithmus werden als Schnitt-
stelle zwei Funktionen definiert, welche die Aktualisierung der Zellen auf und am Ende des
Strahlenganges steuern.
Die Visitor-Schnittstelle u¨bergibt die Ho¨he des Strahlenganges an der aktuell durchlaufenen
Zelle sowie eine Referenz auf die Zelle selbst. Innerhalb der frei implementierbaren Funktio-
nen onRay und onHit, welche von verschiedenen Klassen instantiiert werden ko¨nnen, sind
beliebige Operationen mo¨glich. Der Bresenham-Algorithmus implementiert die Traversions-
funktion auf der Datenstruktur
void bresenham ( Disc re teCoord inate src , D i sc re t eCoord inate dest ,
V i s i t o r &v ) ;
und ermo¨glicht so die notwendige strahlfo¨rmige Aktualisierung der Zellen. Von Nachteil bei
der Methode ist, dass im Falle verschiedener Schnittstellen-Implementierungen (d.h. verschie-
dene Sensormodelle) zur Laufzeit entschieden werden muss, welche Funktion im Einzelfall
auszufu¨hren ist. Der Vorgang muss bei jedem Methodenaufruf wiederholt werden, was bei
einer hohen Anzahl aktualisierter Zellen entsprechend ungu¨nstig ist.
Die Leistungsfa¨higkeit des Visitor-Musters la¨sst sich daher deutlich steigern, wenn u¨ber die
Verwendung von Klassen-Templates der Traversionsfunktion eine Schablone der Aktualisie-
rungsroutine u¨bergeben wird. Man erha¨lt folgende Funktionsdefinition:
template<class VISITOR>
void bresenham ( Disc re teCoord inate src , D i sc r e teCoord inate dest ,
VISITOR &v ) ;
Die geringe A¨nderung der Syntax bewirkt eine signifikante Vera¨nderung der Semantik, da
durch die Verwendung der Klassen-Templates bereits zur Kompilierungszeit eine Implemen-
tierung der Bresenham-Routine fu¨r jede verwendete Aktualisierungsfunktion erzeugt wird,
so dass die zeitaufwendigen Entscheidungen zur Laufzeit entfallen. Erweitert man das Prin-
zip der Template-Programmierung noch auf den Ablauf des Bresenham-Algorithmus selbst
in der Art, dass fu¨r jeden Oktanten eine eigene Funktionsimplementierung erzeugt wird, so
la¨sst sich eine weitere Laufzeitoptimierung erzielen. Das entsprechende Programmierkonzept
wird in diesem Falle Template-Metaprogramming genannt [1]. In Abb. 7.11 ist die erzielte
Leistungssteigerung durch die optimierten Programmiermuster gegenu¨bergestellt. Es ergibt
sich fu¨r die Template-Metaprogrammierung im Vergleich zur urspru¨nglichen Umsetzung des
Visitor-Musters eine Leistungssteigerung von u¨ber 100 Prozent.



































Abb. 7.11: Vergleich verschiedener Programmiermuster
7.3.3 Interpolation und Gradientenanalyse
Die durch den alleinigen Eintrag der LIDAR-Messwerte aufgebaute Ho¨henkarte ist zuna¨chst
unvollsta¨ndig, da zum einen durch die LIDAR-Sensorik lediglich eine Abtastung entlang
zweier Schnittgeraden mit der Fahrbahnebene erfolgt und zum anderen der zeitliche Abstand
zwischen zwei Messungen bei hohen Fahrgeschwindigkeiten das U¨berspringen von einzelnen
Zellen verursachen kann. Um eine dichte Ho¨henkarte zu erhalten, ist eine Interpolation u¨ber
das unvollsta¨ndige Ho¨henprofil notwendig. Da komplexe Algorithmen zur Interpolation (z.B.
Delaunay-Triangulation [35]) einen zu hohen Rechenaufwand verursachen, wird ein einfacher
zweistufiger Prozess angewendet:
• Zuna¨chst erfolgt eine lokale Interpolation in der direkten Nachbarschaft existierender
Messwerte, um kleinere Lo¨cher der Kartendarstellung zu fu¨llen.
• Darauf aufbauend erfolgt die Approximation einer globalen Fahrbahnebene, welche zur
Fu¨llung der u¨brigen Fehlstellen verwendet wird.
Lokale Interpolation
Zur lokalen Interpolation kommt der mit dem Nearest Neighbour Verfahren verwandte zwei-
dimensionale Expand-Algorithmus zum Einsatz. Fu¨r jede Zelle ohne gu¨ltigen Ho¨henmesswert
wird ein kreisfo¨rmiger Suchbereich in der Karte definiert, welcher in seine Oktanden zerlegt
wird. Ausgehend vom Zentrum wird in jedem Oktanden die erste Zelle ermittelt, welche
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einen gu¨ltigen Ho¨henmesswert entha¨lt. Aus den auf diese Weise ermittelten Ho¨henmesswer-
ten der Oktanden wird der Mittelwert gebildet und dieser als interpolierter Wert in der Karte
abgelegt. Der Ho¨henwert wird als interpoliert gekennzeichnet, um eine ungewollte Verviel-
fa¨ltigung interpolierter Werte zu vermeiden. Der Vorgang ist in Abb. 7.12 veranschaulicht.
In Rot ist hierbei die zu interpolierende Zelle gekennzeichnet, in Blau dargestellt sind Zellen

















Globale Approximation der Fahrbahnebene
Da in weiten Teilen von einem ebenen Fahrzeugumfeld ausgegangen werden kann, soll zur
Rekonstruktion der u¨brigen Ho¨henwerte eine globale Fahrbahnebene bestimmt werden. Die
Approximation bietet gegenu¨ber einer simplen Null-Ho¨hen-Annahme den Vorteil, dass im
Falle von Gefa¨llstrecken eine optimierte Rekonstruktion des vertikalen Fahrbahnprofils mo¨g-
lich ist. Fu¨r einen beliebigen Punkt pi auf dieser Ebene gilt gema¨ß der Schreibweise mit
Ebenen-Normalenvektor n und Abstand vom Ursprung d
n · pi − d = 0. (7.16)
Stehen genu¨gend Stu¨tzstellen entlang der Fahrbahnebene zur Verfu¨gung, so la¨sst sich eine
Least-Squares Scha¨tzung der Ebenenparameter durchfu¨hren. Fu¨r jede Stu¨tzstelle pi wird ein
skalares Gu¨temaß wi eingefu¨hrt, welches als Gewicht in die Ausgleichsrechnung mit einfließt.
Die gewichtete quadratische Fehlersumme der Stu¨tzstellen pi ergibt sich zu




T · e =
N∑
i=1
wi · (nxxi + nyyi + nzzi − d)
2. (7.17)
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Fu¨r die Minimierung wird zuna¨chst der Abstandsparameter d betrachtet. Es gilt



























 · n = d. (7.18)















Ein Einsetzen von d in Gleichung (7.17) liefert
R(nx, ny, nz) =
N∑
i=1





wi(nx(xi − xc) + ny(yi − yc) + nz(zi − zc))
2. (7.20)
Um die triviale Lo¨sung n = 0 bei der Minimierung auszuschließen, wird als Nebenbedin-
gung






z = 0 (7.21)
gefordert. Eine Minimierungsaufgabe mit Nebenbedingung fu¨hrt zur Methode des Lagrange-
Multiplikators [89]. Es ergibt sich die zu minimierende Lagrange-Funktion Φ(nx, ny, nz, λ)
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zu




wi(nxxi + nyyi + nzzi − nxxc − nyyc − nzzc)
2 +





Deren Minimierung nach n liefert





wi [nx(xi − xc) + ny(yi − yc) + nz(zi − zc)] (xi − xc)− 2λnx,





wi [nx(xi − xc) + ny(yi − yc) + nz(zi − zc)] (yi − yc)− 2λny,





wi [nx(xi − xc) + ny(yi − yc) + nz(zi − zc)] (zi − zc)− 2λnz.
(7.23)
Setzt man die Ableitungen gleich Null, so ergibt sich folgendes Gleichungssystem:
P · n− λ · n = 0. (7.24)








i=1wi(xi − xc)(yi − yc)
∑N
i=1wi(xi − xc)(zi − zc)∑N





i=1wi(yi − yc)(zi − zc)∑N
i=1wi(xi − xc)(zi − zc)
∑N







Gleichung (7.24) stellt sich als Lo¨sung des Eigenwertproblems der Matrix P dar mit
[P− λ · I] · n = 0. (7.26)
Zur Bestimmung der Eigenwerte und -vektoren kann auf ga¨ngige mathematische Methoden
der linearen Algebra [49] zuru¨ckgriffen werden. Hierbei ist derjenige Eigenvektor mit dem
kleinsten Eigenwert die optimale Lo¨sung fu¨r n [126].
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Extraktion der Stu¨tzstellen fu¨r die globale Interpolation
Kritisch bei der Extraktion der Stu¨tzstellen ist die Unterdru¨ckung von Ho¨henmesswerten au-
ßerhalb der Fahrbahnebene (z.B. Hindernisse). Diese du¨rfen (falls u¨berhaupt) nur mit einem
geringen Gewicht in die globale Approximation einfließen, um eine Verfa¨lschung der Scha¨tz-
parameter zu vermeiden. Um dies zu ermo¨glichen, wird auf das in der Karte vorhandene
probabilistische Befahrbarkeitsmodell zuru¨ckgegriffen. Innerhalb eines vordefinierten Such-
bereiches vor dem Fahrzeug werden N Stu¨tzstellen extrahiert, als Gewicht wird das Maß
der Befahrbarkeit aus der Dempster-Shafer Darstellung gewa¨hlt, so dass sich eine Wichtung
zwischen Null (unbefahrbar) und und Eins (voll befahrbar) ergibt. Hierdurch wird sicherge-
stellt, dass Umfeldbereiche mit niedriger Befahrbarkeit im Rahmen der Ausgleichsrechnung
weitgehend unterdru¨ckt werden.
Um eine signifikante Stichprobenmenge sicherzustellen, wird ein Schwellwert fu¨r die Summe
aller Gewichte wi definiert, unterhalb dessen die gesamte Stichprobenmenge verworfen wird.
Die Ausgleichsrechnung zur Approximation startet nur, wenn
N∑
i=1
wi ≥ N · pmin ·Bmin (7.27)
sichergestellt ist. Der Wert pmin ist der prozentuale Anteil der Stu¨tzstellen, fu¨r die eine
minimale Befahrbarkeit von Bmin gefordert wird.
Gradientenanalyse
Fu¨r die Berechnung der lokalen Unebenheit (Gradient des Ho¨henfeldes) kommt der in der
klassischen Bildverarbeitung [46] ha¨ufig verwendete Sobel-Operator zum Einsatz. Dieser de-
finiert sich als zweidimensionale Faltung der Ho¨henkarte mit den Operatoren
OSobelx =

 1 0 −12 0 −2
1 0 −1

 und OSobely =





Diese ermitteln zuna¨chst getrennt den Gradienten in i und j Richtung der Ho¨henkarte. Da
nur eine quantitative Angabe der lokalen Ho¨hena¨nderung beno¨tigt wird, werden die beiden
Komponenten per Summation zusammengefasst, so dass sich der Gradient an der Stelle (i, j)
errechnet zu
gz(i,j) = OSobelx ⊗ hz(i,j) +OSobely ⊗ hz(i,j). (7.29)
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Der Vorgang ist in Abb. 7.13a und 7.13b dargestellt.
(a) Ho¨henkarte (b) Gradientenfeld
7.3.4 Probabilistische Interpretation der Gradientendarstellung
Hohe Ausschla¨ge im Gradientenfeld werden durch Spru¨nge in der Ho¨henkarte verursacht,
was wiederum auf Bordsteinkanten oder a¨hnliche Hindernisse schließen la¨sst. Der Straßen-
verlauf selbst ist demgegenu¨ber vergleichsweise glatt. Sanfte Ho¨henu¨berga¨nge (z.B. Rampen,
Bodenwellen) verursachen lediglich einen geringen Anstieg des lokalen Gradienten. Diese Be-
obachtung motiviert die Definition des probabilistischen Sensormodells, welches die Gradien-
tenkarte in eine a¨quivalente Dempster-Shafer Massenverteilung der Befahrbarkeit u¨berfu¨hrt.
Hierbei ist die Befahrbarkeit innerhalb gewisser Schwellwerte umgekehrt proportional zur
Ho¨he des Gradienten, so dass sich folgende Modellierung ergibt:
• Es existiert ein unterer Schwellwert fu¨r den Gradienten, unterhalb dessen maximale
Befahrbarkeit gefordert wird. Dies beru¨cksichtigt die Tatsache, dass sanfte An- oder
Abstiege im Ho¨henprofil keinen negativen Einfluss auf die Befahrbarkeit des Unter-
grundes haben.
• Es existiert ein oberer Schwellwert fu¨r den Gradienten, oberhalb dessen maximale Un-
befahrbarkeit gefordert wird.
• Die Sicherheit u¨ber die Tatsache, dass das Gela¨nde unbefahrbar ist, steigt mit der Ho¨he
des Gradienten an. Im U¨bergangsbereich zwischen Befahrbarkeit und Unbefahrbarkeit
herrscht eine hohe Unsicherheit, da geringe Messfehler die Aussage verfa¨lschen ko¨nnen.
• Es existiert ein gewisses Grundmaß an Unsicherheit.
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mgrad[K] = 1−mgrad[B]−mgrad[U ]. (7.30)




















Abb. 7.13: Gradientenbasiertes probabilistisches Sensormodell
In der Praxis haben sich die Werte gmin = 0.15, gmax = 0.9 und Bmax = Umax = 0.9 bewa¨hrt.
Dies entspricht einer maximalen Befahrbarkeit bis zu einem Gefa¨lle von ca. 30 Grad sowie
einer maximalen Unbefahrbarkeit bei Ho¨hendifferenzen gro¨ßer 90 Zentimetern zwischen be-
nachbarten Zellen. Es ist hierbei irrelevant, ob ein positiver oder negativer Gradient vorliegt.
Im Grenzbereich |g| ≈ gmin zeigt sich der Vorteil des Dempster-Shafer-Ansatzes gegenu¨ber
einer klassischen Bayes’schen Betrachtungsweise. Es ist mo¨glich, einem Gradienten gro¨ßer
gmin ein kleines Maß an Unbefahrbarkeit zuzuordnen, ohne dass der verbleibende Anteil di-
rekt der Befahrbarkeit zufa¨llt. Es la¨sst sich hiermit die Unsicherheit der Klassifikation zum
Ausdruck bringen.
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7.4 Farbbasierte Befahrbarkeitsabscha¨tzung
Der fahrbare Bereich im urbanen Umfeld ist u¨blicherweise bezu¨glich Farbe und oder Tex-
tur deutlich vom Randbereich oder eventuell vorhandenen Hindernissen zu unterscheiden.
Diese Beobachtung ist Ansatzpunkt einer farbbasierten Befahrbarkeitsabscha¨tzung, welche
auf Basis einer Farbaufnahme des Fahrzeugumfelds die Klassifikation einzelner Bildbereiche
bezu¨glich deren Zugeho¨rigkeit zur Fahrbahnoberfla¨che anstrebt.
7.4.1 Klassifikation im Bildbereich
Steht ein Farbmuster der Fahrbahnoberfla¨che zur Verfu¨gung, so la¨sst sich das charakteristi-
sche Farbprofil extrahieren und zum Zwecke der Klassifikation nutzen. Hierbei wird auf eine
Segmentierung des Bildes im Farbraum zuru¨ckgegriffen [21, 23]. Bei dem in [118] beschrie-
benen Verfahren wird zuna¨chst unter Nutzung alternativer Sensordaten ein Suchbereich mit
sicherer Befahrbarkeit definiert. Dieser wird wie in Abschnitt 7.1 durch Auswertung der gra-
dientenbasierten Befahrbarkeit auf Basis der LIDAR-Messdaten generiert. Darauf aufbauend
folgen eine Reihe von Bearbeitungsschritten zur Bildsegmentierung:
• Extraktion des charakteristischen Farbprofils:
Der Farbraum des Suchbereiches wird als kontinuierlicher Zustandsraum mit den Gro¨-








Es wird angenommen, dass die statistische Verteilung der N Farbwerte im Suchbereich
einer Mischung M verschiedener Normalverteilungen entspricht. Die Wahrscheinlich-











cj = 1. (7.32)
Hierbei sind cj, µj und Σj die zuna¨chst unbekannten ParameterΘj (Wichtung, Mittel-
wert und Varianz) des Farbprofils. Es gilt, eine Maximum-Likelihood-Scha¨tzung fu¨r den
ParameterraumΘ = [Θ1, . . . ,ΘM ] unter Verwendung der Farbwerte xi im Suchbereich
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zu bestimmen. U¨ber die Mischung der Normalverteilungen ergibt sich die Likelihood
eines Parametersatzes zu










bzw. in logarithmischer Darstellung












Eine explizite Maximierung der Log-Likelihood in Gleichung (7.34) wird durch die
Summenbildung im Logarithmus erschwert. Stellt man jedoch Annahmen u¨ber die Zu-
geho¨rigkeit jedes Farbwertes zu einer der Normalverteilungen auf, so la¨sst sich der in
[15] beschriebene EM-Algorithmus (Expectation Maximization) entwickeln. Aus Gru¨n-
den der U¨bersichtlichkeit sei im Folgenden lediglich der resultierende Algorithmus an-
gegeben.
1. Teile die N Farbwerte des Suchbereiches zufa¨llig in M Gruppen auf, bestimme
fu¨r jede Gruppe den Mittelwert µj sowie die Varianz Σj. Setze die Gewichte aller




2. Bestimme die Log-Likelihood der aktuellen Parametrierung Θ gema¨ß Gleichung
(7.34).




























l=1 cl ·N [xi;µl,Σl]
. (7.35)
Bestimme fu¨r jeden erzeugten Teilparametersatz Θj die Anzahl der Bildpunkte
nj, welche zur Stu¨tzung der betrachteten Normalverteilung beitragen (Abstand
vom Mittelwert µj).
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4. Bestimme die Log-Likelihood L(Θ′) fu¨r den neuen Parametersatz gema¨ß Glei-
chung (7.34).
5. Liegt die Differenz der beiden Log-Likelihoods L(Θ) bzw L(Θ′) unterhalb eines
vorgegebenen Schwellwertes, beende den Algorithmus und gib den aktuellen Pa-
rametersatz Θ′ sowie die Werte nj zuru¨ck. Andernfalls setze Θ = Θ
′ und beginne
mit Schritt 2.
• Verwaltung und Adaption des Farbprofils:
Die im ersten Schritt erhaltenen Farbprofile des Suchbereiches werden u¨ber mehre-
re Zeitschritte hinweg gesammelt. Im globalen Parameterspeicher wird eine Anzahl
K > M charakteristischer Normalverteilungen vorgehalten. Die in jedem Zeitschritt
neu bestimmten Teilparametersa¨tze werden mit den bereits im System vorhandenen
verglichen. Eine Aufnahme in den globalen Parameterspeicher erfolgt nach folgenden
Kriterien:
– Liegt der Abstand einer neu bestimmten und einer bereits gespeicherten Gaußver-
teilung unterhalb eines bestimmten Schwellwertes, so erfolgt eine Korrektur der
gespeicherten Parametrierung mit dem neuen Parametersatz. Als Gu¨temaß wird
der Mahalanobis-Abstand d(i, j) der beiden Verteilungen i und j mit
d(i, j) = (µi −muj)
T · (Σi +Σj)
−1 · (µi −muj) (7.36)
















n′i = ni + nj. (7.37)
– Liegt der Abstand oberhalb des vorgegebenen Schwellwertes, so wird die Normal-
verteilung mit der geringsten Unterstu¨tzung ni durch den neuen Teilparametersatz
Θj ersetzt.
Zum Abschluss eines Zyklus werden fu¨r alle gespeicherten Parametersa¨tze die Unter-
stu¨tzungen ni dekrementiert, um eine zeitliche Degression einzufu¨hren. Der Algorith-
mus ist so befa¨higt, sich auf gea¨nderte Umweltbedingungen schneller einzustellen.
• Bewertung des gesamten Bildbereiches
Ist die Bestimmung des globalen Parametersatzes abgeschlossen, so erfolgt eine Bewer-
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tung jedes einzelnen Bildpunktes xi des Gesamtbildes u¨ber die einzelnen Normalvertei-
lungen Θi. Liegt ein Bildpunkt innerhalb eines frei definierbaren Konfidenzintervalls,
so wird er als befahrbar eingestuft und im umgekehrten Fall als unbefahrbar.
Die Robustheit im urbanen Umfeld la¨sst sich durch eine Reihe von Farbfiltern [13, 105]
erho¨hen, um auftretende Schlagschatten, Fahrbahnmarkierungen oder a¨hnliches nicht irr-
tu¨mlich als unbefahrbar einzustufen. Der vergleichsweise aufwendige EM-Algorithmus la¨sst
sich ferner durch den in [82] beschriebenen K-Means-Algorithmus ersetzen, wodurch der Re-
chenzeitbedarf verringert werden kann. In der hier gewa¨hlten Implementierung wird statt
einer bina¨ren Klassifikation die Farba¨hnlichkeit gewichtet im Wertebereich von 0 (maxima-
ler Unterschied) bis 1 (identisches Farbprofil) zuru¨ckgegeben. In den Abbildungen 7.14a bis
7.14c sind die Ergebnisse des Algorithmus mit und ohne Optimierung dargestellt, Die Grau-
werte symbolisieren die A¨hnlichkeit mit dem Farbprofil des Fahrbahnbelages, rot markierte
Bereiche wurden als ungu¨ltig gekennzeichnet (z.B. Schlagschatten).
(a) Eingangsdaten und Suchbe-
reich
(b) Farbanalyse ohne Vorfilte-
rung
(c) Farbanalyse mit Vorfilterung
Abb. 7.14: Ergebnisse der Farbanalyse
7.4.2 Transformation in das kartenbasierte Umfeldmodell
Um eine Verarbeitung der farbbasierten Klassifikation im kartenbasierten Umfeldmodell zu
ermo¨glichen, ist eine Projektion von der Pixelebene des zweidimensionalen Bildausschnitts
auf die Kartenebene notwendig (vgl. Abb. 7.15). Der u¨ber die Brennweite normierte Bild-





























Abb. 7.15: Projektion auf die Kartenebene
Hierbei sind (xp, yp) die Pixelkoordinaten, f ist die Brennweite der Optik und cc1 sowie cc2 ist
das optische Zentrum der Kamera auf dem Imager-Chip. Da der Ursprung des Kamerakoor-











Sind die Kalibrierung der Kamera (Einbaulage und Orientierung) in Bezug auf das Fahr-
zeugkoordinatensystem und auch der Fahrzeug-Zustandsvektor bekannt, so ergibt sich die
Projektionsgerade des Bildpunktes gema¨ß Anhang A.2 in Weltkoordinaten zu
pW = tWF +TWF · tFS + λ ·TWF ·TFS · dS. (7.40)
Dabei ist pW ein beliebiger Punkt auf der Geraden und λ die Skalierung entlang des Rich-
tungsvektors. Bringt man die Projektionsgerade zum Schnitt mit der gema¨ß Abschnitt 7.3.3
approximierten Fahrbahnebene, so erha¨lt man das Gleichungssystem
0 = n · pW − d ⇐⇒
λ =
d− n · (tWF +TWF · tFS)
n ·TWF ·TFS · dS
. (7.41)
Erneutes Einsetzen von λ in Gleichung (7.40) fu¨hrt schließlich zum gesuchten Schnittpunkt
des optischen Pfades mit der Fahrbahnebene, welcher in das diskrete Karten-Koordinatensystem
u¨berfu¨hrt werden kann.
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Fu¨r das Eintragen der farbbasierten Klassifikation erfolgt eine strahlfo¨rmige Iteration durch
die Karte gema¨ß Abschnitt 7.3.2. Durchsto¨ßt ein in der Karte gespeicherter Ho¨henwert den
Strahlengang des betrachteten Bildpunkts, so erfolgt die Aktualisierung an der korrespon-








Abb. 7.16: Eintragen der farbbasierten Klassifikation
7.4.3 Probabilistische Interpretation der farbbasierten Klassifikation
Die probabilistische Interpretation der farbbasierten Klassifikation ist intuitiv. Je a¨hnlicher
ein Bildpunkt dem fahrbaren Untergrund ist, desto ho¨her ist dessen Befahrbarkeit. Der
kontinuierliche Wertebereich fz(i,j) des projizierten Grauwertbildes an der Stelle z(i, j) wird
in die a¨quivalente Dempster-Shafer Massenverteilung mfarb u¨berfu¨hrt. Man erha¨lt
mfarb[B] = Bmax · fz(i,j),
mfarb[U ] = Umax(1− fz(i,j)) und
mfarb[K] = 1−mfarb[B]−mfarb[U ] = 1− fz(i,j) · (Bmax − Umax)− Umax. (7.42)
Ein Klassifikationsergebnis von 1 (maximale A¨hnlichkeit) fu¨hrt demnach zu maximaler Be-
fahrbarkeit und umgekehrt. Die Skalierung der Zwischengro¨ßen wird linear gewa¨hlt. Es gilt
hierbei
Bmax ≤ 1 und
Umax ≤ 1.
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Das Vertrauen in die Positiv- und Negativ-Klassifikation la¨sst sich unabha¨ngig parametrie-
ren. Da in der Praxis schnelle A¨nderungen der Belichtungsverha¨ltnisse einen vergleichsweise
langsamen Einschwingvorgang der farbbasierten Klassifikation zur Folge haben, hat sich
insbesondere fu¨r die Unbefahrbarkeit ein vergleichsweise hohes Maß an Basis-Unsicherheit
























Abb. 7.17: Farbbasiertes probabilistisches Sensormodell
7.5 Zeitliche Integration und Datenfusion
In einem abschließenden Verarbeitungsschritt werden die Ergebnisse der farb- bzw. gradi-
entenbasierten probabilistischen Sensormodelle u¨ber mehrere Messzyklen hinweg in getrenn-
ten Ebenen der Karte integriert und die Ebenen schließlich fusioniert. Gema¨ß Kapitel 5.3.5
kommt hierzu das Dempster’sche Kombinationsgesetz aus Gleichung (5.83) zum Einsatz.










grad[U ] +mgradz(i,j)[K] ·m


















farb[U ] +mfarbz(i,j)[K] ·m
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z(i,j) [U ] ·m
grad/farb[B]. (7.45)
Die Trennung der Befahrbarkeiten bewirkt eine Entkopplung der stark unterschiedlichen
Messfrequenz beider Sensorsysteme, welche beim LIDAR mit ca. 75Hz ca. fu¨nffach ho¨her
im Vergleich zum Kamerasystem ist. Die getrennte Integration und nachgeschaltete Fusi-
on ermo¨glicht eine gleichberechtigte Auswertung. Die Fusion la¨sst sich durch eine erneute


































Es sei darauf hingewiesen, dass fu¨r die fusionierte Befahrbarkeit keine weitere zeitliche In-
tegration notwendig ist, da diese bereits bei der Berechnung der beiden Teilaussagen mgradz(i,j)
bzw. mfarbz(i,j) erfolgt ist. Neben der resultierenden Befahrbarkeitsaussage m
fus
z(i,j) ist vor allem
auch der Konflikt C, mit
C = 1− η = mgradz(i,j)[B] ·mfarb[U ]−m
grad
z(i,j)[U ] ·mfarb[B] (7.47)
von Interesse. Dieser dru¨ckt den Widerspruch beider Sensortypen aus. Gebiete mit hohem
Konflikt sind ein Zeichen fu¨r eine verringerte Gu¨te des Umfeldmodells bzw. ein ho¨heres
Maß an Unsicherheit. Dies kann in der u¨bergeordneten Bahnplanung fu¨r eine Reduktion der
Eigengeschwindigkeit genutzt werden, sollte kein anderer, konfliktfreier Pfad fu¨r die Fahr-
zeugfu¨hrung mo¨glich sein.
7.6 Anpassung an dynamische Vorga¨nge
Es ist eine der wesentlichen Einschra¨nkungen des kartenbasierten Umfeldmodells, dass dyna-
mische Vera¨nderungen des Fahrzeugumfelds in Widerspruch zur Ableitung aus dem diskreten
Bayes’schen Filteralgorithmus (vgl. Abschnitt 5.3.2) stehen. Treten diese in der Realita¨t den-
noch auf, so kann diese Modellverletzung nur langsam durch Korrektur mit aktuellen Mess-
informationen beseitigt werden. Problematisch ist dies insbesondere fu¨r Zellen innerhalb der
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digitalen Karte, welche sich außerhalb des Beobachtungsbereiches der Sensorik befinden,
da in diesem Falle keine korrigierenden Messinformationen beru¨cksichtigt werden ko¨nnen.
Um diesen Tatsachen gerecht zu werden, wird ein ku¨nstlicher Alterungsprozess in die Karte
eingefu¨hrt. Mit jeder ausgefu¨hrten Datenfusion zwischen farb- und gradientenbasierter Be-
fahrbarkeitsaussage erfolgt eine inkrementelle Erho¨hung der Unsicherheit m
grad/farb
z(i,j) [K] um
den Wert κ fu¨r alle Zellen, die keiner Aktualisierung gema¨ß der Gleichungen (7.43) bzw.
(7.44) unterzogen wurden. Es ergibt sich
m
grad/farb
z(i,j) [K] = m
grad/farb































Die Normierung mit dem Wert γ sorgt dafu¨r, dass am Ende des Alterungsprozesses die
Summe der drei Massen wieder exakt gleich Eins ist und somit eine gu¨ltige Dempster-Shafer
Massenverteilung bewahrt wird.
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8 Evaluation und praktische Ergebnisse
Das im Rahmen dieser Arbeit entwickelte Fahrzeugsystem wurde umfangreichen Tests unter-
zogen, um eine zuverla¨ssige und sichere Funktionalita¨t fu¨r die Teilnahme am Urban Challenge
Wettbewerb sicherzustellen. Auf Basis von Simulationen [9] wurde parallel zur Fahrzeugent-
wicklung vor allem das prinzipielle syntaktische Verhalten der Module zur direkten Fahr-
zeugsteuerung u¨berpru¨ft. Es ist jedoch eine grundlegende Erfahrung aus der Wettbewerbs-
teilnahme, dass aufgrund der Komplexita¨t und Situationsvielfalt des urbanen Umfelds sowie
der engen Verzahnung aller Funktionsmodule untereinander Simulationen die umfangreiche
praktische Erprobung in Form von Fahrversuchen nicht ersetzen ko¨nnen. Die Erprobungen
wurden auf verschiedenen Testarealen in Deutschland (Abb. 8.1a bzw. 8.1b1) sowie den Ver-
einigten Staaten (Abb. 8.1c) durchgefu¨hrt.
(a) Kaserne Heinrich der Lo¨we (b) Verkehrsu¨bungsplatz Waggum
(c) South West Research Institute
Abb. 8.1: Erprobungsgela¨nde Team CarOLO
1Quelle: Google Earth
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Trotz des hohen logistischen Aufwandes erwies sich der Wechsel der Testgela¨nde ru¨ckbli-
ckend als großer Vorteil und hat in entscheidendem Maße zum Erfolg des Gesamtsystems
beigetragen. Zum einen konnten Erfahrungen in der landestypischen Umgebung mit den da-
mit verbundenen Besonderheiten aufgebaut werden, zum anderen wurden zu ortsspezifische
Systemparametrierungen rechtzeitig offensichtlich. Dies erleichterte die Bestimmung einer
mo¨glichst universellen Parametrierung, da die genauen Gegebenheiten am Wettbewerbsort
im Vorfeld nicht bekannt waren. Insbesondere das Testgela¨nde in den Vereinigten Staaten
ermo¨glichte zudem ein Testen unter realen Verkehrsbedingungen in einem sta¨dtischen Um-
feld.
In den folgenden Abschnitten sollen einige Ergebnisse der praktischen Erprobung exempla-
risch vorgestellt werden. Es erfolgt zuna¨chst in den Abschnitten 8.1 und 8.2 eine Evaluation
des hybriden Umfeldmodells. In Abschnitt 8.3 folgt eine Analyse des finalen Wettbewerbs-
verlaufs sowie der hierbei offenbarten Sta¨rken und Schwa¨chen des entwickelten Fahrzeugs.
8.1 Objekt-Tracking
Die quantitativ eindeutige und reproduzierbare Beurteilung der maschinellen Umfeldwahr-
nehmung erweist sich als große Herausforderung, da im komplexen urbanen Umfeld eindeu-
tige Vergleichsdaten (sog. Ground Truth Daten) nicht oder nur eingeschra¨nkt zur Verfu¨gung
stehen. Dies gilt insbesondere fu¨r die Erfassung komplexer Hindernisse (Infrastruktur) im
Randbereich. Das Erzeugen zuverla¨ssiger Referenzdaten wu¨rde in diesem Fall eine hoch-
genaue Vermessung jedweder Objekte im Fahrzeugumfeld erfordern. Fu¨r bewegte Objekte
ist zudem eine Online-Positionserfassung und U¨bermittlung in hoher Gu¨te notwendig. Die
hierfu¨r notwendige Referenzsensorik ist entsprechend kostenintensiv und steht leider nicht
zur Verfu¨gung. Um dennoch eine qualitative und eingeschra¨nkt quantitative Beurteilung der
urbanen Objektverfolgung zu ermo¨glichen, wird auf alternative Bewertungsmethoden zu-
ru¨ckgegriffen.
Hierzu werden bei stehendem Ego-Fahrzeug drei Szenarien betrachtet, die verschiedene Be-
wegungsmuster realer Ziele im Fahrzeugumfeld nachempfinden. Ein zusa¨tzliches, von Men-
schenhand gesteuertes Testfahrzeug kommt zum Einsatz, das sich
• geradlinig gleichfo¨rmig bewegt,
• geradlinig beschleunigt und
• in Schlangenlinien gleichfo¨rmig bewegt
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dem Versuchstra¨ger na¨hert. Die Fahrmano¨ver wurden hierbei bewusst extrem (La¨ngs- /
Querbeschleunigung) ausgefu¨hrt, um neben dem prinzipiellen Verlauf der nicht direkt mess-
baren Scha¨tzgro¨ßen (Geschwindigkeit, Kurswinkel, Beschleunigung, Gierrate) die Stabilita¨t
der Algorithmen im realen urbanen Umfeld zu beurteilen.
8.1.1 Szenario 1: Geradlinige Fahrt mit konstanter Geschwindigkeit
Zuna¨chst wird das Verhalten der Tracking-Algorithmen fu¨r den Fall einer gleichfo¨rmigen





Abb. 8.2: Versuchsaufbau fu¨r Szenario 1
des Testfahrzeugs wa¨hrend der gleichfo¨rmigen Bewegung betra¨gt ca. 10 m
s
. Es erfolgt ei-
ne Fahrt in West-Ostrichtung entlang der X-Achse des Weltkoordinatensystems. Das Ziel
wird bereits vor Beginn des Fahrmano¨vers durch das Sensorsystem erfasst. In Abb. 8.3a
ist der Verlauf der X-Position in Weltkoordinaten dargestellt, hierbei wird die Position des
Objekt-Centroiden gema¨ß Kapitel 6.4 betrachtet. Nach ca. 2 Sekunden beginnt eine kurze
Beschleunigung auf die Endgeschwindigkeit. In den Abbildungen 8.3b und 8.4a ist der Verlauf
der vom Tracking-System ermittelten Geschwindigkeit sowie des Kurswinkels dargestellt. Im
Stillstand ist erwartungsgema¨ß keine Aussage u¨ber den Kurswinkel mo¨glich, da dieser u¨ber
die Bewegungsscha¨tzung im Kalmanfilter abgeleitet wird und ohne Objektbewegung vom
Messrauschen dominiert wird. Mit Aufnahme der Objektbewegung konvergiert der Kurswin-
kel schnell auf dessen wahren Wert von 0◦ (Fahrt entlang der X-Achse). Der Scha¨tzwert der
Objektgeschwindigkeit liegt im erwarteten Bereich von ca. 10 m
s
. In Abb. 8.4b ist der Verlauf
der gescha¨tzten Objektbeschleunigung dargestellt. Diese bildet den Beschleunigungsvorgang
zu Beginn des Mano¨vers korrekt ab und geht dann nach einem kurzen Einschwingvorgang
korrekt auf einen Wert nahe Null zuru¨ck. Das Ziel wird u¨ber den gesamten betrachteten
Zeitraum durchga¨ngig erfasst. Die erreichte Scha¨tzgu¨te liegt in dem Bereich, der durch die
in Kapitel 6.4 angestellten Simulationen erwartet werden kann.
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Abb. 8.3: Verlauf von Position und Geschwindigkeit in Szenario 1



























Abb. 8.4: Verlauf von Kurswinkel und Beschleunigung in Szenario 1
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8.1.2 Szenario 2: Geradlinige Fahrt mit konstanter Beschleunigung
Im zweiten Testlauf wird die gleichfo¨rmige Bewegung durch einen abrupten Beschleuni-
gungswechsel von maximaler Beschleunigung auf einen harten Bremsvorgang ersetzt (vgl.





Abb. 8.5: Versuchsaufbau fu¨r Szenario 2
schwindigkeit von ca. 22 m
s
. Der schnelle Beschleunigungswechsel beim U¨bergang zum Brems-
mano¨ver ist im verwendeten Bewegungsmodell nicht vorgesehen und stellt daher erho¨hte
Anspru¨che an die Robustheit des Algorithmus. In Abb. 8.6a ist der Verlauf der X-Position
des Objekt-Centroiden u¨ber der Zeit dargestellt. Es zeigt sich, dass eine robuste Zielver-
folgung ohne Aussetzer mo¨glich ist. Der Verlauf der gescha¨tzten Objektgeschwindigkeit in
Abb. 8.6b gibt den Mano¨verwechsel wieder. Nach begonnener Objektbewegung schwingt der






















Abb. 8.6: Verlauf von Position und Geschwindigkeit in Szenario 2
Kurswinkel schnell auf dem wahren Wert von ca. 0 Grad ein (Abb. 8.7a). Der Verlauf der
Beschleunigung in Abb. 8.7b verha¨lt sich gema¨ß den Erwartungen. Am Ende des Mano¨vers
138 8 Evaluation und praktische Ergebnisse
fu¨hrt ein leichter U¨berschwinger des Scha¨tzfilters zu einem Vorzeichenwechsel der Objekt-
geschwindigkeit und somit zu einem Sprung im Kurswinkel bzw. der Objektbeschleunigung.

























Abb. 8.7: Verlauf von Kurswinkel und Beschleunigung in Szenario 2
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8.1.3 Szenario 3: Fahrt in Schlangenlinien
Eine weitere Steigerung des Anspruches fu¨r die Zielverfolgung la¨sst sich erreichen, wenn an-
stelle der gleichfo¨rmigen Bewegung ein schneller Kurvenwechsel vom Zielobjekt ausgefu¨hrt





Abb. 8.8: Versuchsaufbau fu¨r Szenario 3
und Kurswinkelgeschwindigkeit und kann daher vom Bewegungsmodell unter der Annah-
me einer konstanten Kurswinkelgeschwindigkeit nur na¨herungsweise dargestellt werden. In
Abb. 8.9a und 8.9b ist der Verlauf der gescha¨tzten X- und Y-Position des Ziels dargestellt.
Der Verlauf der Y-Position des Objekt-Centroiden wird durch leichte Spru¨nge gesto¨rt. Dies





















Abb. 8.9: Positionsverlauf in Szenario 3
begru¨ndet sich im Perspektivwechsel des Objekts zum Sensorsystem wa¨hrend der Kurven-
wechsel. Durch die Wedelbewegungen wird nicht konstant der gleiche Konturbereich des
Objektes durch das Sensorsystem erfasst. Wie auf Basis der Simulationen in Abschnitt 6.4.3
zu erwarten ist, wirken sich diese Spru¨nge des Bezugspunktes negativ auf die Scha¨tzung der
140 8 Evaluation und praktische Ergebnisse






























Abb. 8.10: Gescha¨tzte Geschwindigkeit und Beschleunigung in Szenario 3
Objektgeschwindigkeit und -beschleunigung aus, deren Verlauf in Abb. 8.10a und 8.10b dar-
gestellt ist. Dennoch ist eine robuste Zielverfolgung mo¨glich. Es kommt zu keinem Abriss der
Objektverfolgung mit anschließender Neuinitialisierung des Zieles. Der Verlauf des Kurswin-
kels (Abb. 8.11a) sowie der Kurswinkelgeschwindigkeit (Abb. 8.11b) weist den erwarteten
sinusfo¨rmigen Charakter auf.




























Abb. 8.11: Gescha¨tzter Kurswinkel und Kurswinkelgeschwindigkeit in Szenario 3
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8.2 Fahrbereichsanalyse
Analog zur Vorgehensweise bei der Betrachtung der urbanen Objektverfolgung soll die Leis-
tungsfa¨higkeit der kartenbasierten Fahrbereichsanalyse an drei Beispielszenarien demons-
triert werden. Diese decken eine Reihe von typischen Kombinationen aus vertikalem Ho¨hen-
profil und farbbasierter Abgrenzung des Randbereiches ab.
8.2.1 Szenario 1: Begrenzung durch Bordstein / Gru¨nstreifen
In Abb. 8.12 wird der Fahrbahnrand auf der rechten und linken Seite durch den Gru¨nstrei-
fen sowie einen flachen Unterschied im Ho¨henprofil begrenzt. Die aus Verbundsteinpflaster
zusammengesetzte Fahrbahnoberfla¨che hebt sich deutlich vom Randbereich ab und bietet so
ideale Bedingungen fu¨r die farbbasierte Klassifikation.
Abb. 8.12: Testumgebung Szenario 1
In den Abbildungen 8.13a und 8.13b sind die Eingangsdaten der kartenbasierten Befahrbar-
keitsanalyse in dieser Umgebung dargestellt. Der gewa¨hlte Kartenausschnitt in Abb. 8.13a
umfasst ein Areal von 200×200 Gitterzellen, was einer Fla¨che von 40×40 Metern entspricht.
Das eigene Fahrzeug befindet sich in der Mitte des Ausschnitts. Bereits in der Ho¨henkarte
des Umfelds in Abb. 8.13a la¨sst sich deutlich der Straßenverlauf vom Randbereich unterschei-
den. Hierbei ist der Grauwert linear mit dem Ho¨henmesswert skaliert, so dass sich Ho¨hen
oberhalb der Fahrbahnebene hell vom Hintergrund abheben.
Die farbbasierte Klassifikation in Abb. 8.13b liefert zuverla¨ssige Eingangsdaten in weiten
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(a) Ho¨henfeld (b) Farbklassifikation
Abb. 8.13: Eingangsdaten Szenario 1
Bildbereichen, jedoch nimmt ihre Gu¨te zum Bildrand hin ab, was auf die ungu¨nstige Be-
leuchtungssituation zuru¨ckzufu¨hren ist. Die gelbe Fahrspurmarkierung in der Mitte des Stra-
ßenverlaufs hebt sich zwar vom charakteristischen Farbprofil des Untergrunds ab, wird aber
durch Anwendung der in Abschnitt 7.4 beschriebenen Farbfilter als ungu¨ltig eingestuft (rote
Markierung). In den Abbildungen Abb. 8.14a und 8.14b ist die resultierende Gradienten-
(a) Gradientenfeld (b) Projektion Farbklassfika-
tion
Abb. 8.14: Zwischendaten Szenario 1
karte sowie die Projektion der farbbasierten Klassifikation auf die Karte dargestellt. Beide
ermo¨glichen eine klare Abgrenzung von Fahrbahn und Randbereich. U¨ber Anwendung der
probabilistischen Sensormodelle sowie deren zeitlicher Integration in der Karte ergeben sich
die in den Abbildungen 8.15a und 8.15b dargestellten Befahrbarkeitsaussagen. Die Dempster-
Shafer Massenverteilung wurde hierbei in die Farbwerte rot (unbefahrbar), gru¨n (befahrbar)
und blau (unbekannt) kodiert.
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(a) Befahrbarkeit Gradient (b) Befahrbarkeit Farbklassfi-
kation
Abb. 8.15: Befahrbarkeit Szenario 1
Die Qualita¨t der Einzelaussagen la¨sst sich durch die Fusion der Darstellungen weiter steigern.
In den Abbildungen 8.16a und 8.16b ist das Ergebnis der fusionierten Befahrbarkeit sowie
dessen Projektion auf die Ho¨henkarte der Fahrzeugumgebung dargestellt. Insbesondere die
(a) Befahrbarkeitsanalyse (b) Kombinierte Befahrbarkeit- und Ho¨henkarte
Abb. 8.16: Ergebnisse Datenfusion
U¨bergangsbereiche zum Randbereich werden durch die Kombination von Gradienten- und
Farbinformation stabilisiert, so dass eine zuverla¨ssige Fahrzeug-Querfu¨hrung mo¨glich ist.
Der Einfluss vereinzelter Fehlklassifikationen in der farbbasierten Darstellung oder Messaus-
reißern im Ho¨henfeld wird minimiert. Der im unteren Bildbereich zunehmende Blauanteil
ist durch die in Abschnitt 7.6 eingefu¨hrte Alterungsfunktion im kartenbasierten Modell zu
erkla¨ren.
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8.2.2 Szenario 2: Begrenzung durch Randbebauung / Bo¨schung
In Abb. 8.17 ist die Fahrzeugumgebung im Falle des zweiten Testszenarios dargestellt. Die
Fahrbahn ist auf der rechten und linken Seite von Randbebauung bzw. einer deutlichen
Bo¨schungskante begrenzt. Dieser Ho¨henunterschied la¨sst sich in der Ho¨henkarte aus Abb.
Abb. 8.17: Szenario 2
8.18a klar erkennen, so dass optimale Bedingungen fu¨r eine Befahrbarkeitsabscha¨tzung auf
Basis der Ho¨hendaten bestehen. Betrachtet man Farbe und Textur der Fahrbahnoberfla¨che
(a) Ho¨henfeld (b) Eingang Farbklassifikation
Abb. 8.18: Eingangsdaten Szenario 2
so fa¨llt auf, dass diese durch eine Reihe von Verschmutzungen belegt ist. Erwartungsgema¨ß
fu¨hrt dies zu Beeintra¨chtigungen bei der farbbasierten Segmentierung der Fahrbahn, wie in
Abb. 8.18b zu erkennen ist.
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U¨berfu¨hrt man die Ho¨henkarte in ihre Gradientendarstellung in Abb. 8.19a, so la¨sst sich der
Fahrbahnrand klar erkennen. In Abb. 8.19b ist parallel dazu die Projektion der farbbasierten
Klassifikation auf die Kartenebene dargestellt. Die Anwendung der probabilistischen Sensor-
(a) Gradientenfeld (b) Projektion Farbklassfika-
tion
Abb. 8.19: Zwischendaten Szenario 2
modelle auf die beiden Darstellungen sowie deren zeitliche Integration in der Karte fu¨hren zu
den in den Abbildungen 8.20a bzw. 8.20b dargestellten Befahrbarkeitsaussagen. Deren Fusi-
(a) Befahrbarkeit Gradient (b) Befahrbarkeit Farbklassfi-
kation
Abb. 8.20: Befahrbarkeit Szenario 2
on in den Abbildungen 8.21a bzw. 8.21b sorgt fu¨r eine Optimierung der Gesamtaussage. Die
resultierende Befahrbarkeitsaussage ermo¨glicht eine sichere Fahrzeug-Querfu¨hrung entlang
des vergleichsweise schmalen Korridors in der betrachteten Szene.
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(a) Befahrbarkeitsanalyse (b) Kombinierte Befahrbarkeit- und Ho¨henkarte
Abb. 8.21: Ergebnisse Datenfusion
8.2.3 Szenario 3: Rampe
Die Anforderungen an das Umfeldmodell werden komplexer, wenn anstelle eines flachen Um-
feldes die Fahrzeugfu¨hrung in Anwesenheit von Gefa¨lleunterschieden realisiert werden soll.
Um diesen Einfluss zu untersuchen, wurde im letzten Testszenario das Durchfahren einer flach
abfallenden Rampe untersucht (vgl. Abb. 8.22). Das vertikale Ho¨henprofil der Fahrbahnober-
Abb. 8.22: Szenario 3
fla¨che setzt sich zusammen aus dem Gefa¨lle der Rampe sowie den begrenzenden Strukturen
im Randbereich (Bo¨schung bzw. Strauchwerk). Das Eintragen der Abstandsmessdaten in
das kartenbasierte Umfeldmodell fu¨hrt zu der in Abb. 8.23a dargestellten Ho¨henkarte, wel-
che die Neigung der Rampe bezu¨glich des erdfesten Koordinatensystems deutlich wiedergibt.
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Es zeigt sich des Weiteren ein Vorteil der in Abschnitt 7.3.3 beschriebenen globalen Appro-
ximation einer frei orientierbaren Fahrbahnebene. Diese kann die Neigung der Rampe bei
der Interpolation fehlender Ho¨henmesswerte beru¨cksichtigen.
(a) Ho¨henfeld (b) Eingang Farbklassifikation
Abb. 8.23: Eingangsdaten Szenario 3
Zahlreiche Verschmutzungen auf der Fahrbahnoberfla¨che erschweren die farbbasierte Befahr-
barkeitsabscha¨tzung. Dies dru¨ckt sich in der Vielzahl von Bereichen mit niedriger Befahr-
barkeit in Abb. 8.23b aus, sodass auf Basis eines einzelnen Messzyklus eine Abscha¨tzung des
Straßenverlaufs nahezu unmo¨glich ist.
Die Neigung der Rampe geht im unteren Bereich bis an die Grenze des noch als befahrbar ein-
zustufenden Gradienten. In Abb. 8.24a und 8.24b ist die erzeugte Gradientenkarte sowie die
Projektion der farbbasierten Klassifikation auf die Karte dargestellt. In der aus den Zwischen-
(a) Gradientenfeld (b) Projektion Farbklassfika-
tion
Abb. 8.24: Zwischendaten Szenario 3
gro¨ßen abgeleiteten probabilistischen Befahrbarkeitsaussage fa¨llt auf, dass u¨ber die zeitliche
Integration mehrerer Messungen insbesondere fu¨r die farbbasierte Klassifikation (vgl. Abb.
8.25b) eine stabilere Aussage erzielt wird als bei alleiniger Betrachtung eines Eingangsbildes.
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Die starke Neigung der Rampe im unteren Abschnitt fu¨hrt u¨ber die Parametrierung des Sen-
sormodells zu einem Gebiet mit hoher Unsicherheit im Zentrum von Abb. 8.25a. Das System
ist sich u¨ber die Befahrbarkeit entsprechend unsicher. Diese Unsicherheit kann jedoch durch
(a) Befahrbarkeit Gradient (b) Befahrbarkeit Farbklassfi-
kation
Abb. 8.25: Befahrbarkeit Szenario 3
Kombination beider Aussagen weitgehend minimiert werden, so dass sich fu¨r die fusionierte
Darstellung in Abb. 8.26a bzw. 8.26b ein konsistentes Gesamtbild ergibt. Im automatischen
Fahrbetrieb wird so ein sicheres Durchfahren der Rampe ermo¨glicht.
(a) Befahrbarkeitsanalyse (b) Kombinierte Befahrbarkeit- und Ho¨henkarte
Abb. 8.26: Ergebnisse Datenfusion
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8.3 Wettbewerbsverlauf
Die Leistungsfa¨higkeit der hier vorgestellten autonomen Fahrzeugplattform soll auf Basis
der im Wettbewerb erzielten Ergebnisse diskutiert werden. Dies ermo¨glicht insbesondere
die Bewertung des komplexen Zusammenspiels aller Fahrzeugmodule, welche erst in ihrer
Gesamtheit zur Bewa¨ltigung der innersta¨dtischen Fahraufgabe in der der Lage sind. Das
hier behandelte Versuchsfahrzeug konnte sich in einem urspru¨nglich u¨ber 100 internationale
Teilnehmer umfassenden Gesamtfeld fu¨r das Finale der besten 11 Teams qualifizieren und
somit auf Augenho¨he mit den ebenfalls antretenden internationalen Spitzenuniversita¨ten
agieren. Auch wenn der Gesamtsieg nicht erstritten wurde, ließen sich alle Ziele des Teams
sowie der Sponsoren mehr als erfu¨llen und somit die Grundlagen fu¨r eine weitergehende
Forschung auf dem Gebiet der autonomen mobilen Systeme legen. Unabha¨ngig von dem
Erfolg im Wettbewerb kann man das gro¨ßte Lernpotential jedoch aus den kleinen und großen
Schwierigkeiten im Verlauf des praktischen Einsatzes gewinnen. Um dies zu ermo¨glichen,
sollen die Erfahrungen der Final- und Halbfinalteilnahme an dieser Stelle detailliert erla¨utert
werden.
8.3.1 Halbfinale
Der Urban Challenge Wettbewerb vom 26. Oktober bis zum 3. November 2007 gliederte
sich in eine Reihe von Qualifikationsla¨ufen sowie den eigentlichen Finallauf. Im Rahmen des
Halbfinales galt es, sich in einem Teilnehmerfeld von 35 Teams fu¨r einen der Finalpla¨tze zu
qualifizieren, wofu¨r die wichtigsten Funktionalita¨ten der Versuchstra¨ger demonstriert werden
mussten. Als Austragungsort fu¨r die La¨ufe wurde vom Veranstalter ein stillgelegtes Milita¨r-
gela¨nde (George Air Force Base - Victorville, CA) im Westen der Vereinigten Staaten zur
Verfu¨gung gestellt. In insgesamt drei Qualifikationsla¨ufen (A bis C) wurden unterschiedliche
Teilaspekte der Wettbewerbsteilnehmer analysiert (vgl. Abb. 8.27).
Neben der Grundfunktionalita¨t stand vor allem die Sicherheit und Zuverla¨ssigkeit der Fahr-
zeuge im Fokus der Wettbewerbsleitung, die einen a¨hnlichen Ausgang wie beim ersten Grand
Challenge Wettbewerb im Jahre 2004 (kein Team erreichte damals das Ziel) vermeiden wollte.
8.3.2 Qualifikationslauf A: Interaktion mit Fließverkehr
Im Rahmen des ersten Testlaufes wurde die Fa¨higkeit zur autonomen Interaktion mit flie-
ßendem Verkehr gepru¨ft. Es galt hierbei, zwei Linksabbiege-Mano¨ver in einem bestehenden




Abb. 8.27: Halbfinal-Testareale Urban Challenge 2007
8.3 Wettbewerbsverlauf 151
Verkehrsfluss dergestalt auszufu¨hren, dass weder eine Gefa¨hrdung noch eine Behinderung
der u¨brigen Verkehrsteilnehmer durch das autonome Fahrzeug verursacht wurde. Als Test-
parcours wurde eine ehemalige Parkfla¨che umfunktioniert, welche durch einen Rundkurs
umfahren werden konnte (vgl. Abb. 8.28). In beiden Fahrtrichtungen befanden sich neben
dem autonomen Fahrzeug noch eine Reihe zusa¨tzlicher Fahrzeuge, welche von Menschenhand
gesteuert wurden. Fu¨r den Abbiegevorgang musste eine ausreichend große Zeitlu¨cke zwischen
den Fahrzeugen abgepasst werden. Ru¨ckblickend erwies sich insbesondere dieser Qualifika-
ego
Testfahrer
Abb. 8.28: Qualifikationslauf A
tionslauf als gro¨ßte Hu¨rde fu¨r die teilnehmenden Fahrzeuge. Dies lag neben dem vergleichs-
weise dichten simulierten Verkehrsfluss auch an den geringen Ausdehnungen des Parcours
mit entsprechend engen Kurvenradien. Der Querabstand zu den Absperrvorrichtungen am
Streckenrand war teilweise so gering, dass die in den Wettbewerbsbedingungen vorgegebenen
Sicherheits-Mindestabsta¨nde fu¨r stationa¨re Objekte unterschritten wurden (vgl. Abb. 8.29).
Dies stellte die automatisierte Bahnplanung fu¨r eine Reihe von Teilnehmern vor entsprechen-
Abb. 8.29: Absperrungen in Qualifikationslauf A
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de Herausforderungen. Die gro¨ßte Hu¨rde fu¨r unser Versuchsfahrzeug ergab sich jedoch durch
die (Teil-)Verdeckung des Sensor-Sichtbereiches, welche von den vorbeifahrenden Fahrzeu-
gen verursacht wurde (vgl. Abb. 8.30). Der durch die Verdeckung resultierende Totbereich
im Sichtfeld erschwerte die Bestimmung der Zeitlu¨cken, ein zu zo¨gerliches Abbiegeverhalten




Abb. 8.30: Herausforderung in Qualifikationslauf A
ge vertikale O¨ffnungswinkel der Laserscanner in Verbindung mit deren Verbauposition auf
Ho¨he des Stoßfa¨ngers. Der Einsatz von dachmontierten LIDAR-Systemen mit großem verti-
kalem O¨ffnungswinkel, wie von anderen Wettbewerbsteilnehmern umgesetzt [119, 124], ha¨tte
hier einen entscheidenden Vorteil bedeutet - die Hardware stand jedoch im Rahmen dieser
Arbeit nicht zur Verfu¨gung. Um eine sichere Fahrzeugfu¨hrung zu gewa¨hrleisten, musste an-
stelle dessen im Fahrentscheider ein Mittelweg zwischen freiem Sichtfeld und unno¨tig großer
Verzo¨gerung beim Abbiegevorgang erreicht werden, was einige Iterationen erforderte.
8.3.3 Qualifikationslauf B: Grundlegende Navigation, Parken und
Freifahrtzonen
Der zweite Qualifikationslauf bestand im Wesentlichen aus einer ausgedehnten Navigations-
fahrt im urbanen Straßennetz. Der in Abb. 8.31 dargestellte Parcours setzte sich zusammen
aus einer Reihe von Kreuzungen und Engstellen im ehemaligen Wohnbereich des Milita¨rge-
la¨ndes. Besondere Herausforderungen ergaben sich bereits in der Startphase beim Verlassen
des Boxenbereiches (vgl. Abb. 8.32a), dessen Ausfahrt sich durch diverse Absperrmaßnah-
men vergleichsweise eng gestaltete. Die Absperrmaßnahmen wurden einigen Fahrzeugen fru¨h
zum Verha¨ngnis (vgl. Abb. 8.32b), andere Teilnehmer waren nicht in der Lage, einen gu¨l-
tigen Pfad aus der Startzone heraus zu finden und blieben schlichtweg stehen. Obwohl die
Ergebnisse der Mitbewerber einigen Anlass zur Sorge gaben, konnte das hier behandelte
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Abb. 8.31: Qualifikationslauf B
(a) Startbereich Qualifikationslauf B
(b) Mitbewerber (c) Unser Fahrzeug
Abb. 8.32: Startzone im Qualfikationslauf B
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Fahrzeug die Startzone ohne nennenswerte Probleme verlassen und erfolgreich in das Test-
gebiet einfahren (vgl. Abb. 8.32c). Die Flexibilita¨t der Bahnplanung auf Basis des in Kapitel
4.3 beschriebenen Potentialfeldansatzes erwies sich an dieser Stelle als Vorteil.
Im weiteren Verlauf wurden Umfeldwahrnehmung und Bahnplanung durch eine Reihe von
Engstellen auf die Probe gestellt. Am Fahrbahnrand wurden diverse Hindernisse positio-
niert (vgl. Abb. 8.33), welche durch einen Eingriff in die Querfu¨hrung zu umfahren wa-
ren. Das Versuchsfahrzeug meisterte diese Hu¨rden ohne nennenswerte Beeintra¨chtigungen.
Die in Kapitel 6 beschriebene Erweiterung der objektbasierten Hindernisdarstellung um die
Freiform-Darstellung zur Modellierung beliebiger Hinderniskonturen sowie die kartenbasierte
Fahrbereichsanalyse erwiesen sich an dieser Stelle als besonders nu¨tzlich. Eine weitere Her-
(a) (b)
Abb. 8.33: Innenaufnahme U¨berholvorga¨nge und Engstellen im Qualifikationslauf B
ausforderung war die Navigation und das automatische Einparken innerhalb sog. Freifahrt-
zonen. Diese wurden durch kreisfo¨rmige Freifla¨chen definiert, fu¨r die bis auf einen definierten
Ein- und Ausfahrpunkt kein vorgegebenes Straßennetz wie im restlichen Parcours bestand.
Das Zentrum der Freifla¨chen wurde zudem durch Absperrmaßnahmen blockiert (vgl. Abb.
8.34a), die Ein- und Ausfahrt wurde durch ein Tor dargestellt. Das Versuchsfahrzeug erfu¨llte
alle Aufgaben inklusive des automatischen Einparkvorgangs (vgl. Abb. 8.34b) und konnte als
eines von lediglich drei Fahrzeugen im Feld den zweiten Qualifikationslauf bereits im ersten
Versuch bestehen.
Kleinere Probleme traten bei der Ausfahrt aus den Freifahrtzonen auf. Der verhaltensbasierte
Bahnplaner war nicht zu jedem Zeitpunkt in der Lage, eine geschlossene Ausfahrtrajektorie
zu ermitteln. Durch den begrenzten Planungshorizont ergaben sich ungu¨nstige Sackgassen-
Situationen, welche durch zusa¨tzliche Rangiermano¨ver aufgelo¨st werden mussten. Das gezeig-
te Verhalten brachte dem Versuchstra¨ger einmal mehr den Ruf einer gewissen Kreativita¨t
ein. Dieses ist jedoch charakteristisch fu¨r den gewa¨hlten Ansatz der Bahnplanung nach der
Potentialfeldmethode, welche anfa¨llig fu¨r ein unerwu¨nschtes Aufsuchen lokaler Minima im






(a) U¨bersicht Freifahrtzone (b) Innenaufnahme Einparkvorgang
Abb. 8.34: Freifahrtzonen im Qualifikationslauf B
8.3.4 Qualifikationslauf C
Im letzten der drei Qualifikationsla¨ufe galt es, klassische Kreuzungssituationen nach ame-
rikanischem Recht (4-way-stop) zu bestehen. Hierbei sind die Fahrzeuge in der Reihenfolge
ihres Eintreffens vorfahrtsberechtigt, was eine entsprechende Leistungsfa¨higkeit der Wahr-
nehmungsmodule erfordert. Im weiteren Verlauf des Parcours musste zudem mit Straßenblo-
ckaden gerechnet werden. Diese mussten erkannt und vom Fahrzeug durch Wenden und die
Berechnung einer alternativen Route zum Ziel behandelt werden. Im Verlauf der Aufgabe kam
es zu keinen gro¨ßeren Funktionssto¨rungen. Der in Abb. 8.35 gezeigte Parcours konnte fehler-
frei absolviert werden. Die Wahrnehmung im Kreuzungsbereich (vgl. Abb. 8.36a) erwies sich
Abb. 8.35: U¨bersicht Qualifikationslauf C
hierbei als hinreichend robust. Als besondere Herausforderung musste eine Straßenblockade
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per Schlagbaum erkannt werden (vgl. Abb. 8.36b). Die auf Ho¨he der Frontscheibe montierte
Schranke stellte aufgrund des geringen Zielquerschnitts sowie des fehlenden Bodenkontaktes
erho¨hte Anspru¨che an die Umfeldwahrnehmung und wurde einigen Wettbewerbsteilnehmern
zum Verha¨ngnis. Trotz begru¨ndeter Bedenken (das Ziel befand sich oberhalb des Sichtberei-
ches der LIDAR-Sensorik) konnte unser Fahrzeug die Situation ohne Zwischenfa¨lle meistern.
Maßgeblich fu¨r den Erfolg verantwortlich war an dieser Stelle die Datenfusion mit dem 24
GHz Nahbereichsradar, da dieses als einziges Sensorsystem einen ausreichend großen verti-
kalen O¨ffnungswinkel fu¨r die Erfassung der Schranke aufwies.
(a) Kreuzungssituation (b) Straßensperre
Abb. 8.36: Krezungssituation und Straßenblockade in Qualifikationslauf C
8.3.5 Finale
Durch die in den Qualifikationsla¨ufen gezeigte Funktionalita¨t wurde eine Finalteilnahme un-
ter den besten 11 Teams ermo¨glicht. Im Verlauf des finalen Laufs am 3. November galt es,
drei verschiedene Missionen mit kurzem Zwischenstop zum Nachladen der Missionsdirektiven
im autonomen Fahrbetrieb zu absolvieren. Zwischen den Missionen gab es keine Gelegenheit,
auf das Fahrzeug Einfluss zu nehmen. Die Missionsziele wurden erst wenige Minuten vor dem
Start zur Verfu¨gung gestellt, sodass die Fahrzeuge wa¨hrend des Finallaufs im Wesentlichen
auf sich selbst gestellt waren. Da alle Teilnehmer gleichzeitig im Feld waren, kam es zu einer
Reihe von Interaktionsmo¨glichkeiten zwischen autonomen Plattformen, was insofern ein No-
vum im Bereich der autonomen Fahrzeugfu¨hrung darstellte. Zusa¨tzliche Verkehrsteilnehmer
wurden wiederum durch eine Reihe von Testfahrern gestellt, um einen realistischeren urba-
nen Verkehrsfluss zu simulieren. Fu¨r ein Mindestmaß an Sicherheit wurde jedes teilnehmende
Fahrzeug durch ein Verfolgerfahrzeug begleitet. Dieses konnte im Notfall per Funk einen si-
cheren Betriebszustand (Pause oder Notaus) herbeifu¨hren. Im Rennverlauf kam es zu einer
Reihe von Pausierungen fu¨r das gesamte Feld, diese Perioden wurden von der Wettbewerbs-
leitung genutzt, um verunfallte Fahrzeuge zu entfernen oder Stausituationen aufzulo¨sen.
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In Abb. 8.37 ist das im Finale zur Verfu¨gung gestellte Straßennetz dargestellt. Im Wesent-
lichen umfasste dieses die Areale A und B der Qualifikationsla¨ufe, erweitert um eine zwei-
spurige Schnellstraße im Norden und einige urbane Straßenzu¨ge im Su¨den und Osten des
Gela¨ndes.
Abb. 8.37: U¨bersicht Finale
Obwohl unser Fahrzeug letztlich nicht alle Missionen erfolgreich absolvierte und das Rennen
vorzeitig beenden musste, konnte die Leistungsfa¨higkeit zur autonomen Navigation durch
ein sta¨dtisches Szenario eindrucksvoll unter Beweis gestellt werden. Es wurden insgesamt
ca. 16 km autonome Fahrtstrecke zuru¨ckgelegt, wobei 524 Wegpunkte und 13 in der Missi-
on vorgegebene Checkpunkte erreicht wurden. Wa¨hrend der Fahrt wurden 65 Kreuzungen
durchfahren. Insgesamt befand sich das Versuchsfahrzeug 2 Stunden und 28 Minuten im
autonomen Fahrbetrieb auf der Strecke. Neben diesen quantitativen Leistungsdaten treten
eine Reihe von Schlu¨sselsituationen aus dem Rennverlauf hervor, welche eingehend erla¨utert
werden sollen.
• Nach dem erfolgreichen Start um 07:27 verließ das Fahrzeug die Startzone und nahm
u¨ber den Kreisverkehr Kurs auf das ehemalige Wohngebiet im Su¨den des Gela¨ndes
(vgl. Abb. 8.38a). Der Versuchstra¨ger durchquerte das Stadtgebiet sowie einige Kreu-
zungen erfolgreich und na¨herte sich um 07:50 einer Offroad-Passage, welche das Stadt-
gebiet und die Schnellstraße im Norden des Gela¨ndes miteinander verband. Die Pas-
sage war stark abschu¨ssig, die Fahrbahn unbefestigt. Unser Fahrzeug absolvierte einen
großen Teil der Passage erfolgreich, bevor es auf ein abgestelltes Verfolgerfahrzeug ei-
nes vorausfahrenden Wettbewerbsteilnehmers auflief (vgl. Abb. 8.38b und 8.38c). Da
der Versuchstra¨ger von der Wettbewerbsleitung zu spa¨t pausiert wurde, setzte er zur
158 8 Evaluation und praktische Ergebnisse
Vorbeifahrt an, geriet aufgrund des schmalen und unbefestigten Fahrstreifens in den
weichen, sandigen Untergrund und blieb stecken (vgl. Abb. 8.38d). Aufgrund der un-
(a) Start (b) Weg durch die Offroad-Passage
(c) Auflaufen auf Verfolgerfahrzeug (d) Bergung des Versuchstra¨gers
(e) Wegstrecke zur Offroad-Passage
glu¨cklichen Situation, welche bei rechtzeitiger Pausierung und ohne die Beeinflussung
des Verfolgerfahrzeugs nicht zustande gekommen wa¨re, wurde das Fahrzeug zuru¨ck auf
die Strecke gesetzt und die Wiederaufnahme des Wettbewerbs gestattet.
Ru¨ckblickend fu¨hrten zwei Effekte zu diesem unerwu¨nschten Fahrverhalten. Zum Einen
wurde die Wahrnehmung des fahrbaren Bereiches beeintra¨chtigt, da der einfarbige san-
dige Untergrund eine Unterscheidung von Straße und Randbereich erschwerte und des
Weiteren eine Randbebauung mit ausgepra¨gtem vertikalen Ho¨henprofil zur Fahrbe-
reichsanalyse nicht vorlag. Zum Anderen wurde die korrekt erkannte blockierte Straße
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vom Fahrentscheider falsch behandelt. Obwohl lediglich eine einspurige Fahrbahn in der
Kartenbasis abgelegt war, wurde zu einem Spurwechsel mit dem Zwecke der Vorbeifahrt
angesetzt. Nach der Entscheidung zum Spurwechsel bestimmte der verhaltensbasierte
Fahrentscheider zwar die Route mit dem gu¨nstigsten Kostenverha¨ltnis aus der Bewer-
tung des Hindernisses im rechten Teil des Fahrstreifens sowie der (Un-)Befahrbarkeit
auf der linken Seite, eine harte Plausibilisierung der Fahrentscheidung gegen das be-
kannte Streckennetz unterblieb jedoch, wodurch die Fehlentscheidung zustande kam.
Die in anderen Situationen nu¨tzliche Kreativita¨t der verhaltensbasierten Bahnplanung
wurde dem Fahrzeug in dieser Situation zum Verha¨ngnis.
• Nach Wiederaufnahme des automatischen Fahrbetriebs um 08:17 setzte das Fahrzeug
die Mission fort und na¨herte sich u¨ber die Schnellstraße dem Stadtgebiet im Norden
des Testgela¨ndes (vgl. Abb. 8.38). Die Wiedereinfahrt in das Stadtgebiet u¨ber eine wei-
tere weitgehend unbefestigte Straße gelang problemlos. Um 08:26 fiel einer der Rechner
fu¨r die Umfeldwahrnehmung aus. Der Fehler wurde von der automatisierten System-
u¨berwachung erfasst, das Fahrzeug angehalten und das Rechnersystem neu gestartet,
wodurch ein vorzeitiges Ausscheiden verhindert wurde. Der Wiederstart des Rechner-
systems verlief erfolgreich, sodass die volle Funktionalita¨t nach einer kurzen Wartezeit
(ca. 30 Sekunden) wieder zur Verfu¨gung stand. Die Fehlerursache blieb unklar. Um
09:00 fu¨hrte ein Ausfall des Navigationssystems zu einer weiteren Zwangspause, auch
dieser Fehler wurde durch die automatisierte Systemu¨berwachung behoben.
Im weiteren Verlauf wurde ein großer Teil des Wettbewerbsgela¨ndes fehlerfrei durch-
fahren. Nach einer erneuten Vorbeifahrt im Kreisverkehr am Start-/Zielbereich nahm
das Fahrzeug Kurs auf das Zentrum des Wettbewerbsareals. Um 09:08 kam es zu ei-
nem Planungsfehler des Fahrentscheiders beim Behandeln der durch den roten Kreis
in Abb. 8.38 dargestellten Kreuzung.
Abb. 8.38: Kursverlauf bis Planungsfehler
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• Anstatt wie gewu¨nscht links abzubiegen, fuhr der Versuchstra¨ger geradeaus weiter und
verließ somit das durch GPS-Wegpunkte vorgegebene Streckennetz. Die Missionspla-
nung erkannte den Fehler einige Sekunden spa¨ter und nahm Kurs auf den na¨chsten
gu¨ltigen Wegpunkt, der ca. 400 Meter su¨dlich der Kreuzung lag. In der Zwischenzeit
(rote Markierung in Abb. 8.39) war keine GPS-basierte Wegplanung mehr mo¨glich, so-
dass das Fahrzeug lediglich durch das hybride karten- und objektbasierte Umfeldmodell
auf der Strecke gehalten wurde. Dennoch konnte der Versuchstra¨ger ohne Zwischenfall
dem Straßenverlauf in Richtung Su¨den folgen und fa¨delte um 09:11 erfolgreich in den
bekannten Kurs ein. Die Mission wurde vom na¨chsten bekannten Wegpunkt aus fortge-
setzt. Die Route fu¨hrte u¨ber einen weiten Bogen durch den innersta¨dtischen Parcours
Abb. 8.39: Kursverlauf ab Planungsfehler
in Richtung des Parkbereichs im Nordwesten.
• Um 09:20 missachtete das Fahrzeug die Vorfahrtsituation bei der Einfahrt in die Park-
zone (roter Kreis in Abb. 8.40a) und fu¨hrte eine kritische Situation mit dem Versuchs-
tra¨ger des Team Talos (Massachussetts Institute of Technology, MIT) herbei. Dieser
befand sich auf Gegenkurs und fu¨hrte seinerseits kein Ausweichmano¨ver aus. Die kri-
tische Situation wurde durch rechtzeitiges Eingreifen der Verfolgerfahrzeuge abgebro-
chen.
Eine nachtra¨gliche Analyse dieser Situation hat ergeben, dass die betreffende Kreu-
zung auf unserer Seite bei der manuellen Nachbearbeitung des Kartenmaterials falsch
abgelegt wurde, wie in Abb. 8.40b dargestellt ist. Im Rahmen der Finalvorbereitung
musste die Vorfahrtregelung an jeder Kreuzung von Hand durch das Setzen einiger
Stoppschild-Markierungen im Kartenmaterial angepasst werden. Durch den Fehler in
der Karte (fehlendes Stoppschild) konnte die Kreuzungssituation durch unser Fahrzeug
nicht korrekt erkannt werden - der entgegenkommende Verkehr wurde daher als nicht
vorfahrtberechtigt eingestuft.
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Abb. 8.40: Zufahrt zum Parkbereich und Fehlerursache
Nachdem der entstandene Konflikt aufgelo¨st wurde, konnten beide Fahrzeuge ihre
Fahrt fortsetzen. Unser Versuchstra¨ger absolvierte daraufhin erfolgreich die Naviga-
tion in der Parkzone und fu¨hrte um 09:28 ein Parkmano¨ver durch.
• Um 09:30 setzte das Fahrzeug seinen Weg fort und durchfuhr einen großen Teil des zur
Verfu¨gung stehenden Streckennetzes im Stadtbereich ohne nennenswerte Vorfa¨lle (vgl.
Abb. 8.41a). Um 09:46 passierte es erneut den Kreisverkehr im Start-/Zielbereich. Im
Anschluss daran nahm der Versuchstra¨ger Kurs auf die Freifahrtzone im Zentrum des
Wettbewerbsgela¨ndes. Um 09:52 wurde die Freifahrtzone erreicht und das Fahrzeug
begann mit der Durchfahrt. Im Verlauf der Freifahrtzone ließ sich in den Statusda-
teien des Fahrzeug eine Ha¨ufung verschiedener Fehlerzusta¨nde beobachten. Zum einen
wurde der Prozess zur Bahnplanung und Fahrentscheidungsfindung durch die automa-
tisierte Systemu¨berwachung mehrfach neu gestartet, da dieser die maximal zula¨ssige
Zykluszeit u¨berschritt. Im Zuge der Neustarts wurde auch die Mission mehrfach neu
gestartet, wodurch die Bahnplanung aus der Interrupt-Routine fu¨r die Behandlung der
Freifahrtzone zuru¨ck in den normalen Fahrbetrieb fiel. Das Fahrzeug nahm darauf-
hin Kurs auf den na¨chsten bekannten Wegpunkt. Es vermied zwar die Kollision mit
den Absperreinrichtungen am Rand der Freifahrtzone, jedoch wurden eine Reihe von
Rangiermano¨vern bei der Suche nach dem Tor fu¨r die Zonenausfahrt durchgefu¨hrt.
Ein a¨hnliches Verhalten konnte schon wa¨hrend des Qualifikationslaufes B beobachtet
werden. Um 09:54 wurde der Fahrentscheider letztmalig neu gestartet und versuchte,
die Mission wieder aufzunehmen. Zwischenzeitlich war der Versuchstra¨ger des Massa-
chussetts Institute of Technology in die gleiche Freifahrtzone eingefahren. Im weiteren
Verlauf na¨herten sich die autonomen Fahrzeuge einander, keines der Fahrzeuge setz-
te zu einem Ausweichmano¨ver an. Um 09:55 kam es zu einer Kollision, wodurch die
Frontsensorik unseres Fahrzeugs dejustiert wurde. Wenige Sekunden spa¨ter registrier-
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(a) Wegstrecke bis zum Ausscheiden (b) Kollision der Versuchstra¨ger
te die Systemu¨berwachung einen Ausfall der Frontsensorik. Das Sensorsystem konnte
zwar neu gestartet werden, doch durch die verbogene Sensorhalterung war die weitere
Finalteilnahme unmo¨glich. Das Fahrzeug wurde aus dem Rennen genommen.
8.4 Fazit
Der Ausgang des Urban Challenge Wettbewerbes konnte die prinzipielle Machbarkeit einer
autonomen Navigation im unstrukturierten und dynamischen urbanen Umfeld unter Beweis
stellen. Der Einsatz autonomer mobiler Plattformen in dieser Umgebung ist ein Novum und
wa¨re noch vor wenigen Jahren undenkbar gewesen. Es ist deshalb um so bemerkenswerter,
dass bereits 11 Teams in einem vergleichsweise kurzen Entwicklungszeitraum von 2 Jahren
eine erfolgreiche Finalteilnahme und immerhin 6 Teams die vollsta¨ndige Bewa¨ltigung aller
Missionen erreichen konnten. Es zeigt sich hierdurch eindrucksvoll der rasante Fortschritt
der letzten Jahre in den Bereichen Robotik, maschinelle Umfeldwahrnehmung und ku¨nstli-
che Intelligenz.
Dennoch kann die Problemstellung der fahrerlosen Fahrt nicht als umfassend gelo¨st betrach-
tet werden. Die Komplexita¨t aller teilnehmenden Versuchstra¨ger, der technische Aufwand
sowie der fast unbegrenzte Einsatz von Sensorik und Rechnerhardware sind Zeugen des
notwendigen Entwicklungsprozesses, bevor ein seriennaher Einsatz der entwickelten Tech-
nologien denkbar ist - rechtliche Bedenken seien an dieser Stelle bewusst ausgeklammert.
Nicht zuletzt durch die Wettbewerbsvorgaben blieben des Weiteren einige wichtige Aspekte
weitgehend unberu¨cksichtigt.
• Die starke Abha¨ngigkeit vom gegebenen Kartenmaterial (Wegpunktlisten) und somit
von der Satellitenortung und hochgenauen Navigationssystemen la¨sst sich nicht ohne
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weiteres auf den Alltag u¨bertragen. Fu¨r die Zukunft gilt es, alternative Ortungsver-
fahren zu entwickeln. Dies gilt insbesondere fu¨r die Relativpositionierung im Nahfeld.
Das hier entwickelte kartenbasierte Umfeldmodell zur Fahrbereichsanalyse kann hierbei
einen sinnvollen Beitrag leisten.
• Hochdynamische Vorga¨nge im Fahrzeugumfeld spielten im Wettbewerb eine nur unter-
geordnete Rolle. U¨berholvorga¨nge mit Gegenverkehr, Spurwechsel in fließendem Ver-
kehr oder Einparkvorga¨nge auf belebten Parkfla¨chen seien hier exemplarisch hervor-
gehoben. Diese stellen in der Praxis interessante Herausforderungen fu¨r die Sensorik
sowie die u¨bergeordneten Wahrnehmungs- und Bahnplanungsmodule dar.
• Wenig untersucht wurde auch das Verhalten der Versuchstra¨ger in Ausnahmesitua-
tionen. Die sichere Behandlung regelwidrigen Verhaltens anderer Verkehrsteilnehmer
durch eine autonome Plattform stellt vo¨llig neue Anforderungen an die Bahn- und
Missionsplanung sowie die Situationsanalyse und zeigt noch einigen Entwicklungsbe-
darf auf.
Weitere einschra¨nkende Punkte wie die Performance bei Nacht oder schlechten Wetterbe-
dingungen seien hier der Vollsta¨ndigkeit halber erwa¨hnt. Fu¨r das im Rahmen dieser Arbeit
behandelte Fahrzeug ergeben sich somit einige wichtige Schlussfolgerungen:
• Die Fa¨higkeit zur Wahrnehmung und Interpretation unstrukturierter Umfeldbestand-
teile ist eine Schlu¨sselqualifikation fu¨r die autonome Navigation durch das urbane
Umfeld. Die Kombination von objekt- und kartenbasierten Methoden in einem hy-
briden Umfeldmodell hat sich hierbei deutlich leistungsfa¨higer gezeigt als klassisch-
objektbasierte Ansa¨tze.
• Die Wahrnehmung unstrukturierter Umfeldbestandteile kann durch die Erho¨hung der
vertikalen Auflo¨sungsfa¨higkeit der umfelderfassenden Sensorsysteme deutlich erleich-
tert werden. Dies zeigt sich eindrucksvoll in der Dominanz des Velodyne-LIDAR-
Systems unter den 11 Finalisten, von denen lediglich drei Teams mit herko¨mmlicher
Sensorik antraten.
• Die Kombination einer verhaltensbasierten Bahnplanung mit der deterministischen Ar-
beitsweise der zur Erweiterung herangezogenen Zustandsmaschinen ist extrem leis-
tungsfa¨hig und fu¨r die Weiterentwicklung gut geeignet. Die Flexibilita¨t und Kreativi-
ta¨t der Methodik erwiesen sich in vielen Situationen als Vorteil fu¨r unser Fahrzeug,
allerdings auch in einigen Situationen als Nachteil. Auf mo¨gliche und notwendige Wei-
terentwicklungen wird im na¨chsten Kapitel eingegangen.
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9 Zusammenfassung und Ausblick
Im praktischen Verlauf dieser Arbeit wurde ein System zur automatischen Fahrzeugfu¨hrung
im urbanen Umfeld konzipiert und implementiert. Hierbei wurde fu¨r die maschinelle Wahr-
nehmung der Umgebung eine Kombination objekt- und kartenbasierter Umfeldmodelle in
einem hybriden Gesamtsystem vorgenommen.
Die vorgestellte Fahrzeugarchitektur teilt sich in vier Schichten auf und umfasst eine Wahr-
nehmungs-, eine Interpretations-, eine Aktions- und eine Ausfu¨hrungsebene.
Die Wahrnehmungsebene entkoppelt im Rahmen einer Akquisitionsschicht die Sensorikkom-
ponenten von der Funktion und stellt ein zentrales Umfeldmodell zur Verfu¨gung. Hierbei
werden die Messdaten objekt- und nichtobjektgebender Sensoren auf Basis der LIDAR-,
Radar- und Kameratechnologie miteinander fusioniert. Das Umfeldmodell ist als hybrides
System ausgelegt und setzt sich zusammen aus einem objektbasierten Zweig zur Erfassung
und Beschreibung von Hindernissen in der Umgebung des Versuchstra¨gers sowie einer kar-
tenbasierten Modellierung des Fahrbereiches, welcher den Verlauf der Fahrbahnoberfla¨che
wiedergibt.
Fu¨r die objektbasierte Hindernisdarstellung wird das Prinzip der Zustandsscha¨tzung auf
Basis eines erweiterten Kalmanfilters umgesetzt. Um die Beschreibung unstrukturierter Hin-
dernisse zu ermo¨glichen, wird das Objektmodell durch das Prinzip lokaler Karten um ei-
ne Freiformdarstellung erweitert. Diese approximiert die Form beliebiger Objekte durch
eine Reihe von Stu¨tzstellen auf der Objektkontur. Die mittlere Bewegung der Stu¨tzstel-
len wa¨hrend der Beobachtungszeit wird zur Scha¨tzung der Objektdynamik verwendet. Die
fu¨r die Zustandsscha¨tzung notwendige Datenassoziation wird um die Beru¨cksichtigung der
Objektkonturen erweitert und ist als zweistufiger Prozess ausgelegt. Um eine Plausibilisie-
rung der Messdaten im Rahmen der Zielinitialisierung zu ermo¨glichen, wird ein zusa¨tzlicher
Pretracking-Kreislauf eingefu¨hrt. Dieser beru¨cksichtigt die Redundanz der Sensorsysteme in
verschiedenen Abschnitten des Beobachtungsbereiches. Weiterhin erfolgt eine Kopplung mit
dem kartenbasierten Modell zur Fahrbereichsanalyse, um den Einfluss sto¨render Bodenrefle-
xionen der LIDAR-Sensorik zu minimieren.
Die kartenbasierte Fahrbereichsanalyse erzeugt ein probabilistisches Abbild der Befahrbar-
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keit auf Basis der Dempster-Shafer Methodik und dem Prinzip der Belegungskarten. Die
Messdaten zweier auf die Fahrbahnoberfla¨che gerichteter LIDAR-Systeme werden genutzt,
um eine Ho¨henkarte der Fahrzeugumgebung aufzubauen. Die Ho¨henkarte wird in eine kor-
respondierende Gradientendarstellung u¨berfu¨hrt, um die lokalen Unebenheiten des Umfelds
zu quantifizieren. Der Gradient wird in eine probabilistische Dempster-Shafer-Beschreibung
u¨berfu¨hrt. Die Ho¨he des Gradienten wird als Maß fu¨r die Unbefahrbarkeit der Umgebung
herangezogen. Auf diese Weise la¨sst sich der glatte Straßenverlauf von vertikalen Kanten im
Fahrbahn-Randbereich abheben.
Die gradientenbasierte Fahrbereichsanalyse wird erweitert um eine farbbasierte Klassifikati-
on des Untergrundes. Hierbei wird das charakteristische Farbprofil der Fahrbahnoberfla¨che
direkt vor dem Fahrzeug genutzt, um eine Segmentierung des durch ein Kamerasystem er-
haltenen Abbilds der Umgebung durchzufu¨hren. Die Segmentierung weist den Bildelementen
ein Maß fu¨r deren Zugeho¨rigkeit zur Fahrbahnoberfla¨che zu. Das auf diese Weise segmen-
tierte Bild wird unter Ausnutzung der zuvor erhaltenen Ho¨heninformation in die Umfeld-
karte projiziert und in eine Dempster-Shafer-Beschreibung der Befahrbarkeit gewandelt. Die
Dempster-Shafer Abscha¨tzungen der Befahrbarkeit aus Gradienten- und Farbinformation
werden nach dem Prinzip der Belegungskarten integriert und anschließend fusioniert.
Die Ausgangsdaten der objekt- sowie der kartenbasierten Umfeldmodellierung werden den
Modulen zur Situationsinterpretation und Bahnplanung in der Interpretations- und Akti-
onsebene zur Verfu¨gung gestellt. Diese bestehen aus einer Kombination verhaltens- und
zustandsgesteuerter Algorithmen zur automatisierten Planung der Fahrentscheidungen. Als
Planungsgrundlage wird auf eine Bahnplanung gema¨ß der Potentialfeldmethode zuru¨ckge-
griffen. Eine Reihe mo¨glicher Folgetrajektorien wird von jedem Punkt der Bahnplanung aus
unter Beru¨cksichtigung der Umfeld- und Missionsinformationen gewichtet und somit eine op-
timale Gesamttrajektorie bestimmt. Die fu¨r die Erweiterung herangezogenen Zustandsauto-
maten werden situationsabha¨ngig aktiviert und sorgen fu¨r eine deterministische Behandlung
von Spezialsituationen, wie z.B. dem Durchfahren einer Kreuzung bei gleichzeitiger Beach-
tung der Vorfahrtsregelungen.
Die erzeugten Solltrajektorien werden in der Aktionsebene einer dynamischen Bahnopti-
mierung unterzogen, um einen kru¨mmungsoptimalen Sollverlauf fu¨r die unterlagerte Fahr-
zeugregelung in der Ausfu¨hrungsebene zu erhalten. Diese bestimmt auf Basis der Sollbahn
sowie der durch ein hochgenaues Ortungssystem verfu¨gbaren Fahrzeugeigenposition die Stell-
gro¨ßen fu¨r die Aktorik des Versuchstra¨gers. Zum Einsatz kommen klassische Reglerkompo-
nenten sowie eine Vorsteuerung auf Basis der inversen Systemmodellierung.
Alle Komponenten des Fahrzeugsystems werden zyklisch durch eine zentrale U¨berwachungs-
ebene kontrolliert. Diese ermo¨glicht im Fehlerfall das Anfahren eines sicheren Betriebszu-
standes sowie eine automatisierte Wiederherstellung der vollen Fahrzeugfunktionalita¨t. Der
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zeitweise Ausfall einer oder mehrerer Fahrzeugkomponenten fu¨hrt auf diese Weise nicht zum
Ausfall des Gesamtsystems.
Das Versuchsfahrzeug wurde im Rahmen des Projektes umfangreichen Erprobungen im Rah-
men von Fahrversuchen unterzogen. Hierbei konnte iterativ das korrekte Verhalten fu¨r die
Teilnahme am Urban Challenge Wettbewerb im November 2007 entwickelt werden. Im Rah-
men des Wettbewerbes konnte die Finalteilnahme unter den besten 11 Teams des urspru¨ng-
lich u¨ber 100 Fahrzeuge umfassenden Feldes erreicht werden. Auch wenn der Gesamtsieg
nicht erstritten wurde, so ließ sich im erfolgreichen Halbfinale sowie in insgesamt 16 Kilome-
tern Fahrtstrecke und zweistu¨ndiger Gesamt-Einsatzdauer in komplexer urbaner Umgebung
wa¨hrend des Finales die Leistungsfa¨higkeit der entwickelten Fahrzeugplattform eindrucksvoll
unter Beweis stellen. Die Platzierung im Feld der besten elf Teilnehmer bestehend aus einer
Reihe internationaler Spitzenuniversita¨ten zeigte, dass auch bei begrenzten finanziellen und
zeitlichen Ressourcen ein wettbewerbsfa¨higes Gesamtsystem entwickelt wurde.
Dennoch kann nicht gesagt werden, dass die Aufgabenstellung der fahrerlosen Fahrt im all-
gemeinen Straßenverkehr vollsta¨ndig gelo¨st ist. Aufgrund des Projektumfangs, des engen
zeitlichen Rahmens und nicht zuletzt der notwendigen Zielorientierung fu¨r eine Teilnahme
am Urban Challenge Wettbewerb konnten manche interessante Fragestellungen nur gestreift
werden und bieten Potential fu¨r zuku¨nftige Forschungsarbeiten:
• Fu¨r die Umfeldwahrnehmung in komplexer Umgebung gilt es, eine noch engere Kopp-
lung der karten- und objektbasierten Umfeldmodelle herbeizufu¨hren. Der Projektver-
lauf hat gezeigt, dass die Fa¨higkeit zur Darstellung unstrukturierter Umfeldmerkmale
eine Kernanforderung fu¨r die Fahrt in urbaner Umgebung ist. Aufgrund der Leistungs-
fa¨higkeit des entwickelten hybriden Umfeldmodells liegt es nahe, in Zukunft statische
Karten der Fahrzeugumgebung unter Beru¨cksichtigung der Randobjekte in Verbindung
mit Objektlisten fu¨r dynamische Elemente der Fahrzeugumgebung zu betreiben. Ei-
ne Erweiterung der Umfeldkarte um weitere Abstraktionsebenen, der Austausch von
Informationen u¨ber verschiedene Ebenen hinweg und somit die Schaffung einer Multi-
Level-Datenfusion bieten hierbei interessante Perspektiven.
Fu¨r die Objektverfolgung ist es wu¨nschenswert, aktuellste Ansa¨tze zur Zielverfolgung
unter Bestimmung der Existenzwahrscheinlichkeiten [84] auf das Prinzip der Freiform-
Konturverfolgung zu u¨bertragen. Bei weiter steigender Rechenleistung im Fahrzeug ist
ferner die Bestimmung vollsta¨ndiger lokaler Objektkarten (vgl. Abschnitt 6.1) anstelle
der gena¨herten Polygondarstellung aussichtsreich. Zusa¨tzlich sollte eine Klassifikation
der Objektdaten auf Basis ihrer Form sowie durch Auswertung zua¨tzlicher, bildverar-
beitender Systeme erfolgen.
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• Fu¨r die Sensorik gilt es, den verfu¨gbaren vertikalen O¨ffnungswinkel deutlich zu steigern.
Einebenen- oder auch die hier verwendeten Vierebenen-Laserscanner lassen nur einge-
schra¨nkt eine Plausibilisierung des Umfeldes u¨ber dessen vertikale Struktur zu. Neben
der aufwendigen LIDAR-Sensorik ist hier eine Kopplung des hybriden Umfeldmodells
mit Methoden der Stereobildverarbeitung besonders vielversprechend.
• Bei der Bahnplanung und Situationsinterpretation sollte die Kombination verhaltens-
und zustandsgesteuerter Algorithmen weiter verfeinert werden. Es gilt, die Kreativita¨t
der verhaltensbasierten Methoden zu erhalten und gleichzeitig mehr Determinismus
fu¨r die Fahrentscheidungsfindung zu erzeugen. Die Einfu¨hrung zusa¨tzlicher Planungs-
ebenen (z.B. auf Mano¨verebene) ist hier aussichtsreich.
Im Rahmen der hier vorgestellten Module sollte als erster Schritt die Potentialfeldme-
thode zur Bahnplanung durch Anwendung der in Kapitel 3.2 skizzierten vollsta¨ndigen
Suchverfahren erweitert werden. Auf diese Weise wird das Erreichen des Zielpunkts si-
chergestellt und es werden Planungsfehler durch lokale Minima des Potentialfeldes ver-
mieden. Des Weiteren sollte bereits bei der Sollbahngenerierung die Beru¨cksichtigung
der Fahrzeugdynamik erfolgen, um die bislang notwendige, nachtra¨gliche dynamische
Bahnoptimierung zu vermeiden.
• Fu¨r die Ortung gilt es, eine Alternative zur hochgenauen Satellitenpositionierung zu
entwickeln. Der Einsatz von low-cost Tra¨gheitsplattformen und deren Kombination mit
der kartenbasierten Umfeldwahrnehmung durch Anwendung bekannter Map-Matching-
Verfahren [120] ist hier zielfu¨hrend.
Die skizzierten Erweiterungen kombinieren klassische Technologien aus der Automobiltechnik
bzw. Fahrerassistenz mit Ansa¨tzen der mobilen Robotik. Die weitere Entwicklung auf diesem
Feld kann mit Spannung verfolgt werden. Durch die vorliegende Arbeit wurden hoffentlich
wichtige Grundsteine gelegt sowie Anregungen gegeben, die in zuku¨nftigen Projekten verfolgt





Fu¨r die im Rahmen dieser Arbeit zum Einsatz gebrachten Koordinatendarstellungen wird
die Konvention der Luftfahrnorm LN9300 [80] verwendet. Es wird unterschieden zwischen
drei prima¨ren Koordinatendarstellungen:
• Das Sensorkoordinatensystem ist definiert durch den Anbauort sowie die Orientierung
eines spezifischen Sensors am Fahrzeugtra¨ger. Jeder Sensor ermittelt Messdaten bezu¨g-
lich seines lokalen Koordinatensystems.
• Unter dem Fahrzeugkoordinatensystem wird ein einheitliches, fahrzeugfestes Bezugs-
system verstanden, das bezu¨glich eines beliebigen Referenzpunktes am Fahrzeugtra¨ger
definiert ist.
• DasWeltkoordinatensystem ist ein inertiales (also erdfestes) Bezugskoordinatensystem,
das bezu¨glich eines festen Referenzpunktes auf der Erdoberfla¨che definiert ist.
In der weiteren Notation sei die jeweils gu¨ltige Koordinatendarstellung als Subindex an den





die Darstellung eines Punktes in Sensorkoordinaten, pF die Darstellung in Fahrzeugkoordi-
naten und pW die Darstellung eines Punktes in Weltkoordinaten.
A.1 Allgemeine Koordinatentransformation
Unter dem Begriff Koordinatentransformation versteht man eine Abbildungsvorschrift, die
zur U¨berfu¨hrung eines Punktes zwischen zwei verschiedenen Koordinatendarstellungen be-
nutzt wird. Die Koordinatentransformation setzt sich hierbei aus der Rotationsmatrix T
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und dem Translationsvektor t zusammen. Im Rahmen dieser Arbeit wird fu¨r die Koordina-
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Durch die Reihenfolge der Multiplikationen in Gleichung (A.1) ergibt sich folgender Ablauf:
• zuna¨chst erfolgt eine mathematisch positive (Rechts-)Drehung um die Z-Achse des
Koordinatensystems mit dem Gierwinkel Ψ,
• anschließend eine mathematisch positive (Rechts-)Drehung um die Y-Achse des resul-
tierenden Koordinatensystems mit dem Nickwinkel Θ und schließlich
• eine mathematisch positive (Rechts)-Drehung um die X-Achse des resultierenden Ko-
ordinatensystems mit dem Rollwinkel Φ.
Die Translation wird im Anschluss an die Rotation ausgefu¨hrt. Fu¨r die U¨berfu¨hrung eines
beliebigen Punktes von der Koordinatendarstellung 1 in die Koordinatendarstellung 2 ergibt
sich
p2 = T21 · p1 + t21. (A.2)







Fu¨r die Ru¨cktransformation eines Punktes von der Darstellung 2 in die Darstellung 1 gilt
daher folgender Zusammenhang:
p1 = T12 · p2−T12 · t21︸ ︷︷ ︸
t12
. (A.4)
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Im Folgenden gelte fu¨r die Koordinantensysteme des Versuchstra¨gers folgende Konvention:
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• Der Ursprung des Fahrzeugkoordinatensystems liegt in der Mitte der Vorderachse.
Die X-Achse zeigt in Richtung der Fahrzeug-La¨ngsachse, die Y-Achse in Richtung der
Fahrzeug-Querachse und die Z-Achse in Richtung der Fahrzeug-Hochachse.
• Der Ursprung des Weltkoordinatensystems liegt in einem fest definierten Referenzpunkt
auf der Erdoberfla¨che. Die X-Achse zeigt in Richtung Osten, die Y-Achse in Richtung
Norden, die Z-Achse zeigt senkrecht zur Erdoberfla¨che in den Himmel. Die Koordinaten
des Referenzpunktes sind in der geoda¨tischen Koordinatendarstellung (La¨ngen- und
Breitengerade) gegeben. Der Referenzpunkt liegt auf der Bezugsho¨he Null Meter u¨ber
dem Meeresspiegel.






















Abb. A.1: Koordinatensysteme fu¨r Umfelderfassung
A.2.1 Kalibrierparameter der Sensorik
Die Lage und Orientierung jedes Sensors in Bezug auf das Fahrzeug-Koordinatensystem
ist durch Vermessung exakt bekannt. Der Zusammenhang beider Koordinatensysteme wird
durch die Kalibrierparameter beschrieben. Diese sind im Detail:
• die Translation dx des Sensors in X-Richtung des Fahrzeugkoordinatensystems,
• die Translation dy des Sensors in Y-Richtung des Fahrzeugkoordinatensystems ,
• die Translation dz des Sensors in Z-Richtung des Fahrzeugkoordinatensystems ,
• die Rotation γ des Sensors um die Z-Achse des Fahrzeugkoordinatensystems ,
• die Rotation β des Sensors um die Y-Achse und
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• die Rotation α des Sensors um die X-Achse.
Hierbei ist die Reihenfolge der Rotationen gema¨ß Gleichung (A.1) einzuhalten. Die Trans-
formationsparameter fu¨r eine U¨berfu¨hrung vom Sensor- (S) ins Fahrzeugkoordinatensystem
(F) errechnen sich zu






A.2.2 Umrechnung von geoda¨tischen Koordinaten in Weltkoordinaten
Fu¨r eine Umrechnung von geoda¨tischen Koordinaten in das kartesische Weltkoordinatensys-
tem stehen verschiedene Kartenprojektionsverfahren zur Verfu¨gung [42, 112]. Im Folgenden
soll die polykonische Kartenprojektion unter der Annahme einer spha¨rischen Form des Erd-
balls mit Radius R angegeben werden. Der Ursprung des geoda¨tischen Koordinatensystems
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−Rφ0 , φ = 0
E = (λ− λ0) · sinφ. (A.6)
Der Ursprung des Weltkoordinatensystems wird durch den Bezugs-La¨ngengrad λ0 sowie den
Bezugs-Breitengrad φ0 festgelegt. Das polykonische Projektionsverfahren sorgt fu¨r eine Reihe
von Verzerrungen, die mit dem Abstand zum Bezugspunkt zunehmen (Abb.A.2a und A.2b).
Da der Einsatz des Systems in einem lokal begrenzten Gebiet um den Bezugspunkt herum
erfolgt und weiterhin ausreichender Abstand von den Erdpolen sichergestellt ist, ergeben sich
durch die Verzerrungen fu¨r die Praxis keine Einschra¨nkungen.
A.2.3 Umrechnung von Fahrzeug- in Weltkoordinaten
Mit Hilfe des u¨ber die Ortungsplattform bereitgestellten Fahrzeugzustandsvektors ist eine
Umrechnung von Fahrzeug- in Weltkoordinaten mo¨glich. Es sei hierbei















(a) Erdoberfla¨che, 20 ◦W-20 ◦O, 0-50 ◦N














(b) Polykonische Karte, 20 ◦W-20 ◦O, 0-50 ◦N
Abb. A.2: Verzerrungen der polykonischen Kartenprojektion
• px die Position des Fahrzeugs in X-Richtung des Weltkoordinatensystems,
• py die Position des Fahrzeugs in Y-Richtung des Weltkoordinatensystems,
• pz die Ho¨he des Fahrzeugs u¨ber dem Meeresspiegel,
• Ψ der Gierwinkel,
• Θ der Nickwinkel und
• Φ der Rollwinkel des Fahrzeugaufbaus.
Die Transformationsparameter errechnen sich gema¨ß Gleichung (A.1) zu:
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A.2.4 Transformation von Geschwindigkeiten
Sind zwei Koordinatensysteme gegeneinander bewegt, so muss dies bei der Transformati-
on von Geschwindigkeitsvektoren beru¨cksichtigt werden. Dies trifft fu¨r die Transformation
vom mitbwegten Fahrzeugkoordinatensystem in das inertiale Weltkoordinatensystem zu. Aus
Gru¨nden der U¨bersicht wird lediglich der ebene Fall (z = 0, keine Nick- oder Wankwinkel)
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. (A.8)
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Der resultierende Geschwindigkeitsvektor in Weltkoordinaten setzt sich zusammen aus der
Transformation des lokalen Geschwindigkeitsvektors v1, der additiven Scheinkomponente v2
und der translatorischen Differenzbewegung der beiden Koordinatensysteme v3. Die Schein-
komponente ist abha¨ngig vom Abstand zwischen Fahrzeug-Ursprung und dem Ursprung des
Geschwindigkeitsvektors sowie von der Gierrate Ψ˙ des Fahrzeugs.
A.3 Besondere Koordinatensysteme
U¨ber die prima¨ren Koordinatendarstellungen hinaus sind im Rahmen dieser Arbeit zwei
spezielle Koordinatensysteme relevant.
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A.3.1 Diskrete Weltkoordinaten
In der diskreten Darstellung des kartenbasierten Umfeldmodells treten anstelle kontinuierli-
cher x- und y-Positionen die Gitterkoordinaten der Karte. Ein Punkt im diskreten Koordi-






Hierbei ist h die (nicht-diskrete) Ho¨he u¨ber demMeeresspiegel. Es gilt fu¨r eine beliebige Karte
mit der Auflo¨sung ∆x bzw. ∆y und dem Referenzpunkt prefW sowie dessen korrespondierenden
Gitterkoordinaten (iref , jref ):
pD = Ξ(pW ,p
ref
W , i
















Die Abbildung Ξ ist durch die Rundung in Gleichung A.11 surjektiv, aber nicht injektiv.
Die exakte Positionsangabe geht durch die Diskretisierung verloren. Der Zusammenhang


















Abb. A.3: Diskretes Koordinatensystem der kartenbasierten Darstellung
A.3.2 Kamerakoordinaten
Bei der Arbeit mit bildgebenden Sensoren wird zwischen intrinsischen und extrinsischen
Kalibrierparametern unterschieden. Wa¨hrend die intrinsischen Parameter die optischen Ei-
genschaften von Kamera und Objektiv beschreiben, legen die extrinsischen Parameter die
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Lage und Orientierung der Kamera bezu¨glich eines beliebigen Referenzkoordinatensystems
fest. Das Sensorkoordinatensystem einer Kamera sei hierbei wie folgt definiert: Der Ursprung
liegt im optischen Zentrum (Brennpunkt) des Objektivs, die X-Achse zeigt in der Bildebene
nach rechts entlang der Bildspalten, die Y-Achse nach oben entgegen der Bildzeilen (vgl.




















wendung eines Kameramodells notwendig, das die Eigenschaften des verwendeten Objektivs
mit einbezieht. Im Rahmen dieser Arbeit wird hierzu das in [59] vorgestellte Modell benutzt.
Zuna¨chst bildet man einen beliebigen Punkt pS im Sensorkoordinatensystem linear durch












Der Term wird mit der Brennweite f normiert zu p′B =
1
f
pB. Um die Verzerrungen des
Objektivs zu beru¨cksichtigen, setzt man folgenden nichtlinearen Zusammenhang an:
p′′B =
(
1 + k1 · r
2 + k2 · r
4 + k5 · r
6
)
· p′B + t, mit (A.13)









B + k4 · (r
2 + 2x′2B)
k3 · (r







Im letzten Schritt wird von der normierten und verzerrten Position in der Bildebene auf die
tatsa¨chliche Pixelebene der Kamera umgerechnet. Hierbei fließen die tatsa¨chliche Brennweite
der Kamera, die Dimensionen der Pixel sowie das Seitenverha¨ltnis und das optische Zentrum
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 f1 αc · f1 cc10 f2 cc2
0 0 1

 · p′B. (A.14)
Die intrinsischen Kalibrierparameter f1, f2, αc, cc1 und cc2 sowie k1 bis k5 lassen sich durch
den Einsatz ga¨ngiger Kalibrierroutinen [18] aus definierten Testbildern erzeugen. Bei bekann-
ter Ausrichtung des Fahrzeugs in Bezug auf ein definiertes Testmuster la¨sst sich damit auch
die extrinsische Kalibrierung der Kamera durchfu¨hren.
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