Abstract -Projection methods based on wavelet functions combine optimal convergence rates with algorithmic efficiency. The proofs in this paper utilize the approximation properties of wavelets and results from the general theory of regularization methods. Moreover, adaptive strategies can be incorporated still leading to optimal convergence rates for the resulting algorithms. The so-called wavelet-vaguelette decompositions enable the realization of especially fast algorithms for certain operators.
INTRODUCTION
A projection method for solving the inverse problem Af = g (1.1)
where Λ : X -> Υ denotes an operator between Hubert spaces X and V, and g £ Y is the given data is defined by the sequences of subspaces Xh C Xv C X, h' < A, and Yh C Υ growing in size with the step width A. In a realistic setting we are only given noisy data g e with a bounded error \\g -g £ \\y < ε. An approximate solution fh G λ^ is then computed from the requirement (Ah\y) Y = (!f\y)Y, Vy 6 Y H .
( 1.2)
The basic question is to estimate the quality of the approximation; i.e., ||/ -/Λ||Χ, and to determine the optimal step width A such that this quantity becomes minimal. When choosing the function spaces Xh and Yh opposing requirements have to be met. On the one hand Xh and respectively Yh should be adapted to the properties of the operator A. From this perspective one would optimally choose spaces consisting of eigenfunctions or singular functions of A. In this case fa could be computed from a diagonal linear system leading to an orthogonal expansion of fa. But in general one does not have an explicit description of the singular function system of A.
On the other hand computational efficiency demands fast algorithms for computing the functions in Xh (respectively, Yh) and the scalar products on the right-hand side of (1.2). Moreover, local support of the functions in Xh is needed in order to employ adaptive strategies. Finally, the function spaces need to have good approximation properties if V. Dicken and P. Maass optimal convergence rates are sought. These requirements are fulfilled, for example, by hierarchically structured finite element spaces.
A suitable compromise between these different requirements are orthogonal (or biorthogonal) wavelet spaces. They are hierarchically structured, allow fast recursive computations, and lead to some extent to the diagonalization of the operator A. In this paper we investigate the advantages and disadvantages of wavelets when used as basis functions for projection methods. The results of this preliminary investigation show that optimal convergence rates are achieved under general conditions, but full numerical efficiency is at present possible only for a special class of operators, namely, for quasi-homogeneous operators.
We first summarize the relevant properties of wavelets in Section 2. Their approximation properties directly allow to estimate the convergence rate of wavelet-projection methods, and they show that these regularization methods have the optimal order of convergence, see Section 3. The notion of a wavelet-vaguelette decomposition is introduced in Section 4. These decomposition techniques and, in particular, their relation to singular value decompositions and convergence results for inverse problems have been recently investigated in a series of papers (see, e.g., [5] ). In these papers the results on optimal convergence rates were proved in terms of Bayes estimators in a stochastical setting. The results of Section 4 show that similar results hold within the standard framework for regularization methods. Moreover, optimal convergence rates can also be achieved in connection with a simple adaptive strategy. Results of a numerical simulation are presented in Section 5.
WAVELETS
In this section we summarize the main properties of wavelets as far as they are needed in the following sections. For a more detailed introduction to the theory of wavelets the reader is referred to [2, 8] .
forms an orthonormal basis for L 2 (R).
Orthogonal wavelets have very pleasant theoretical and practical properties, but their construction requires to solve a system of nonlinear equations. Instead one can use biorthogonal wavelets. They exhibit the same algorithmic efficiency, and they are obtained by solving a system of linear equations. Moreover, it is possible to construct symmetric biorthogonal wavelets. For the ease of presentation we will state the results in this paper only for orthogonal wavelets in Z/ 2 (R). The generalization to biorthogonal wavelets and multi-dimensional applications is obvious in most cases.
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A wavelet basis is labeled by two indices, the shift-index k and the scale-index m. If we collect all basis functions on the same scale in the subspace W m = span {</w I k £ TL} then we obtain the orthogonal multi-scale decomposition = 0 W m .
This type of multi-resolution analysis was first introduced by Y. Meyer and S. Mallat (see, e.g., [9] ). The subspaces W m are called the scales of the decomposition, and the projection Qmf = is said to represent the details of / on the scale m.
This hierarchical ordering of the wavelet basis shows its affinity to finite elements and multi-grid methods; it is the key to construction of efficient adaptive algorithms.
Let us denote by 
The Haar wavelet is the only obvious compactly supported orthogonal wavelet. It was the accomplishment of I. Daubechies [2] to construct a family {ψκ} of orthogonal wavelets with supp (UN) = [0, 2Ν -1] and linearly increasing regularity. Here ψι equals the Haar wavelet, and φ 2 is the solution of (2.2), (2.3) with coefficients
The corresponding filter coefficients g k in (2.3) are given by 206 V. Dicken and P. Maass For actual computations one is only interested in wavelets and scaling functions which obey such finite scaling equations. In this case the computation of the wavelet decomposition; i.e., the computation of the scalar products <C = {/ I VwU* (2 on an appropriate scale L. For a given discrete sequence {/*} of length η and a wavelet with a finite scaling equation the complexity of computing the discrete wavelet decomposition is then of the order 0(n). So far we have indicated the algorithmic advantages of wavelet bases such as the hierarchical structure and recursive computations. For the proofs of convergence results in the following sections the key ingredient is the approximation property of wavelets. Any wavelet φ has a vanishing mean value, hence its Fourier transform has a zero at the origin. Therefore the Fourier transform of the wavelet basis picks up different frequency bands as m varies. It is not surprising that the knowledge of the wavelet coefficients allows us to estimate the Sobolev regularity of / itself [3, 10] . The Sobolev space of the order s is defined as with the norm Theorem 2.1. Given a wavelet φ G // r (R), then for every s, 0 < s < r, there exist constants C\, C^, 0 < Ci, £2 < o°> such that for every f E /P(R) we have
By duality this theorem remains valid for negative s as long as \s\ < r. In full generality this result extends to Besov spaces B^q [3] .
We Then for every real number s < ι/, |s| < r, the truncation error is bounded where the constant C is independent of f and s.
Proof. The above-stated wavelet decomposition and Theorem 2.1 give m>M If one interprets the factor 2~M which equals the shift parameter on the scale Μ as a step size or discretization parameter Λ, then Lemma 2.1 states that wavelets have the same approximation properties as, for example, the standard finite element spaces. In addition, the truncated wavelet expansion also satisfies the inverse property. The proof proceeds as in Lemma "2.1. 
PROJECTION METHODS
Let A : X -> Υ be a linear bounded operator between Hubert spaces X and Y. Consider the linear equation
If AX C Υ is not closed, then the problem of reconstructing / from a given right-hand side g is ill-posed; i.e., the set f e := {/ | \\Af -Af\\y < e} is unbounded. Assume that we are given perturbed data g c with
\\9-9'\\Υ<ε·
The aim is to construct an approximation fa by some regularization method and to estimate the difference ||/ -fh\\x· A generalized Galerkin or projection method is defined by families of subspaces
which are usually ordered so that Xh C XH if h' < h. We determine the approximate solution fh in the subspace Xh by solving
Fix a basis for Xh and Yh
Then (3.1) transforms into the following system of linear equations for the expansion coefficients
A h x = y where χ = {xj \ j G Ik} and where the entries of the matrix and the right-hand side y are given by
We assume that the subspaces Xk, Yh are chosen such that A is injective on ΛΛ, hence the linear system (3.2) has a unique solution. 209 We obtain the corresponding regularization operator
Now we fix Xh to be the space of wavelet functions
For ease of notation we write ψ-ι^ for φο^ from now on instead of ψ(χ/2 -k). Below we list some convergence results for wavelet projection methods which are obtained from the approximation properties stated in Lemmas 2.1 and 2.2 and the general theory of projection methods. Projection methods have been studied in numerous publications, see, e.g., [6, 7] and the references there. We apply the results of [11] where projection methods were studied in terms of robustness and quasi-optimality. In order to give a short summary we restrict our attention to the least-squares method; i.e., Yh = AX^.
Moreover, we investigate only operators between Sobolev spaces. We assume that A has a bounded inverse as a mapping between
A is a smoothing operator of the order a in the scale of Sobolev spaces.
Examples of operators of this type are the Radon transform (a = 1/2), Symm's operator (a = 1), or more fashionable pseudo-differential operators with the symbol
The stability of wavelet projection methods for pseudo-differential operators has been studied in [1] , but there the estimates were proved for the exactly given right-hand side g, and the influence of data errors was not investigated. However this is the crucial part when dealing with ill-posed problems.
Remark 3.1. To be precise one should distinguish a smoothing order and a smoothing potential in the following way. Let Λ be a convolution operator with a kernel k G <S'(IR n ) Typical values for t are t = 0, which allows to deal with L 2 -errors, and t > n/2 which reflects the white noise over an η-dimensional space.
The last Sobolev index we need is v. It indicates an a priori information about the smoothness of the exact solution / / 6 /Γ(Ω), II/IU < g.
These assumptions describe the standard setup for ill-posed problems. In this context a regularization method is called optimal if there exists a regularization parameter
and a constant C independent of / and g such that the reconstruction error of Th opi g e = Aopt can be bounded for ε -* 0 by
The properties of a particular projection method obviously depend crucially on the choice of Xh, %. The common choice Y^ = AX h leads to least-squares methods. They have been studied in detail (see, e.g., [6, 11, 12] ). There convergence properties are governed by the quantity h = sup {||u|| L a u E Xk, \\Au\\ t < l}. This result follows from the standard theory (see, e.g., [6, 11] ) with minor modifications, since we measure the data error in H* instead of L 2 . Now we can state the main result of this section. 
WAVELET-VAGUELETTE DECOMPOSITION
Still the question remains whether to use wavelets at all. The rate of convergence proved in the previous section is achieved by many other regularization methods and various function systems like splines, finite elements, or trigonometric functions. Wavelet-Galerkin methods will have practical significance if we are able to exploit the main algorithmic advantages of wavelets, namely, hierarchical structure and recursive computations. The first property will allow us to prove optimal convergence rates for an adaptive strategy. But since fast algorithms depend on an efficient evaluation of the scalar products (g e | VJ)Y, therefore, the second property is only useful if both function systems of the Galerkin method; i.e., {φ^} and {v^}, can be computed recursively. Below we will study the so-called wavelet-vaguelette decomposition and the related Galerkin methods.
The starting point for this particular projection method is the observation that the linear system (3.2) reduces to a diagonal system if {φ^} form an orthogonal basis for X^, and if the test functional Vj are chosen to be the solutions of
A*VJ = KJ -φι
where A" denotes the adjoint operator of A, and KJ is defined by the requirement \\Vj\\ = 1; i. e., we consider a dual least-squares method (cf. [11] ). This construction requires at least that φ] is in the range of A*; i.e., since A usually is a smoothing operator, this demands some regularity of X^.
The name wavelet-vaguelette decomposition refers to the special case where Xh. is given by (3.4) and where the test functional are defined by is continuous for some i with respect to || · ||y. We use the latter assumption for example to deal with the white noise model Υ = //-η / 2 (ΠΓ), Κ* = # n / 2 (IR n ). In the latter case « m ought to be chosen such that The concept of vaguelette decompositions goes back to an idea by P. Tchamitchian; for a more detailed introduction see [10] .
The resulting projection method has been studied in a series of papers by D. Donoho (see, e.g., [5] ) in a stochastic framework. There a white noise model for the data error was used, and the convergence results were given in terms of Bayes estimators. Those results have their counterparts in the Hubert space framework used in this paper. To this end we introduce the following simple (nonlinear) adaptive regularization operator.
The wavelet-Galerkin method studied in the previous section was based on a truncated wavelet expansion with a fixed truncation level M --Iog 2 h. An adaptive strategy should allow us to add local refinements if some criterion indicates small but relevant structures at this point.
As a local criterion we use the absolute value of \(g e \ v m /t)y|. We define 
we see that the regularization error is bounded because of the requirement 77™ (tf) = 1 for all m < Μ -μ and the regularity assumption (3.7)
Thus we get ||/ -Λ,ίΙΙχ < C, · 2"·" · 2-M · β + ft · 2
Choosing M as above for a fixed μ we get the desired result.
The estimates in this proof are quite crude for the scales with ra G [M -/χ, Μ], and in practice we can expect better results through tuning the parameters δ and β such that the regularization error will not increase with μ as the above estimation suggests. In particular, in the case when the error consists mostly of white noise better results may be achieved.
EXAMPLES
The existence of a wavelet-vaguelette decomposition and the requirement that {v m k} can be computed efficiently impose some restrictions on the operator A. These conditions are met for example by convolution operators as long as they fulfil the quasi-homogeneity condition and partly by some pseudo-differential operators. Below we show that for such an operator there always exists a wavelet-vaguelet t e decomposition. Moreover, in order to calculate the scalar products (g e \ t>mjt)y x y· from given sample values of the perturbed data one only has to calculate one vaguelette or one scaling vaguelette per scale m; the others are obtained by integer shifts. These functions can be calculated in advance with high precision using fast Fourier transforms. Theoretically one could use Mallats algorithm to calculate all scalar products (g \ v m k) from the scalar products with the scaling vaguelette on the finest scale (cf. Proposition 5.2). However, this seems to be numerically unstable in most cases.
In case of powers of the Laplacian one needs even less pre-calculations: one has to calculate only a single vaguelette/scaling vaguelette using the homogeneity of the Laplacian. After that one computes all scalar products (g \ v mk ) and the corresponding approximate solution fas recursively, hence, the number of the required operations grows only linearly with the number of sample values. This means that for the above-mentioned operators this method could be applicable in real-time applications. Moreover, all computations are local (provided the vaguelettes decay sufficiently fast), and the recursive computations can be carried out faster than in the traditional approach using fast Fourier transforms.
To be more precise we give some propositions. If, moreover, A is continuous we also have
for some c > 0.
Proof. The proof is simple in the case when the wavelet has sufficiently many (more than α -f t) vanishing moments, and the operator A is a homeomorphism of the order α in the scale of Sobolev spaces; i.e., A and Ά" 1 are continuous operators Vs Ε IR In this case we have g = A · f for some / G Η*~α, and the results follow from the well-known estimate [10] ιι/ιι.~ Σ (i+2 m r(/ivw>*>x«-.
for / G H a , \s\ < Reg φ where Reg φ is the regularity of φ. We have Reg φ > α -f t by our assumptions. In that case we have Here we used the fact that |p| < CO + C<x> · r Q which follows from the quasi-homogeneity of A (with r = || -|| 2 ).
Applying extensions of techniques used in [2, Chapter 3.3] , standard estimates on the geometric series, and the definition of the Sobolev spaces we conclude that any family generated by shifting any one vaguelette per scale (and shifting a single scaling vaguelette on the coarsest scale) leads to the estimate (5.1), provided that (5.3), (5.4) 
Proof. The scaling equations ( 
NUMERICAL RESULTS
We conclude our paper with some illustrations. There we applied the wavelet-vaguelette method to a homogeneous standard problem
where the ill-posed inverse problem consists in evaluating the Laplacian of perturbed data. As data we used some test function constructed of splines of various degrees. We added an ε-multiple of an evenly distributed random variable to the sample values.
We performed the cutoff as well as the adaptive regularization as described above. Both algorithms seem to give similarly good results for this example.
The figures show:
1. The data and their Fourier transform.
2. The true solution and its Fourier transform. 
