Abstract: Kung-Traub conjecture states that an iterative method without memory for finding the simple zero of a scalar equation could achieve convergence order 2 d−1 , and d is the total number of function evaluations. In an article "Babajee, D.K.R. On the Kung-Traub Conjecture for Iterative Methods for Solving Quadratic Equations, Algorithms 2016, 9, 1, doi:10.3390/a9010001", the author has shown that Kung-Traub conjecture is not valid for the quadratic equation and proposed an iterative method for the scalar and vector quadratic equations. In this comment, we have shown that we first reported the aforementioned iterative method.
According to Kung-Traub conjecture (KTC) [2] , an iterative method without memory for solving nonlinear equations in the case of simple zeros, could achieve a maximum convergence order of 2 d−1 , where d is the number of function evaluations. Recently, an article was published for solving quadratic equations [1] with arbitrary order of convergence by using one function and two derivatives evaluations. The details of the proposed formulation in [1] is given as follows. Let f (x) = κ 2 x 2 + κ 1 x + κ 0 be a quadratic function where κ 2 = 0 and κ 1 , κ 0 are constants. The proposed iteration function ψ (r+2)
th BQIM (x) = x − u(x) H(τ, r)
The error equation of Equation (1) is given as ψ (r+2) th BQIM (x) − x * = C r c r+1 2
where C r is asymptotic error constant, x * is the simple root of quadratic equation and c 2 = 1/2 f (x * ) −1 f (x * ). The error equation clearly shows that KTC is not valid in the case of quadratic equations. By using binomial expansion, the weight function H(τ, r) can be written as
where b i is constant and can be computed by comparing two expressions of H(τ, r) in Equation (2) . The powers of τ can be computed recursively and hence the iteration function Equation (1) is written as
The computationally efficient vector version of iteration function Equation (3) is
Iterative Methods for Solving Matrix-Vector Quadratic Equations Presented in [3]
In this direction, a manuscript [3] was posted on 4 May 2015 on Researchgate in which the author provided models of three iterative methods, with their respective convergence orders, for computing the solution of matrix-vector quadratic equations. As the proposed iterative methods are valid for solving systems of nonlinear equations with quadratic nonlinearity, they are also valid for scalar quadratic equations. In the article [3] the model of iterative Method II can be written as:
where F(x) = 0 is a quadratic equation i.e., F (x) = B is a bilinear form and F (s) (x) = O (zero tensor) for s ≥ 3 and the convergence order is m + 2. The scalar version of iterative method Equation (5) can be written as
where f (x) = a x 2 + b x + c with a = 0 and convergence order is m + 2. The convergence proofs of different iterative methods are established in Figures 1-4 . We can see that the error equations in all cases are the same. The Figure 4 shows that the iterative method (1) is a particular case of iterative method Equation (6) for α 1,1 = −2/3. Finally we provide the convergence proof of the iterative method Equation (5). Theorem 2.1. Let F : D ⊆ R n −→ R n be a function with all continuous Fréchet derivatives, F (x) = B and F (j) (x) = O for j ≥ 3, where B is a bilinear form and D is convex open subset of R n . If we take x 0 in the vicinity of a simple root x * of F(x) = 0 then the sequence of successive approximation generated by iterative method Equation (5) for m = 6 and α 1,1 = −2/3 converges to x * with convergence order eight.
The Fréchet derivative of Equation (7) with respective to e 0 is
The inverse of Equation (8) is 
We compute φ φ φ 1 using Equations (9) and (7) φ φ φ 1 = e 0 − C 2 e 2 0 + 2 C 
The expression for e 1 is (12) 
We obtain expression for e 2 by using Equation (14) 
By equating the coefficients of powers of e 0 in Equation (15), we get system of seven equations 
After simplification the error equation we get e 2 = 429 C 
(1) (1) Figure 2 . Iterative method Equation (6) for arbitrary finite α 1,1 .
(2) (2) Figure 3 . Iterative method (6) for α 1,1 = −1.
Figure 4. Iterative method (6) for α 1,1 = −2/3.
As we have seen, the convergence order of the iterative method Equation (5) is eight for m = 6 and this confirms our claimed order of convergence which is s + 2 for m = s. Now we provide the proof of convergence order via mathematical induction. Theorem 2.2. Let F : D ⊆ R n −→ R n be a function with all continuous Fréchet derivatives, F (x) = B and F (j) (x) = O for j ≥ 3, where B is a bilinear form and D is a convex open subset of R n . If we take x 0 in the vicinity of a simple root x * of F(x) = 0 then the sequence of successive approximation generated by the iterative method Equation (5) for m = s and α 1,1 = −2/3 converges to x * with convergence order s + 2.
Proof. We suppose that our claim about the convergence order of the iterative method Equation (5) 
It is convenient to express the combination
, we establish the following identity
By comparing the same powers of M on both sides we can easily compute the value of β i 's. By using Equation (21), error Equation (20) can be written as e (s)
However, according to our assumption we can find the value of unknowns to make the following expression equal to zero
We can notice from Equation (13) 
As we know the value of H s we can find β 2,s to make the coefficient of e 
Numerical Testing
We adopt the following definition of computational convergence order (COC)
To verify the claimed convergence order of our proposed iterative method Equation (5), we study the following system of quadratic equations
In Table 1 , we listed the norm of the residue of F(x) and COC against the sequence of iterations for different values of parameters α 11 . The Table 1 confirms the claimed convergence order. For two different values of the parameter α 11 , we obtained the record of the norm of the residue of F(x) equal to the system of quadratic Equations (26). The possible reason for his could be the same error equation of iterative method for different values of parameter α 11 in the iterative method Equation (5). 
Conclusions
We conclude that the iterative structure of iterative method Equation (1) was first reported in article [3] as a particular case and our proposed iterative method [3] is general because α 1,1 is a free parameter.
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