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PERTURBATIONS OF DONOGHUE CLASSES AND INVERSE
PROBLEMS FOR L-SYSTEMS
S. BELYI AND E. TSEKANOVSKI˘I
Dedicated with great pleasure to K.A. Makarov on his 60th birthday.
Abstract. We study linear perturbations of Donoghue classes of scalar Her-
glotz-Nevanlinna functions by a real parameter Q and their representations as
impedance of conservative L-systems. Perturbation classes MQ, MQκ , M
−1,Q
κ
are introduced and for each class the realization theorem is stated and proved.
We use a new approach that leads to explicit new formulas describing the
von Neumann parameter of the main operator of a realizing L-system and the
unimodular one corresponding to a self-adjoint extension of the symmetric part
of the main operator. The dynamics of the presented formulas as functions of
Q is obtained. As a result, we substantially enhance the existing realization
theorem for scalar Herglotz-Nevanlinna functions. In addition, we solve the
inverse problem (with uniqueness condition) of recovering the perturbed L-
system knowing the perturbation parameter Q and the corresponding non-
perturbed L-system. Resolvent formulas describing the resolvents of main
operators of perturbed L-systems are presented. A concept of a unimodular
transformation as well as conditions of transformability of one perturbed L-
system into another one are discussed. Examples that illustrate the obtained
results are presented.
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1. Introduction
Let T be a non-symmetric, densely defined, and closed linear operator in a
Hilbert space H such that its resolvent set ρ(T ) is not empty. We also assume that
Dom(T ) ∩Dom(T ∗) is dense and that the restriction T |Dom(T )∩Dom(T∗) is a closed
symmetric operator A˙ with finite and equal deficiency indices. Let H+ ⊂ H ⊂ H−
be the rigged Hilbert space associated with A˙ (see the next section for details).
One of the main objectives of the current paper is the study of L-systems of the
form
(1) Θ =
(
A K J
H+ ⊂ H ⊂ H− E
)
,
where the state-space operator A is a bounded linear operator from H+ into H−
such that A˙ ⊂ T ⊂ A, A˙∗ ⊂ T ∗ ⊂ A, K is a bounded linear operator from the
finite-dimensional Hilbert space E into H−, J = J∗ = J−1 is a self-adjoint isometry
on E such that ImA = KJK∗. Due to the facts that H± is dual to H∓ and that
A∗ is a bounded linear operator from H+ into H−, ReA = (A+A∗)/2 and ImA =
(A− A∗)/2i are well defined bounded operators from H+ into H−. Note that the
main operator T associated with L-system Θ is uniquely determined by the state-
space operator A as its restriction onto the domain Dom(T ) = {f ∈ H+ | Af ∈ H}.
Recall that an operator-valued function given by
WΘ(z) = I − 2iK∗(A− zI)−1KJ, z ∈ ρ(T ),
is called the transfer function of an L-system Θ and
VΘ(z) = i[WΘ(z) + I]
−1[WΘ(z)− I] = K∗(ReA− zI)−1K, z ∈ ρ(T ) ∩ C±,
is called the impedance function of Θ.
This article is a part of an ongoing project studying the connections between
various subclasses of Herglotz-Nevanlinna functions and conservative realizations
of L-systems (see [2], [3], [4], [9], [10], [13], [19], [20]). The class of all Herglotz-
Nevanlinna functions in a finite-dimensional Hilbert space E, that can be realized
as impedance functions of an L-system, was described in [7], [4, Definition 6.4.1].
In particular, it was shown in [8] (see also [4]) that if the representing measure of a
Herglotz-Nevanlinna function is unbounded on R, then this function can be realized
by an L-system for any constant term in the function integral representation. In
this paper we shift our focus to the structure of the realizing L-system and sub-
stantially enhance the realization theorem for scalar Herglotz-Nevanlinna functions
with unbounded representing measure obtained in [7], [8] (for details see also [4,
Chapter 6]).
The main results of the present paper are the following. Relying on our de-
velopment in [9], we introduce linear perturbations of the Donoghue classes of
Herglotz-Nevanlinna functions M, Mκ, M
−1
κ by a real constant Q. Note that all
unperturbed classes M, Mκ, M
−1
κ are different by a normalization condition spe-
cific for each class. The new perturbed classes are denoted by MQ, MQκ , M
−1,Q
κ
and for each of these classes we state and prove the realization theorem where
an appearing L-system of the form (1) has a one-dimensional input-output space.
Moreover, we utilize a new approach that leads to explicit new formulas describing
the modulus of the von Neumann parameter κ = κ(Q) of the main operator and
the unimodular one U = U(Q) associated with the real part of the state-space
operator A of the realizing L-system. For a fixed pair of κ and U we establish a
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uniqueness condition for a realizing L-system construction. It turns out that the
parameters κ and U do not depend on a particular realization of an unperturbed
function but only on perturbing parameter Q and normalization condition of the
representing measure. Consequently, an L-system realizing the perturbed function
can be constructed based on some realization of an unperturbed function with the
help of parameters κ and U .
In the end of the paper we also consider perturbations of given L-systems and
solve the inverse problem of recovering the perturbed L-system ΘQ from the per-
turbation parameter Q and a given non-perturbed L-system Θ.
The paper is organized as follows.
In Section 2 we recall definition of an L-system, its components, transfer and
impedance functions, and provide the necessary background.
In Section 3 we describe the standard Donoghue class M of Herglotz-Nevanlinna
functions and explain the set of hypotheses that we will rely upon in the remainder
of the paper. Here we also introduce L-systems with one-dimensional input-output
that will be used throughout the text and recall the results connecting these systems
to the set of hypotheses.
In Section 4 we study the most general structure of the generalized Donoghue
classes of scalar Herglotz-Nevanlinna functions. For each of these classes we state
and prove realization theorems where functions are realized as impedance functions
of L-systems.
In Section 5 we consider a simplest “perturbed” version of the Donoghue class
M . We state and prove an “enhanced” version of the realization theorem where
the explicit formulas for the moduli of von Neumann’s parameters κ = κ(Q) and
the unimodular ones U = U(Q) are derived.
Section 6 contains the realization treatment of the perturbed classes MQκ and
M
−1,Q
κ producing analogues results and formulas. It turns out that the formula for
the modulus of the von Neumann parameter is an even function of the perturbing
real parameter Q while the formula for the unimodular parameter is an “even
function up to taking conjugate”, i.e., U(−Q) = U¯(Q).
Section 7 describes an alternative realization technique that results in a universal
construction of a model L-system that works for all three distinct subclasses. More-
over, the symmetric operator and state space in this model are independent from
a perturbing parameter. In addition to that, we show how an arbitrary realization
of an unperturbed function can be used to construct an L-system realizing its per-
turbed version. This section also contains resolvent formulas for the resolvents of
main operators of perturbed L-systems from all three perturbed classes.
In Section 8 we deal with “perturbed” L-systems. We solve the inverse problem
of recovering the perturbed L-system ΘQ from the perturbation parameter Q and
a given non-perturbed L-system Θ.
In Section 9 we discuss a concept of a unimodular transformation of one L-system
into another. We show how linear perturbations can change two L-systems that
were not transformable into each other to a transformable pair. This idea is further
illustrated in Example 3.
Section 10 deals with construction of perturbed L-systems out of given ones
whose impedance function belongs to one of the Donoghue classes M, Mκ, or M
−1
κ .
We also describe a unimodular transformation that changes a given L-system into
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the one whose impedance function only differs from the impedance of original L-
system by the sign of the constant term in its integral representation.
Section 11 contains a concise summary of all realization techniques and results
of the paper presented as a table. We also put forward a condition (in terms of the
Livs˘ic function) for a realizing L-system to be unique under the assumption of a
fixed symmetric operator and normalized deficiency vectors as well as its transfer
function normalization conditions. The case when two different L-systems share
the same symmetric operator and deficiency basis and realize the same function is
presented in Example 2.
The paper is concluded with examples that illustrate all the main results and
concepts. Explicit constructions of a model L-system and the one with a given
state-space operator are presented in the Appendices A and B for convenience of
the reader.
2. Preliminaries
For a pair of Hilbert spaces H1, H2 we denote by [H1,H2] the set of all bounded
linear operators from H1 to H2. Let A˙ be a closed, densely defined, symmetric op-
erator in a Hilbert space H with inner product (f, g), f, g ∈ H. Any non-symmetric
operator T in H such that
A˙ ⊂ T ⊂ A˙∗
is called a quasi-self-adjoint extension of A˙.
Consider the rigged Hilbert space (see [12], [7]) H+ ⊂ H ⊂ H−, where H+ =
Dom(A˙∗) and
(2) (f, g)+ = (f, g) + (A˙
∗f, A˙∗g), f, g ∈ Dom(A∗).
Let R be the Riesz-Berezansky operator R (see [12], [7]) which maps H− onto H+
such that (f, g) = (f,Rg)+, (∀f ∈ H+, g ∈ H−) and ‖Rg‖+ = ‖g‖−. Note that
identifying the space conjugate to H± with H∓, we get that if A ∈ [H+,H−], then
A∗ ∈ [H+,H−]. An operator A ∈ [H+,H−] is called a self-adjoint bi-extension of a
symmetric operator A˙ if A = A∗ and A ⊃ A˙. Let A be a self-adjoint bi-extension
of A˙ and let the operator Aˆ in H be defined as follows:
Dom(Aˆ) = {f ∈ H+ : Aˆf ∈ H}, Aˆ = A↾Dom(Aˆ).
The operator Aˆ is called the quasi-kernel of a self-adjoint bi-extension A (see [24],
[4, Section 2.1]). According to the von Neumann Theorem (see [4, Theorem 1.3.1])
the domain of Aˆ, a self-adjoint extension of A˙, can be expressed as
(3) Dom(Aˆ) = Dom(A˙)⊕ (I + U)Ni,
where von Neumann’s parameter U is an isometric operator from Ni into N−i in
H and
N±i = Ker (A˙∗ ∓ iI)
are the deficiency subspaces of A˙. A self-adjoint bi-extension A of a symmetric
operator A˙ is called t-self-adjoint (see [4, Definition 3.3.5]) if its quasi-kernel Aˆ is a
self-adjoint operator in H. An operator A ∈ [H+,H−] is called a quasi-self-adjoint
bi-extension of an operator T if A ⊃ T ⊃ A˙ and A∗ ⊃ T ∗ ⊃ A˙. We will be mostly
interested in the following type of quasi-self-adjoint bi-extensions.
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Definition 1 ([4]). Let T be a quasi-self-adjoint extension of A˙ with a nonempty
resolvent set ρ(T ). A quasi-self-adjoint bi-extension A of an operator T is called a
(∗)-extension of T if ReA is a t-self-adjoint bi-extension of A˙.
In what follows we assume that A˙ has equal and finite deficiency indices and
will say that a quasi-self-adjoint extension T of A˙ belongs to the class Λ(A˙) if
ρ(T ) 6= ∅, Dom(A˙) = Dom(T )∩Dom(T ∗), and hence T admits (∗)-extensions. The
description of all (∗)-extensions via Riesz-Berezansky operator R can be found in
[4, Section 4.3].
Definition 2. A system of equations{
(A− zI)x = KJϕ−
ϕ+ = ϕ− − 2iK∗x ,
or an array
(4) Θ =
(
A K J
H+ ⊂ H ⊂ H− E
)
is called an L-system if:
(1) A is a (∗)-extension of an operator T of the class Λ(A˙);
(2) J = J∗ = J−1 ∈ [E,E], dimE <∞;
(3) ImA = KJK∗, where K ∈ [E,H−], K∗ ∈ [H+, E], and Ran(K) =
Ran(ImA).
In the definition above ϕ− ∈ E stands for an input vector, ϕ+ ∈ E is an output
vector, and x is a state space vector in H+ (⊂ H). The operator A is called the
state-space operator of the system Θ, T is the main operator, J is the direction
operator, and K is the channel operator. A system Θ in (4) is called minimal if
the operator A˙ is a prime operator in H, i.e., there exists no non-trivial reducing
invariant subspace of H on which it induces a self-adjoint operator. An L-system Θ
defined above is conservative in the sense explained in [4, Section 6.3], [25, Section
1.1] and is an evolved version of linear conservative systems considered in [13], [19],
and [20].
We associate with an L-system Θ the operator-valued function
(5) WΘ(z) = I − 2iK∗(A− zI)−1KJ, z ∈ ρ(T ),
which is called the transfer function of the L-system Θ. Clearly, it follows from
the system of equations in Definition 2 that ϕ+ = WΘ(z)ϕ−. We also consider an
operator-valued function
(6) VΘ(z) = K
∗(ReA− zI)−1K, z ∈ ρ(Aˆ).
It was shown in [7], [4, Section 6.3] that both (5) and (6) are well defined. The
transfer operator-function WΘ(z) of the system Θ and operator-function VΘ(z) of
the form (6) are connected by the following relations valid for Im z 6= 0, z ∈ ρ(T ),
(7)
VΘ(z) = i[WΘ(z) + I]
−1[WΘ(z)− I]J,
WΘ(z) = (I + iVΘ(z)J)
−1(I − iVΘ(z)J).
Function VΘ(z) defined by (6) is called the impedance function of an L-system
Θ of the form (4). The class of all Herglotz-Nevanlinna functions in a finite-
dimensional Hilbert space E, that can be realized as impedance functions of an
L-system, was described in [7], [4, Definition 6.4.1].
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Two minimal L-systems
Θj =
(
Aj Kj J
H+j ⊂ Hj ⊂ H−j E
)
, j = 1, 2,
are called bi-unitarily equivalent [4, Section 6.6] if there exists a triplet of op-
erators (U+, U, U−) that isometrically maps the triplet H+1 ⊂ H1 ⊂ H−1 onto the
triplet H+2 ⊂ H2 ⊂ H−2 respectively such that U+ = U |H+1 is an isometry from
H+1 onto H+2, U− = (U∗+)−1 is an isometry from H−1 onto H−2, and
(8) UT1 = T2U, U−A1 = A2U+, U−K1 = K2.
It is shown in [4, Theorem 6.6.10] and its corollary that if the transfer functions
WΘ1(z) and WΘ2(z) of two minimal L-systems Θ1 and Θ2 are the same on z ∈
ρ(T1) ∩ ρ(T2) ∩ C± 6= ∅, then Θ1 and Θ2 are bi-unitarily equivalent and U is
uniquely determined.
3. Donoghue classes and L-systems with one-dimensional
input-output
Suppose that A˙ is a closed prime densely defined symmetric operator with defi-
ciency indices (1, 1). Assume also that T 6= T ∗ is a maximal dissipative extension
of A˙,
Im(Tf, f) ≥ 0, f ∈ Dom(T ).
Since A˙ is symmetric, its dissipative extension T is automatically quasi-self-adjoint
[4], that is,
A˙ ⊂ T ⊂ A˙∗,
and hence, (see [9])
(9) g+ − κg− ∈ Dom(T ) for some |κ| < 1.
Throughout this paper κ will be referred to as the von Neumann parameter of
operator T .
Recall that Donoghue [14] introduced a concept of the Weyl-Titchmarsh function
M(A˙, A) associated with a pair (A˙, A) by
M(A˙, A)(z) = ((Az + I)(A− zI)−1g+, g+), z ∈ C+,
g+ ∈ Ker (A˙∗ − iI), ‖g+‖ = 1,
where A˙ is a symmetric operator with deficiency indices (1, 1), and A is its self-
adjoint extension. Following our earlier developments in [22], [9] we denote by M
the Donoghue class of all analytic mappings M from C+ into itself that admits
the representation
(10) M(z) =
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ,
where µ is an infinite Borel measure and∫
R
dµ(λ)
1 + λ2
= 1 , equivalently, M(i) = i.
It is known [14], [15], [16], [21] that M ∈M if and only if M can be realized as the
Weyl-Titchmarsh function M(A˙, A) associated with a pair (A˙, A).
PERTURBATIONS OF DONOGHUE CLASSES 7
Hypothesis 3. Suppose that T 6= T ∗ is a maximal dissipative extension of a sym-
metric operator A˙ with deficiency indices (1, 1). Assume, in addition, that A is a
self-adjoint extension of A˙. Suppose, that the deficiency elements g± ∈ Ker (A˙∗∓iI)
are normalized, ‖g±‖ = 1, and chosen in such a way that
(11) g+ − g− ∈ Dom(A) and g+ − κg− ∈ Dom(T ) for some |κ| < 1.
It is known [21] that if κ = 0, then quasi-self-adjoint extension T coincides with
the restriction of the adjoint operator A˙∗ on
Dom(T ) = Dom(A˙)+˙Ker (A˙∗ − iI).
Similar to Hypothesis 3 we will also consider the “anti-Hypothesis” as follows.
Hypothesis 4. Suppose that T 6= T ∗ is a maximal dissipative extension of a sym-
metric operator A˙ with deficiency indices (1, 1). Assume, in addition, that A is a
self-adjoint extension of A˙. Suppose, that the deficiency elements g± ∈ Ker (A˙∗∓iI)
are normalized, ‖g±‖ = 1, and chosen in such a way that
(12) g+ + g− ∈ Dom(A) and g+ − κg− ∈ Dom(T ) for some |κ| < 1.
Remark 5. Without loss of generality, in what follows we assume that κ is real
and 0 ≤ κ < 1: if κ = |κ|eiθ, change (the basis) g− to eiθg− in the deficiency
subspace Ker (A˙∗ + iI).
This remark means the following: let
(13) Θ =
(
A K 1
H+ ⊂ H ⊂ H− C
)
be a minimal L-system with one-dimensional input-output space C. If the main
operator T of Θ is parameterized with a complex von Neumann’s parameter κ that
corresponds to a chosen normalized pair of deficiency vectors g+ and g−, then we
can change the deficiency basis as described in Remark 5 and represent T using real
value of |κ| with respect to the new deficiency basis. This procedure will change
the parameter U of the quasi-kernel Aˆ of ReA in (3) and ultimately the way A is
described (see Appendix A).Thus, for the remainder of this paper (unless otherwise
is specified) we will consider L-systems (13) such that κ is real and 0 ≤ κ < 1.
Definition 6. We say that an L-system Θ of the form (13) satisfies Hypothesis 3
(or 4) if its main operator T and the quasi-kernel Aˆ of ReA satisfy the conditions
of Hypothesis 3 (or 4) for a fixed set of deficiency vectors of the symmetric operator
A˙.
Let Θ be a minimal L-system of the form (13) that satisfies the conditions of Hy-
pothesis 3. It is shown in [9] that the impedance function VΘ(z) can be represented
as
(14) VΘ(z) =
(
1− κ
1 + κ
)
VΘ0(z),
where VΘ0(z) is the impedance function of an L-system Θ0 with the same set of
conditions but with κ0 = 0, where κ0 is the von Neumann parameter of the main
operator T0 of Θ0.
Let Θ1 and Θ2 be two minimal L-system of the form (13) whose components
satisfy the conditions of Hypothesis 3 and Hypothesis 4, respectively. Then it was
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proved in [10, Lemma 5.1] that the impedance functions VΘ1(z) and VΘ2(z) admit
the integral representation
(15) VΘk(z) =
∫
R
(
1
t− z −
t
1 + t2
)
dµk(t), k = 1, 2.
Now let us consider a minimal L-system Θ of the form (13) that satisfies Hy-
pothesis 3. Let also
(16) Θα =
(
Aα Kα 1
H+ ⊂ H ⊂ H− C
)
, α ∈ [0, pi),
be a one parametric family of L-systems such that
(17) WΘα(z) =WΘ(z) · (−e2iα), α ∈ [0, pi).
The existence and structure of Θα were described in details in [4, Section 8.3]. In
particular, it was shown that Θ and Θα share the same main operator T and that
(18) VΘα(z) =
cosα+ (sinα)VΘ(z)
sinα− (cosα)VΘ(z) .
Let Θ be a minimal L-system Θ of the form (13) that satisfies Hypothesis 3.
Let also Θα be a one parametric family of L-systems given by (16)-(17). It was
shown in [10, Theorem 5.2] that in this case the impedance function VΘα(z) has an
integral representation
VΘα(z) =
∫
R
(
1
t− z −
t
1 + t2
)
dµα(t)
if and only if α = 0 or α = pi/2.
The next result describes the relationship between two L-systems of the form
(13) that comply with different Hypotheses. Let
(19) Θ1 =
(
A1 K1 1
H+ ⊂ H ⊂ H− C
)
be a minimal L-system whose main operator T and the quasi-kernel Aˆ1 of ReA1
satisfy the conditions of Hypothesis 3 and let
(20) Θ2 =
(
A2 K2 1
H+ ⊂ H ⊂ H− C
)
be another minimal L-system with the same operators A˙ and T as Θ1 but with the
quasi-kernel Aˆ2 of ReA2 that satisfies the conditions of Hypothesis 4. It was shown
in [10, Theorem 5.3] that
(21) WΘ1(z) = −WΘ2(z), z ∈ C+ ∩ ρ(T ),
and
(22) VΘ1(z) = −
1
VΘ2(z)
, z ∈ C+ ∩ ρ(T ).
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4. Realizations of the class N
In this section we are going to study classes of scalar Herglotz-Nevanlinna func-
tions and their realizations as impedance functions of L-systems of the form (13).
It follows from [4], [8] that all scalar realizable by one-dimensional input-output
L-systems of the form (13) Herglotz-Nevanlinna functions V (z) admit the integral
representation
(23) V (z) = Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ,
where µ is an infinite Borel measure with∫
R
dµ(λ)
1 + λ2
<∞,
and Q = Q¯.
Now let us focus on the following class of scalar Herglotz-Nevanlinna functions.
Let N be a class of all Herglotz-Nevanlinna functions M(z) that admit the repre-
sentation
(24) M(z) =
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ,
where µ is an infinite Borel measure. Following our definition in Section 3 we note
that the Donoghue class M consists of functions M ∈ N such that
(25)
∫
R
dµ(λ)
1 + λ2
= 1,
in integral representation (24) or, equivalently, M(i) = i. Furthermore, we say (see
[9]) that a function M ∈ N belongs to the generalized Donoghue class Mκ,
(0 ≤ κ < 1) if in the representation (24)
(26)
∫
R
dµ(λ)
1 + λ2
=
1− κ
1 + κ
, equivalently, M(i) = i
1− κ
1 + κ
.
Similarly (see [10]), a function M ∈ N belongs to the generalized Donoghue
class M−1κ if in the representation (24)
(27)
∫
R
dµ(λ)
1 + λ2
=
1 + κ
1− κ , equivalently, M(i) = i
1 + κ
1− κ.
Clearly, M0 = M
−1
0 = M.
Now let M be an arbitrary function from N with a normalization condition
(28)
∫
R
dµ(λ)
1 + λ2
= a,
for some a > 0. It is easy to see that M ∈ M if and only if a = 1. Also, if a < 1,
then M ∈Mκ with
(29) κ =
1− a
1 + a
,
and if a > 1, then M ∈M−1κ with
(30) κ =
a− 1
1 + a
.
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This observation allows us to partition our class N in three distinct subclasses
N = M− ∪M ∪M+,
where
(31)
M
+ = {M ∈ N | a < 1},
M
− = {M ∈ N | a > 1},
and a is defined by (28) for a particular representation (24) of a functionM . Clearly,
(32) M+ =
⋃
0<κ<1
Mκ and M
− =
⋃
0<κ<1
M
−1
κ .
Below we will study L-system realizations of the classes M+, M, and M−.
The following theorem is a necessary and sufficient condition for the impedance
function of an L-system under consideration (with κ 6= 0) not to have a constant
term Q in integral representation (23).
Theorem 7. Let Θ of the form (13) be a minimal L-system that satisfies the
conditions of either Hypothesis 3 or Hypothesis 4 and such that its main operator
T has the von Neumann parameter κ where 0 < κ < 1. Then its impedance function
VΘ(z) admits integral representation (24).
Conversely, let a function V (z) have integral representation (24). Then it can
be realized by an L-system Θ satisfying either Hypothesis 3 or Hypothesis 4.
Proof. In one direction the statement of our Theorem follows directly from [10,
Lemma 5.1].
If VΘ(z) admits integral representation (24), then it belongs to the class N and
hence falls into one of the disjoint subclasses M, Mκ, or M
−1
κ for some real κ such
that 0 ≤ κ < 1. If V (z) ∈M or V (z) ∈Mκ, then it can be realized by an L-system
satisfying Hypothesis 3. Similarly, if V (z) ∈ M−1κ , then it can be realized by an
L-system satisfying Hypothesis 4. In the first case we can use model realizations
Θ1 of the form (221) and in the second case model realizations Θ2 of the form (224)
provided by Appendix B. 
In the case when κ = 0 in the first part of of Theorem 7, the impedance function
VΘ(z) belongs to the Donoghue class M regardless of the fact whether or not it
meets conditions of either of Hypotheses (see [9, Theorem 11]). Consequently, it
admits integral representation (24).
Theorem 8. Let Θ be a minimal L-system of the form (13) that satisfies the con-
ditions of Hypothesis 3 whose impedance function VΘ(z) has integral representation
(23) with normalization parameter a defined by (28). Then VΘ(z) ∈M+.
Conversely, let V (z) ∈M+. Then it can be realized by an L-system Θ satisfying
Hypothesis 3.
Proof. Let our L-system Θ satisfy the conditions of Hypothesis 3. Then according
to the same [9, Theorem 12], VΘ(z) belongs to the class Mκ. Taking into account
that in this case the value of a in the integral representation (24) of VΘ(z) is found
by inverting (29), that is
a =
1− κ
1 + κ
.
Thus, a < 1 and VΘ(z) ∈M+.
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Let V (z) ∈ M+. Then there is a value of 0 < a < 1 defined by (28) for the
integral representation (24) of V (z). Consequently, there is a value of κ found
via (29) such that V (z) belongs to the generalized Donoghue class Mκ. Using
Appendix A we construct a model L-system Θ1 of the form (221) that realizes V (z)
and satisfies Hypothesis 3. 
A similar result holds true for the class M−.
Theorem 9. Let Θ be a minimal L-system of the form (13) that satisfies the con-
ditions of Hypothesis 4 whose impedance function VΘ(z) has integral representation
(23) with normalization parameter a defined by (28). Then VΘ(z) ∈M−.
Conversely, let V (z) ∈M−. Then it can be realized by an L-system Θ satisfying
Hypothesis 4.
Proof. The proof is completely similar to the one of Theorem 8. The only difference
is that a and κ are related via (30) and we are referring to a model L-system Θ2 of
the form (224) in Appendix B. 
Below we will state and prove some inverse realization results.
Theorem 10. Let V (z) belong to the generalized Donoghue class M+. Then V (z)
can be realized as the impedance function VΘ(z) of a minimal L-system Θ of the
form (13) with the triple (A˙, T, Aˆ) that satisfies Hypothesis 3 with A = Aˆ, the quasi-
kernel of ReA, and the von Neumann parameter κ of T given by (29). Moreover,
(33) V (z) = VΘ(z) =
1− κ
1 + κ
M(A˙, Aˆ)(z), z ∈ C+,
where M(A˙, Aˆ)(z) is the Weyl-Titchmarsh function associated with the pair (A˙, Aˆ).
Proof. Since V (z) ∈ M+, then there is a value of 0 < a < 1 defined by (28) for
the integral representation (24) of V (z). Consequently, there is a value of κ found
via (29) such that V (z) belongs to the generalized Donoghue class Mκ. Then
we can apply to [9, Theorem 14] that will guarantee the existence of a minimal
L-system Θκ that satisfies the conditions of Hypothesis 3 and such that V (z) =
VΘκ(z) satisfies (33). Moreover, as it was shown in the proof of [9, Theorem 14],
the realizing L-system Θκ can be chosen as a minimal model L-system Θ1 of the
form (221) described in details in Appendix B. Note, that in this case the entire
construction of Θ1 is based upon the measure µ in the integral representation (24)
of the Weyl-Titchmarsh function M(A˙, Aˆ)(z) from (33) associated with the pair
(A˙, Aˆ) = (B˙,B). 
The following corollary immediately follows from Theorem 10 when we set κ = 0.
Corollary 11 ([9]). Let V (z) belong to the Donoghue class M. Then V (z) can be
realized as the impedance function VΘ0(z) of a minimal L-system Θ0 of the form
(13) with the triple (A˙, T, Aˆ) that satisfies Hypothesis 3 with A = Aˆ, the quasi-kernel
of ReA and κ0 = 0. Moreover,
(34) V (z) = VΘ0(z) = M(A˙, Aˆ)(z), z ∈ C+,
where M(A˙, Aˆ)(z) is the Weyl-Titchmarsh function associated with the pair (A˙, Aˆ).
A similar to Theorem 10 result takes place for the class M−.
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Theorem 12. Let V (z) belong to the generalized Donoghue class M−. Then V (z)
can be realized as the impedance function VΘ(z) of a minimal L-system Θ of the
form (13) with the triple (A˙, T, Aˆ) that satisfies Hypothesis 4 with A = Aˆ, the quasi-
kernel of ReA, and the von Neumann parameter κ of T given by (30). Moreover,
(35) V (z) = VΘ(z) =
1 + κ
1− κ M(A˙, Aˆ)(z), z ∈ C+,
where M(A˙, Aˆ)(z) is the Weyl-Titchmarsh function associated with the pair (A˙, Aˆ).
Proof. The proof is completely similar to the proof of Theorem 10 except for the
fact that it relies on [10, Theorem 5.6]. Again, we note that as it was shown
in the proof of [10, Theorem 5.6], the realizing L-system Θκ can be chosen as a
minimal model L-system Θ2 of the form (224) described in details in Appendix
B. In this case the entire construction of Θ2 is based upon the measure µ in the
integral representation (24) of the Weyl-Titchmarsh functionM(A˙, Aˆ)(z) from (35)
associated with the pair (A˙, Aˆ) = (B˙,B1). 
5. Perturbations of the class M
In this section we consider a “perturbed” version of a subclass M of the class
N discussed in Section 5. First, we are going to introduce some new notations.
Let Q 6= 0 and NQ consist of all Herglotz-Nevanlinna functions V (z) admitting the
integral representation (23). Clearly, comparing (23) and (24) justifies the name
and symbolism for the class NQ. Similarly, we introduce perturbed classes MQ,
M
Q
κ , and M
−1,Q
κ if normalization conditions (25), (26), and (27), respectively, hold
on measure µ in (23). The “perturbed” versions of the classes M− and M+ are
M
−Q and M+Q, respectively. We begin with a lemma.
Lemma 13. Let V0(z) belong to the class N and let V (z) = Q + V0(z) be its
perturbation with Q 6= 0. Then
(36) Vα(z) =
cosα+ (sinα)V (z)
sinα− (cosα)V (z) , z ∈ C+,
is a Herglotz-Nevanlinna function with an infinite Borel measure in representation
(23) for any α ∈ [0, pi).
Proof. The function V0(z) ∈ N and thus has infinite Borel measure by the definition
of the class N. Function V (z) is only different from V0(z) by a constant and hence
has the Borel measure as V0(z). We need to show that Vα(z) also possesses the
desired property. Let V¯α(z) be the complex conjugate of the function Vα(z) defined
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by (36). Then
Vα(z)− V¯α(z) = cosα+ (sinα)V (z)
sinα− (cosα)V (z) −
cosα+ (sinα)V¯ (z)
sinα− (cosα)V¯ (z)
=
(cosα+ sinαV (z))(sinα− cosαV¯ (z))
| sinα− (cosα)V (z)|2
− (sinα− cosαV (z))(cosα+ sinαV¯ (z))| sinα− (cosα)V (z)|2
=
sin2 α(V (z)− V¯ (z)) + cos2 α(V (z)− V¯ (z))
| sinα− (cosα)V (z)|2
=
V (z)− V¯ (z)
| sinα− (cosα)V (z)|2 .
Consequently,
ImVα(z) =
ImV (z)
| sinα− (cosα)V (z)|2 .
On the other hand, since Q = Q¯, then ImV (z) = ImV0(z) and hence
(37) ImVα(z) =
ImV0(z)
| sinα− (cosα)(Q + V0(z))|2 .
Formula (37) and the fact that V0(z) ∈ N imply that Vα(z) is a Herglotz-Nevanlinna
function. It is shown in [17] that if µ0 is a Borel measure in integral representation
(23) of the function V0(z), then
lim
η→+∞
η ImV0(iη) =
∫
R
dµ0(t).
We are going to show that
lim
η→+∞
η ImVα(iη) =
∫
R
dµα(t) =∞,
where µα is the Borel measure in integral representation (23) of the function Vα(z).
Let
(38) V0,α(z) =
cosα+ (sinα)V0(z)
sinα− (cosα)V0(z) , z ∈ C+.
Since V0(z) ∈ N, then V0(z) falls into one of the disjoint classesM+, M, orM− and
hence is realizable by a minimal L-system of the form (13) (see Theorems 10, 12,
and Corollary 11). Relation (38) above allows us to apply the Theorem on constant
J-unitary factor (see [4, Theorem 8.2.3], [5]) to the realizing L-system that guaran-
tees the existence of another L-system with the same main and (densely-defined)
symmetric operators and the impedance V0,α(z). Therefore, (see [4, Theorem 7.1.4])
in this case ∫
R
dµ0,α(t) = lim
η→+∞
η ImV0,α(iη) =∞,
where µ0,α is the Borel measure in integral representation (23) of the function
V0,α(z).
We need to show that η ImVα(iη) tends to infinity as η → +∞. Since V0(z) ∈ N
and therefore has integral representation (10), then (see [17]) we have
(39) lim
η→+∞
V0(iη)
iη
= 0.
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Equation (39) implies one of two basic cases:
(1) |V0(iη)| ≤ C in the neighborhood of infinity;
(2) V0(iη) is unbounded when η →∞.
We treat each case individually.
(1) Suppose that |V0(iη)| ≤ C in the neighborhood of infinity. Then
1
| sinα− (cosα)(Q + V0(iη))| ≥
1
| sinα|+ | cosα| · |Q|+ | cosα| · C .
Then (37) yields
η ImVα(iη) =
η ImV0(iη)
| sinα− (cosα)(Q + V0(iη))|2
≥ η ImV0(iη) · 1
(| sinα|+ | cosα| · |Q|+ | cosα| · C)2
The first term η ImV0(iη) tends to infinity as η → +∞ while the second term is a
constant. Thus, the inequality implies that
lim
η→+∞ η ImVα(iη) =∞,
as we needed.
(2) Suppose V0(iη) is unbounded in the neighborhood of infinity. Then there is
a sequence {ηn} such that ηn →∞ and V0(iηn)→∞ when n→∞. Applying (37)
yields
(40)
η ImVα(iη) =
η ImV0(iη)
| sinα− (cosα)(Q + V0(iη))|2
=
η ImV0(iη)
| sinα− (cosα)V0(iη)|2 ·
| sinα− (cosα)V0(iη)|2
| sinα− (cosα)(Q + V0(iη))|2
= η ImV0,α(iη) · | sinα− (cosα)V0(iη)|
2
| sinα− (cosα)(Q + V0(iη))|2 .
Passing to the limit along the sequence ηn in the right hand side of (40) we see that
the first factor tends to infinity (as explained above) and the second approaches
1 under our case assumption. Consequently, the left hand side tends to infinity.
Summarizing both cases we have
lim
η→+∞
η ImVα(iη) =∞.
A similar approach can be used to show that
lim
η→+∞
Vα(iη)
iη
= lim
η→+∞
(
ImV0(iη)
iη
· 1| sinα− (cosα)(Q + V0(iη))|2
)
= 0.
Since V0(z) ∈ N, the limit of the first factor is always zero. The limit of the
second factor is zero along a sequence ηn if V0(iηn) → ∞ and a constant if
limn→∞ V0(iηn) = B provided that Q 6= tanα − B. In the exceptional case when
Q = tanα−B formula (36) implies that limη→+∞ Vα(iη) =∞. To work around this
case we switch to the function V˜α(z) = −1/Vα(z) for which limη→+∞ V˜α(iη) = 0
and hence limη→+∞
V˜α(iη)
iη = 0. Repeating the argument above for the function
V˜α(z) we obtain that V˜α(z) has the form (23) with infinite Borel measure µ˜α and
is realizable (see Section 7). Therefore Vα(z) in this exceptional case has represen-
tation (23) with infinite Borel measure µα.
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Summarizing all the cases in the above reasoning and using [17] we get∫
R
dµα(t) = lim
η→+∞
η ImVα(iη) =∞.
Hence, µα is an infinite Borel measure corresponding to the function Vα(z) in
(36). 
Remark 14. Suppose Θ0 is a model L-system of the form (221) that realizes the
function V0(z) ∈ M and constructed according to the procedure in Appendix B
under Hypothesis 3 with κ0 = 0. Recall that this model uses the Borel measure µ
from the integral representation (44) of V0(z). Consider a transformation V0,α(z)
of V0(z) similar to (36) that is
V0,α(z) =
cosα+ (sinα)V0(z)
sinα− (cosα)V0(z) .
It is known (see [21], [9]) that V0,α(z) belongs to class M and hence is realizable.
Let
WΘ0,α(z) = (−e2iα)WΘ0(z),
where WΘ0(z) is the transfer function of Θ0. It is known [4] that WΘ0,α(z) and
V0,α(z) are related via (7). We are going to construct an L-system Θ0,α (out of the
elements of Θ0) that realizes V0,α(z) and has WΘ0,α(z) as its transfer function. Let
B˙ of the form (216) in Appendix B be the symmetric operator in the model realizing
L-system Θ0 with deficiency vectors gz and g± of the form (218) in the model space
L2(R; dµ). Consider another pair of normalized deficiency vectors
(41) gα+ = g+ and g
α
− = (−e2iα)g−.
Using the symmetric operator B˙ as above, the model space L2(R; dµ), and this new
deficiency basis (41) we build an L-system Θ0,α of the form (221) as described in
Appendix A with κ = 0. Note, that Θ0,α satisfies the conditions of Hypothesis 3.
Let s0(z) and S0(z) be the Livsic and the characteristic functions associated with L-
system Θ0, respectively, while sα(z) and Sα(z) be the ones related to L-system Θ0,α
(see Appendix B and references therein for details). Recall that by the definition
[18], [21] the general formulas for s(z) and S(z) are
(42) s(z) =
z − i
z + i
· (gz , g−)
(gz , g+)
, S(z) =
s(z)− κ
κ s(z)− 1 , z ∈ C+,
where gz and g± = g±i are the deficiency vectors of symmetric operator B˙ and κ is
the von Neumann parameter of the main operator of the L-system under consider-
ation. Then since κ0 = κα = 0
s0(z) =
z − i
z + i
· (gz, g−)
(gz , g+)
, S0(z) = −s0(z), sα(z) = z − i
z + i
· (gz, g
α
−)
(gz , gα+)
, Sα(z) = −sα(z).
We observe that
Sα(z) = −sα(z) = −z − i
z + i
· (gz, g
α
−)
(gz, gα+)
= −z − i
z + i
· (gz, (−e
2iα)g−)
(gz, g+)
= (e−2iα)
z − i
z + i
· (gz, g−)
(gz , g+)
= e−2iαs0(z).
Therefore,
sα(z) = (−e−2iα)s0(z), z ∈ C+.
16 S. BELYI AND E. TSEKANOVSKI˘I
It was shown in [9] that
S0(z) =
1
WΘ0(z)
,
and
Sα(z) =
1
WΘ0,α(z)
,
where z is from the domain of definition of S0(z). Consequently,
−sα(z) = Sα(z) = 1
WΘ0,α(z)
= e−2iαs0(z) = (−e−2iα)S0(z) = 1
(−e2iα)WΘ0(z)
.
Thus,
WΘ0,α(z) = (−e2iα)WΘ0(z),
and hence Θ0,α realizes V0,α(z) and has WΘ0,α(z) as its transfer function. On the
other hand, the same L-system Θ0,α can be considered with the old deficiency basis
g±. Choosing the old basis does not affect the main operator T κB since g
α
+ = g+ and
κ = κ0 = 0 but the quasi-kernel Bα of the real-part of the state-space operator of
Θ0,α has its domain written as
(43) Dom(Bα) = Dom(B˙)+˙lin span
{
1
· − i + (e
2iα)
1
·+ i
}
.
As a result, our L-system Θ0,α written in terms of the original deficiency basis g±
no longer satisfies Hypothesis 3.
Let us focus on the perturbed class MQ. Naturally here and below we assume
that Q 6= 0 or otherwise M0 = M and the class is not perturbed. Recall that every
function V (z) ∈MQ admits integral representation (23) and has condition (25) on
the measure µ. That is,
(44) V (z) = Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ,
∫
R
dµ(λ)
1 + λ2
= 1, Q = Q¯.
Theorem 15. Let V (z) belong to the class MQ and have integral representation
(44). Then V (z) can be realized 1 as the impedance function VΘ(z) of a mini-
mal L-system Θ of the form (13) with the main operator T whose von Neumann’s
parameter κ is determined by the formula
(45) κ =
|Q|√
Q2 + 4
, Q 6= 0.
Moreover, the quasi-kernel Aˆ of ReA of the realizing L-system Θ is defined by (3)
with
(46) U =
Q
|Q| ·
−Q+ 2i√
Q2 + 4
, Q 6= 0.
Proof. Since V (z) ∈MQ, then
V (z) = Q+ V0(z),
where V0(z) ∈ M. Let Θ0 be a model L-system of the form (221) that realizes the
function V0(z) ∈ M and is constructed according to the procedure in Appendix B
1This means, in particular, that we choose the appropriate rigged Hilbert space and the defi-
ciency vectors of the symmetric operator of the realizing L-system.
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under Hypothesis 3 with κ0 = 0. Consider another function VΘα(z) related to our
function V (z) ∈MQ by
(47) VΘα(z) =
cosα+ (sinα)V (z)
sinα− (cosα)V (z) , z ∈ C+,
for some α ∈ [0, pi). It is known (see [4, Theorem 8.3.2]) that VΘα(z) falls into
the class NQ and hence admits integral representation (23) with an infinite Borel
measure µα (see Lemma 13). By direct substitution one gets V (i) = Q + i and
hence
VΘα(i) =
cosα+ (sinα)V (i)
sinα− (cosα)V (i) =
cosα+ (sinα)(Q + i)
sinα− (cosα)(Q + i)
=
(cosα+Q sinα) + i sinα
(sinα−Q cosα)− i cosα =
−Q cos 2α− (1/2)Q2 sin 2α
(sinα−Q sinα)2 + cos2 α
+ i
1
(sinα−Q cosα)2 + cos2 α = Qα + i
∫
R
dµα(λ)
1 + λ2
= Qα + iaα,
where Qα and µα are the elements of integral representation (23) of the function
VΘα(z) and aα =
∫
R
dµα(λ)
1+λ2 . Thus,
(48) Qα =
−Q cos 2α− (1/2)Q2 sin 2α
(sinα−Q cosα)2 + cos2 α ,
and
(49)
∫
R
dµα(λ)
1 + λ2
=
1
(sinα−Q cosα)2 + cos2 α.
Both formulas (48) and (49) hold true for any value of α ∈ [0, pi) and if we set
Qα = 0 in (48), we obtain that either Q = 0 (we discard this case since it takes us
back to the class M) or
(50) tan 2α = − 2
Q
.
Changing left hand side of (50) to tanα gives
tan 2α =
2 tanα
1− tan2 α = −
2
Q
,
that leads us to the quadratic equation
tan2 α−Q tanα− 1 = 0,
whose solutions are
(51) tanα =
Q±
√
Q2 + 4
2
, α ∈ [0, pi].
Using this formula and the identity sec2 α = tan2 α+ 1, we obtain
(52) cos2 α =
2
Q2 + 4±Q
√
Q2 + 4
.
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We are going to apply the above formulas for tanα and cos2 α to modify the de-
nominator in (49) and express it in terms of Q.
(53)
(sinα−Q cosα)2 + cos2 α = [cosα(tanα−Q)]2 + cos2 α
= cos2 α[(tanα−Q)2 + 1]
=
2
Q2 + 4±Q
√
Q2 + 4


(
Q±
√
Q2 + 4
2
−Q
)2
+ 1


=
2
Q2 + 4±Q
√
Q2 + 4


(
−Q±
√
Q2 + 4
2
)2
+ 1


=
2
Q2 + 4±Q
√
Q2 + 4
· Q
2 ∓ 2Q
√
Q2 + 4 + (Q2 + 4) + 4
4
=
2Q2 + 8∓ 2Q
√
Q2 + 4
2Q2 + 8± 2Q
√
Q2 + 4
=
Q2 + 4∓Q
√
Q2 + 4
Q2 + 4±Q
√
Q2 + 4
=
√
Q2 + 4∓Q√
Q2 + 4±Q.
First let us assume that α ∈ [0, pi/2). Then tanα ≥ 0, and formulas (51) and (52)
become
(54) tanα =
Q+
√
Q2 + 4
2
, cos2 α =
2
Q2 + 4 +Q
√
Q2 + 4
.
The choice of signs in (54) is unique and follows from the positivity of cosα and
tanα in (51). Substituting these values in (49) we use (53) to get
(55)
aα =
∫
R
dµα(λ)
1 + λ2
=
1
(sinα−Q cosα)2 + cos2 α =
√
Q2 + 4 +Q√
Q2 + 4−Q, α ∈
[
0,
pi
2
)
.
Note that aα given by (55) is less than 1 if Q < 0 and greater than 1 if Q > 0.
Moreover, (50) and (54) imply that if Q < 0, then α ∈ [0, pi/4) and aα < 1.
Likewise, if Q > 0, then α ∈ (pi/4, pi/2) and aα > 1.
Now let α ∈ (pi/2, pi]. Then tanα ≤ 0 and similar to the above analysis yields
(56) tanα =
Q−
√
Q2 + 4
2
, cos2 α =
2
Q2 + 4−Q
√
Q2 + 4
.
Consequently,
(57)
aα =
∫
R
dµα(λ)
1 + λ2
=
1
(sinα−Q cosα)2 + cos2 α =
√
Q2 + 4−Q√
Q2 + 4+Q
, α ∈
(pi
2
, pi
]
.
Again we note that aα given by (57) is less than 1 if Q > 0 and greater than 1 if
Q < 0. Moreover, (50) and (54) imply that if Q < 0, then α ∈ (pi/2, 3pi/4) and
aα > 1. Likewise, if Q > 0, then α ∈ (3pi/4, pi] and aα < 1.
Considering the above, we conclude that (55) and (57) contain two possible
answers of the value of aα for any given non-zero Q ∈ R
(58) aα1 =
√
Q2 + 4− |Q|√
Q2 + 4 + |Q| < 1 and aα2 =
√
Q2 + 4 + |Q|√
Q2 + 4− |Q| > 1,
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Figure 1. Class MQ: κ as a function of Q
and clearly aα1 = 1/aα2. Moreover, we have that
VΘα1 (i) = −
1
VΘα2 (i)
.
This (see [10, Theorem 5.3]) indicates that VΘα1 (z) ∈ Mκ and VΘα2 (z) ∈ M−1κ for
the same value of κ that we can find via (29) and (30). Indeed,
(59) aα1 =
∫
R
dµα1(λ)
1 + λ2
=
1− κ
1 + κ
,
and
(60) aα2 =
∫
R
dµα2(λ)
1 + λ2
=
1+ κ
1− κ,
for some value κ ∈ (0, 1). Combining (29) and (30) with (59), (60), and (58) to
solve for κ yields
κ =
1− aα1
1 + aα1
=
1−
√
Q2+4−|Q|√
Q2+4+|Q|
1 +
√
Q2+4−|Q|√
Q2+4+|Q|
=
√
Q2 + 4 + |Q| −
√
Q2 + 4 + |Q|√
Q2 + 4 + |Q|+
√
Q2 + 4− |Q|
=
2|Q|
2
√
Q2 + 4
=
|Q|√
Q2 + 4
=
aα2 − 1
1 + aα2
.
Thus,
(61) κ(Q) =
|Q|√
Q2 + 4
.
The graph of κ as a function of Q is shown on Figure 1. We note that κ(Q) is an
even function whose derivative for Q > 0 is
κ′(Q) =
4
(Q2 + 4)3/2
, Q > 0,
giving the slope of the graph at Q = 0 as κ′(0+) = 1/2. The graph of the function
is symmetric with respect to the κ-axis.
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The formulas for VΘα1 (z) ∈ Mκ and VΘα2 (z) ∈ M−1κ can be derived in a more
explicit format. In order to do this we begin by solving the formulas (58) for Q
which leads to (in both formulas)
Q2 =
(a− 1)2
a
= a− 2 + 1
a
, where a = aα1 or a = aα2 =
1
aα1
,
and hence
(62) |Q| = 1− aα1√
aα1
=
aα2 − 1√
aα2
.
Furthermore, using (51) with (58) yields
(63)
tan2 α1,2 =
(Q±
√
Q2 + 4)2
4
=
(Q ±
√
Q2 + 4)2
Q2 + 4−Q2
=
(
√
Q2 + 4∓ |Q|)2
(
√
Q2 + 4± |Q|)(
√
Q2 + 4∓ |Q|) =
√
Q2 + 4∓ |Q|√
Q2 + 4± |Q| = aα1,2 .
Consequently, applying (36) with α = α1 and V (z) = Q + V0(z), V0(z) ∈ M, and
using (62) and (63) gives us
(64)
VΘα1 (z) =
cosα1 + (sinα1)V (z)
sinα1 − (cosα1)V (z) =
1 + tanα1(Q+ V0(z))
tanα1 − (Q + V0(z))
=
1±√aα1(Q+ V0(z))
±√aα1 −Q− V0(z)
=
1±√aα1
(
∓ 1−aα1√aα1 + V0(z)
)
±√aα1 ± 1−aα1√aα1 − V0(z)
= aα1
√
aα1 + V0(z)
1−√aα1 V0(z)
= aα1
tanα1 + V0(z)
1− (tanα1)V0(z)
= aα1
sinα1 + (cosα1)V0(z)
cosα1 − (sinα1)V0(z) .
One can notice that (62) implies that the value of |Q| does not change after replacing
a = aα1 with a = aα2 = 1/aα1 and hence working with α = α2 is similar to the
above and yields
(65) VΘα2 (z) =
cosα2 + (sinα2)V (z)
sinα2 − (cosα2)V (z) = aα2
sinα2 + (cosα2)V0(z)
cosα2 − (sinα2)V0(z) .
The expressions for VΘα1 (z) ∈ Mκ in (64) and VΘα2 (z) ∈ M−1κ in (65) clearly
confirm that
VΘα1 (z) = −
1
VΘα2 (z)
, z ∈ C+,
since α2 = α1+pi/2 and aα2 = 1/aα1 . Moreover, it is easy to see that the functions
(66) V0,α1(z) =
sinα1 + (cosα1)V0(z)
cosα1 − (sinα1)V0(z) and V0,α2(z) =
sinα2 + (cosα2)V0(z)
cosα2 − (sinα2)V0(z)
are both members of the class M since they are obtained from the function V0(z) ∈
M via transformation (36) with the angle values α = α1 + pi/2 and α = α2 + pi/2,
respectively.
Applying Theorems 10 or 12 we can realize the function VΘα1 (z) in (64) (or
VΘα2 (z) in (65)) by a minimal L-system that satisfies either Hypothesis 3 (or Hy-
pothesis 4). We will, however, find the realizing L-systems in a way that they will
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share the state-space and symmetric operator B˙ with the model L-system Θ0 men-
tioned in the beginning of the proof. The procedure is described in Remark 14 and
just needs to be adapted to the current construction.
Let Θ0,α1 and Θ0,α2 be the L-systems realizing functions V0,α1(z) and V0,α2(z)
of the class M given by (66) and sharing the model state space and symmetric
operator B˙ with Θ0 described above. That is, both L-systems Θ0,α1 and Θ0,α2
share the state space H+ ⊂ L2(R; dµ) ⊂ H−, (here µ is the measure in the integral
representation (23) of V0(z)), the symmetric B˙ and main T 0B operators with the
L-system Θ0 (see Remark 14 and Appendix B for details). Recall that we are using
the fixed normalized in L2(R; dµ) deficiency pair g± given by (218). What makes
Θ0,α1 and Θ0,α2 different from each other are the quasi-kernels of the real parts of
the state-space operators of the form (43) that are
Dom(Bα1) = Dom(B˙)+˙lin span
{
1
· − i + (e
2iα1 )
1
·+ i
}
,
Dom(Bα2) = Dom(B˙)+˙lin span
{
1
· − i + (e
2iα2 )
1
·+ i
}
.
Recall that α2 = α1+ pi/2 and hence e
2iα1 = −e2iα2 . As it was laid out in Remark
14 we introduce new normalized deficiency vectors for B˙ of the form (41)
(67) gα+ = g+(t) =
1
t− i , g
α
− = (−e2iα)g−(t) = −
e2iα
t+ i
, α = α1.
Note that for this choice of deficiency vectors the L-systems Θ0,α1 and Θ0,α2 satisfy
Hypothesis 3 and 4 (with κ = 0). We are going to find the values of unimodular
factors e2iα1 and e2iα2 in terms of our parameter Q. According to (50), tan 2α =
−2/Q, and hence we have
cos 2α1 = − Q√
Q2 + 4
and sin 2α1 =
2√
Q2 + 4
,
or
cos 2α2 =
Q√
Q2 + 4
and sin 2α2 = − 2√
Q2 + 4
.
Thus,
(68)
−e2i·α1 = − cos 2α1 − i sin 2α1 = Q− 2i√
Q2 + 4
,
−e2i·α2 = − cos 2α2 − i sin 2α2 = − Q− 2i√
Q2 + 4
.
Now we can construct two new L-systems Θα1 and Θα2 by modifying Θ0,α1 and
Θ0,α2 as follows: the main operator T
0
B (with parameter κ = 0) is replaced with
T κB of the form (217) and having the von Neumann parameter κ of the form (45)
with respect to the modified deficiency basis (67). Following Appendices A and B
we have
Θα1 =
(
Bα1 Kα1 1
H+ ⊂ L2(R; dµ) ⊂ H− C
)
,
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where gα+ − gα− ∈ Dom(Bα1) and gα+ − κgα− ∈ Dom(T κB ) for κ defined in (45). Also,
applying (222) and (194) (with ϕ = 1√
2
R−1gα+ and ψ = 1√2R−1gα−) yields
ImBα1 = (·, χα1)χα1 , χα1 =
√
1− κ
1 + κ
(
1
2
R−1gα+ −
1
2
R−1gα−
)
,
ReB1 = B˙∗ + i
4
(·,R−1gα+ +R−1gα−) (R−1gα+ −R−1gα−) ,
and Kα1c = c · χα1 , K∗1f = (f, χα1), (f ∈ H+).
The L-system Θα2 has exact same format once parameter α1 is replaced with α2.
Alternatively it can also be written in terms of α1 using the fact that e
2iα1 = −e2iα2 .
We remind the reader that in this case the entire construction of Θα1 (or Θα2) is
based upon the measure µ in the integral representation (24) of our unperturbed
function V0(z) ∈ M and that Θα1 and Θα2 realize VΘα1 (z) and VΘα2 (z), respec-
tively. By construction Θα1 and Θα2 share the same main operator and hence the
same value of κ of the form (45).
Let Θα1 and Θα2 be constructed above L-systems whose impedance functions
are VΘα1 (z) and VΘα2 (z). For j = 1, 2 consider WΘαj (z), the transfer function of
Θαj related to VΘαj (z) via (7) with J = 1, and the function
W (z) =
1− iV (z)
1 + iV (z)
.
It was shown in [4, Theorem 8.3.2] that in this case
(69) W (z) = (−e2i·αj )WΘαj (z), j = 1, 2.
Relation (69) above allows us to apply the Theorem on constant J-unitary factor
(see [4, Theorem 8.2.3], [5]) that guarantees the existence of an L-system Θ with
the same main operator T κB as in Θαj , (j = 1, 2) and such that V (z) = VΘ(z),
(z ∈ C±). In order to find the quasi-kernel BU of the real part of the state-space
operator in Θ and its unimodular parameter U we apply formula (214) of Appendix
A. Adapted to our case and written for z = −i it becomes

κ2+1+2κU√
2|1+κU|√1−κ2 a(−i) + κ
2U+2κ+U√
2|1+κU|√1−κ2 b(−i) = V (−i)
− i
√
1−κ2√
2|1+κU|a(−i) +
i
√
1−κ2U¯√
2|1+κU|b(−i) = 1.
Taking into account that a(−i) = 0 and V (−i) = Q+ V0(−i) = Q− i we get
(70)


κ2U+2κ+U√
2|1+κU|√1−κ2 b(−i) = Q− i
i
√
1−κ2U¯√
2|1+κU|b(−i) = 1.
Eliminating b(−i) and solving (70) for U yields
U =
−2κ2 +Qi− κ2Qi
2κ
.
Substituting the value of κ from (45) and simplifying produces
U =
Q
|Q| ·
−Q+ 2i√
Q2 + 4
,
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that matches (46). As it was explained in the end of Appendix A, linear system
(214) always has a unique solution for any value of U and any z ∈ C±. In particular,
using U of the form (46) above and VΘ(z) = Q + V0(z) in (214) produces the
following solution pair
a(z) =
1√
2
(V0(z) + i), b(z) =
1√
2
(V0(z)− i)U.
Now we are ready to describe the L-system Θ that realizes V (z). Let Θα1 be
the L-system that was described earlier in the proof. Then Θα1 is based upon the
triple (B˙, T κB ,Bα1) that relies on the measure µ in integral representation (23) of
the function V0(z) and so does the state space H+ ⊂ L2(R; dµ) ⊂ H− of Θα1 . We
construct the L-system Θ of the form (227) in Appendix A corresponding to the
model triple (B˙, T κB ,BU ). This L-system Θ shares the state spaceH+ ⊂ L2(R; dµ) ⊂
H−, symmetric B˙, and main T κB operators with Θα1 but only differs by the quasi-
kernel of the real part of the state-space operator BU which is defined via (226).
Note that in this construction we are using modified deficiency vectors gα± of the
form (67). The values of κ and U in Θ are given by (45) and (46), respectively. The
components of Θ are described in Appendix B. This model L-system Θ realizes our
function V (z).
The proof is complete. 
Remark 16. As we mentioned in the end of the proof of Theorem 15, the modified
deficiency basis gα± of the form (67) is used in the construction and description of
the L-system Θ that realizes our function V (z). Both von Neumann’s parameters
κ and U in Θ are given by (45) and (46) with respect to these deficiency vectors.
Alternatively, we could use the original normalized deficiency pair g± of the form
(218) in the space L2(R; dµ). This approach, however, would produce a (generally
speaking) complex value of the parameter κ and a different value of parameter U .
The corresponding formulas are
(71) κ =
|Q|(−e2iα)√
Q2 + 4
=
|Q|(Q− 2i)
Q2 + 4
and
(72) U =
Q(−e2iα)
|Q| ·
−Q+ 2i√
Q2 + 4
=
Q
|Q| ·
4−Q2 + 4Qi
Q2 + 4
.
Here we used the value of −e2iα found via (68).
Note that formulas (45) and (46) in the statement of Theorem 15 indicate that
the change of Q to (−Q) in integral representation (44) of a function V (z) to be
realized, maintains the same value of κ in the realizing L-system but changes U to
U¯ , i.e, U(−Q) = U¯(Q).
Corollary 17. Let V1(z) = Q + V10(z) and V2(z) = Q + V20(z) be two functions
such that V10(z) and V20(z) (V10(z) 6= V20(z)) belong to the Donoghue class M.
Then both V1(z) and V2(z) can be realized as the impedance functions of two not
bi-unitarily equivalent L-systems of the form (13) whose main operators have the
same von Neumann’s parameter κ determined by (45) and the quasi-kernels of the
real parts of state-space operators defined via the same U of the form (46).
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Proof. The proof immediately follows from Theorem 15 and the structure of formula
(45). The realizing L-systems corresponding to V1(z) and V2(z) have different
state-spaces and symmetric operators since they are constructed based on different
measures in integral representation (10) of V10(z) and V20(z). The construction of
these model realizing L-systems was described in details in the proof of Theorem
15 and in Appendix B. The von Neumann parameters κ and U , however, are the
same for both L-systems and correspond to the respective basis of deficiency vectors
(218) in a different space for each case.
Also, the realizing L-systems corresponding to different functions V (z) ∈MQ are
not bi-unitarily equivalent (otherwise their impedance functions would match). 
We bring attention of the reader to the fact that the von Neumann parameter κ
of an L-system realizing a function V (z) ∈MQ depends only on the value of Q (see
formula (45)). The same is true about the parameter U in (46). Consequently, all
the functions V (z) ∈ MQ with a fixed constant Q in their integral representation
(23) can be realized by model L-systems Θ of the form (227) as described in the
end of the proof of Theorem 15. It is also worth mentioning that (45) implies that
κ is an even function of Q and hence κ(−Q) = κ(Q).
6. Perturbations of the classes Mκ and M
−1
κ
In this section we treat the remaining perturbed subclasses of the class NQ. We
begin by proving an auxiliary result of algebraic nature that will become useful
later on.
Lemma 18. Let b = Q2+a2−1. The following statements are true for all non-zero
Q ∈ R and a > 0 :
(1) if 0 < a < 1, then
(73)
a(b−
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
< 1;
(2) if a > 1, then
(74)
a(b+
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
> 1.
Moreover, for every a > 0 and Q 6= 0
(75)
a(b−
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
· a(b +
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
= 1.
Proof. (1) Let 0 < a < 1. Since the denominator in the left hand side of (73) is
always positive, inequality (73) is equivalent to
4aQ2 − 4a2Q2 <
(
b −
√
b2 + 4Q2 − 2Q2
)2
− a(b −
√
b2 + 4Q2)2,
or
(76) 4a(1− a) <
(
b−
√
b2 + 4Q2 − 2Q2
)2
− a(b −
√
b2 + 4Q2)2
Q2
.
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In order to prove (73) we are going to show that the absolute minimum of the right
hand side of (76) is greater than 4a(1− a). For further convenience we set
z = Q2 and d(z) = b−
√
b2 + 4Q2 = z + a2 − 1−
√
(z + a2 − 1)2 + 4z.
Then the right hand side of (76) can be written as a function of z, (z > 0) as
f(z) =
(d(z)− 2z)2 − ad2(z)
z
=
(1− a)d2(z)− 4zd(z) + 4z2
z
.
Taking the derivative with respect to z yields
f ′(z) =
(2− 2a)zd(z)d′(z)− (1− a)d2(z)− 4z2d′(z) + 4z2
z2
.
Taking into account that b = z + a2 − 1 and
d′(z) = 1− (z + a
2 − 1) + 2√
(z + a2 − 1)2 + 4z = 1−
b+ 2
b− d =
d(z) + 2
d(z)− b ,
we set f ′(z) = 0 and solve for z > 0. This yields a point of the absolute minimum
at z0 = a
2 + a+ 1 such that
f(z0) = (16− 16a)(a2 + a+ 1).
Clearly, f(z0) > 4a(1− a) for any 0 < a < 1. This confirms (76) for any real Q 6= 0
and hence (73) is proved.
(2) Let a > 1. Following the first part we write an equivalent to (74) inequalities:
inequality (74) is equivalent to
4a2Q2 − 4aQ2 < a(b+
√
b2 + 4Q2)2 −
(
b+
√
b2 + 4Q2 − 2Q2
)2
,
or
(77) 4a(a− 1) <
a(b+
√
b2 + 4Q2)2 −
(
b+
√
b2 + 4Q2 − 2Q2
)2
Q2
.
Similarly to part (1) we set
z = Q2 and d(z) = b+
√
b2 + 4Q2 = z + a2 − 1 +
√
(z + a2 − 1)2 + 4z.
Then the right hand side of (77) can be written as a function of z, (z > 0) as
f(z) =
ad2(z)− (d(z)− 2z)2
z
=
(a− 1)d2(z) + 4zd(z)− 4z2
z
.
Following part (1) steps we take the derivative with respect to z yielding
f ′(z) =
(2a− 2)zd(z)d′(z)− (a− 1)d2(z) + 4z2d′(z)− 4z2
z2
.
Taking into account that b = z + a2 − 1 and
d′(z) = 1 +
(z + a2 − 1) + 2√
(z + a2 − 1)2 + 4z = 1 +
b+ 2
d− b =
d(z) + 2
d(z)− b ,
we set f ′(z) = 0 and solve for z > 0. As in part (1) we get a point of the absolute
minimum at z0 = a
2 + a+ 1 such that
f(z0) = (8a− 8)(a2 + a+ 1).
Clearly, f(z0) > 4a(a− 1) for any a > 1. This confirms (77) for any real Q 6= 0 and
hence (74) is proved.
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Formula (75) is checked by direct computations. 
Below we state and prove a realization theorem for the class MQκ0 .
Theorem 19. Let V (z) belong to the class MQκ0 and have integral representation
(23). Let 0 < a < 1 be a normalization parameter related to V (z) via (28). Then
V (z) can be realized as the impedance function VΘ(z) of a minimal L-system Θ
of the form (13) with the main operator T whose von Neumann’s parameter κ
(0 < κ < 1) is determined by the formula
(78) κ =
(
b− 2Q2 −
√
b2 + 4Q2
)2
− a
(
b−
√
b2 + 4Q2
)2
+ 4Q2a(a− 1)(
b− 2Q2 −
√
b2 + 4Q2
)2
+ a
(
b−
√
b2 + 4Q2
)2
+ 4Q2a(a+ 1)
,
where Q 6= 0 and
(79) b = Q2 + a2 − 1.
Moreover, the quasi-kernel Aˆ of ReA of the realizing L-system Θ is defined by (3)
with
(80) U =
(a+Qi)(1− κ2)− 1− κ2
2κ
, Q 6= 0.
Proof. As before we consider function VΘα(z) related to our function V (z) ∈ MQκ0
by (47) for some α ∈ [0, pi). It is known (see [4, Theorem 8.3.2]) that V (z) also falls
into the class NQ and hence admits integral representation (23). Applying Lemma
13 we conclude that the measure µα in the integral representation (23) of V (z) is
unbounded. By direct substitution one gets V (i) = Q+ ia and hence
VΘα(i) =
cosα+ (sinα)V (i)
sinα− (cosα)V (i) =
cosα+ (sinα)(Q + ia)
sinα− (cosα)(Q + ia)
=
(cosα+Q sinα) + ia sinα
(sinα−Q cosα)− ia cosα =
(1/2)(1−Q2 − a2) sin 2α−Q cos 2α
(sinα−Q sinα)2 + a2 cos2 α
+ i
a
(sinα−Q cosα)2 + a2 cos2 α = Qα + i
∫
R
dµα(λ)
1 + λ2
= Qα + iaα,
where Qα and µα are the elements of integral representation (23) of the function
VΘα(z) and aα =
∫
R
dµα(λ)
1+λ2 . Thus,
(81) Qα =
(1/2)(1−Q2 − a2) sin 2α−Q cos 2α
(sinα−Q cosα)2 + a2 cos2 α ,
and
(82)
∫
R
dµα(λ)
1 + λ2
=
a
(sinα−Q cosα)2 + a2 cos2 α.
Both formulas (81) and (82) hold true for any value of α ∈ [0, pi) and if we set
Qα = 0 in (48), then we obtain that either Q = 0 (we discard this case since it
takes us back to the class Mκ0) or
(83) tan 2α =
2Q
1−Q2 − a2 .
Using the formula for the double angle
tan 2α =
2 tanα
1− tan2 α,
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we obtain the quadratic equation
Q tan2 α− (Q2 + a2 − 1) tanα−Q = 0,
whose solutions are
(84) tanα =
Q2 + a2 − 1±√(Q2 + a2 − 1)2 + 4Q2
2Q
.
For further convenience in calculations we will use b = Q2 + a2 − 1 as defined in
(79). Utilizing (84) with (79) and basic trig relations we get
(85) tanα =
b±
√
b2 + 4Q2
2Q
, cos2 α =
4Q2(
b±
√
b2 + 4Q2
)2
+ 4Q2
.
We use the above formulas for tanα and cos2 α to modify the denominator in (82)
and express it in terms of Q.
(86)
(sinα−Q cosα)2 + a2 cos2 α = [cosα(tanα−Q)]2 + a2 cos2 α
= cos2 α[(tanα−Q)2 + a2]
=
4Q2(
b±
√
b2 + 4Q2
)2
+ 4Q2

(b±√b2 + 4Q2
2Q
−Q
)2
+ a2


=
4Q2(
b±
√
b2 + 4Q2
)2
+ 4Q2


(
b±
√
b2 + 4Q2 − 2Q2
)2
4Q2
+ a2


=
4Q2(
b±
√
b2 + 4Q2
)2
+ 4Q2
·
(
b±
√
b2 + 4Q2 − 2Q2
)2
+ 4Q2a2
4Q2
=
(
b±
√
b2 + 4Q2 − 2Q2
)2
+ 4Q2a2(
b±
√
b2 + 4Q2
)2
+ 4Q2
.
Case 1. Let us assume that α ∈ [0, pi/2) and Q > 0. Then tanα ≥ 0 and formulas
(85) become
(87) tanα =
b+
√
b2 + 4Q2
2Q
, cos2 α =
4Q2(
b+
√
b2 + 4Q2
)2
+ 4Q2
.
Indeed, since |b| ≤
√
b2 + 4Q2 for all Q ∈ R, then tanα ≥ 0 only when (+) sign is
chosen in (84) and (85). Then the choice of signs in (87) is unique and follows from
the positivity of tanα in (85). Substituting these values in (82) we use (86) to get
(88)
aα =
∫
R
dµα(λ)
1 + λ2
=
a(b +
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
, Q > 0, α ∈
[
0,
pi
2
)
.
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Case 2. Let us assume that α ∈ [0, pi/2) and Q < 0. Then tanα ≥ 0 and formulas
(85) become
(89) tanα =
b−
√
b2 + 4Q2
2Q
, cos2 α =
4Q2(
b−
√
b2 + 4Q2
)2
+ 4Q2
.
As before, since |b| ≤
√
b2 + 4Q2 for all Q ∈ R, then tanα ≥ 0 only when (−) sign
is chosen in (84) and (85). Again the choice of signs in (87) is unique and follows
from the positivity of tanα. Substituting these values in (82) with the help of (86)
yields
(90) aα =
a(b −
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
, Q < 0, α ∈
[
0,
pi
2
)
.
Case 3. Now let α ∈ (pi/2, pi] and Q > 0. Then tanα ≤ 0 and similar to the above
analysis leads to
tanα =
b−
√
b2 + 4Q2
2Q
, cos2 α =
4Q2(
b−
√
b2 + 4Q2
)2
+ 4Q2
.
Consequently,
(91) aα =
a(b−
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
, Q > 0, α ∈
(pi
2
, pi
]
.
Case 4. Now let α ∈ (pi/2, pi] and Q < 0. Then tanα ≤ 0 and hence
tanα =
b+
√
b2 + 4Q2
2Q
, cos2 α =
4Q2(
b+
√
b2 + 4Q2
)2
+ 4Q2
.
Consequently,
(92) aα =
a(b+
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
, Q < 0, α ∈
(pi
2
, pi
]
.
Therefore, for every given value of Q ∈ R, the value of aα is found either with
(91) or with (92). But according to Lemma 18 and formula (75) we know that
expressions in (91) and (92) are reciprocals of each other for all real Q 6= 0. It is
also worth noting that for 0 < a < 1
lim
Q→0
a(b−
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
= a,
while
lim
Q→0
a(b+
√
b2 + 4Q2)2 + 4aQ2(
b +
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
=
1
a
.
As it was shown in [10, Lemma 5.1 and Theorem 5.2] there are only two possible
values of aα such that Qα = 0 and both cases lead to the same value of κ. Conse-
quently, either of the formulas (91) and (92) can be used to find κ. Thus, without
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loss of generality, we set
(93) aα =
a(b −
√
b2 + 4Q2)2 + 4aQ2(
b−
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
.
Furthermore, examining (93) and applying Lemma 19 show that for any Q ∈
(−∞, 0) ∪ (0,+∞) and 0 < a < 1 we have
aα < 1,
implying that VΘα(z) ∈Mκ for some value κ ∈ (0, 1) such that (see (29))
κ =
1− aα
1 + aα
.
Combining this with (93) yields
κ(Q, a) =
(
b − 2Q2 −
√
b2 + 4Q2
)2
− a
(
b−
√
b2 + 4Q2
)2
+ 4Q2a(a− 1)(
b − 2Q2 −
√
b2 + 4Q2
)2
+ a
(
b−
√
b2 + 4Q2
)2
+ 4Q2a(a+ 1)
,
which proves (78). The graph of κ as a function of Q is shown on Figure 2. Note
that the vertex of the graph is located at the value of κ = κ0 =
1−a
1+a . Moreover, if
a→ 1, then κ0 → 0 as indicated on the picture.
Applying Theorems 10 we can realize VΘα(z) by a minimal model L-system Θα
of the form (221) described in details in Appendix B. We remind the reader that in
this case the entire construction of Θα depends on the measure µα in the integral
representation (24) of our function VΘα(z). Also Θα is based upon the model triple
(B˙, T κB ,B) of the form (215)–(217) with κ given by (78) and satisfies the conditions
of Hypothesis 3. Moreover, the value of κ in (78) used in this constructions is
the von Neumann parameter of the main operator T κB with respect to deficiency
vectors of the form (218) normalized in the space L2(R; dµα). Consider WΘα(z),
the transfer function of Θα, that is related to VΘα(z) via (7) with J = 1, and the
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function
W (z) =
1− iV (z)
1 + iV (z)
.
Since VΘα(z) and V (z) are related by (47), we have
(94) W (z) = (−e−2i·α)WΘα(z).
Relation (94) above allows us to apply the Theorem on constant J-unitary factor
(see [4, Theorem 8.2.3], [5]) that guarantees the existence of another L-system Θ
with the same main operator T κB as Θα and such that V (z) = VΘ(z), (z ∈ C±).
In order to find the quasi-kernel BU of the real part of the state-space operator
in Θ and its unimodular parameter U we simply repeat the argument in the end
of the proof of Theorem 15. To find U and show that it matches (80) we apply
formula (214) of Appendix A. Adapting (70) to our case and taking into account
that V (−i) = Q− ai we get
(95)


κ2U+2κ+U√
2|1+κU|√1−κ2 b(−i) = Q− ai
i
√
1−κ2U¯√
2|1+κU|b(−i) = 1.
Eliminating b(−i) and solving (95) for U yields
U =
(a+Qi)(1− κ2)− 1− κ2
2κ
.
that matches (80).
Now we are ready to give a description of the model L-system Θ of the form
(227) that realizes V (z). This L-system is based upon the model triple (B˙, T κB ,BU )
that relies on the measure µα in integral representation (23) of V (z) and has the
state space H+ ⊂ L2(R; dµα) ⊂ H−. The operators T κB and BU are parameterized
by the von Neumann parameters κ and U given by (78) and (80), respectively.
We also note that the realizing L-system Θ shares the state space, symmetric, and
main operators with the L-system Θα but only differs by the quasi-kernel of the
real part of the state-space operator. The detailed construction of Θ is described
in Appendix B. This model L-system Θ realizes our function V (z). 
Remark 20. Both von Neumann’s parameterizations of operators T κB and BU in
the proof of Theorem 19 are written with respect to the deficiency vectors of the
symmetric operator B˙ of the form (218) in the space L2(R; dµα). Moreover, the
result of Theorem 19 also holds true for Q = 0 as it directly follows from Theorem
8. In this case formulas (78) and (80) get reduced to the unperturbed case and yield
κ(0) = κ0 and U(0) = −1.
Corollary 21. Let V1(z) = Q + V10(z) and V2(z) = Q + V20(z) be two functions
such that V10(z) and V20(z) (V10(z) 6= V20(z)) belong to the generalized Donoghue
class Mκ0 . Then both V1(z) and V2(z) can be realized as the impedance functions
of two not bi-unitarily equivalent L-systems of the form (13) whose main operators
have the same von Neumann parameter κ determined by (78) and the quasi-kernels
of the real parts of state-space operators defined via the same U of the form (80).
Proof. Both functions V1(z) and V2(z) share the same value of a =
1−κ0
1+κ0
. The rest
follows from from Theorem 19 and the structure of formulas (78) and (80). The
realizing L-systems corresponding to V1(z) and V2(z) have different state-spaces
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and symmetric operators since they are constructed based on different measures in
integral representation (10) of V10(z) and V20(z). The construction of these model
realizing L-systems was described in details in the proof of Theorem 19 and in
Appendix B. The von Neumann parameters κ and U , however, are the same for
both L-systems and correspond to the respective basis of deficiency vectors (218)
in a different space for each case.
Also, the realizing L-systems corresponding to different functions V (z) ∈ MQκ0
are not bi-unitarily equivalent (otherwise their impedance functions would match).

Now we consider realizations for class M−1,Qκ0 .
Theorem 22. Let V (z) belong to the class M−1,Qκ0 and have integral representation
(23). Let a > 1 be a normalization parameter related to V (z) via (28). Then
V (z) can be realized as the impedance function VΘ(z) of a minimal L-system Θ
of the form (13) with the main operator T whose von Neumann’s parameter κ is
determined by the formula
(96)
κ =
a
(
b+
√
b2 + 4Q2
)2
−
(
b− 2Q2 +
√
b2 + 4Q2
)2
− 4Q2a(a− 1)(
b− 2Q2 +
√
b2 + 4Q2
)2
+ a
(
b +
√
b2 + 4Q2
)2
+ 4Q2a(a+ 1)
, Q 6= 0,
where
(97) b = Q2 + a2 − 1.
Moreover, the quasi-kernel Aˆ of ReA of the realizing L-system Θ is defined by (3)
with
(98) U =
(a+Qi)(1− κ2)− 1− κ2
2κ
, Q 6= 0,
where κ and b are given by (96) and (97), respectively2.
Proof. As before we consider function VΘα(z) related to our function V (z) ∈M−1,Qκ0
by (47) for some α ∈ [0, pi). Using the same reasoning as in the proof of Theorem 19
we have that VΘα(z) falls into the classN
Q and hence admits integral representation
(23) with an unbounded measure µα. As earlier we use direct substitution to get
V (i) = Q+ ia and obtain
VΘα(i) = Qα + iaα,
where Qα is given by (81) and aα by (82). Formally repeating the argument of the
proof of Theorem 19 we again obtain (88) or (90), that is
aα =
∫
R
dµα(λ)
1 + λ2
=
a(b ±
√
b2 + 4Q2)2 + 4aQ2(
b±
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
.
2Even though the formulas (80) and (98) for U formally look the same they produce different
values due to the fact that they involve different values for κ given by formulas (78) and (96),
respectively.
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Figure 3. Class M−1,Qκ : κ as a function of Q for a > 1
This time, however, we know that since V (z) ∈ M−1,Qκ0 we have that a > 1. It is
worth mentioning that for a > 1
lim
Q→0
a(b−
√
b2 + 4Q2)2 + 4aQ2(
b −
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
=
1
a
,
while
lim
Q→0
a(b+
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4aQ2
= a.
Applying similar to the proof of Theorem 19 reasoning we choose the second formula
and set
(99) aα =
a(b +
√
b2 + 4Q2)2 + 4aQ2(
b+
√
b2 + 4Q2 − 2Q2
)2
+ 4a2Q2
.
Furthermore, examining (99) and applying Lemma 18 show that for any Q ∈
(−∞, 0) ∪ (0,+∞) and a > 1 we have
aα > 1,
implying that VΘα(z) ∈M−1κ for some value κ ∈ (0, 1) such that (see (29))
κ =
aα − 1
1 + aα
.
Combining this with (93) yields
κ(Q, a) =
a
(
b+
√
b2 + 4Q2
)2
−
(
b− 2Q2 +
√
b2 + 4Q2
)2
− 4Q2a(a− 1)(
b − 2Q2 +
√
b2 + 4Q2
)2
+ a
(
b+
√
b2 + 4Q2
)2
+ 4Q2a(a+ 1)
,
which proves (96). The graph of κ as a function of Q is shown on Figure 3. Note
that the vertex of the graph is located at the value of κ = κ0 =
a−1
1+a . Moreover, if
a→∞, then κ0 → 1 as indicated on the picture.
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Applying Theorem 12 we can realize VΘα(z) by a minimal model L-system Θα of
the form (221) described in details in Appendix B. As we did before, we note that
in this case the entire construction of Θα depends on the measure µα in the integral
representation (24) of our function VΘα(z). Also Θα is based upon the model triple
(B˙, T κB ,B) of the form (215)–(217) with κ given by (96) and satisfies the conditions
of Hypothesis 4. Moreover, the value of κ in (96) used in this constructions is
the von Neumann parameter of the main operator T κB with respect to deficiency
vectors of the form (218) normalized in the space L2(R; dµα). Consider WΘα(z),
the transfer function of Θα, that is related to VΘα(z) via (7) with J = 1, and the
function
W (z) =
1− iV (z)
1 + iV (z)
.
Since VΘα(z) and V (z) are related by (47), we have
(100) W (z) = (−e−2i·α)WΘα(z).
Relation (100) above allows us to apply the Theorem on constant J-unitary factor
(see [4, Theorem 8.2.3], [5]) that guarantees the existence of another L-system Θ
with the same main operator T κB as Θα and such that V (z) = VΘ(z), (z ∈ C±). In
order to find the quasi-kernel BU of the real part of the state-space operator in Θ
and its unimodular parameter U we simply repeat the argument in the end of the
proof of Theorem 19.
At this point we can describe the model L-system Θ of the form (227) that
realizes V (z). This L-system is based upon the model triple (B˙, T κB ,BU ) that relies
on the measure µα in integral representation (23) of V (z) and has the state space
H+ ⊂ L2(R; dµα) ⊂ H−. The operators T κB and BU are parameterized by the von
Neumann parameters κ and U given by (96) and (98), respectively. Our realizing L-
system Θ shares the state space, symmetric, and main operators with the L-system
Θα but only differs by the quasi-kernel of the real part of the state-space operator.
The detailed construction of Θ is described in Appendix B. This model L-system
Θ realizes our function V (z). 
Remark 23. Both von Neumann’s parameterizations of operators T κB and BU in
the proof of Theorem 22 are written with respect to the deficiency vectors of the
symmetric operator B˙ of the form (218) in the space L2(R; dµα). Moreover, the
result of Theorem 22 also holds true for Q = 0 as it directly follows from Theorem
9. In this case formulas (96) and (98) get reduced to the unperturbed case and yield
κ(0) = κ0 and U(0) = 1.
Corollary 24. Let V1(z) = Q + V10(z) and V2(z) = Q + V20(z) be two functions
such that V10(z) and V20(z) (V10(z) 6= V20(z)) belong to the generalized Donoghue
class M−1κ0 . Then both V1(z) and V2(z) can be realized as the impedance functions
of two not bi-unitarily equivalent L-systems of the form (13) whose main operators
have the same von Neumann parameter κ determined by (96) and the quasi-kernels
of the real parts of state-space operators defined via the same U of the form (98).
Proof. Both functions V1(z) and V2(z) share the same value of a =
1+κ0
1−κ0 . The
rest follows from Theorem 22 and the structure of formulas (96) and (98). The
realizing L-systems corresponding to V1(z) and V2(z) have different state-spaces
and symmetric operators since they are constructed based on different measures in
integral representation (10) of V10(z) and V20(z). The construction of these model
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realizing L-systems was described in details in the proof of Theorem 22 and in
Appendix B. The von Neumann parameters κ and U , however, are the same for
both L-systems and correspond to the respective basis of deficiency vectors (218)
in a different space for each case.
Also, the realizing L-systems corresponding to different functions V (z) ∈ MQκ0
are not bi-unitarily equivalent (otherwise their impedance functions would match).

As we did in the end of Section 5, we point out that the von Neumann param-
eter κ of an L-system realizing a function V (z) ∈ MQκ0 or V (z) ∈ M−1,Qκ0 depends
only on the value of Q (see formulas (78) or (96)) for a fixed value of κ0. The
same is true about the parameter U in (80) or (98). Consequently, all the func-
tions V (z) ∈MQκ0 or V (z) ∈M−1,Qκ0 with fixed values of constant Q and κ0 can be
realized with model L-systems Θ of the form (227) described in the proofs of Theo-
rems 19 and 22, respectively. These realizing L-systems, however, differ from each
other by state-spaces and symmetric operators that depend on different measures
in integral representation (10) of V (z). An alternative approach when realization
is performed with L-systems that have the same Q-independent state space and
symmetric operator will be presented in the next section. Also, the realizing L-
systems corresponding to different functions V (z) ∈ MQκ0 (or V (z) ∈ M−1,Qκ0 ) are
not bi-unitarily equivalent (otherwise their impedance functions would match).
We also mention that Theorems 19 and 22 imply that κ(−Q) = κ(Q) and
U(−Q) = U¯(Q).
7. A universal model and resolvent formula for L-systems
In this section we discuss a universal model of an L-system realizing a function
from generalized Donoghue classes perturbed by a parameterQ and derive a formula
for the resolvent of its main operator. First we are going to show that a perturbed
function Q + V (z) ∈ NQ can be realized by an L-system that has the same state
space and symmetric operator that do not depend on the value of Q. In order to
do that we develop an alternative to Theorems 19 and 22 realization method.
For any function Q+ V (z) ∈ NQ we have that
Q+V (z) = Q+ aV0(z) = Q+ a
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ) with
∫
R
dµ(λ)
1 + λ2
= 1,
where V (z) = aV0(z) (see (14)) and V0(z) ∈M. Regardless of whether the value of
normalizing parameter a is greater, smaller, or equal to 1 we proceed as follows.
Q+ V (z) = Q + aV0(z) = a
(
Q
a
+ V0(z)
)
= a
(
Q
a
+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ)
)
,
where
V0(z) =
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ),
∫
R
dµ(λ)
1 + λ2
= 1.
As we have shown in Theorem 15 the perturbed function Qa + V0(z) ∈ MQ above
can be realized by an L-system Θ˜ that has the same state space and symmetric
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operator as an L-system Θ0 realizing V0(z) ∈M. Moreover, the corresponding von
Neumann parameters of L-system Θ˜ are found via (45) and (46), that is
κ˜ =
|Q/a|√
(Q/a)2 + 4
, U˜ =
Q/a
|Q/a| ·
−Q/a+ 2i√
(Q/a)2 + 4
,
or
(101) κ˜ =
|Q|√
Q2 + 4a2
, U˜ =
Q
|Q| ·
−Q+ 2ai√
Q2 + 4a2
.
Both von Neumann’s parameters κ˜ and U˜ in (101) correspond to the deficiency
basis
(102) gα+(t) =
1
t− i , g
α
−(t) = −
e2iα
t+ i
,
normalized in the space L2(R; dµ), where
(103) − e2iα = Q/a− 2i√
(Q/a)2 + 4
=
Q− 2ai√
Q2 + 4a2
,
(see (67) and the proof of Theorem 15).
We are going to use Theorem 15, Appendix A, and the model triple described
there to assemble Θ˜ based on these values of κ˜ and U˜ . In order to do that we take
the Hilbert space L2(R; dµ) and introduce a symmetric multiplication operator B˙
of the form (216) (see Appendix B) by
(104) Dom(B˙) =
{
f ∈ Dom(BU˜ )
∣∣∣∣
∫
R
f(λ)dµ(λ) = 0
}
,
whose normalized deficiency elements gα+ and g
α
− of the form (102) in the space
L2(R; dµ). We let BU˜ be a self-adjoint extension of B˙ of the form (104) with
Dom(BU˜ ) = Dom(B˙)+˙lin span
{
1
· − i + U˜
(−e2iα)
·+ i
}
,
where U˜ is given by (101) and let T κ˜B be the dissipative restriction of the operator
B˙∗ on
Dom(T κ˜B ) = Dom(B˙)+˙lin span
{
1
· − i − κ˜
(−e2iα)
·+ i
}
,
where κ˜ is given by (101). Using the model triple (B˙, T κ˜B ,BU˜ ) above in the Hilbert
space L2(R; dµ) we built the (∗)-extension B˜ of T κ˜B and construct an L-system
(105) Θ˜ =
(
B˜ K˜ 1
H+ ⊂ L2(R; dµ) ⊂ H− C
)
of the form (227) as explained in the proof of Theorem 15. Here K˜c = c · χ˜,
K˜∗f = (f, χ˜), (f ∈ H+) where χ˜ is given by (210) or
χ˜ =
κ˜2 + 1 + 2κ˜U˜√
2|1 + κ˜U˜ |√1− κ˜2ϕ+
κ˜2U˜ + 2κ˜+ U˜√
2|1 + κ˜U˜ |√1− κ˜2ψ.
Taking into account that in the above formula ‖ϕ‖− = ‖ψ‖− = 1 we use
(106) ϕ = R−1
(
1√
2
gα+
)
and ψ = R−1
(
1√
2
gα−
)
,
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where R is the Riesz-Berezansky operator (see Appendix A), we get
χ˜ =
κ˜2 + 1 + 2κ˜U˜
2|1 + κ˜U˜ |√1− κ˜2 (R
−1gα+) +
κ˜2U˜ + 2κ˜+ U˜
2|1 + κ˜U˜ |√1− κ˜2 (R
−1gα−).
As one can see B˙ is chosen to be the same as a symmetric operator in L-system Θ0
realizing V0(z) ∈M and hence does not depend on the value of Q. Moreover, since
Θ˜ realizes Qa + V0(z), we have
VΘ˜(z) =
Q
a
+ V0(z) =
(
(Re B˜− zI)−1χ˜, χ˜)
)
.
Furthermore, (see (211))
Re B˜ = B˙∗ − i
2|1 + κ˜U˜ |2 (·, ϕ− U˜ψ)
(
(κ˜2 + 1 + 2κ˜U˜)ϕ+ (κ˜2U˜ + 2κ˜+ U˜)ψ
)
= B˙∗ −
(
·, −i
√
1− κ˜2√
2|1 + κ˜U˜ |ϕ+
iU˜
√
1− κ˜2√
2|1 + κ˜U˜ |ψ
)
χ˜
= B˙∗ − i
√
1− κ˜2√
2|1 + κ˜U˜ |
(
·, ϕ− U˜ψ
)
χ˜
= B˙∗ − i
√
1− κ˜2
2|1 + κ˜U˜ |
(
·, (R−1gα+)− U˜(R−1gα−)
)
χ˜.
Let
(107)
χ =
√
a χ˜ =
√
a
2
(
κ˜2 + 1 + 2κ˜U˜
|1 + κ˜U˜ |√1− κ˜2ϕ+
κ˜2U˜ + 2κ˜+ U˜
|1 + κ˜U˜ |√1− κ˜2ψ
)
=
√
a
2
(
κ˜2 + 1 + 2κ˜U˜
|1 + κ˜U˜ |√1− κ˜2 (R
−1gα+) +
κ˜2U˜ + 2κ˜+ U˜
|1 + κ˜U˜ |√1− κ˜2 (R
−1gα−)
)
.
Then applying (106) and (107)
Re B˜ = B˙∗ − i
√
1− κ˜2√
2a|1 + κ˜U˜ |
(
·, ϕ− U˜ψ
)
χ
= B˙∗ − i
√
1− κ˜2
2
√
a|1 + κ˜U˜ |
(
·,R−1gα+ − U˜R−1gα−
)
χ.
Observe,
Q+ V (z) = a
(
Q
a
+ V0(z)
)
= a
(
(Re B˜− zI)−1χ˜, χ˜
)
=
(
(Re B˜− zI)−1χ, χ
)
.
We introduce a new operator
(108) B = Re B˜+ i(·, χ)χ.
According to [4, Theorem 6.4.6] this operator B is a (∗)-extension of an operator T
(T ⊃ B˙, T ∗ ⊃ B˙) with some von Neumann’s parameter κ. We are going to find κ.
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We have
B = B˙∗ −
(
·, −i
√
1− κ˜2√
2a|1 + κ˜U˜ |ϕ+
iU˜
√
1− κ˜2√
2a|1 + κ˜U˜ |ψ
)
χ+ i(·, χ)χ
= B˙∗ −
(
·, −i
√
1− κ˜2√
2a|1 + κ˜U˜ |ϕ+
iU˜
√
1− κ˜2√
2a|1 + κ˜U˜ |ψ
)
χ
+
√
a
2
(
·,−i κ˜
2 + 1 + 2κ˜U˜
|1 + κ˜U˜ |√1− κ˜2ϕ− i
κ˜2U˜ + 2κ˜+ U˜
|1 + κ˜U˜ |√1− κ˜2ψ
)
χ
= B˙∗ +
(
·,
[
i
√
1− κ˜2√
2a|1 + κ˜U˜ | −
i
√
a(κ˜2 + 1 + 2κ˜U˜)√
2|1 + κ˜U˜ |√1− κ˜2
]
ϕ
+
[
−iU˜√1− κ˜2√
2a|1 + κ˜U˜ | −
i
√
a(κ˜2U˜ + 2κ˜+ U˜)√
2|1 + κ˜U˜ |√1− κ˜2
]
ψ
)
χ.
Applying (106) yields
B = B˙∗ +
(
·,
[
i
√
1− κ˜2
2
√
a|1 + κ˜U˜ | −
i
√
a(κ˜2 + 1 + 2κ˜U˜)
2|1 + κ˜U˜ |√1− κ˜2
]
(R−1gα+)
+
[
−iU˜√1− κ˜2
2
√
a|1 + κ˜U˜ | −
i
√
a(κ˜2U˜ + 2κ˜+ U˜)
2|1 + κ˜U˜ |√1− κ˜2
]
(R−1gα−)
)
χ
= B˙∗ + i
2
√
a|1 + κ˜U˜ |√1− κ˜2
(
·,
[
a(κ˜2 + 2κ˜U˜ + 1)− 1 + κ˜2
]
(R−1gα+)
+
[
a(κ˜2U˜ + 2κ˜+ U˜) + U˜ − U˜ κ˜2
]
(R−1gα−)
)
χ.
In order to find κ we rely on the fact that if f = gα+−κgα− ∈ Dom(T ), then Bf = Tf .
This yields[
a(κ˜2 + 2κ˜U˜ + 1)− 1 + κ˜2
]
− κ¯
[
a(κ˜2U˜ + 2κ˜+ U˜) + U˜ − U˜ κ˜2
]
= 0.
Solving for κ results in
κ =
(
a(κ˜2 + 2κ˜U˜ + 1)− (1 − κ˜2)
a(κ˜2U˜ + 2κ˜+ U˜) + U˜(1 − κ˜2)
)
=
a(κ˜2 + 2κ˜U˜ + 1)− (1− κ˜2)
a(κ˜2U˜ + 2κ˜+ U˜) + U˜(1− κ˜2)
· U˜
U˜
=
a(κ˜2U˜ + 2κ˜+ U˜)− U˜(1− κ˜2)
a(κ˜2 + 2κ˜U˜ + 1) + (1− κ˜2) ,
where κ˜ and U˜ are defined by (101). Substituting the values of κ˜ and U˜ from (101)
into the above formula yields the following
(109) κ =
(a− 1−Qi)
√
Q2 + 4a2
(a− 1)Q− (Q2 + 2a2 + 2a)i .
Therefore, B is a (∗)-extension of an operator T = T (Q) defined by the von Neu-
mann parameter κ in (109) and B˙ ⊂ T ⊂ B, B˙ ⊂ T ∗ ⊂ B∗. Furthermore, we can
include B into a new L-system
(110) ΘQ =
(
B K 1
H+ ⊂ L2(R; dµ) ⊂ H− C
)
,
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that will share the symmetric operator B˙ and state-space with Θ˜ (and ultimately
with Θ0). Here Kc = c · χ, K∗f = (f, χ), (f ∈ H+). According to our explicit
construction the impedance function VΘ(z) = Q + V (z). Consequently, we have
presented another realization of Q + V (z) by a minimal L-system ΘQ whose sym-
metric operator and state-space are independent of the perturbing parameter Q.
We will refer to ΘQ in (110) as a universal model of L-system of the form (13).
As we mentioned in Remark 16, the modified deficiency basis gα± of the form (102)
is used in the construction and description of the universal model ΘQ. Both von
Neumann’s parameters κ and U˜ in ΘQ are given by (109) and (101) with respect
to these deficiency vectors. Alternatively, we could use the original normalized
deficiency pair g± of the form (218) in the space L2(R; dµ). This approach produces
different values of parameters κ and U˜ . The corresponding formulas are
(111)
κ =
(a− 1−Qi)
√
Q2 + 4a2
(a− 1)Q− (Q2 + 2a2 + 2a)i ·
Q− 2ai√
Q2 + 4a2
=
(a− 1−Qi)(Q− 2ai)
(a− 1)Q− (Q2 + 2a2 + 2a)i ,
and
(112) U˜ =
Q
|Q| ·
−Q+ 2ai√
Q2 + 4a2
· Q− 2ai√
Q2 + 4a2
= − Q|Q| ·
4a2 −Q2 + 8aQi
Q2 + 4a2
.
Here we used the value of −e2iα found via (103).
Theorem 25. Let Θ be a minimal L-system of the form (13) whose impedance
function is
(113) VΘ(z) = Q+ a
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ) with
∫
R
dµ(λ)
1 + λ2
= 1.
Then Θ is bi-unitarily equivalent to a universal model L-system ΘQ of the form
(110) constructed upon the values of Q and a.
Moreover, the resolvent3 of the main operator T = T (Q) of ΘQ acting on
L2(R; dµ) is given by
(114) (T − zI)−1 = (B − zI)−1 − p(z)(· , gz)gz,
with
(115) p(z) =
(
M(B˙,B)(z) + ik+ 1
k− 1
)−1
, z ∈ ρ(T ) ∩ ρ(B).
Here B˙ is symmetric operator of the form (104), gz, g± = g±i are deficiency vectors
of B˙ of the form (218), B is a self-adjoint extension of B˙ such that g+ − g− ∈
Dom(B), M(B˙,B) is the Weyl-Titchmarsh function associated with the pair (B˙,B),
and
k =
(a− 1−Qi)(Q− 2ai)
(a− 1)Q− (Q2 + 2a2 + 2a)i .
Proof. As we have shown above, the model L-system ΘQ of the form (110) con-
structed upon the values of Q and a realizes the function
Q+ a
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ) with
∫
R
dµ(λ)
1 + λ2
= 1.
3A functional model in resolvent form of a dissipative quasi-selfadjoint extension of a prime
symmetric operator with deficiency indices (1, 1) was established first by K.A. Makarov and one
of the authors (E.T.) in [21].
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Hence, VΘ(z) = VΘQ(z) for all z ∈ C+. Also, both L-systems Θ and ΘQ are
minimal. Then, according to Theorem on Bi-unitary Equivalence (see [4, Theorem
6.6.10]), L-system ΘQ is bi-unitarily equivalent to our L-system Θ.
Resolvent formula (114)-(115) was proven in [21, Theorem 5.2] for the model
triple with an appropriate (possibly complex) value of κ mentioned in Hypothesis
3. In our case we simply apply this result to the model triple (B˙, T,B) in the
Hilbert space L2(R; dµ) that is present in our universal model L-system Θ and
clearly satisfies Hypothesis 3 if one chooses the deficiency basis g± of the form
(218) and von Neumann’s parameter k for the main operator T given by (111). 
We should mention that the Weyl-Titchmarsh function M(B˙,B) that appears in
formula (115) can be replaced with a linear-fractional transformation of the Weyl-
Titchmarsh function M(B˙,BU ) associated with the quasi-kernel of the ReB of the
L-system ΘQ. In order to do that we utilize the corresponding transformation law
for the Weyl-Titchmarsh functions (see [15], [21]) for some α ∈ [0, pi) as follows
M(B˙,B) = (cosα)M(B˙,BU )− sinα
cosα+ (sinα)M(B˙,BU )
.
We note that any L-system Θ of the form (13) has its impedance function in the
form (113) for some values of Q and a. Thus, ΘQ justifies its name of the universal
model. We should mention that ΘQ is bi-unitarily equivalent to the realization
L-systems constructed in Theorems 19 and 22. We also know (see [4]) that if
two minimal L-systems are bi-unitarily equivalent, then their main operators are
unitarily equivalent and hence the absolute value of the von Neumann parameters
is preserved. In particular, it follows directly from Theorems 19, 22, and 25 that if
κ is defined by (109) then
(116) |κ| =


(
b−2Q2−
√
b2+4Q2
)
2−a
(
b−
√
b2+4Q2
)
2
+4Q2a(a−1)
(
b−2Q2−
√
b2+4Q2
)2
+a
(
b−
√
b2+4Q2
)2
+4Q2a(a+1)
, if a < 1;
a
(
b+
√
b2+4Q2
)2−
(
b−2Q2+
√
b2+4Q2
)2−4Q2a(a−1)
(
b−2Q2+
√
b2+4Q2
)
2
+a
(
b+
√
b2+4Q2
)
2
+4Q2a(a+1)
, if a > 1;
|Q|√
Q2+4
, if a = 1.
Here as before b is defined by (79).
We also observe that the value of κ defined by (109) becomes real and non-
negative if a = 1 and matches the third case in (116). If a 6= 1, then κ is, generally
speaking, complex and hence κ = |κ|eiφ, where φ = φ(Q, a) depends on parameters
Q and a. Thus, the value of the phase factor of κ can be found for given Q and a
as
eiφ =
κ
|κ| ,
where |κ| is defined by (116). In Example 2 in the end of the current paper we will
present two different realizations of a function V (z) ∈ MQκ0 such that one of them
uses a real positive κ and the other one complex.
The following theorem will rely on the derivations in the beginning of this section
to enhance Theorem 19. It shows that an existing L-system realization of an unper-
turbed function of the class Mκ0 can be used to create a realization of a perturbed
function preserving the state space and symmetric operator of the unperturbed
L-system for any value of Q.
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Theorem 26. Let V (z) ∈ Mκ0 be realized by an L-system Θ0 containing a sym-
metric operator A˙ and a state-space H− ⊂ H ⊂ H−. Then for any real Q 6= 0
the function Q + V (z) can be realized by an L-system Θ with the same symmetric
operator A˙ and a state space H− ⊂ H ⊂ H− as in Θ0.
Proof. Most of the work was done in the beginning of the section where we have
shown that for any value of Q 6= 0 an L-system realizing Q + V (z) can be chosen
to keep the same symmetric operator and state-space. All we have to do now is to
show that there exists a value of Q 6= 0 such that a realizing L-system for Q+V (z)
can be picked so that its symmetric operator and state-space will match A˙ and
H− ⊂ H ⊂ H− of Θ0.
Let Q =
√
1− a2, where a is the parameter corresponding to V (z) via (28). In
this case parameter b in (79) is b = Q2 − (1 − a2) = 0. Consequently, the value of
parameter α in (83) is such that
tan 2α =
2Q
1−Q2 − a2 = +∞,
and hence α = pi/4. Consider function Vα(z) related to our function Q + V (z) by
(47)
Vα(z) =
cosα+ (sinα)(Q + V (z))
sinα− (cosα)(Q + V (z)) .
Under our assumptions we have
Vpi
4
(z) =
1√
2
+ 1√
2
(
√
1− a2 + V (z))
1√
2
− 1√
2
(
√
1− a2 + V (z)) =
1 +
√
1− a2 + V (z)
1−√1− a2 − V (z)
=
1 +
√
1− a2 + aV0(z)
1−√1− a2 − aV0(z)
,
where V0(z) ∈M is such that V (z) = aV0(z) (see (14)). On the other hand by our
construction and (14) again Vpi
4
(z) = api
4
V1(z), where V1(z) ∈ M. We use (93) to
find
api
4
=
4a(1− a2) + 4a(1− a2)
[−2(1− a2) + 2√1− a2]2 + 4a2(1 − a2) =
a
1−√1− a2 .
Taking into account that 0 < a < 1 we set
sinβ = a, cosβ =
√
1− a2, β ∈ (0, pi/2).
Using trigonometric identities we get
(117) cot(β/2) =
2 sin(β/2) cos(β/2)
2 sin2(β/2)
=
sinβ
1− cosβ =
a
1−√1− a2 = a
pi
4
.
Moreover, performing transformations below and applying (117) yields
Vpi
4
(z) = api
4
V1(z) =
1 +
√
1− a2 + aV0(z)
1−√1− a2 − aV0(z)
=
1 + cosβ + (sinβ)V0(z)
1− cosβ − (sinβ)V0(z)
=
2 cos2(β/2) + 2 cos(β/2) sin(β/2)V0(z)
2 sin2(β/2)− 2 sin(β/2) cos(β/2)V0(z)
= cot(β/2)
cos(β/2) + sin(β/2)V0(z)
sin(β/2)− cos(β/2)V0(z) = a
pi
4
cos(β/2) + sin(β/2)V0(z)
sin(β/2)− cos(β/2)V0(z) .
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Therefore,
(118) V1(z) =
cos(β/2) + sin(β/2)V0(z)
sin(β/2)− cos(β/2)V0(z) .
Consequently,
√
1− a2 + V (z) can be realized by an L-system that has the same
symmetric operator A˙ and a state-space H− ⊂ H ⊂ H− as in Θ0. This completes
the proof. 
Corollary 27. Let V (z) ∈ Mκ0 and its realizing L-system Θ0 be the same as in
Theorem 26. Then the function Q + V (z) can be realized by an L-system Θ with
the same symmetric operator A˙ and a state space H− ⊂ H ⊂ H− as in Θ0 and von
Neumann’s parameters κ and U given by (78) and (80), respectively.
Proof. All we have to do is apply Theorem 26 to the proof of Theorem 19. Since
we already know that according to Theorem 26 the perturbed function Q+V (z) is
realized by an L-system Θ with the symmetric operator A˙ and a state space H− ⊂
H ⊂ H−, we apply the transformation (47) to Q + V (z) with tanα given by (84).
Doing this and following the proof of Theorem 19 yields the function VΘα(z) ∈Mκ,
where κ is given by (78). Applying the Theorem on constant J-unitary factor (see
[4, Theorem 8.2.3], [5]) we obtain an L-system Θα that realizes VΘα(z) ∈ Mκ but
has the same symmetric operator A˙ and a state space H− ⊂ H ⊂ H− as in Θ0.
Then the transfer functions of Θ and Θα are related by (94). We use this L-system
Θα to replace the model L-system with the same name in the proof of Theorem
19. Then we follow the remaining steps in the proof of Theorem 19 that lead us
to the conclusion that the von Neumann parameters κ and U of the corresponding
operators in Θ are given by (78) and (80), respectively. 
Similar to Theorem 26 and Corollary 27 results can be obtained for a function
V (z) ∈M−1κ0 .
8. Forward and inverse theorems
In this section we treat forward and inverse realization results for all the sub-
classes of the class NQ that was introduced in Section 5.
Theorem 28. Let Θ be a minimal L-system of the form (13) with the main operator
T and its von Neumann’s parameter κ, (0 ≤ κ < 1). Then only one of the following
takes place:
(1) VΘ(z) belongs to class M
Q and κ is determined by (45) for some Q;
(2) VΘ(z) belongs to class M
Q
κ0 and κ is determined by (78) for some Q and
a = 1−κ01+κ0 ;
(3) VΘ(z) belongs to class M
−1,Q
κ0 and κ is determined by (96) for some Q and
a = 1+κ01−κ0 .
The values of Q and κ0 are determined from integral representation (23) of VΘ(z).
Proof. It is known (see [4]) that the impedance function VΘ(z) has integral repre-
sentation (23), that is
VΘ(z) = Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ,
∫
R
dµ(λ)
1 + λ2
= a <∞.
If Q = 0, then the result of our theorem follows from Theorems 7–9. Assume that
Q 6= 0. Obviously, either 0 < a < 1 or a = 1 or a > 1. If a = 1, then VΘ(z)
42 S. BELYI AND E. TSEKANOVSKI˘I
belongs to class MQ by the definition. To see that the von Neumann parameter
κ of the main operator T of our L-system Θ is determined by (45) for some Q we
simply note that Theorem 15 offers a model L-system realizing VΘ(z) and having
the von Neumann parameter κ of the main operator T given by (45) that uses Q
from integral representation (23) above. This L-system is bi-unitarily equivalent to
our L-system Θ (see [4, Theorem 6.6.10]) and hence preserves the absolute value of
the main operators’ von Neumann’s parameters. Thus, κ in this case is related to
Q from integral representation (23) of VΘ(z) by (45).
Suppose 0 < a < 1. Then, by the definition, VΘ(z) belongs to class M
Q
κ0 with
(see (29))
κ0 =
1− a
1 + a
.
In order to show that the von Neumann parameter κ of the main operator T of
our L-system Θ is determined by (78) we note that Theorem 19 offers a model
L-system realizing VΘ(z) and having the von Neumann parameter κ of the main
operator T given by (78) based on the parameter Q from integral representation
(23) above. This L-system is bi-unitarily equivalent to our L-system Θ (see [4,
Theorem 6.6.10]) and hence preserves the absolute value of the main operators’
von Neumann’s parameters. Thus, κ in this case is related to Q from integral
representation (23) of VΘ(z) by (78).
Assume now that a > 1. Then, by the definition, VΘ(z) belongs to class M
−1,Q
κ0
with (see (30))
κ0 =
a− 1
1 + a
.
Similarly to the previous case we note that Theorem 22 offers a model L-system
realizing VΘ(z) and having the von Neumann parameter κ of the main operator T
given by (96) based on the parameter Q from integral representation (23) above.
This L-system is bi-unitarily equivalent to our L-system Θ and hence preserves the
absolute value of the main operators’ von Neumann’s parameters. Thus, κ in this
case is related to Q from integral representation (23) of VΘ(z) by (96).
The proof is complete. 
Now we state an inverse realization theorem for the largest class under consid-
eration NQ.
Theorem 29. Let V (z) belong to the class NQ, (Q 6= 0) and have integral rep-
resentation (44). Then V (z) can be realized as the impedance function VΘ(z) of a
minimal L-system Θ of the form (13) with the main operator T and its von Neu-
mann’s parameter κ = κ(Q) and the quasi-kernel Aˆ of ReA and its von Neumann’s
parameter U = U(Q). Moreover, if Q is a constant term from integral representa-
tion (44) of V (z), then exactly only one of the following takes place:
(1) κ and U are determined by (45) and (46);
(2) κ and U are determined by (78) and (80);
(3) κ and U are determined by (96) and (98).
The value of a in the above formulas is determined via (28) for the measure µ from
integral representation (23) of VΘ(z).
Proof. The class NQ was introduced in Section 5 as a “perturbed” version of the
class N. As we have shown in Section 5, the class N allows the partition
N = M− ∪M ∪M+,
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where sets on the right do not intersect. Clearly then a similar non-intersecting
partition
(119) NQ = M−Q ∪MQ ∪M+Q,
takes place. Consequently, every function V (z) ∈ NQ falls into exactly one of the
classes M−Q, MQ, or M+Q. Suppose that V (z) ∈ M−Q. Then according to (31)
we have that V (z) ∈ M−1,Qκ0 for some 0 < κ0 < 1 that is found from the integral
representation (44) of V (z) via (28) and (30). Therefore, we can apply Theorem
22 that will confirm case (3) of the current theorem. Cases (1) and (2) are proved
similarly. The partition formula (119) implies that only one case is possible for a
given function V (z) ∈ NQ. 
Theorems 28 and 29 above improve and refine general realization theorems (see
[4]) for the case of one-dimensional input-output space. These results give explicit
formulas for von Neumann’s parameters of the main operator and the quasi-kernel
of the real part of the state-space operator of the realizing L-system.
9. Unimodular transformations
Now let us consider an L-system Θ of the form (13) with a main operator T and
the transfer functionWΘ(z). Let B be a complex number such that |B| = 1. It was
shown in [4, Theorem 8.2.3] that there exists another L-system ΘB of the form (13)
with the same main operator T and such that WΘB (z) = WΘ(z)B. The following
definition was introduced in [11].
Definition 30. L-systems Θ and Θα of the form (13) are called unimodular
transformations of each other for some α ∈ [0, pi) if
(120) WΘα(z) =WΘ(z) · (−e2iα),
where WΘ(z) and WΘα(z) are transfer functions of the corresponding L-systems.
Note that Θ pi
2
= Θ. It is known (see [4, Theorem 8.3.1]) that if Θα is a uni-
modular transformation of Θ and VΘα(z) is its impedance function, then (18) takes
place.
Proposition 31. Let Q 6= 0 and
V1(z) = Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ), V2(z) = −Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ)
be two functions belonging to classes NQ and N−Q, respectively. Then V1(z) and
V2(z) can be realized by two L-systems Θ1 and Θ2 that are unimodular transforma-
tions of each other.
Proof. Theorems 15, 19, and 22 provide us with a way to realize both V1(z) and
V2(z) by model L-systems Θ1 and Θ2 sharing the same state space and symmetric
operator regardless of whether
a =
∫
R
dµ(λ)
1 + λ2
is less, greater, or equal to 1. Moreover, in either case formulas (45), (78), or (96)
describe κ as an even function of Q, i.e., κ(−Q) = κ(Q). Consequently, both L-
systems Θ1 and Θ2 will also share the same main operator. Applying [4, Theorem
44 S. BELYI AND E. TSEKANOVSKI˘I
8.2.1] gives us WΘ1(z) =WΘ2(z) · (−e2iα) for some α ∈ [0, pi) and hence Θ1 and Θ2
are unimodular transformations of each other. 
Theorem 32. Let V (z) and V0(z) belong to the class Mκ0 , (κ0 6= 0) and M,
respectively, and are related by
(121) V (z) =
1− κ0
1 + κ0
V0(z), z ∈ C+.
Then the following statements are true:
(1) V (z) and V0(z) can be realized as the impedance functions of minimal L-
systems Θ and Θ0 of the form (13) with the same symmetric operator A˙;
(2) Θ is not a unimodular transformation of Θ0 for any α ∈ [0, pi);
(3) for every number Q 6= 0 there exist a positive number Q0 such that the
perturbed functions Q+V (z) and Q0+V0(z) can be realized as the impedance
functions of minimal L-systems ΘQ and ΘQ00 so that Θ
Q is a unimodular
transformation of ΘQ00 .
Proof. (1) As we have shown in [9, Section 4], both functions V (z) and V0(z) allow
model realization by minimal L-systems Θ and Θ0 of the form (195) whose con-
structions is described in Appendix B and uses the same model symmetric operator
B˙. Note that under this construction both L-systems Θ and Θ0 obey Hypothesis
3.
(2) Let us assume that Θ is a unimodular transformation of Θ0 for some α ∈
[0, pi). Then, V (z) and V0(z) must be related via (18). In particular,
V (i) =
cosα+ (sinα)V0(i)
sinα− (cosα)V0(i) .
Moreover, V0(z) ∈M and hence V0(i) = i. Plugging this value in the above formula
we obtain that V (i) = i as well. On the other hand, (121) yields then
i = V (i) =
1− κ0
1 + κ0
V0(i) =
1− κ0
1 + κ0
i,
that is only possible if κ0 = 0. Thus we arrive at a contradiction with the fact that
κ0 6= 0.
(3) According to Corollary 27 we know that the functions Q+V (z) andQ0+V0(z)
can be realized by minimal L-systems ΘQ and ΘQ00 sharing the state space and
symmetric operator for any value of Q0. Moreover, the von Neumann parameter
κ1(Q) of the main operator of Θ
Q is determined by (78) while the von Neumann
parameter κ2(Q0) of the main operator of Θ
Q0
0 is given by (45). We are going to
find the value of Q0 so that κ1(Q) = κ2(Q0). We set the value of κ1(Q) in the left
hand side of formula (45) to obtain
(122) κ1(Q) =
Q0√
Q20 + 4
, Q > 0, Q0 > 0.
Solving (122) for Q0 > 0 we get
(123) Q0 =
2κ1(Q)√
1− κ21(Q)
.
This value of Q0 is used in the construction of Θ
Q0
0 and guarantees that κ1(Q) =
κ2(Q0). Consequently, Θ
Q and ΘQ00 are two model L-systems with the same state
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space, symmetric, and main operators. Applying [4, Theorem 8.2.1] yields that ΘQ
is a unimodular transformation of ΘQ00 . 
A similar result takes place for the class M−1κ0 .
Theorem 33. Let V (z) and V0(z) belong to the class M
−1
κ0 , (κ0 6= 0) and M,
respectively, and are related by
(124) V (z) =
1 + κ0
1− κ0 V0(z), z ∈ C+.
Then the following statements are true:
(1) V (z) and V0(z) can be realized as the impedance functions of minimal L-
systems Θ and Θ0 of the form (13) with the same symmetric operator A˙;
(2) Θ0 is not a unimodular transformation of Θ for any α ∈ [0, pi);
(3) for every number Q 6= 0 there exists a positive number Q0 such that the
perturbed functions Q+V (z) and Q0+V0(z) can be realized as the impedance
functions of minimal L-systems ΘQ and ΘQ00 so that Θ
Q is a unimodular
transformation of ΘQ00 .
Proof. The proof structure here completely resembles the one of Theorem 32 except
for the fact that it also relies on the realization theorem for the class M−1κ0 found
in [10, Theorem 5.6]. 
Remark 34. It can be shown that under the conditions of Theorem 33 there are
values of a > 1 from (28) (corresponding to the integral representation (23) of
V (z)) such that there exists a special value of Q > 0. This Q is special in a way
that both perturbed functions Q+V (z) and Q+V0(z) can be realized as the impedance
functions of L-systems ΘQ and ΘQ0 such that Θ
Q is a unimodular transformation of
ΘQ0 . For example, let a = 4. The existence of such a universal value Q is confirmed
by the Intermediate Value Theorem while solving the equation
f(Q) =
a
(
b+
√
b2 + 4Q2
)2
−
(
b− 2Q2 +
√
b2 + 4Q2
)2
− 4Q2a(a− 1)(
b− 2Q2 +
√
b2 + 4Q2
)2
+ a
(
b+
√
b2 + 4Q2
)2
+ 4Q2a(a+ 1)
− Q√
Q2 + 4
= 0,
where a = 4 is related to κ0 = 3/5 via (30) and b is given by (79). In order to
show that f(Q) = 0 has solutions one confirms that f(1) > 0 while f(3) < 0. Thus
there is a value of Q ∈ (1, 3) such that f(Q) = 0. As one can immediately see, the
first term in the difference above gives the value of the von Neumann parameter κ
described by formula (96) and the second term provides the same via formula (45)
for positive Q. The solution of the equation guarantees (see Theorems 15 and 19)
the existence of L-systems ΘQ and ΘQ0 with the same main operator. Consequently,
ΘQ is a unimodular transformation of ΘQ0 . The question whether such a value of
Q exists for all a > 1 remains, however, open.
10. Inverse problems for L-systems
In this section we are going to show how to re-construct a so-called “perturbed”
L-system based on a given one. Suppose we are given an L-system Θ0 whose
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impedance function VΘ0(z) belongs to one of the Donoghue classes M, Mκ0 , or
M
−1
κ0 . Let also Q 6= 0 be any real number. Our goal is to build another L-system
ΘQ based on the elements of the original L-system Θ0 so that its impedance function
VΘQ(z) is such that VΘQ(z) = Q+ VΘ0(z). Our techniques and procedures will be
based on the ones developed in Sections 5 and 6. We begin with the basic Donoghue
class M.
Theorem 35. Let Θ0 be an L-system of the form (13) satisfying the conditions of
Hypothesis 3 and such that its impedance function VΘ0(z) belongs to the class M.
Then for any real number Q 6= 0 there exists another L-system ΘQ with the same
symmetric operator A˙ as in Θ0 and such that
VΘQ(z) = Q+ VΘ0(z).
Moreover, the von Neumann parameter κ = κ(Q) of its main operator TQ is deter-
mined by the formula (45) while the quasi-kernel AˆQ of ReAQ of the L-system ΘQ
is defined by (3) with (46).
Proof. Let g+ and g− be the deficiency vectors of the symmetric operator A˙ of
Θ0. Then according to conditions of Hypothesis 3 we have g+ − g− ∈ Dom(Aˆ0),
where Aˆ0 is the quasi-kernel of ReA0 of the L-system Θ0. We note that since
VΘ0(z) ∈ M, then the von Neumann parameter κ0 of the main operator T0 equals
zero, i.e., κ0 = 0 (see [9]).
Consider a function V (z) = Q+VΘ0(z) for some non-zero real number Q. If one
applies transformation (47) to V (z) he would get
Vα(z) =
cosα+ (sinα)V (z)
sinα− (cosα)V (z) =
cosα+ (sinα)(Q + V0(z))
sinα− (cosα)(Q + V0(z)) .
As we did in the proof of Theorem 15, we show that VΘα(i) = Qα + iaα, where
Qα and µα are the elements of integral representation (23) of the function Vα(z)
and aα =
∫
R
dµα(λ)
1+λ2 . We have also shown in the proof of Theorem 15 that the
function Vα(z) above would belong to the class Mκ, where κ is determined from
Q via (45), if the value of the angle α is determined by (54) for Q < 0 and by
(56) for Q > 0. Using the procedure described in Appendix A we can construct an
L-system Θα obeying the conditions of Hypothesis 3 and such that VΘα(z) = Vα(z).
This construction is unique and relies on the fixed choice of the deficiency vectors
g+ and g− of the symmetric operator A˙ of Θ0 and the value of κ given by (45).
In order to obtain the desired L-system ΘQ we follow the approach of the proof of
Theorem 15 and modify the construction of Θα so that it will include the value of
U given by (46) instead of U = 1 (see Appendix A). Then, as it was shown in the
proof of Theorem 15, we have an L-system ΘQ such that VΘQ(z) = Q+VΘ0(z). 
A similar to Theorem 35 result takes place for the class Mκ0 .
Theorem 36. Let Θκ0 be an L-system of the form (13) such that its impedance
function VΘ0(z) belongs to the class Mκ0 . Then for any real number Q 6= 0 there
exists another L-system ΘQκ with the same symmetric operator A˙ as in Θκ0 and
such that
VΘQκ (z) = Q+ VΘκ0 (z).
Moreover, the von Neumann parameter κ = κ(Q) of its main operator TQ is deter-
mined by the formula (78) while the quasi-kernel AˆQ of ReAQ of the L-system ΘQκ
is defined by (3) with (80).
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Proof. The idea of the proof resembles the one of Theorem 35. We start with a
fixed pair of deficiency vectors g+ and g− of the symmetric operator A˙ of Θκ0 and
then work our way down following the steps above to construct an L-system ΘQκ .
Again we use the construction procedure described in Appendix A with g+ and g−
and values of κ and U defined by (78) and (80), respectively. As a result we obtain
an L-system ΘQκ such that VΘQκ (z) = Q + VΘκ0 (z) as it was explained in Theorem
26 and Corollary 27. 
We state an analogues result for the class M−1κ0 . Its proof is done with exactly
same method as the one in Theorems 35 and 36.
Theorem 37. Let Θκ0 be an L-system of the form (13) such that its impedance
function VΘ0(z) belongs to the class M
−1
κ0 . Then for any real number Q 6= 0 there
exists another L-system ΘQκ with the same symmetric operator A˙ as in Θκ0 and
such that
VΘQκ (z) = Q+ VΘκ0 (z).
Moreover, the von Neumann parameter κ = κ(Q) of its main operator TQ is deter-
mined by the formula (96) while the quasi-kernel AˆQ of ReAQ of the L-system ΘQ
is defined by (3) with (98).
The “perturbed” L-system ΘQ whose construction is based on a given L-system
Θ (subject to either of Hypotheses 3 or 4) and described in details in the proofs
of Theorems 35–37 above will be called the perturbation of an L-system Θ. As
we mentioned above the construction of the perturbation of a given L-system relies
on the fixed choice of the deficiency vectors of the symmetric operator of Θ and a
Q-dependent pair of von Neumann’s parameters κ and U . Finally, the impedance
functions of the perturbed and original L-systems are related by VΘQ(z) = Q +
VΘ(z).
We continue with this section studying unimodular transformations of perturbed
L-systems.
Theorem 38. Let Θκ0 and Θ be L-systems of the form (13) with the same sym-
metric operator A˙, satisfying the conditions of Hypothesis 3, and such that their
impedance function VΘκ0 (z) and VΘ(z) belong to the class Mκ0 and M, respectively.
Then for any perturbation ΘQκ0 , (Q > 0) of Θκ0 there exists a perturbation Θ
Q0 ,
(Q0 > 0) of Θ such that Θ
Q
κ0 is a unimodular transformation of Θ
Q0 .
Proof. First we note that under the condition of the theorem formula (14) takes
place, that is VΘκ0 (z) and VΘ(z) satisfy
(125) VΘκ0 (z) =
1− κ0
1 + κ0
VΘ(z), z ∈ C+.
Then (as it was explained in the proof of Theorem 32) Θκ0 can not be a unimodular
transformation of Θ while (125) takes place. Starting with L-system Θκ0 and an
arbitrary Q > 0, we use Appendix A together with Theorem 19 that provide us
with a construction of a perturbed L-system ΘQκ0 (with the the same symmetric
operator A˙) whose impedance function is VΘQκ0
(z) = Q + VΘκ0 (z). Moreover, the
von Neumann parameter κ = κ(Q) of the main operator of ΘQ is determined by
(78). Following the logic of step (3) of the proof of Theorem 32 we calculate another
48 S. BELYI AND E. TSEKANOVSKI˘I
number Q0 > 0 using formula (123). We use this number Q0 to perturb the L-
system Θ to obtain ΘQ0 so that VΘQ0 (z) = Q0 + VΘ(z). By construction both
L-systems ΘQκ0 and Θ
Q0 share the same von Neumann’s parameters of their main
operators and hence ΘQ0 is a unimodular transformation of ΘQκ0 . 
A similar result with a similar proof is stated for the class M−1κ0 .
Theorem 39. Let Θκ0 and Θ be L-systems of the form (13) with the same sym-
metric operator A˙, satisfying the conditions of Hypothesis 4, and such that their
impedance function VΘκ0 (z) and VΘ(z) belong to the class M
−1
κ0 and M, respectively.
Then for any perturbation ΘQκ0 , (Q > 0) of Θκ0 there exists a perturbation Θ
Q0 ,
(Q0 > 0) of Θ such that Θ
Q
κ0 is a unimodular transformation of Θ
Q0 .
In the next theorem we are going to look into a unimodular transformation
that changes a given L-system to the one with the impedance function having the
opposite constant term.
Theorem 40. Let Θ be an L-system of the form (13) with the main operator T
parameterized by von Neumann’s parameter κ and the quasi-kernel Aˆ of the real part
of the state-space operator A parameterized by U . Let also the impedance function
of Θ be
VΘ(z) = Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ) with
∫
R
dµ(λ)
1 + λ2
= a and Q 6= 0.
Then there exists a unimodular transformation Θα of Θ having the same state space,
symmetric and main operators, and such that
(126) VΘα(z) = −Q+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ).
Moreover, the value of the unimodular factor is
(127) − e2iα = 1− a
2 −Q2 − 2Qi
1− a2 −Q2 + 2Qi.
Proof. We rely on the proof of Theorem 35 and ideas of Proposition 31. Clearly,
VΘ(z) ∈ NQ. We start with a fixed pair of deficiency vectors g+ and g− of the
symmetric operator A˙ of Θ and then work our way down following the steps of
the proof of Theorem 35 to construct an L-system Θα. We apply the construction
procedure described in Appendix A with g+ and g−. While doing so we use the
values of κ that parameterizes T in Θ and U¯ as it was mentioned in Theorems 15,
19, and 22 that changing Q to −Q results in changing U to U¯ in formulas (46),
(80), and (98). As a result we obtain an L-system Θα such that VΘα(z) is given by
(126). Since both L-systems share the state space, symmetric and main operators,
we can apply [4, Theorem 8.2.1] that gives us WΘ(z) =WΘα(z) · (−e2iα) for some
α ∈ [0, pi) and hence Θ is a unimodular transformation of Θα.
In order to find the value of (−e2iα) we observe that for V (−i) = Q − ai and
VΘα(−i) = −Q− ai. Then using (7) we get
WΘ(−i) = 1− a− iQ
1 + a+ iQ
and WΘα(−i) =
1− a+ iQ
1 + a− iQ.
Consequently,
−e2iα = WΘ(−i)
WΘα(−i)
=
1− a− iQ
1 + a+ iQ
· 1 + a− iQ
1− a+ iQ =
1− a2 −Q2 − 2Qi
1− a2 −Q2 + 2Qi,
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that confirms (127). 
Now, suppose Θ is a fixed L-system of the form (13) such that VΘ(z) belongs to
the class M. Assume in addition that Θ satisfies the conditions of Hypothesis 3.
Consider an L-system valued function F (Q) that takes a real non-zero value of Q
and maps it into a perturbed L-system ΘQ constructed as explained above. That
is,
(128) F : Q 7→ ΘQ.
Clearly, the impedance function of F (Q) is VF (Q)(z) = VΘQ(z) = Q + VΘ(z) and
F (0) = Θ. It follows from the construction of the perturbed L-system that all F (Q)
share the same symmetric operator A˙ as the original L-system Θ. The rest of the
components of L-systems F (Q) are explained by Theorem 35. Let us introduce a
unimodular transformation Fα(Q) of F (Q), where α = α(Q) is defined by (50), i.e.
tan 2α = −2/Q. It follows from Definition 30 of the unimodular transformation
and (18) that
(129) VFα(Q)(z) =
cosα+ (sinα)VF (Q)(z)
sinα− (cosα)VF (Q)(z)
=
cosα+ (sinα)(Q + VΘ(z))
sinα− (cosα)(Q + VΘ(z) .
We will be particularly interested in L-systems that represent the one-sided limits
of Fα(Q) as Q→ 0. Let
(130) Θ− = lim
Q→0−
Fα(Q) and Θ+ = lim
Q→0+
Fα(Q).
For every Q 6= 0 the von Neumann parameters κ = κ(Q) and U = U(Q) of the
perturbed L-system F (Q) = ΘQ are described by the formulas (45) and (46),
respectively. Consequently, the limit values are
(131) κ+ = κ− = lim
Q→0
κ(Q) = 0, U− = lim
Q→0−
U(Q) = −i, U+ = lim
Q→0+
U(Q) = i.
We are going to use these values to provide a constructive description of L-systems
Θ− and Θ+ with the help of Appendix A. In order to describe Θ−, we use formula
(187) with values κ = 0 and U = U− = −i to get H = H− = −1. Then (186) yields
SA− =
(
0 −1
0 i
)
, SA∗
−
=
( −i 0
−1 0
)
.
Furthermore, according to (188) and (189) we have that
(132) A− = A˙∗ − (·, ψ)[ϕ − iψ], A∗− = A˙∗ − i(·, ϕ)[ϕ− iψ],
are the state space operator of the L-system Θ− and its adjoint. Here ϕ = R−1(g+)
and ψ = R−1(g−) as laid out by Appendix A. Consequently,
(133) ImA− =
(
1
2
)
(·, ϕ− iψ)(ϕ− iψ) = (·, χ−)χ−, χ− = 1√
2
(ϕ− iψ).
Setting K−c = c · χ−, (c ∈ C), we obtain
(134) Θ− =
(
A− K− 1
H+ ⊂ H ⊂ H− C
)
.
Similarly one derives Θ+. Using formula (187) with values κ = 0 and U = U+ = i
we get H = H+ = 1. Then (186) yields
SA+ =
(
0 1
0 i
)
, SA∗
+
=
( −i 0
1 0
)
.
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Applying (188) and (189) again gives
(135) A+ = A˙
∗ + (·, ψ)[ϕ + iψ], A∗+ = A˙∗ − i(·, ϕ)[ϕ+ iψ],
and
ImA+ =
(
1
2
)
(·, ϕ+ iψ)(ϕ+ iψ) = (·, χ+)χ+, χ+ = 1√
2
(ϕ+ iψ).
Setting K+c = c · χ+, (c ∈ C), we obtain
(136) Θ+ =
(
A+ K+ 1
H+ ⊂ H ⊂ H− C
)
.
Let us see that the L-systems Θ− and Θ+ given by (134) and (136) are the “limit”
L-systems we are looking for. In order to build the connection between VΘ−(z) and
VΘ(z) we let Q→ 0− in (50). This yields the value
α− = lim
Q→0−
α(Q) = pi/4
and hence (129) gives for z ∈ C+
(137) VΘ−(z) =
cosα− + (sinα−)VΘ(z)
sinα− − (cosα−)VΘ(z) =
1√
2
+ 1√
2
VΘ(z)
1√
2
− 1√
2
VΘ(z)
=
1 + VΘ(z)
1− VΘ(z) .
Similarly, when we let Q→ 0+ in (50), we have
α+ = lim
Q→0+
α(Q) = 3pi/4,
and thus for z ∈ C+
(138) VΘ+(z) =
cosα+ + (sinα+)VΘ(z)
sinα+ − (cosα+)VΘ(z) =
− 1√
2
+ 1√
2
VΘ(z)
1√
2
+ 1√
2
VΘ(z)
= −1− VΘ(z)
1 + VΘ(z)
.
Functions VΘ−(z) and VΘ+(z) in (137) and (138) are indeed the impedance functions
of L-systems Θ− and Θ+ given by (134) and (136), respectively. This follows from
the fact that Θ− and Θ+ are unimodular transformations of the original L-system
Θ corresponding to the values of α− = pi/4 and α+ = 3pi/4 since the transfer
functions WΘ−(z) and WΘ+(z) are related to WΘ(z) as
WΘ−(z) =WΘ(z) · (−e2iα−) =WΘ(z) · (−e2i·
pi
4 ) = −iWΘ(z),
WΘ+(z) =WΘ(z) · (−e2iα+) =WΘ(z) · (−e2i·
3pi
4 ) = iWΘ(z).
The above relations can be obtained from (131) and [9, Theorem 7].
Considering the relations (137) and (138) we conclude that the only situation
when VΘ(z) = VΘ+(z) = VΘ−(z) in C+ occurs when VΘ(z) ≡ i.
11. Realization Guide and Uniqueness
In this section we are going to summarize our realization results for different
classes of NQ, Q 6= 0. Table 1 schematically describes realization structure for each
subclass of NQ. We note that the construction of a realizing L-system can be made
in a way that the state-space is H+ ⊂ L2(R; dµ) ⊂ H−, where µ is a Borel measure
from the integral representation of the function V0(z) ∈M that is
V0(z) =
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ) with
∫
R
dµ(λ)
1 + λ2
= 1, z ∈ C+.
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Class Function L-system
V (z) = Q+ V0(z), κ =
|Q|√
Q2+4
M
Q V0(z) ∈M
U = Q|Q| · −Q+2i√Q2+4
V (z) = Q+ aV0(z), κ =
(
b−2Q2−
√
b2+4Q2
)
2−a
(
b−
√
b2+4Q2
)
2
+4Q2a(a−1)
(
b−2Q2−
√
b2+4Q2
)
2
+a
(
b−
√
b2+4Q2
)
2
+4Q2a(a+1)
M
Q
κ0 V0(z) ∈M b = Q2 + a2 − 1
a = 1−κ01+κ0 U =
(a+Qi)(1−κ2)−1−κ2
2κ
V (z) = Q+ aV0(z), κ =
a
(
b+
√
b2+4Q2
)2−
(
b−2Q2+
√
b2+4Q2
)2−4Q2a(a−1)
(
b−2Q2+
√
b2+4Q2
)
2
+a
(
b+
√
b2+4Q2
)
2
+4Q2a(a+1)
M
−1,Q
κ0 V0(z) ∈M b = Q2 + a2 − 1
a = 1+κ01−κ0 U =
(a+Qi)(1−κ2)−1−κ2
2κ
Table 1. Realization Guide
The realizing (Q-dependent) L-system takes the form
(139) Θ =
(
B K 1
H+ ⊂ L2(R; dµ) ⊂ H− C
)
,
where all the operators are constructed according to the procedure described in
Appendix B with moduli of von Neumann’s parameters κ = κ(Q) and corresponding
U = U(Q) given by Table 1 for each specific class under consideration. We note
that the value of the von Neumann parameter κ is such that 0 < κ < 1. Moreover,
Theorem 26 and Corollary 27 yield that the deficiency vectors of the symmetric
operator of Θ can be chosen of the form (218) in L2(R; dµ). Also, it follows from [4,
Section 6.3], [9] that the transfer functionWΘ(z) of Θ in (139) has the normalization
condition
|WΘ(i)| = 1
κ(Q)
, |WΘ(−i)| = κ(Q), Q 6= 0,
where κ = κ(Q) is given in Table 1 for each specific class. Alternatively, a realizing
L-system can be constructed with a universal model method described in Section
7. In this case the values of the von Neumann parameters κ and U are (generally
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speaking) complex and given by
κ =
(a− 1−Qi)
√
Q2 + 4a2
(a− 1)Q− (Q2 + 2a2 + 2a)i and U =
Q
|Q| ·
−Q+ 2ai√
Q2 + 4a2
regardless of the value of a. A model realizing L-system Θ in this case still has a form
(139) but its operators are constructed differently using the procedure presented in
Section 7.
We also emphasize that both parameters κ and U (in either form in Table 1)
do not depend on a particular realization of an unperturbed function aV0(z) but
only on perturbing parameter Q and normalization a of the representing measure.
Consequently, an L-system realizing the perturbed function can be constructed
based on some realization of aV0(z) with the help of parameters κ and U .
The following theorem gives certain uniqueness condition for the realization of
a function of the class NQ.
Theorem 41. Suppose V (z) = Q + aV0(z), V0(z) ∈ M is a function of the class
N
Q, (Q 6= 0). Let also Θ0 be a minimal L-system of the form (13) that realizes
V0(z) and contains a symmetric operator A˙ with deficiency vectors gz and fixed
normalized deficiency vectors g± = g±i. Then the perturbed function V (z) admits
a unique realization by L-system Θ with the same symmetric operator A˙ in the
corresponding state space if the Livs˘ic function
s(z) =
z − i
z + i
· (gz, g−)
(gz , g+)
,
of A˙ is not identical zero in the upper half-plane.
Proof. Assume the contrary, that is there are two different L-systems Θ1 and Θ2
of the form (13) that realize V (z) and share the state-space and symmetric oper-
ator A˙ with Θ0. Then Θ1 and Θ2 contain two different main operators T1 and
T2, (T1 6= T2) that are both dissipative quasi-selfadjoint extensions of the same
symmetric operator A˙. At the same time since both Θ1 and Θ2 have the same
impedance function V (z), they are bi-unitarily equivalent to each other (see [4,
Theorem 6.6.10]). This implies that the operators T1 and T2 are unitarily equiv-
alent. As it was shown in [6] in this case s(z) ≡ 0 in the upper half-plane which
contradicts the condition of the theorem. 
Remark 42. Let the conditions of Theorem 41 be satisfied. Then in the case when
s(z) ≡ 0 it is possible to construct two different realizing L-systems sharing the
same state-space and symmetric operator as it will be shown in Example 2 in the
next section. We note that all different realizations of V (z) by minimal L-systems
sharing the same state-space and symmetric operator will be bi-unitarily equivalent
to each other (see [4, Theorem 6.6.10]).
12. Examples
Example 1. This example is designed to illustrate the construction of a perturbed
L-system starting with an L-system whose impedance function belongs to the class
M using the method developed in the proof of Theorem 15.
In the space H = L2
R
= L2(−∞,0]⊕L2[0,∞) we consider a prime symmetric operator
(140) A˙x = i
dx
dt
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on
Dom(A˙) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣ x(t)− abs. cont.,
x′(t) ∈ L2
R
, x1(0−) = x2(0+) = 0
}
.
This operator A˙ is a model operator (according to the Livs˘ic Theorem [1], [18]) for
any prime symmetric operator with deficiency indices (1, 1) that admits dissipative
extension with the spectrum filling the entire open upper half-plane. At the same
time this operator is a model for any prime symmetric operator that admits different
dissipative unitarily equivalent extensions [6]. Its deficiency vectors are easy to find
(141) gz =
(
e−izt
0
)
, Im z > 0, gz =
(
0
e−izt
)
, Im z < 0.
In particular, for z = ±i the (normalized in (+)-norm) deficiency vectors are
(142) g+ =
(
et
0
)
∈ Ni, (t < 0), g− =
(
0
e−t
)
∈ N−i, (t > 0).
Consider also,
(143)
Ax = i
dx
dt
,
Dom(A) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), x1(0−) = −x2(0+)
}
.
Clearly, g+ − g− ∈ Dom(A) and hence A is a self-adjoint extension of A˙ satisfying
the conditions of Hypothesis 3. Furthermore,
(144)
Tx = i
dx
dt
,
Dom(T ) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), x2(0+) = 0
}
is a quasi-self-adjoint extension of A˙ parameterized by a von Neumann parameter
κ = 0 that satisfies the conditions of Hypothesis 3. Using direct check we obtain
(145)
T ∗x = i
dx
dt
,
Dom(T ∗) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), x1(0−) = 0
}
.
Similarly one finds
(146)
A˙∗x = i
dx
dt
,
Dom(A˙∗) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞)
}
.
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Then H+ = Dom(A˙∗) = W 12 (−∞, 0] ⊕W 12 [0,∞), where W 12 is a Sobolev space.
Construct a rigged Hilbert space
(147)
H+ ⊂ H ⊂ H−
=W 12 (−∞, 0]⊕W 12 [0,∞) ⊂ L2(−∞,0] ⊕ L2[0,∞) ⊂ (W 12 (−∞, 0]⊕W 12 [0,∞))−
and consider operators
(148)
Ax = i
dx
dt
+ ix(0+) [δ(t+)− δ(t−)] ,
A
∗x = i
dx
dt
+ ix(0−) [δ(t+)− δ(t−)] ,
where x(t) ∈W 12 (−∞, 0]⊕W 12 [0,∞), δ(t+), δ(t−) are delta-functions and elements
of (W 12 (−∞, 0]⊕W 12 [0,∞))− = (W 12 (−∞, 0])− ⊕ (W 12 [0,∞))− such that
δ(t+) =
(
0
δ2(t+)
)
, δ(t−) =
(
δ1(t−)
0
)
,
and generate functionals by the formulas
x(0+) = (x, δ(t+)) = (x1, 0) + (x2, δ2(t+)) = x2(0+),
and
x(0−) = (x, δ(t−)) = (x1, δ1(t−)) + (x2, 0) = x1(0−).
It is easy to see that A ⊃ T ⊃ A˙, A∗ ⊃ T ∗ ⊃ A˙, and
(149) ReAx = i
dx
dt
+
i
2
(x(0+) + x(0−)) [δ(t+)− δ(t−)] .
Clearly, ReA has its quasi-kernel equal to A in (143). Moreover,
ImA =
(
·, 1√
2
[δ(t+)− δ(t−)]
)
1√
2
[δ(t+)− δ(t−)] = (·, χ)χ,
where χ = 1√
2
[δ(t+)− δ(t−)]. Now we can build
(150) Θ0 =

 A K 1
H+ ⊂ H ⊂ H− C

 ,
that is an L-system with H+ ⊂ H ⊂ H− of the form (147),
(151)
Kc = c · χ = c · 1√
2
[δ(t+)− δ(t−)], (c ∈ C),
K∗x = (x, χ) =
(
x,
1√
2
[δ(t+)− δ(t−)]
)
=
1√
2
[x(0+)− x(0−)],
and x(t) ∈ H+ =W 12 (−∞, 0]⊕W 12 [0,∞). It was shown in [10] that s(A˙, A)(z) ≡ 0
for all z in C+ and VΘ0(z) = i for all z ∈ C+. Thus VΘ0(z) is a constant function
of the class M.
Now let us consider
(152) V (z) = 1 + VΘ0(z) = 1 + i, z ∈ C+.
Clearly, by construction V (z) ∈M1. In order to construct a perturbed L-system Θ
that realizes V (z) we will rely on the method described in the proof of Theorem 15
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in order to preserve the same symmetric operator A˙ and state-space as in L-system
Θ0. Taking Q = 1 in (45) we obtain
(153) κ =
1√
5
.
Then applying (46) yields
(154) U =
−1 + 2i√
5
.
We are going to construct an L-system Θ out of the L-system Θ0 such that VΘ(z) =
V (z) ≡ 1 + i, (z ∈ C+). Our construction is going to be based on the elements
of the unperturbed L-system Θ0 in (150) with the values of κ and U given by
(153) and (154). In order to utilize this construction we use formulas (210) and
(211) of Appendix A. To apply these formulas, first we must find ϕ = R−1(g+)
and ψ = R−1(g−), where R is a Riesz-Berezansky operator where g+ and g− are
defined by (142). Observe that by the properties of rigged Hilbert triplets we have
(g+, ϕ) = (g+,R−1(g+)) = (g+, g+)+ = 1,
where (·, ·)+ is the inner product in H+ = W 12 (−∞, 0] ⊕W 12 [0,∞). On the other
hand, it follows from the definition of δ(t+) and δ(t−) that
(155) (g+, δ(t+)) = 0, (g+, δ(t−)) = 1, (g−, δ(t+)) = 1, (g−, δ(t−)) = 0.
Since ϕ, ψ and δ(t−), δ(t+) are elements of the same two-dimensional subspace of
(W 12 (−∞, 0])− ⊕ (W 12 [0,∞))− that is (·)-orthogonal to Dom(A˙), we get
ϕ = c11δ(t−) + c12δ(t+), ψ = c21δ(t−) + c22δ(t+).
In order to find the constants cij , (i, j = 1, 2) above we use the above derivations
and write the linear system{
(g+, ϕ) = 1
(g+, ψ) = 0
or
{
(g+, c11δ(t−) + c12δ(t+)) = 1
(g+, c21δ(t−) + c22δ(t+)) = 0.
Expanding the left sides of both equations and taking into account (155) we obtain
c11 = 1 and c21 = 0. Then{
(g−, ϕ) = 0
(g−, ψ) = 1
or
{
(g+, δ(t−) + c12δ(t+)) = 0
(g+, c22δ(t+)) = 1,
yields c12 = 0 and c21 = 1. Therefore, we can conclude that
(156) ϕ = R−1(g+) = δ(t−) and ψ = R−1(g−) = δ(t+).
To continue with construction of the perturbed L-system we are moving to the
modified deficiency pair gα± of the form (41). The unimodular constant responsible
for changing the deficiency vectors of the form (68) is the following
(157) − e2iα = 1− 2i√
5
.
We have
(158) gα+ = g+ =
(
et
0
)
, (t < 0), gα− = (−e2iα)g− =
1− 2i√
5
(
0
e−t
)
, (t > 0).
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Introduce a new operator T1 as follows
(159)
T1x = i
dx
dt
,
Dom(T1) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣ x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), 5x2(0+) = (−1 + 2i)x1(0−)
}
.
Now κ = 1√
5
is the von Neumann parameter of T1 corresponding to the deficiency
vectors gα+ and g
α
−. Using the direct check we obtain
(160)
T ∗1 x = i
dx
dt
,
Dom(T ∗1 ) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣ x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), (1 + 2i)x2(0+) = −5x1(0−)
}
.
Consider also,
(161)
A1x = i
dx
dt
,
Dom(A1) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣ x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), 5x2(0+) = (3 + 4i)x1(0−)
}
.
It is easy to check that gα+ + Ug
α
− ∈ Dom(A1), where U is given by (154). Op-
erator A1 is a self-adjoint extension of A˙. Taking into account (156) and making
adjustments for the new deficiency vectors (158) we have
ϕα = ϕ = δ(t−) and ψα = (−e2iα)ψ = 1− 2i√
5
δ(t+).
Then we construct operator A according to the formulas (210)–(212) as described
in the Appendix A. We have
(162) χ1 =
1 + i√
2
δ(t−) + 7 + i
5
√
2
δ(t+),
ReA1x = i
dx
dt
− i√
2
(
5x(0+)− (3 + 4i)x(0−)
)
χ1,
and
A1x = i
dx
dt
+
√
2i(κ+ U¯)
|1 + κU |√1− κ2
(
x, κϕα + ψα
)
χ1
= i
dx
dt
− i
2
√
5
(
5x(0+) + (1− 2i)x(0−)
)(
(5 + 5i)δ(t−) + (7 + i)δ(t+)),
where all other components are described above. Now we can compose an L-system
Θ =

 A1 K1 1
H+ ⊂ H ⊂ H− C

 ,
where H+ ⊂ H ⊂ H− is of the form (147), K1c = c · χ1, (c ∈ C), K∗1x = (x, χ1),
and x(t) ∈ H+. In order to confirm that the L-system Θ above realizes our function
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V (z) = 1 + i, (z ∈ C+) we will find the impedance function VΘ(z). To do that we
compute the resolvent of A1 first. Consider
(A1 − zI)x(t) = g(t), x(t) =
[
x1(t)
x2(t)
]
∈ Dom(A1),
and solve linear differential equation to obtain
(163) (A1 − zI)−1
[
g1(t)
g2(t)
]
= e−izt

 x1(0−) + i
∫ 0
x
g1(v)e
izvdv
x2(0+)− i
∫ x
0 g2(v)e
izvdv

 ,
where (see (161)) 5x2(0+) = (3 + 4i)x1(0−). Then we extend the resolvent (163)
to H− by (−, ·)-continuity as explained in [4, Section 4.5] to obtain the extended
resolvent (A1 − zI)−1. Furthermore, (see [4])
(164)
VΘ(z) =
(
(ReA1 − zI)−1χ1, χ1
)
=
(
(A1 − zI)−1χ1, χ1
)
=

e−izt

 x1(0−) + id
x2(0+)− ic

 ,

 dδ(t−)
cδ(t+)



 ,
where c = 7+i
5
√
2
and d = 1+i√
2
are the coefficients of the vector χ1 in (162). It is
also known (see [4]) that if Im z > 0, then (A1 − zI)−1χ1 ∈ Nz and hence (164)
implies that x2(0+) − ic = 0. Using this together with the fact that 5x2(0+) =
(3 + 4i)x1(0−) (see (161)), we perform necessary calculations in (164) to obtain
VΘ(z) = iU¯cd¯+ idd¯ = 1 + i ≡ V (z), z ∈ C+.
Thus, our L-system Θ realizes function V (z).
Example 2. In this Example we are going to illustrate the method of construction
described in Section 7 where the universal model was developed. We will also
show how to construct a “perturbed” L-system based on a given one. We will rely
on some objects presented in Example 1 but with certain changes. Consider an
L-system
(165) Ξ =

 A0 K0 1
H+ ⊂ H ⊂ H− C

 .
The state space of Ξ is H+ ⊂ H ⊂ H− of the form (147) and its symmetric operator
A˙ is given by (140) as in Example 1. The main operator T0 of Ξ is defined as follows
(166)
T0x = i
dx
dt
,
Dom(T0) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), 3x2(0+) = −x1(0−)
}
.
It follows from (142) that g+ − 13g− ∈ Dom(T0) and hence κ0 = 13 is the von
Neumann parameter of T0 corresponding to the deficiency vectors (142). Its adjoint
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operator T ∗0 is given by
(167)
T ∗0 x = i
dx
dt
,
Dom(T ∗0 ) =
{
x(t) =
(
x1(t)
x2(t)
) ∣∣∣ x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), x2(0+) = −3x1(0−)
}
.
The state-space operator of Ξ in the rigged Hilbert space (147) is
(168)
A0x = i
dx
dt
+
i
2
(3x(0+) + x(0−)) [δ(t+)− δ(t−)] ,
A
∗
0x = i
dx
dt
+
i
2
(x(0+) + 3x(0−)) [δ(t+)− δ(t−)] ,
where all the components are defined in Example 1. Direct check (see also (194))
reveals that
ReA0x = i
dx
dt
+ i(x(0+) + x(0−)) [δ(t+)− δ(t−)] ,
and
ImA0x =
1
2
(·, [δ(t+)− δ(t−)]) [δ(t+)− δ(t−)] = (·, χ0)χ0,
where χ0 =
1√
2
(
δ(t+)− δ(t−)). Finally, the channel operator of L-system Ξ is
K0c = c · χ0 = c · 1√
2
[δ(t+)− δ(t−)], (c ∈ C),
K∗0x = (x, χ0) =
1√
2
(x(0+)− x(0−)),
and x(t) ∈ H+ = W 12 (−∞, 0] ⊕W 12 [0,∞). As we have mentioned in Example 1,
s(A˙, A)(z) ≡ 0 for all z in C+, where A is the quasi-kernel of ReA0 defined by
(143). Consequently, (see [21], [9]) the characteristic function S(A˙, T0, A)(z) of the
form (42) is
S(A˙, T0, A)(z) ≡ κ0 = 1/3
for all z ∈ C+. Furthermore, applying [9, Theorem 7], we have that
WΞ(z) = 1/S(A˙, T0, A)(z) ≡ 3, z ∈ C+.
Applying (7) we get
VΞ(z) ≡ 3− 1
3 + 1
i =
1
2
i, z ∈ C+.
Observe that VΞ belongs to the class Mκ0 , where κ0 =
1
3 and a given by (28) is
a =
1− κ0
1 + κ0
=
1
2
.
Now we are going to construct a perturbed L-system Θ out of the elements of
L-system Ξ such that
VΘ(z) = V (z) ≡ 1 + 1
2
i, z ∈ C+.
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Clearly, by construction V (z) ∈M11/3. We rely on the method described in Section
7 in order to preserve the same symmetric operator A˙ and state-space as in L-system
Ξ. Using the values Q = 1 and a = 1/2 in (101) we find
(169) κ˜ =
1√
2
and U˜ =
−1 + i√
2
.
Substituting the above values in (109) we obtain
(170) κ =
−2− 4i
−√2 + 5√2i =
√
2
26
(11− 3i).
To continue with construction of the perturbed L-system we are moving to the
modified deficiency pair gα± of the form (41). The unimodular constant responsible
for changing the deficiency vectors of the form (103) is the following
(171) − e2iα = 1− i√
2
.
We have
(172) gα+ = g+ =
(
et
0
)
, (t < 0), gα− = (−e2iα)g− =
1− i√
2
(
0
e−t
)
, (t > 0).
Also, κ(−e2iα) = 4−7i13 . Introduce an operator T1 as follows
(173)
T1x = i
dx
dt
,
Dom(T1) =
{
x(t) =
[
x1(t)
x2(t)
] ∣∣∣x1(t), x2(t)− abs. cont., x′1(t) ∈ L2(−∞,0],
x′2(t) ∈ L2[0,∞), 13x2(0+) = (−4 + 7i)x1(0−)
}
.
Also,
(174)
T ∗1 x = i
dx
dt
,
Dom(T ∗1 ) =
{
x(t) =
[
x1(t)
x2(t)
] ∣∣∣ x1(t), x2(t)− abs. cont., x′1(t) ∈ L2(−∞,0],
x′2(t) ∈ L2[0,∞), (4 + 7i)x2(0+) = −13x1(0−)
}
.
Consider also,
(175)
A1x = i
dx
dt
,
Dom(A1) =
{
x(t) =
[
x1(t)
x2(t)
] ∣∣∣ x1(t), x2(t)− abs. cont.,
x′1(t) ∈ L2(−∞,0], x′2(t) ∈ L2[0,∞), x2(0+) = x1(0−)
}
.
It is easy to check that gα+ + U˜g
α
− ∈ Dom(A1), where U˜ is given by (169). Op-
erator A1 is a self-adjoint extension of A˙. Taking into account (156) and making
adjustments for the new deficiency vectors (172) we have
ϕα = ϕ = δ(t−) and ψα = (−e2iα)ψ = 1− i√
2
δ(t+).
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Then we construct the operator A according to the formulas (107) and (108) and
the method described in the Section 7. We have
(176) χ1 =
1
2
(
(2 + i)δ(t−) + (1 + i)δ(t+)
)
,
ReA1x = i
dx
dt
− i√
2
(
x(0)− x(0+)
)
χ1,
and
A1x = ReA1x+ i(x, χ1)χ1
= i
dx
dt
− i√
2
(
13x(0+) + (4 − 7i)x(0−)
)(
(2 + i)δ(t−) + (1 + i)δ(t+)
)
,
where all the components are described above. Now we can compose an L-system
Θ1 =

 A1 K1 1
H+ ⊂ H ⊂ H− C

 ,
where H+ ⊂ H ⊂ H− is of the form (147), K1c = c ·χ1, (c ∈ C), K∗1x = (x, χ1) and
x(t) ∈ H+. According to Section 7 this L-system Θ1 realizes our function V (z),
that is
VΘ(z) = V (z) ≡ 1 + 1
2
i, z ∈ C+.
Alternatively, we can construct a realization of V (z) = 1 + 12 i, (z ∈ C+) based
on the result of Corollary 27. We are going to use the techniques of Theorem 19
and the original set of deficiency vectors (142). This will require a positive value of
κ of the form (78) and U of the form (80) to yield
(177) κ =
√
65
13
and U =
−7 + 4i√
65
.
Note that κ in (177) equals (see (116)) the absolute value of the complex κ from
(170). Then
(178)
T11x = i
dx
dt
,
Dom(T11) =
{
x(t) =
[
x1(t)
x2(t)
] ∣∣∣x1(t), x2(t)− abs. cont., x′1(t) ∈ L2(−∞,0],
x′2(t) ∈ L2[0,∞),
√
65x2(0+) = −13 x1(0−)
}
,
and
(179)
T ∗11x = i
dx
dt
,
Dom(T ∗11) =
{
x(t) =
[
x1(t)
x2(t)
] ∣∣∣x1(t), x2(t)− abs. cont., x′1(t) ∈ L2(−∞,0],
x′2(t) ∈ L2[0,∞), 13 x2(0+) = −
√
65x1(0−)
}
.
Following formulas (210), (211), and (212) of Appendix A we construct
(180) χ11 =
1
2
√
65
(√
65(1 + 2i)δ(t−) + (1 + 18i)δ(t+)
)
,
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ReA11x = i
dx
dt
− i√
65
(√
65x(0−) + (7 − 4i)x(0+)
)
χ1,
and
A11x = i
dx
dt
− i
20
(√
65x(0+) + 13x(0−)
)(√
65(4 + 3i)δ(t−) + (20 + 35i)δ(t+)
)
.
Now we can compose an L-system
(181) Θ11 =

 A11 K11 1
H+ ⊂ H ⊂ H− C

 ,
where H+ ⊂ H ⊂ H− is of the form (147), K11c = c · χ1, (c ∈ C), K∗11x = (x, χ1),
χ1 is given by (180), and x(t) ∈ H+. This L-system Θ11 is yet another realization
of our function V (z) = 1 + 12 i, (z ∈ C+). According to [4, Theorem 6.6.10] the
L-systems Θ1 and Θ11 are bi-unitarily equivalent. Also, using (7) we get
(182) WΘ11(z) =WΘ1(z) = −
1 + 8i
5
, z ∈ C+.
Example 3. This example is meant to illustrate the concept of unimodular trans-
formation and the results of Theorem 32. As before we will rely on the objects
constructed in Examples 1 and 2. Let
V (z) =
1
2
i and V0(z) = i, z ∈ C+.
As we have shown this in Examples 1 and 2 these functions V (z) and V0(z) are
realized by L-systems Ξ and Θ0 of the forms (165) and (150), respectively, with all
the components completely described in Examples 1 and 2. As we have proved it
in Theorem 32 part (2), L-system Ξ cannot be a unimodular transformation of Θ0.
On the other hand, part (3) of Theorem 32 claims that for Q = 1 there is a value
of perturbing parameter Q0 such that Q0 + V0(z) can be realized by an L-system
ΘQ0 that is a unimodular transformation of Θ11 of the form (181) that realizes
1 + V (z) = 1 + 12 i. First, we use (123) to find one value of Q0. Using the value of
κ from (177) we obtain
Q0 =
2
√
65
13√
1− 65169
=
√
5
2
.
Now we construct an L-system Θ that realizes the function
Q0 + V0(z) =
√
5
2
+ i, z ∈ C+,
and is a unimodular transformation of Θ11 of the form (181). As we have shown
in the proof of part (3) of Theorem 32, the L-system Θ we seek shares the state
space H+ ⊂ H ⊂ H− of the form (147), symmetric operator A˙ of the form (140),
and main operator of the form (178) with L-system Θ11. In order to find the value
of von Neumann’s parameter U we use (46)
(183) U =
−Q0 + 2i√
Q20 + 4
=
−
√
5
2 + 2i√
5
2 + 4
=
−√5 + 2√2i√
13
.
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Following formulas (210) and (212) of Appendix A with values for κ and U from
(177) and (183) we construct
(184) χ2 =
1
2
√
13
(
(
√
26 +
√
65i)δ(t−) + (
√
10 + 9i)δ(t+)
)
,
and
A2x = i
dx
dt
− i
4
(√
65x(0+) + 13x(0−)
)(
(
√
26 +
√
65i)δ(t−) + (
√
10 + 9i)δ(t+)
)
.
Now we can compose an L-system
(185) Θ =

 A2 K2 1
H+ ⊂ H ⊂ H− C

 ,
where H+ ⊂ H ⊂ H− is of the form (147), K2c = c · χ2, (c ∈ C), K∗2x = (x, χ2),
χ2 is given by (184), and x(t) ∈ H+. Its transfer function is
WΘ(z) = −5 + 2
√
10 i
5
, z ∈ C+
and it is related to the transfer function WΘ11 in (182) as follows
WΘ(z) =WΘ11 (z) · (−e2iα) =
−1− 8i
5
· (−e2iα), z ∈ C+.
This allows us to find the unimodular factor responsible for the unimodular trans-
formation
−e2iα = 5 + 2
√
10i
1 + 8i
.
Clearly, Θ is a unimodular transformation of Θ11.
Appendix A. (∗)-extensions as state-space operators of L-systems
Here we provide an explicit construction of an L-system based upon a given
(∗)-extension that becomes the state-space operator of an obtained system. We
will also demonstrate the case when the corresponding operators of this L-system
satisfy the conditions of Hypotheses 3 or 4. This construction can be found in [23]
and its detailed treatment in [10, Section 4].
Let A˙ be a densely defined closed symmetric operator with finite deficiency in-
dices (1, 1) and (+)-normalized deficiency vectors g+ and g−. Let T be a dissipative
quasi-self-adjoint extension of A˙ parameterized (see (9)) with the von Neumann pa-
rameter κ, (0 ≤ κ < 1) and A be a self-adjoint extension of A˙ whose von Neumann
parameter in (3) is U . Let SA and SA∗ be (2× 2)-matrices of the form
(186) SA =
(
Hκ H
κ2H + iκ i+ κH
)
, SA∗ =
(
κH¯ − i κ2H¯ − iκ
H¯ H¯κ
)
,
where
(187) H =
i
1− κ2
(
κ+ U¯
1 + κU¯
+ κ
)
.
Then any (∗)-extension A of T takes a form
(188) A = A˙∗ + [p(·, ϕ) + q(·, ψ)]ϕ+ [v(·, ϕ) + w(·, ψ)]ψ,
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where SA =
(
p q
v w
)
is defined by (186). Here ϕ = R−1(g+) and ψ = R−1(g−),
where R is a Riesz-Berezansky operator. Similarly we write
(189) A∗ = A˙∗ +
[
p×(·, ϕ) + q×(·, ψ)]ϕ+ [v×(·, ϕ) + w×(·, ψ)]ψ,
where SA∗ =
(
p× q×
v× w×
)
is also defined by (186).
Any (∗)-extension A in (188) can be included in an L-system of the form (13).
For the sake of simplicity we are going to illustrate this inclusion process for the
case of Hypotheses 3 or 4. First, (see [9]) let us assume Hypotheses 3 yielding
U = −1. Then A = A1 becomes
(190) H =
i
1− κ2 [(κ− 1)(1− κ)
−1 + κ] =
−i
1 + κ
,
and
(191)
SA1 =
( − iκ1+κ −i1+κ
iκ
1+κ
i
1+κ
)
=
i
1 + κ
( −κ −1
κ 1
)
,
SA∗
1
=
( −i
1+κ − iκ1+κ
i
1+κ
iκ
1+κ
)
=
i
1 + κ
( −1 −κ
1 κ
)
.
Then using (188) and (189) with (191) one obtains (see [9])
(192) ImA1 =
(
1
2
)
1− κ
1 + κ
(·, ϕ− ψ)(ϕ − ψ) = (·, χ1)χ1,
where
(193) χ1 =
√
1− κ
2 + 2κ
(ϕ− ψ) =
√
1− κ
1 + κ
(
1√
2
ϕ− 1√
2
ψ
)
.
Also,
(194) ReA1 = A˙
∗ +
i
2
(·, ϕ+ ψ)(ϕ− ψ).
As one can see from (194), the domain Dom(Aˆ1) of the quasi-kernel Aˆ1 of ReA1
consists of such vectors f ∈ H+ that are orthogonal to (ϕ+ ψ). The (∗)-extension
A1 that we have just described can be included in an L-system
(195) Θ1 =
(
A1 K1 1
H+ ⊂ H ⊂ H− C
)
with K1c = c · χ1, (c ∈ C).
Now let us assume (see [10]) the case of Hypotheses 4 with U = 1 and describe
a (∗)-extension A = A2. Then formula (187) yields
(196) H =
i
1− κ2 [(κ+ 1)(1 + κ)
−1 + κ] =
i
1− κ.
Similarly to the above, we substitute this value of H into (186) and obtain
SA2 =
( iκ
1−κ
i
1−κ
iκ
1−κ
i
1−κ
)
=
i
1− κ
(
κ 1
κ 1
)
,
SA∗
2
=
( − i1−κ −iκ1−κ
− i1−κ −iκ1−κ
)
=
i
1− κ
( −1 −κ
−1 −κ
)
.
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Furthermore,
(197) ImA2 =
(
1
2
)
1 + κ
1− κ
(
(·, ϕ+ ψ)(ϕ+ ψ)
)
= (·, χ2)χ2,
where
(198) χ2 =
√
1 + κ
2− 2κ (ϕ+ ψ) =
√
1 + κ
1− κ
(
1√
2
ϕ+
1√
2
ψ
)
.
Also,
(199) ReA2 = A˙
∗ − i
2
(·, ϕ− ψ)(ϕ+ ψ).
As one can see from (199), the domain Dom(Aˆ2) of the quasi-kernel Aˆ2 of ReA2
consists of such vectors f ∈ H+ that are orthogonal to (ϕ− ψ). Again we include
A2 into an L-system
(200) Θ2 =
(
A2 K2 1
H+ ⊂ H ⊂ H− C
)
with K2c = c · χ2, (c ∈ C).
Note that two L-systems Θ1 and Θ2 in (195) and (200) are constructed in a
way that the quasi-kernels Aˆ1 of ReA1 and Aˆ2 of ReA2 satisfy the conditions of
Hypotheses 3 and 4, respectively, as it follows from (194) and (199).
Now we make a similar construction for an arbitrary parameter U . It follows
directly from (186) (see also [4]) that
(201)
SA + SA∗
2
=
1
2
(
Hκ+ H¯κ− i H + κ2H¯ − iκ
κ2H + H¯ + iκ i+ κH + κH¯
)
and
(202)
SA − SA∗
2i
=
1
2i
(
Hκ− H¯κ+ i H − κ2H¯ + iκ
κ2H − H¯ + iκ i+ κH − κH¯
)
.
To simplify calculations we write the matrix in (201) as
(203)
SA + SA∗
2
=
( A B
C D
)
,
where A, B, C, and D are the corresponding entries in the right hand side of (201).
It can be shown then (see also [4, Theorem 6.3.7]) that
(204) B = −U¯A, D = −U¯C.
Using (188) and (189) in conjunction with (203) and (204) we obtain
(205) ReA = A˙∗ + (·, ϕ− Uψ)(Aϕ+ Cψ).
It can be shown (see also [24]) that the matrix
(206) ∆ =
1
κ2 − 1
(
κ2 + 1 2κ
−2κ −κ2 − 1
)
is such that ∆2 = I and
(207)
SA + SA∗
2
= i
(
SA − SA∗
2i
·∆
)
.
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Using (203) this yields
SA − SA∗
2i
= (−i)SA + SA∗
2
·∆
=
−i
κ2 − 1
( A(κ2 + 1 + 2κU¯) A(2κ+ U¯(κ2 + 1)
C(κ2 + 1 + 2κU¯) C(2κ+ U¯(κ2 + 1)
)
.
Applying (188) and (189) with (203) and performing straightforward calculations
we obtain
(208)
ImA =
(
·, iκ
2 + 1 + 2κU
κ2 − 1 ϕ+ i
2κ+ U(κ2 + 1)
κ2 − 1 ψ
)
(Aϕ+ Cψ)
=
−i
κ2 − 1
(·, (κ2 + 1 + 2κU)ϕ+ (2κ+ U(κ2 + 1))ψ) (Aϕ + Cψ).
We recall that
A = 1
2
(Hκ+ H¯κ− i) and C = 1
2
(κ2H + H¯ + iκ),
and use (196) to substitute the value for H and obtain
(209)
A =
(
− iU
2
)
κ2 + 1 + 2κU
(U + κ)(1 + κU)
=
(
− i
2
)
κ2 + 1 + 2κU
|1 + κU |2 ,
C =
(
− iU
2
)
κ2U + 2κ+ U
(U + κ)(1 + κU)
=
(
− i
2
)
κ2U + 2κ+ U
|1 + κU |2 .
Substituting (209) into (208) gives
ImA =
−i
κ2 − 1
(·, (κ2 + 1+ 2κU)ϕ+ (2κ+ U(κ2 + 1))ψ) (Aϕ + Cψ)
=
1
2
(
·, κ
2 + 1 + 2κU
|1 + κU |√1− κ2ϕ+
κ2U + 2κ+ U
|1 + κU |√1− κ2ψ
)
×
(
κ2 + 1 + 2κU
|1 + κU |√1− κ2ϕ+
κ2U + 2κ+ U
|1 + κU |√1− κ2ψ
)
= (·, χ)χ,
where
(210) χ =
κ2 + 1 + 2κU√
2|1 + κU |√1− κ2ϕ+
κ2U + 2κ+ U√
2|1 + κU |√1− κ2ψ.
Also, (205) implies
(211)
ReA = A˙∗ − i(·, ϕ− Uψ)
2|1 + κU |2
(
(κ2 + 1+ 2κU)ϕ+ (κ2U + 2κ+ U)ψ
)
= A˙∗ − i
√
1− κ2√
2|1 + κU |(·, ϕ− Uψ)χ.
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Using the above relations we get
A = ReA+ i ImA = A˙∗ −
(
·, −i
√
1− κ2√
2|1 + κU | (·, ϕ− Uψ)
)
χ+ i(·, χ)χ
= A˙∗ −
(
·, −i
√
1− κ2√
2|1 + κU |ϕ+
iU
√
1− κ2√
2|1 + κU |ψ
)
χ
+
1√
2
(
·,−i κ
2 + 1 + 2κU
|1 + κU |√1− κ2ϕ− i
κ2U + 2κ+ U
|1 + κU |√1− κ2ψ
)
χ
= A˙∗ +
(
·,
[
i
√
1− κ2√
2|1 + κU | −
i(κ2 + 1 + 2κU)√
2|1 + κU |√1− κ2
]
ϕ
+
[
−iU√1− κ2√
2|1 + κU | −
i(κ2U + 2κ+ U)√
2|1 + κU |√1− κ2
]
ψ
)
χ.
Simplifying the two sets of brackets above yields
(212)
A = A˙∗ +
(
·, −
√
2iκ(κ+ U)
|1 + κU |√1− κ2ϕ+
−√2i(κ+ U)
|1 + κU |√1− κ2ψ
)
χ
= A˙∗ +
√
2i(κ+ U¯)
|1 + κU |√1− κ2
(
·, κϕ+ ψ
)
χ.
Again we include A into an L-system
(213) Θ =
(
A K 1
H+ ⊂ H ⊂ H− C
)
withKc = c·χ, (c ∈ C). To find VΘ(z) we solve the equation (ReA−zI)f = χ. This
equation has (see [4, Theorems 4.3.2 and 4.5.12]) a unique solution f ∈ ker(A˙∗−zI)
that can be written via von Neumann’s decomposition as
f = f0(z) + a(z)g+ + b(z)g−, f0(z) ∈ Dom(A˙),
where a(z) and b(z) are some coefficients that depend on z. Applying (211) we get
(ReA− zI)f = (A˙∗ − zI)f − i
√
1− κ2√
2|1 + κU |(f, ϕ− Uψ)χ
= − i
√
1− κ2√
2|1 + κU |(f0(z) + a(z)g+ + b(z)g−, ϕ− Uψ)χ = χ.
Therefore,
− i
√
1− κ2√
2|1 + κU | (a(z)− b(z)U¯)χ = χ,
and hence
− i
√
1− κ2√
2|1 + κU |
(
a(z)− b(z)U¯
)
= 1.
On the other hand, we know that
VΘ(z) = ((ReA−zI)−1χ, χ) = a(z) κ
2 + 1+ 2κU√
2|1 + κU |√1− κ2 +b(z)
κ2U + 2κ+ U√
2|1 + κU |√1− κ2 .
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Combining the above leads to a linear system for every z ∈ C±
(214)


κ2+1+2κU√
2|1+κU|√1−κ2 a(z) +
κ2U+2κ+U√
2|1+κU|√1−κ2 b(z) = VΘ(z)
− i
√
1−κ2√
2|1+κU|a(z) +
i
√
1−κ2U¯√
2|1+κU|b(z) = 1.
This system is always solvable because the determinant of the coefficient matrix
equals iU¯ for every z ∈ C± and hence is never zero. Obviously, a(−i) = b(i) = 0.
Appendix B. Model L-system based on a prime triple
In this Appendix we are going to explain the construction of a functional model
for a prime dissipative triple4 (see [9]) and construct a minimal L-system based on
that triple.
Let M(z) be a Herglotz-Nevanlinna function such that
M(z) =
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ), z ∈ C+,
for some infinite Borel measure with∫
R
dµ(λ)
1 + λ2
= 1.
In the Hilbert space L2(R; dµ) introduce the multiplication (self-adjoint) operator
by the independent variable B on
(215) Dom(B) =
{
f ∈ L2(R; dµ)
∣∣∣∣
∫
R
λ2|f(λ)|2dµ(λ) <∞
}
,
denote by B˙ its restriction on
(216) Dom(B˙) =
{
f ∈ Dom(B)
∣∣∣∣
∫
R
f(λ)dµ(λ) = 0
}
,
and let T κB be the dissipative restriction of the operator (B˙)∗ on
(217) Dom(T κB ) = Dom(B˙)+˙lin span
{
1
· − i − κ
1
·+ i
}
,
where κ, (|κ| < 1) is the von Neumann parameter of T κB . The deficiency elements
gz ∈ ker(B˙∗ − zI), (z 6= z¯) are given by (see [21])
(218) gz(λ) =
1
λ− z , µ-a.e. .
The Livs˘ic function s(z), the Weyl-Titchmarsh functionM(z) (see [14]) for the pair
(A˙, A), and characteristic function S(z) for the triple (A˙, T, A) and their relations
were introduced in [21] for a symmetric operator A˙, its self-adjoint extension A,
and its dissipative quasi-selfadjoint extension T in an abstract Hilbert space H. For
operators B˙, T κB , B these functions are
(219) s(z) =
z − i
z + i
· (gz, g−)
(gz , g+)
, z ∈ C+,
4We call a triple (A˙, T, A) a prime triple if A˙ is a prime symmetric operator with deficiency
indices (1, 1), A is its self-adjoint extension, and T 6= T ∗ is its dissipative extension defined by
(9).
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M(z) =
1
i
· s(z) + 1
s(z)− 1 , z ∈ C+,
(220) S(z) =
s(z)− κ
κ s(z)− 1 , z ∈ C+.
It was established in [21] that a prime triple (A˙, T, A) satisfying Hypothesis 3 is
unitarily equivalent to the model triple (B˙, T κB ,B) in the Hilbert space L2(R; dµ) if
their characteristic functions S(z) match. We will refer to the triple (B˙, T κB ,B) as
the model triple in the Hilbert space L2(R; dµ).
Suppose 0 ≤ κ < 1. We can follow the steps described in Appendix A (see also
[10, Section 4]) to construct a model L-system
(221) Θ1 =
(
B1 K1 1
H+ ⊂ H ⊂ H− C
)
,
corresponding to our model triple (B˙, T κB ,B). Here B1 ∈ [H+,H−] is a (∗)-extension
of T κB such that ReB1 ⊃ B = B∗ (see (194) under an appropriate normalization
condition). Below we describe the construction of B1. Relation (11) of Hypothesis
3 implies that g+ − g− ∈ Dom(B) and g+ − κg− ∈ Dom(T κB ). As it was shown in
[10, Section 4]
(222) ImB1 = (·, χ1)χ1, χ1 =
√
1− κ
1 + κ
(
1
2
R−1g+ − 1
2
R−1g−
)
,
and K1c = c · χ1, K∗1f = (f, χ1), (f ∈ H+).
Similarly, one can construct a model L-system complying with Hypothesis 4. To
do that we need to replace the operator B defined on (215) in the model triple
(B˙, T κB ,B) with operator B1 whose domain is given by
(223) Dom(B1) = Dom(B˙)+˙lin span
{
2(·)
(·)2 + 1
}
.
Then, as it was shown in [10, Section 5], the new model triple (B˙, T κB ,B1) is consis-
tent with Hypothesis 4. The corresponding to this model L-system is shown in [10,
Section 4] as
(224) Θ2 =
(
B2 K2 1
H+ ⊂ H ⊂ H− C
)
.
Here B2 ∈ [H+,H−] is another (∗)-extension of the same operator T κB such that
ReB2 ⊃ B1 = B∗1 (see (199)). Hypothesis 4 implies that g+ + g− ∈ Dom(B1).
Consequently,
(225) ImB2 = (·, χ2)χ2, χ2 =
√
1 + κ
1− κ
(
1
2
R−1g+ + 1
2
R−1g−
)
,
and K2c = c · χ2, K∗2f = (f, χ2), (f ∈ H+).
A model L-system can be constructed for a model operator BU defined on
(226) Dom(BU ) = Dom(B˙)+˙lin span
{
1
· − i + U
1
·+ i
}
,
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where U is a complex number such that |U | = 1. Hence we have that g+ + Ug− ∈
Dom(BU ). The model L-system then takes a form
(227) Θ =
(
B K 1
H+ ⊂ H ⊂ H− C
)
.
Here B ∈ [H+,H−] is a (∗)-extension of T κB such that ReB ⊃ BU = B∗U . Construc-
tion of B is governed by formulas (188) and (189) of Appendix A.
If the value of κ of T κB in (217) is complex and κ = |κ|eiθ, then we can change
the deficiency basis g± to a new one g+ and (eiθ)g− as explained in Remark 5.
Then, following the steps above developed for the real value of κ, we can construct
L-system Θ of the form (227) such that B is a (∗)-extension of T κB and BU is the
quasi-kernel of ReB for some U .
We note that all model L-systems constructed above are minimal since the sym-
metric operator B˙ of the form (216) is prime [21].
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