An accurate description of the two-electron density, crucial for magnetic coupling in spin systems, provides in general a major challenge for density functional theory (DFT) calculations. It affects, e.g., the calculated zero-field splitting (ZFS) energies of spin qubits in semiconductors that frequently deviate significantly from experiment. In the present work (i) this discrepancy is demonstrated to arise from spin contamination, (ii) an efficient scheme to correct for spin contamination in both extended periodic and finite-size systems is devised, and (iii) a systematic study of the zero-field splitting of NV − centers in diamond and 3C, 4H, and 6H polytypes of silicon carbide is presented, showing excellent agreement between experiment and spin-contamination corrected theory.
Electron-electron magnetic dipolar interaction in spintriplet (S=1) molecular systems leads to the splitting of its M S = ±1 and M S = 0 spin states in the absence of external magnetic fields [1, 2] . Theoretical prediction of magnetic dipolar coupling driven zero-field splitting (ZFS) within the density functional theory (DFT) and related approaches is, however, challenged by the so-called spin contamination (SC) of the two-particle spin density [3, 4] . It arises in spin-unrestricted calculations where the spin channels are allowed to differ in spatial representation (see also Fig. 1 ), leading to wave functions that are not eigenfunctions of the total spin-squared operator. In particular, it can result in non-vanishing ZFS even for infinitely large interspin separation (Fig. 1b) [4] .
Although the effects of spin contamination are wellknown for molecular systems, they have scarcely been considered for solids. This is related to the fact that the remedy typically used to correct for SC in localized basis set DFT calculations for molecules, i.e., the the unrestricted natural orbital (UNO) approach [3] , cannot be straightforwardly implemented in a plane-wave description of systems with periodic boundary conditions. Spintriplet states in solids, however, attract significant attention as potential spin qubits, i.e. building blocks of quantum technological devices. Here, the ZFS serves as an essential lever to spectroscopically address and distinguish a specific spin center among other defects present in the host material.
Arguably the most prominent type of solid-state spin qubits is the negatively charged nitrogen-vacancy center (NV − ) [5] in diamond and silicon carbide (SiC), due to its potential for quantum information processing [6, 7] and high-resolution quantum sensing [8] [9] [10] [11] [12] . Its ZFS is believed to be almost entirely caused by magnetic dipolar coupling and has been successfully treated with densityfunctional theory (DFT) using a plane-wave basis set and pseudopotential approximation [13] [14] [15] .
Some recent publications [16] [17] [18] , however, argued that the reported agreement between the calculated and the measured ZFS potentially profits from error cancellation due to incomplete treatment of the pseudized spin density. Indeed, as shown in Ref. [17] , the calculated spinspin ZFS depends significantly on the technical parameters adopted for the pseudopotentials generation, unless the 'true' character of the wavefunction within the atomic core region is reconstructed. Such reconstruction can be achieved by the projector augmented wave (PAW) method [19] . The fully PAW reconstructed spinspin ZFS of the NV − centers in the SiC polytypes are, however, systematically almost 40% larger than the values reported experimentally, as pointed out by Ivády et al. [18] .
In this letter we propose an efficient strategy to account for spin contamination in spin-spin ZFS that is suitable for extended periodic systems. Based on the concept of the broken-symmetry (BS) state, our approach exploits the information about spin-dipole interaction available in the low-spin state of the system. The correction scheme is used to rectify the calculated ZFS energies of the NV − centers in diamond and 3C, 4H, and 6H polytypes of SiC.
The phenomenological spin Hamiltonian [1] 
with the symmetric and traceless 3 × 3 tensor D is conventionally used to characterize the ZFS in terms of the ZFS parameters D = D zz − 1 2 (D xx + D yy ) and E = 1 2 (D yy − D xx ). Axially symmetric D tensors lead to vanishing E.
Within a DFT framework, the spin-spin contribution to ZFS can be derived from the spatial distribution of Kohn-Sham orbitals obtained with standard spinpolarized self-consistent field (scf) calculations [17, [20] [21] [22] . For a general triplet (or any S ≥ 1) state, the spinspin D tensor is given by
where α is the fine-structure constant, and the elements of the 3 × 3 matrix d T are constituted by spin-dipolar r FIG. 1. (a) Schematic illustration of the electron-electron magnetic dipole interaction in a spin-triplet system. The overall coupling dT originates from the interaction between the two single occupied Kohn-Sham orbitals (denoted as I), as well the contributions arising from the double occupied orbitals (II). The spin-up and spin-down states of II are shifted in energy due to spin polarization caused by the unpaired spins from region I. Green dotted arrow illustrates the generation of the corresponding broken-symmetry (BS) state of the system. (b) Spin-spin ZFS calculation with and without the spin contamination correction, as illustrated for the biradicals of different length (general formula CnH2n; see Ref. [4] ). The presented D SS values are obtained with the d I,I T contribution exclusively (black circles), as well as with the complete set of orbitals treated directly (via Eq. 2, red circles) and according to the corrected approach (Eq. 4, blue circles). For comparison, the results of all-electron (AE) DFT calcuations (ORCA software [23] , PBE functional [24] and def2-TZVP basis set [25] ) with the direct (red crosses) and UNO-corrected (blue crosses) approaches are presented.
interaction between all the pairs of occupied Kohn-Sham states m and n (with a, b = x, y, z):
(3) Here, the charge densities n mn (r) = ψ m (r)ψ n (r) reflect the spatial distribution of the orbitals, whereas χ m,n originates from the matrix elements of spin-operators: χ m,n = 1 when the orbital belong to the same spin channel, and χ m,n = −1 otherwise. Note that the expression in the square brackets in Eq. 3 is an approximation of the two-particle spin density which is, otherwise, not directly available from DFT.
Due to spin polarization, the Kohn-Sham states of a paramagnetic system have different energies and different spatial distributions in the spin-up and spin-down channels. Therefore, the spin-spin ZFS is not entirely determined by the coupling between the half-field states (the term denoted as d I,I T in the scheme in Fig. 2 ). Instead, it also contains non-vanishing collective contribution from the two-particle spin densities of single-/double-(d I,II T ) and double-/double-occupied (d II,II T ) states. In the absence of spin polarization, the contributions from the spin-up and spin-down electrons of the same doubleoccupied orbital would cancel out due to the spin dependent factor χ m,n .
The spin contamination manifests itself in unphysical spin-spin interaction which induces spurious "on-site" terms in the two-particle spin density [4] entering d I,II
T . This can be nicely demonstrated by adopting a family of model biradicals from Ref. 4 as a test system (see also Fig. 1 ). Here, the unpaired electrons are located at the opposite termini, so that the spin-spin ZFS must decrease according to the point-dipole approximation as the molecule gets longer and longer. The d I,I T term behaves indeed in this way (black circles in Fig. 1 ). On the other hand, both unpaired electrons introduce unphysical d I,II T contributions resulting in unrealistic D SS values (red circles in Fig. 1 ), which do not decrease to zero for the limit of infinitely long molecular chains.
In general, there is, however, no evidence that the spin contamination can be attributed only to selected terms in Eq. 3 or that it can be treated as an additive error. Therefore, the spin contamination must be excluded in a more elaborate way. In this paper, we establish a systematic correction scheme based on the following idea: An antiferromagnetic (i.e. broken-symmetry, BS) state of the system, although containing no net spin polarization, also allows for an estimate for the spin-spin interaction in the investigated spin system. In a 'perfect' spin system, i.e. a system without spin contamination, d BS = −d T is expected, i.e. the BS state should provide the same spin-dipolar interaction, but with different sign. Since the dominating part of spin contamination stems from the on-site terms within a given spin channel, the BS state suffers from the same spin contamination, identical with that of the triplet (T) state in modulus and in sign.
In other words, when the spin-spin ZFS is defined bỹ
the spin contamination from the triplet and BS states cancel out (as we will show in the following), thereby offering a strategy that accurately reproduces all-electron results obtained with the natural orbitals approach.
As an illustration, we apply the proposed strategy to the considered set of biradicals. The resultingD SS values presented in Fig. 1 are in perfect agreement with the UNO-corrected all-electron DFT data.
Subsequently, we adopt the established correction to the NV − defect in diamond and SiC supercells containing up to 512 atoms. Here and in the following section, the PAW-based calculations were carried out with a modified version of the GIPAW module of the Quantum ESPRESSO software [26, 27] . We used norm-conserving pseudopotentials [28] , the PBE exchange-correlation functional [24] , and a plane wave (PW) basis set with 700 eV kinetic energy cutoff.
In both, diamond and 3C-SiC, there is only one magnetically distinct NV − center. It can be aligned with one of the 111 diagonals and always exhibits C 3v symmetry. In contrast, the hexagonal SiC polytypes (such as 4H and 6H) feature a periodic sequence of quasicubic (k) and hexagonal (h) Si-C double layers along the crystal c-axis, offering inequivalent crystallographic positions and inequivalent configurations for the defect pairs. Those NV − centers that are aligned with the hexagonal c-axis (the so-called axial pairs) have C 3v symmetry as in the diamond lattice (see Fig. 2(a) ). For all other ori-entations, the symmetry is lowered towards C 1h symmetry. Irrespective of the host material and the crystallographic position and orientation, the NV − defects share almost the same electronic S=1 structure with two unpaired electrons either populating a double degenerate e orbital (axial pairs) or slightly split a ′ and a ′′ orbitals (basal pairs).
As shown in Table I and Fig. 2(c) , the ZFS of the NV − centers, already the axially symmetric NV − centers depend on the lattice site sensitively. It should be noted, however, that our results for SiC reproduce the previously reported 40% discrepancy between the measured D values and D SS , if directly calculated via Eq. 2. It should be also mentioned that the coupling of the two half-filled Kohn-Sham states (i.e., the d I,I T term) explains in this case less than 70% of the measured value, rendering a spin-restricted approach (where the same wavefunctions are used for spin-up and spin-down) to be insufficient. The d I,II T and d II,II T terms are, thus, significant for NV − and must be, therefore, retained in a systematic manner. In the following, we demonstrate that this can be actually accomplished with the correction proposed in the previous section.
The unpaired electrons of the axial NV − center are equally distributed among the three carbon dangling bonds surrounding the vacancy. Thus, in a low-spin (S=0) configuration, the spin-up electron can localize at one of these dangling bonds, while the spin-down electron is being shared by the other two adjacent carbon atoms. As illustrated in Fig. 2(b) , this provides three energetically equivalent BS states of the NV center with C 1h symmetry each. In order to apply the proposed correction to the ZFS of NV − (Eq. 4), we define the low-spin d BS tensor as the C 3v -symmetric average of the three re- sulting tensors. Figure 2 (c) demonstrates that the spin contamination correction applied in this way removes the overestimation and brings the calculated ZFS (D SS ) in almost perfect agreement with the measured D values. Already for NV − in diamond the improvement is obvious, but for the SiC polytypes the agreement with experiment is decisively impoved. Note that a part (< 50 MHz) of the remaining discrepancies can be attributed to secondorder contributions to the ZFS of NV − due to spin-orbit coupling [29] .
The same procedure can be applied in case of the basal pairs with C 1h symmetry. Averaging of the three nolonger equivalent BS state-like configurations provides improved estimates for D, and also reasonable values for the rhombicity parameter E (cf . Table I ). From Table I it can be seen that the basal NV − defects in 4H-SiC suffer from the spin contamination to the same extent as the axial centers. As for the axial defect, the spin contamination corrected D (and E) values are subsequently corrected into the experimentally observed range.
To conclude, the present results identify the spin contamination in the D SS term as a highly relevant source of discrepancy between the measured and calculated ZFS of the NV − center in diamond and silicon carbide as well as probably for many more high-spin defects in semiconductors. This discrepancy can be lifted by a correction based on the spin-spin ZFS contributions from the lowspin broken-symmetry state. This scheme will also be beneficial for an accurate description of magnetic dipolar coupling in general, as it is the case, e.g., for the interaction of a NV spin qubit with the spin-bath of surrounding nitrogen donors, where it is essential for realizing spin polarization transport and diminishing NV − spin decoherence [30] [31] [32] . Moreover, the averaging strategy suggested here is not restricted to spin-triplet states described with periodic boundary conditions, but is expected to be of great use also for higher spin (S ≥ 3/2) centers and can be applied to finite-size systems as well.
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