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Abstract
Remote sensing data have been widely used to study various geophysical processes. With
the advances in remote-sensing technology, massive amount of remote sensing data are col-
lected in space over time. Different satellite instruments typically have different footprints,
measurement-error characteristics, and data coverages. To combine datasets from different
satellite instruments, we propose a dynamic fused Gaussian process (DFGP) model that en-
ables fast statistical inference such as filtering and smoothing for massive spatio-temporal
datasets in a data-fusion context. Based upon a spatio-temporal-random-effects model, the
DFGP methodology represents the underlying true process with two components: a linear
combination of a small number of basis functions and random coefficients with a general co-
variance matrix, together with a linear combination of a large number of basis functions and
Markov random coefficients. To model the underlying geophysical process at different spatial
resolutions, we rely on the change-of-support property, which also allows efficient computa-
tions in the DFGP model. To estimate model parameters, we devise a computationally effi-
cient stochastic expectation-maximization (SEM) algorithm to ensure its scalability for mas-
sive datasets. The DFGP model is applied to a total of 3.7 million sea surface temperature
datasets in the tropical Pacific Ocean for a one-week time period in 2010 from MODIS and
AMSR-E instruments.
Keywords: Dynamic fused Gaussian process; Spatio-temporal data fusion; Basis functions; Change
of support; Massive datasets; Sea surface temperature
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1 Introduction
Remote sensing technology has been advancing the measurement of massive amount of datasets
for many geophysical processes. Statistical analysis for massive amount of data is challenging,
since many geophysical processes evolve in space and time with complicated structures. The re-
sulting data often exhibit nonstationary dependence structures. As remote sensing data are often
collected by different satellite instruments over different footprints that have distinct shapes, ori-
entations and sizes, these remote-sensing data are often noisy and incomplete with incompatible
spatial supports and distinct measurement-error characteristics. In our real application, we focus
on data collected from polar-orbiting satellites. A key characteristic of remote sensing data from
polar-orbiting satellites is that these data are often collected at very high spatial resolution and
relatively low temporal resolution. Spatial modeling for such data even at a single time point is
computationally challenging, which leads to the well-known big “n” problem in spatial statistics
(Cressie and Johannesson, 2006, 2008; Banerjee et al., 2008; Nychka et al., 2015; Ma and Kang,
2018). In a spatio-temporal setting with more than one data sources, it is much more challenging
to tackle this computational issue.
To analyze data from different satellite instruments, the resolution difference must be accounted
for. There is a vast literature in spatial statistics to tackle the so-called change-of-support problem
when statistical analysis is carried out with several data sources at different resolutions. Here,
change of support (COS) refers to inference made at a resolution based on data from different
scales (e.g., Cressie, 1993, 1996; Gelfand et al., 2001; Gotway and Young, 2002). A direct way
to deal with the change-of-support problem is to represent the process at the block level as a
stochastic integral of the process at the point level or areal-unit level. When data are obtained at
different scales or resolutions, statistical inference for combining such data leads to the data-fusion
problem. In spatial-statistics literature, data fusion has been approached in several different ways.
Wikle and Berliner (2005) formulate a hierarchical Bayesian model that combines observations
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across different scales by assuming the same underlying true process. In a similar way, Fuentes
and Raftery (2005) present an instance of Bayesian melding (Poole and Raftery, 2000) that assumes
the underlying true process at the point level so that point-referenced observations of air pollution
data and air-quality model output at the grid-cell level are linked to a same true process at the point
level via measurement-error processes. The space-time extension of Fuentes and Raftery (2005)
has been developed in Choi et al. (2009) to study the spatio-temporal association between mortality
and pollution exposure to daily fine particulate matter (PM2.5) based on point-referenced PM2.5
and air quality model output. These models address the change-of-support problem explicitly, but
their implementations require expensive computations, and hence their models are not suitable to
directly analyze large datasets. Other different approaches for data fusion have been developed as
well. For instance, McMillan et al. (2010) present a spatio-temporal model that combines point-
referenced observations and numerical model output at the grid-cell level by assuming that the data
process at point level is linked to the same underlying true process at the grid-cell level. Instead
of assuming the same true underlying process for both observations and numerical model output,
Berrocal et al. (2010, 2012) propose to regress the point-referenced observations over model output
at the grid-cell level with spatial or spatio-temporal varying coefficients. These models have been
applied to make inference based on point-referenced air quality observations and numerical model
output at grid-cell level over the United States. In this paradigm, Sahu et al. (2010) also regress the
point-referenced true process over numerical model output at the grid-cell level to predict chemical
deposition in the eastern United States. These approaches do not address the change-of-support
explicitly, and they require intensive computations to fit the model in a Bayesian framework. In
remote sensing science, massive amount of data are often collected over space and time by satellite
instruments, making these methods computationally intractable.
To tackle the massiveness of remote-sensing data, Nguyen et al. (2012) present the spatial data
fusion methodology based on the spatial-random-effects model (Cressie and Johannesson, 2006,
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2008), where a single underlying true spatial process is assumed at the areal-unit level. Nguyen
et al. (2014) further develop the spatio-temporal data fusion methodology based on the spatio-
temporal-random-effects model (Cressie et al., 2010; Kang et al., 2010; Katzfuss and Cressie,
2011, 2012), where different underlying true spatio-temporal processes are assumed at the areal-
unit level, and cross-dependence structures among different true processes are modeled through
the spatio-temporal-random-effects model.
In this article, we propose a dynamic fused Gaussian process (DFGP) methodology for spatio-
temporal data fusion to combine multiple datasets from different satellite instruments. As a gener-
alization of Nguyen et al. (2014), our DFGP methodology extends the spatial-only fused Gaussian
process (FGP) in Ma and Kang (2018) to a spatio-temporal setting. In particular, the FGP model
extends the fixed rank kriging model (Cressie and Johannesson, 2006, 2008) by combining a low-
rank representation with a general covariance matrix together with a graphical model with a sparse
precision matrix. Based upon FGP, we take a dynamic-statistical approach to build the DFGP
model under which the current state of the process of interest evolves from the previous state in a
dynamic way. This hierarchical modeling approach has been adopted in many previous research
(e.g., Mardia et al., 1998; Wikle et al., 1998; Wikle and Cressie, 1999; Berliner et al., 2000; Stroud
et al., 2001; Wikle et al., 2001; Huang et al., 2002; Cressie and Wikle, 2002; Xu and Wikle, 2007);
see Cressie and Wikle (2011) for a comprehensive overview for spatio-temporal models. Our
proposed DFGP falls into this paradigm, and extends the spatio-temporal-random-effects model
(Cressie et al., 2010; Kang et al., 2010; Katzfuss and Cressie, 2011, 2012; Zammit-Mangion and
Cressie, 2017) with a more flexible covariance function.
The reminder of this article is organized as follows. Section 2 introduces two different datasets
from two satellite instruments onboard NASA’s AQUA satellite. Section 3 presents the dynamic
fused Gaussian process methodology in a data-fusion context. Kalman filtering and Kalman
smoothing procedures are also derived. In Section 4, we give details on the stochastic expectation-
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maximization algorithm for parameter estimation in both filtering and smoothing procedures. In
Section 5, we apply the DFGP methodology to analyze massive amount of sea surface tempera-
ture datasets, and make comparisons with other existing methods such as the spatio-temporal data
fusion model in Nguyen et al. (2014). Section 6 concludes with discussions and future research
work.
2 Data
Sea surface temperature (SST) is a key climate and weather measurement, which plays a crucial
role in understanding climate systems. Massive amount of SST datasets are collected from satel-
lite instruments each day with the advances in new remote-sensing technology. For instance, the
AQUA satellite launched on May 4, 2002 is a polar-orbiting satellite around the Earth, aiming at
studying Earth’s precipitation, evaporation, and cycling of water. The AQUA satellite carries two
instruments: the Moderate Resolution Imaging Spectroradiometer (MODIS) and the Advanced
Microwave Scanning Radiometer-Earth Observing System (AMSR-E). The MODIS instrument is
an infrared radiometer with a ground swath width of 2,330 km, which is able to measure SST at
fine spatial resolutions, but is unable to measure through cloud cover; the AMSR-E instrument is a
microwave radiometer with a ground swath width of 1445 km, which is able to measure SST in all
weather conditions except rain, but only at coarse spatial resolutions, though its quality is also sub-
ject to radio frequency interference. MODIS SST and AMSR-E SST data have been widely used
for scientific research and operations (e.g., Donlon et al., 2002; O’Carroll et al., 2006; Gentemann,
2014), However, it is still challenging to combine these two different data products due to their
different characteristics including different spatial resolutions. Heuristic methods and empirical
comparisons with in-situ observations are studied (e.g., Guan and Kawamura, 2003; Kawai et al.,
2006; Arai, 2013). In this article, we propose a spatio-temporal statistical model to generate such
high-resolution SST data products on a daily scale by combining MODIS SST and AMSR-E SST
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data in a rigorous way. The resulting high-resolution SST products can be critical and helpful for
operational oceanography and numerical weather prediction.
In this study, we use daily daytime MODIS SST data at 9 km spatial resolution processed from
the NASA Ocean Biology Processing Group Data Center (oceancolor.gsfc.nasa.gov),
and daily daytime AMSR-E SST data at 25 km spatial resolution from www.remss.com from
January 1 to 8 in the year 2010. These datasets have distinct error characteristics and are often
sparse, irregular, and noisy with incompatible supports. Statistical methods for combining differ-
ent sources of remote-sensing data will give much more accurate and reliable uncertainty analysis.
The study region is chosen to be the tropical Pacific region between longitude −30◦ and 30◦ and
between latitude 120◦ and 290◦ from January 1 to 8 in the year 2010. Figure 1 shows the MODIS
SST and AMSR-E SST on January 1, 2010. The numbers of observations from MODIS instru-
ment for each day are n(1)1 = 362, 721, n
(1)
2 = 398, 662, n
(1)
3 = 409, 445, n
(1)
4 = 385, 490, n
(1)
5 =
425, 541, n
(1)
6 = 415, 869, n
(1)
7 = 416, 721, n
(1)
8 = 415, 467, respectively, resulting in a total of
3,229,916 MODIS SST observations, where the subscript denotes the time step, and the super-
script denotes the instrument with 1 for MODIS and 2 for AMSR-E. The numbers of observations
from AMSR-E instrument for each day are n(2)1 = 71, 592, n
(2)
2 = 68, 574, n
(2)
3 = 72, 905, n
(2)
4 =
64, 868, n
(2)
5 = 73, 228, n
(2)
6 = 66778, n
(2)
7 = 71, 431, n
(2)
8 = 67, 245, respectively, resulting in a
total of 556,621 AMSR-E SST observations.
3 The Dynamic Fused Gaussian Process Model
For many physical spatio-temporal processes, it is quite natural that the process of interest cannot
be observed directly, and we assume that the data process is a sum of a hidden process and a
measurement-error process. Suppose we are interested in a real-valued spatio-temporal process
{Yt(s) : s ∈ D ⊂ Rd, t ∈ T }, where D ⊂ Rd and T ≡ {1, 2, . . . , T} for a positive integer
T . The goal is to make fast statistical inference such as filtering and smoothing based on massive
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Figure 1. MODIS and AMSR-E SST data on January 1, 2010. The MODIS SST data are at 9 km
resolution and the AMSR-E SST data are at 25 km resolution.
spatio-temporal datasets. In what follows, we present the dynamic fused Gaussian process (DFGP)
model.
Suppose that the spatial domain D of interest is made up of N non-overlapping, equal-areal,
basic areal unitsRi for i = 1, . . . , N , where eachRi is assumed to be associated with its centroid
si. These basic areal units represent the smallest spatial resolution at which prediction will be
made, and they are called BAUs. In what follows, the discretized version of the domain D will
be referred to as R ≡ ∪Ni=1{Ri} that is indexed by corresponding centroids {si : i = 1, . . . , N}.
This discretization procedure has been used in many previous work (e.g., Cressie and Johannesson,
2006, 2008; Nguyen et al., 2012, 2014; Shi and Kang, 2017; Ma and Kang, 2018; Ma et al., 2019).
The data process is assumed to be observed at different spatial resolutions resulted from the same
underlying true process Yt(·) over these BAUs. This is a typical situation where multiple satellite
instruments measure the same geophysical process at different resolutions in remote sensing sci-
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ence. Let Z(k)t ≡ (Zt(A(k)t,1 ), . . . , Zt(A(k)t,n(k)t ))
′ be a vector of noisy version of the underlying true
process Yt(·) at the k-th spatial resolution over n(k)t footprints {A(k)t,i : i = 1, . . . , n(k)t } collected
from the k-th satellite instrument at time t, where the quantity with superscript k corresponds to
that from the k-th satellite instrument. The total number of observations at time t is denoted as
nt =
∑k0
k=1 n
(k)
t across all resolutions with k0 being the number of instruments. The data process
Zt(·) over the i-th footprintA(k)t,i from k-th instrument at time t is modeled as the true process Yt(·)
over footprint A(k)t,i plus a measurement-error process:
Zt(A(k)t,i ) = Yt(A(k)t,i ) + t(A(k)t,i ), A(k)t,i ⊂ D; i = 1, . . . , n(k)t ; k = 1, . . . , k0 (3.1)
The true process Yt(·) over the footprint A(k)t,i is assumed to be the block average of the process
Yt(·) over the BAUs within the domain A(k)t,i :
Yt(A(k)t,i ) =
1∑N
`=1 I(s` ∈ A(k)t,i )
N∑
`=1
I(s` ∈ A(k)t,i ) · Y (s`). (3.2)
where s` is the centroid of the BAU R`. The Eq. (3.2) is accounting for the change-of-support
problem with BAUs assumed to have equal areas. This strategy has been widely taken in previous
work (e.g., Nguyen et al., 2012, 2014, 2017; Ma et al., 2019).
The measurement-error process t(·) is assumed to be a Gaussian white noise term and {t(A(k)t,i );
i = 1, . . . , n
(k)
t ; k = 1, . . . , k0; t = 1, . . . , T} are assumed to be independent. It may have nonzero
mean capturing the instrument bias, and has variance var(t(A(k)t,i )) = σ2t,(k)v(A
(k)
t,i ) > 0, where
v(A(k)t,i ) is known from validation data and instrument specification and allows for the possibility
of nonconstant variance. The variance parameter σ2t,(k) will be estimated via a maximum likeli-
hood estimation procedure in Section 4. Under this assumption, the nugget variance parameters
are both instrument-dependent and time-dependent. This allows great flexibility in modeling the
measurement-error processes. The data model defined by Eq. (3.1) and (3.2) has been studied in
many previous work (e.g., Nguyen et al., 2012, 2014).
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As we are interested in the process Yt(·) at the finest resolution defined by N BAUs. Following
Nguyen et al. (2012, 2014); Ma et al. (2019), we define the process of interest {Yt(s) : s ∈ R} at
BAU-level:
Yt(s) = Xt(s)
′βt + νt(s) + δt(s), (3.3)
νt(s) = St(s)
′ηt, (3.4)
δt(s) = Bt(s)
′ξt, (3.5)
where Xt(·) ≡ (Xt,1(·), . . . , Xt,p(·))′ is a p-dimensional vector of covariates and βt are cor-
responding unknown coefficients at time t; St(·) ≡ (St,1(·), . . . , St,r(·))′ is an r-dimensional
vector of basis functions at time t, and ηt is an r-dimensional random vector. The quantities
Xt(·),St(·),Bt(·) are defined at point level, and then are computed at BAU-level using Monte
Carlo techniques following previous work (Wikle et al., 2001; Gelfand et al., 2001; Fuentes and
Raftery, 2005; Katzfuss and Cressie, 2011, 2012). More specifically, these quantifies at BAU-level
can be approximated by Monte Carlo averages of them defined over 30 uniformly-distributed point
locations within each BAU. In what follows, the pre-specified quantities defined at BAU-level are
always obtained from their specification at point level via such Monte Carlo techniques.
Following Cressie and Johannesson (2008), we choose a bisquare basis function with the fol-
lowing form: St,i(u) = {1 − (‖u − ci‖/`i)2}2 · {I(‖u − ci‖ ≤ `i)} for i = 1, . . . , r, where ci is
the center of the i-th bisquare basis function, and `i is the corresponding radius of the i-th bisquare
basis function. In addition, we also assume that the number of basis functions is much smaller
than the number of observations, i.e., r  nt. The model in Eq (3.4) has a low-rank representa-
tion. Bt(·) ≡ (Bt,1(·), . . . , Bt,N(·))′ is an N -dimensional vector of basis functions for the Markov
random coefficients ξt at time t. ξt is an N -dimensional random vector defined on N BAUs with
Markov structure specified in Eq. (3.7). Following Ma and Kang (2018), we choose a piecewise
constant basis function for Bt,i(·) with the following form: Bt,i(u) = I(u ∈ Ri) for i = 1, . . . , N .
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The model in Eq. (3.5) has a high-rank representation, since N ≈ nt or N > nt. Notice that the
quantities Xt(·),St(·),Bt(·) defined at BAU-level lead to a model for the underlying true process
Yt(·) also defined at BAU-level. However, the data are collected at a resolution that is coarser than
the resolution at which these BAUs are defined. The Eq. (3.2) links the process Yt(·) at BAU-level
to the resolution at which the data process is defined through the change-of-support property. In
what follows, we give the model specification for ηt and ξt.
Following Cressie et al. (2010), we assume that the dynamical evolution of {ηt : t = 0, 1, . . . , T}
follows a vector-autoregressive (VAR) model of order 1:
ηt | ηt−1,ηt−2, . . . ,η0 ∼ Nr(Htηt−1,Ut), t = 1, 2, . . . , T, (3.6)
with the initial state η0 ∼ Nr(0, K0). The r × r matrix Ht and r × r matrix Ut are referred to as
the propagation matrix and innovation covariance matrix, respectively.
The spatial-temporal process δt(·) is linked to the random vector ξt through the link matrix
Bt(·). As the domain is partitioned into pairwise disjoint subregions {Ri : i = 1, . . . , N}, we
assume the following parsimonious spatial-temporal model for ξt = (ξt(R1), . . . , ξt(RN))′: for
i = 1, . . . , N ,
ξt(Ri) | ξ−it ∼ N (γt/ei+ ·
∑
j∈∂Ri
eijξt(Rj), τ 2t /ei+), (3.7)
where ξ−it ≡ (ξt(R1), . . . , ξt(Ri−1), ξt(Ri+1), . . . , ξt(RN))′; γt is the spatial dependence parame-
ter at time t; E = (eij) is anN×N adjacency matrix on the discretized domainR at BAU-level, see
Chapter 6 of Cressie (1993) for various specifications; ∂Ri is a set of indices corresponding to the
neighbors of the BAU Ri that are defined by the spatial adjacency matrix E; and ei+ =
∑N
j=1 eij
for i = 1, . . . , N . τ 2t is the conditional marginal variance parameter at time t. From Eq. (3.7), it is
easy to derive that the joint conditional distribution of ξt for t = 1, . . . , T , is
ξt ∼ N (0, Q−1t ), (3.8)
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where Qt ≡ ∆−1(I − γtW)/τ 2t ; W ≡ ∆ · E is the N × N proximity matrix, and ∆ ≡
diag(1/e1+, . . . , 1/eN+). This model is called a conditional autoregressive (CAR) model. The
model for δt(·) is a special case of the Gaussian graphical model (GGM). As discussed in Ma and
Kang (2018), the model for δt(·) can be constructed in a similar way as in Lindgren et al. (2011)
and Nychka et al. (2015). This will increase the flexibility of the model. Such implementation and
demonstration is beyond the scope of this article. Although the model for δt(·) does not incorporate
dynamic evolution, the dynamic structure of the process Yt(·) is inherited from the random vectors
{ηt : t = 1, . . . , T}.
Define the following quantities:
Xt,i(A(k)t,j ) ≡
1∑N
`=1 I(s` ∈ A(k)t,j )
N∑
`=1
I(s` ∈ A(k)t,j ) ·Xt,i(s`), i = 1, . . . , p, (3.9)
St,i(A(k)t,j ) ≡
1∑N
`=1 I(s` ∈ A(k)t,j )
N∑
`=1
I(s` ∈ A(k)t,j ) · St,i(s`), i = 1, . . . , r, (3.10)
Bt,i(A(k)t,j ) ≡
1∑N
`=1 I(s` ∈ A(k)t,j )
N∑
`=1
I(s` ∈ A(k)t,j ) ·Bt,i(s`), i = 1, . . . , N, (3.11)
where t = 1, . . . , T ; k = 1, . . . , k0; j = 1, . . . n
(k)
t . By combining Eq (3.1) through Eq (3.5), we
have the following linear model at the k-th resolution:
Zt(A(k)t,i ) = Xt(A(k)t,i )′βt + St(A(k)t,i )′ηt + Bt(A(k)t,i )′ξt + t(A(k)t,i ). (3.12)
Now stacking the above model over all footprints from the k-th instrument at time t yields the
following representation:
Z
(k)
t = X
(k)
t βt + S
(k)
t ηt + B
(k)
t ξt + 
(k)
t , k = 1, . . . , k0, (3.13)
where X(k)t ≡ [Xt(A(k)t,1 ), . . . ,Xt(A(k)t,n(k)t )]
′ is an n(k)t -by-pmatrix. S
(k)
t ≡ [St(A(k)t,1 ), . . . , St(A(k)t,n(k)t )]
′
is an n(k)t -by-r basis matrix in the low-rank component. B
(k)
t ≡ [Bt(A(k)t,1 ), . . . ,Bt(A(k)t,n(k)t )]
′ is an
n
(k)
t -by-N basis matrix in the GGM component. 
(k)
t ≡ [t(A(k)t,1 ), . . . , t(A(k)t,n(k)t )]
′ is an n(k)t -
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dimensional random vector whose covariance matrix is σ2t,(k)Vt,(k) with Vt,(k) ≡ diag{v(A
(k)
t,1 ),
. . . , v(A(k)
t,n
(k)
t
)}.
Let Zt ≡ [Z(1)
′
t , . . . ,Z
(k0)′
t ]
′ be an nt-dimensional vector stacking all the observations together
from k0 satellite instruments at time t. Let Xt ≡ [X(1)
′
t , . . . ,X
(k0)′
t ]
′ be an nt-by-p matrix stacking
all the covariates corresponding to all the observations at time t. Let St ≡ [S(1)
′
t , . . . ,S
(k0)′
t ]
′ be an
nt-by-r basis matrix in the low-rank component. Let Bt ≡ [B(1)
′
t , . . . ,B
(k0)′
t ]
′ be an nt-by-N basis
matrix in the GGM component. Then we have
Zt = Xtβt + Stηt + Btξt + t, (3.14)
where t ≡ ((1)
′
t , . . . , 
(k0)′
t )
′ is an nt-dimensional random vector with covariance matrix Vt ≡
diag{σ2t,(1)Vt,(1), . . . , σ2t,(k0)Vt,(k0)}.
3.1 Kalman Filter and Kalman Smoother
Suppose that inference is made on Yt(s0) for any centroid s0 of a BAU in R and any time t =
1, . . . , T . Let the setRP be a collection of mt centroids where we want to make prediction of Yt(·)
at BAU-level for time t. So, the process vector of interest is
YPt ≡ XPt βt + SPt ηt + δPt , t = 1, . . . , T, (3.15)
where superscript P denotes the quantities evaluated at the setRP of prediction locations.
In what follows, sequential updates are given based on the hierarchical dynamical spatio-
temporal process DFGP. The formulas are derived using Bayes’ theorem in the context of dy-
namic spatio-temporal models described in Cressie and Wikle (2011). To fix notation, we use
Z1:u ≡ [Z′1, . . . ,Z′u]′ to denote all the data collected from time t = 1 to time t = u. For conditional
expectations of ηt and δ
P
t based on Z1:u, the following notations will be used: ηt|u ≡ E(ηt | Z1:u)
and δPt|u ≡ E(δPt | Z1:u). The corresponding conditional covariance matrices will be denoted as
Pt|u ≡ var(ηt | Z1:u) and RPt|u ≡ var(δPt | Z1:u), respectively.
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Assuming initial states η0|0 ≡ 0 and P0|0 ≡ K0, the one-step ahead forecast distribution
[ηt | Z1:t−1] is multivariate normal with mean ηt|t−1 and covariance matrix Pt|t−1 given as follows:
ηt|t−1 = Htηt−1|t−1, (3.16)
Pt|t−1 = HtPt−1|t−1H′t + Ut, (3.17)
where ηt−1|t−1 is the conditional mean and Pt−1|t−1 is the conditional covariance matrix for the
filtering distribution [ηt−1|Z1:t−1].
The filtering distributions can be derived using Bayes’ theorem: [ηt | Z1:t] ∝ [Zt | ηt][ηt |
Z1:t−1] and [δPt | Z1:t] ∝ [Zt | δPt ][δPt | Z1:t−1]. As we assume Gaussianity for these random
vectors, these filtering distributions also follow multivariate normal distributions. The filtering
algorithm is proceeded sequentially for t = 1, . . . , T :
ηt|t = ηt|t−1 + Gt(Zt −Xtβt − Stηt|t−1) (3.18)
Pt|t = Pt|t−1 −GtStPt|t−1 (3.19)
δPt|t = B
P
t Q
−1
t B
′
t[StPt|t−1S
′
t + D
−1
t ]
−1(Zt −Xtβt − Stηt|t−1) (3.20)
RPt|t = B
P
t Q
−1
t B
P ′
t −BPt Q−1t B′t[StPt|t−1S′t + D−1t ]−1BtQ−1t BP
′
t (3.21)
where Gt ≡ Pt|t−1S′t(StPt|t−1S′t+D−1t )−1 is the r× nt Kalman gain matrix. Dt ≡ (BtQ−1t B′t+
Vt)
−1 is an nt-by-nt matrix. BPt is the basis matrix in the GGM component, with (i, j)-th element
being one if the i-th prediction location is the j-th BAU, and zero otherwise.
The smoothing distribution [ηt | Z1:T ] can be written as
[ηt | Z1:T ] =
∫
[ηt | ηt+1,Z1:T ][ηt+1 | Z1:T ] dηt+1,
where [ηt | ηt+1,Z1:T ] ∝ [ηt+1 | ηt][ηt | Z1:t] is derived using Bayes’ theorem. The first term
on the right-hand side is just the evolution distribution, and the second term on the right-hand
side is the filtering distribution. Similar formulas can be derived for the smoothing distribution
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[δPt | Z1:T ]. The detailed derivation of these formulas can be found in Chapter 8 of Cressie and
Wikle (2011), where derivation is given for more general dynamic spatio-temporal models. Then
the smoothing algorithm proceeds backwards in time for t = T − 1, T − 2, . . . , 1:
ηt|T = ηt|t + Jt(ηt+1|T − ηt+1|t) (3.22)
Pt|T = Pt|t + Jt(Pt+1|T −Pt+1|t)J′t (3.23)
δPt|T = δ
P
t|t + Mt(ηt+1|T − ηt+1|t) (3.24)
RPt|T = R
P
t|t + Mt(Pt+1|T −Pt+1|t)M′t (3.25)
where Jt ≡ Pt|tH′t+1P−1t+1|t and Mt ≡ −BPt Q−1t B′tG′tH′t+1P
′−1
t+1|t.
The smoothing distribution of the initial state η0 has mean η0|T = η0|0 + J0(η1|T − η1|t) and
covariance matrix P0|T = P0|0 + J0(P1|T −P1|t)J′0.
The lag-1 cross-covariance term Pt,t−1|T ≡ cov(ηt,ηt−1 | Z1:T ) is given by
PT,T−1|T = (Ir −GTS′T )HTPT−1|T−1 (3.26)
Pt,t−1|T = Pt|tJ′t−1 + Jt(Pt+1,t|T −Pt|t)J′t−1, t = T − 1, T − 2, . . . , 1. (3.27)
3.2 Filtering Distribution for Hidden Process Yt(·)
For t = 1, . . . , T , the optimal filter of YPt given the data Z1:t, denoted by Y
P
t|t, is
YPt|t ≡ E(YPt | Z1:t) = XPt βt + SPt ηt|t + δPt|t, (3.28)
where ηt|t is given in Eq. (3.18), and δ
P
t|t is given in Eq. (3.20). We call (3.28) the Dynamic Fused
Gaussian Process Filter (DFGPF). Its associated mean-squared-prediction-error covariance matrix
is
σ2t|t ≡ E{[YP −YPt|t][YP −YPt|t]′} = SPt Pt|tSP
′
t + R
P
t|t + S
P
t Ct|t + (S
P
t Ct|t)
′, (3.29)
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where Ct|t ≡ cov(ηt, δPt | Z1:t) = −GtBtQ−1t BP ′t . We call the square root of the diagonal
elements in σ2t|t the DFGPF standard errors.
3.3 Smoothing Distribution for Hidden Process Yt(·)
For t = 1, . . . , T − 1, the optimal smoother of YPt given the data Z1:T , denoted by YPt|T , is
YPt|T ≡ E(YPt | Z1:T ) = XPt βt + SPt ηt|T + δPt|T , (3.30)
where ηt|T is given in Eq. (3.22), and δ
P
t|T is given in Eq. (3.24). We call (3.30) the Dynamic Fused
Gaussian Process Smoother (DFGPS). Its associated mean-squared-prediction-error covariance
matrix is
σ2t|T ≡ E{[YP −YPt|T ][YP −YPt|T ]′} = SPt Pt|TSP
′
t + R
P
t|T + S
P
t Ct|T + (S
P
t Ct|T )
′, (3.31)
where Ct|T ≡ cov(ηt, δPt | Z1:T ) = −GtBtQ−1t BP ′t + Jt(Pt+1|T −Pt+1|t)M′t. We call the square
root of the diagonal elements in σ2t|T the DFGPS standard errors.
4 Maximum Likelihood Estimation via Stochastic EM Algo-
rithm
In what follows, we give a general derivation of the maximum likelihood estimation procedure
for both filtering and smoothing methodology based on DFGP. Let u be a generic time point.
For the filtering-type estimator, the parameters will be estimated based on data Z1:u, where u
takes values from 2 to T , since data are collected from time point 1 to time point T . For the
smoothing-type estimator, the parameters will be estimated based on the data Z1:u, where u takes
value T only, since all the available data should be used in the smoothing-type methodology. To
avoid identifiability issues, we assume that the propagation matrices {Ht : t = 1, . . . , T} and
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innovation matrices {Ut : t = 1, . . . , T} are time-invariant with common propagation matrix
H and common innovation matrix U. Let θ ≡ {β1, . . . ,βu,K0,H,U, τ 21 , . . . , τ 2u , γ1, . . . , γu} ∪
{σ2t,(k) : t = 1, . . . , u; k = 1, . . . , k0} be a collection of model parameters up to time u. If the goal
is to make filtering-type predictions, the letter u denotes the current time at which predictions will
be made, and parameters are estimated based on data up to current time u. If the goal is to make
smoothing-type predictions, the letter u denotes the time at which latest data are observed at time
T . Smoothing-type predictions will be made at time t = 1, . . . , T − 1. In what follows, we give
an efficient parameter estimation procedure to ensure the scalability of the DFGP methodology for
massive datasets.
4.1 Likelihood Function
Let αt = Zt −Xtβt − Stηt|t−1 be innovations for t = 1, . . . , u. These innovations are indepen-
dently and normally distributed with mean zero and covariance matrix Σt|t−1 = StPt|t−1S′t+D
−1
t .
Then, up to a constant, the negative twice marginal log-likelihood function is
−2 lnL(θ) = −2f(α1, . . . ,αu|θ) =
u∑
t=1
ln |Σt|t−1|+
u∑
t=1
αt(θ)
′Σt|t−1(θ)−1αt(θ), (4.1)
where θ denotes model parameters. The inverse and log-determinant of Σt|t−1 can be calculated
as follows:
Σ−1t|t−1 = Dt −DtSt(P−1t|t−1 + S′tDtSt)−1S′tDt (4.2)
ln |Σt|t−1| = ln |P−1t|t−1 + S′tDtSt|+ ln |Pt|t−1|+ ln |D−1t |, (4.3)
where Dt = V−1t − V−1t Bt(Qt + B′tV−1t Bt)−1B′tV−1t and ln |D−1t | = ln |Qt + B′tV−1t Bt| −
ln |Q−1t | + ln |Vt|. To evaluate the negative twice marginal log-likelihood function in Eq. (4.1),
solving linear systems involving Σt|t−1 is required. To solve Σ−1t|t−1T for an nt-dimensional vector
or an nt-by-r matrix T, one has to solve linear systems involving r-by-r matrices and N -by-
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N sparse matrix Qt + B′tV
−1
t Bt. The former requires O(r3) computational cost. If the sparse
matrix Qt + B′tV
−1
t Bt has bandwidth p0 after appropriate reordering, the computational cost of
the Cholesky decomposition for Qt + B′tV
−1
t Bt is O(N(p20 + 3p0)). Linear systems involving
Qt + B
′
tV
−1
t Bt can be solved efficiently. The Cholesky decomposition of Q can be solved very
efficiently with O(N1.5) computational cost (see Ma and Kang, 2018).
4.2 Stochastic EM Algorithm
The expectation-maximization (EM) algorithm introduced by Dempster et al. (1977) is a pow-
erful method to solve maximum likelihood estimation problems iteratively, where the E-step is
calculated exactly and then is followed by an M-step in each iteration. Instead of computing the
conditional expectation exactly in the E-step, one can employ Monte Carlo algorithms to generate
samples from the conditional distribution, and then replace the conditional expectation with an
average of corresponding quantities evaluated at these samples. This estimation method is called
the Monte Carlo EM algorithm (Wei and Tanner, 1990). The success of the Monte Carlo EM al-
gorithm relies on sufficiently large samples to approximate the E-step conditional expectations. A
closely related modification of the EM algorithm described in Celeux and Diebolt (1985) is known
as the stochastic EM (SEM) algorithm, which substitutes the E-step with a single corresponding
quantity evaluated with one random sample from the conditional distribution. The SEM algorithm
is generally less computationally expensive than the Monte Carlo EM algorithm. It is robust with
initial values and converges to a stationary distribution (see Celeux and Diebolt, 1985; Diebolt and
Ip, 1996; Nielsen, 2000, for details). However, when computing resources are less constrained,
one can employ the Monte Carlo EM algorithm estimate parameters in the DFGP methodology. In
what follows, we give the SEM procedure to estimate parameters in the DFGP methodology.
In the EM algorithm of the DFGP model, we treat η0:u and ξ1:u as “missing data”. Up to a
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constant, the negative twice complete-data log-likelihood is
−2 lnLc(θ) = −2 ln f(Z1:u,η0:u, ξ1:u|θ) (4.4)
=
u∑
t=1
{
(Zt −Xtβt − Stηt −Btξt)′V−1t (Zt −Xtβt − Stηt −Btξt) + ln |Vt|
}
+
u∑
t=1
{
(ηt −Hηt−1)′U−1(ηt −Hηt−1) + ln |U|
}
+ ln |K0|+ η′0K−10 η0 +
u∑
t=1
{ξ′tQtξt − ln |Qt|} .
Given the negative twice complete-data log-likelihood function in Eq. (4.4), we now derive the
Q-function in the EM algorithm first, and then present the derivation for the SEM algorithm.
Consider the (` + 1)th iteration in the EM algorithm. The E-step is to find conditional ex-
pectation of the complete-data log-likelihood for θ = θ[`] with respect to missing data, i.e.,
Q(θ;θ[`]) := Eθ[`] [−2 lnLc(θ) | Z1:u]. In what follows, the following notations are used: η[`]t|u =
Eθ[`](ηt | Z1:u), δ[`]t|u = Eθ[`](δt | Z1:u), P[l]t|u = var(ηt | Z1:u,θ[`]),R[`]t|u = var(δt | Z1:u,θ[l]),
P
[`]
t,t−1|u = cov(ηt,ηt−1 | Z1:u,θ[`]) for all t. In the EM algorithm, the actual prediction location
RP is the same as the observed locations, RO, for t = 1, . . . , u. We also define the quantities
K
[`+1]
t ≡ P[`]t|u + η[`]t|uη[`]
′
t|u and L
[`+1]
t ≡ P[`]t,t−1|u + η[`]t|uη[`]
′
t−1|u.
In the EM algorithm, these conditional expectations are computed exactly; while in the SEM
algorithm, they are replaced by the complete log-likelihood function evaluated with a single sample
from the posterior distribution [ηt, ξt | Z1:u]. To ensure the positive definiteness of matrices K[`]0
and U[`]0 , we compute the conditional expectations involving them exactly. We only use samples
from [ηt, ξt | Z1:u,θ[`]] to approximate the conditional expectations involving in ξt. That is, we
compute conditional expectations involving ηt explicitly, and we define η
[`]
t|u = Eθ[`](ηt | Z1:u).
For expectations involving ξt, we generate a sample from [ηt, ξt | Z1:u,θ[`]], and use ξ[`]t|u to denote
a sample for ξt from the distribution [ηt, ξt | Z1:u,θ[`]]. To generate a sample from the distribution
[ηt, ξt | Z1:u,θ[`]], we use the conditional simulation strategy in geostatistics to allow fast sampling
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procedure (for details, see Cressie, 1993, Sec. 3.6.2). The negative twice QSEM(·; ·) function in
the SEM algorithm is
−2QSEM(θ;θ[`]) ≡
u∑
t=1
{
(Zt −Xtβt − Stη[`]t|u −Btξ[`]t|u)′V−1t (Zt −Xtβt − Stη[`]t|u −Btξ[`]t|u)
}
+ u ln |U|+
u∑
t=1
tr
{
U−1(K[`+1]t −HL[`+1]
′
t − L[`+1]t H′ + HK[`+1]t−1 H′)
}
+ ln |K0|+ tr(K0K[`+1]0 ) +
u∑
t=1
{
ξ
[`]′
t|uQtξ
[`]
t|u − ln |Qt|+ ln |Vt|
}
,
where ξ[`]t|u is the sub-vector of a random sample from [ηt, ξt | Z1:u,θ[`]] corresponding to ξt. We
compute the expectations involving U and K0 exactly, since this will give a desirable property in
their updating formulas that both of them are guaranteed to be positive definite in each iteration of
the SEM algorithm.
In the M-step, this QSEM function is maximized with respect to parameters θ, yielding the
following formulas to update parameters for t = 1, . . . , u:
β
[`+1]
t = (X
′
tVtXt)
−1X′tV
−1
t (Zt − Stη[`]t|u −Btξ[`]t|u),
σ
2[`+1]
t,(k)
= (Z
(k)
t −X(k)t β[`+1]t − S(k)t η[`]t|u −B(k)t ξ[`]t|u)′V−1t,(k)
· (Z(k)t −X(k)t β[`+1]t − S(k)t η[`]t|u −B(k)t ξ[`]t|u)
/
n
(k)
t ,
K
[`+1]
0 = P
[`]
0|u + η
[`]
0|uη
[`]′
0|u,
H[`+1] =
(
u∑
t=1
L
[`+1]
t
)(
u−1∑
t=0
K
[`+1]
t
)−1
,
U[`+1] =
(
u∑
t=1
K
[`+1]
t −H[`+1]
u∑
t=1
L
[`+1]′
t
)/
u,
τ
2[`+1]
t = ξ
[`]′
t|u(I− γ[`]t W)ξ[`]t|u
/
N,
where the parameters βt, σ2t,(k),K0,H,U, and τ
2
t have closed-form updates. When the M-step is
carried out w.r.t. {γt : t = 1, . . . , u}, there is no explicit formula. However, it is straightforward to
19
show that we can minimize the following function w.r.t. these parameters:
g(γ1, . . . , γu) =
u∑
t=1
(−γtξ[`]
′
t|uWξ
[`]
t|u/τ
2[`]
t − ln |I− γtW|).
To solve this nonlinear optimization problem, we use the interior-point method (e.g., Byrd et al.,
1999). Notice that we can estimate all the parameters including the nugget variance parameters
{σ2t,(k) : t = 1, . . . , u; k = 1, . . . , k0.} in the SEM algorithm.
The SEM algorithm starts with certain initial values for parameters θ, and then these pa-
rameters are updated iteratively at each iteration. The initial values should be tuned to achieve
better convergence results. Here, we give some practical suggestions. The initial values of re-
gression coefficients can be set as the ordinary least square estimates. The initial values for
{σ2t,(k) : t = 1, . . . , u; k = 1, . . . , k0.} can be set as the parameter estimates by fitting empiri-
cal semivariograms near origin (e.g., Kang et al., 2010). The initial values for K0 and U can be
set to the r-by-r positive definite matrices with diagonal entries adjusted by the empirical variance
of the data values {Zt : t = 1, . . . , u}. The initial values for τ 2t can be set as a small portion (say
0.01) of the empirical variance of the data values {Zt : t = 1, . . . , u}. The initial values for H can
be set as an identity matrix. After the initial values are specified, the SEM algorithm will update
them in each iteration. The formulas to update all these parameters reveal that the positive defi-
niteness of matrix K0 and U is guaranteed. To check the convergence of the SEM algorithm, we
can monitor the change or relative change of log-likelihood function (4.1) for a sufficient number
of consecutive iterations. In addition, one can also monitoring the different of parameter values,
i.e., ‖θ[`+1] − θ[`]‖.
Although the procedure to obtain standard errors for the parameter estimates is not discussed
here, these standard errors can be obtained in a certain way. For instance, one might use the
bootstrap-sampling technique described in Stoffer and Wall (1991) to compute the standard errors
for these parameters estimates. Its detailed discussion is beyond the scope of this work. As in each
iteration of the SEM algorithm, solving linear systems involving r-by-r matrices and N -by-N
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sparse matrices is required. We also need to carry out numerical optimization to update {γt : t =
1, . . . , u}, which requires the Cholesky decomposition for sparse matrices {Qt : t = 1, . . . , u}.
These computations can be done efficiently but still require considerate amount of computing time.
When data are sparse, we can impose the time-invariant assumption for the nugget variance
parameters {σ2t,(k) : t = 1, . . . , u; k = 1, . . . , k0.} so that stable estimates for these parameters can
be obtained. Suppose that σ2,(k) ≡ σ21,(k) = . . . ,= σ2u,(k). The formulas to update these nugget
variance parameters are:
σ
2[`+1]
,(k) =
u∑
t=1
(Z
(k)
t −X(k)t β[`+1]t − S(k)t η[`]t|u −B(k)t ξ[`]t|u)′V−1t,(k)
· (Z(k)t −X(k)t β[`+1]t − S(k)t η[`]t|u −B(k)t ξ[`]t|u)
/( u∑
t=1
n
(k)
t
)
.
When data are available over a large number of time steps, i.e., u is large, we can relax the time-
invariant assumption for propagation matrices {Ht : t = 1, . . . , u}, and innovation matrices {Ut :
t = 1, . . . , u}. Suppose that the propagation matrix and innovation matrix are constant over b0
block time periods. Let T0 ≡ 0 and Tb0 ≡ u. We further assume that H1 = . . . = HT1 6= HT1+1 =
. . . = HT2 6= . . . = HTb0 and U1 = . . . = UT1 6= UT1+1 = . . . = UT2 6= . . . = UTb0 . For
b = 1, . . . , b0, the formulas to update HTb and UTb are
H
[`+1]
Tb
=
 Tb∑
t=Tb−1+1
L
[`+1]
t
 Tb−1∑
t=Tb−1+1
K
[`+1]
t
−1 ,
U
[`+1]
Tb
=
 Tb∑
t=Tb−1+1
K
[`+1]
t −H[`+1]t
Tb∑
t=Tb−1+1
L
[`+1]′
t
/ (Tb − Tb−1) .
5 Results
In what follows, we demonstrate DFGP methodology based on two SST datasets from MODIS
and AMSR-E instruments. The tropical Pacific region is covered by N = 1, 260, 864 grid cells
at 9km resolution, which are used to define BAUs in this study. The CAR structure in the DFGP
21
model is constructed based on first-order neighborhood structure on these BAUs. These two SST
datasets have been bias-corrected to ensure that the mean zero assumption in the measurement-
error process is valid in the DFGP methodology. Exploratory analysis suggests that the covariates
Xt(·) = [1, latitude(·), latitude(·)2] be included in the trend component for all time points. In Sec-
tion 5.1 and Section 5.2, we demonstrate filtering and smoothing procedure of the DFGP method-
ology, respectively. Comparison of DFGP with with other existing methods is also made. In the
following numerical illustrations, to assess the predictive performance for each method, we use the
root-mean-sqaured-prediction error (RMSPE) to evaluate the accuracy of the predictions at held-
out locations. We also use the continuous-rank-probability score (CRPS; Gneiting and Raftery,
2007) to evaluate the quality of predictions for held-out locations, where small value of the CRPS
indicates better prediction.
5.1 Cross-Validation Study in the Filtering Methodology
We first carry out cross-validation to evaluate the filtering-type DFGP methodology and compare
it with the spatio-temporal data fusion model in Nguyen et al. (2014). In what follows, we refer
to the spatio-temporal data fusion model in Nguyen et al. (2014) as Fixed Rank Filtering (FRF),
and we refer to our filtering procedure of the DFGP methodology as DFGPF. In FRF, we con-
sider 99 equally-spaced basis functions at three different resolutions and 181 equally-space basis
functions at four different resolutions with previous 99 basis functions included. As an additional
comparison, we also implement a local kriging approach (e.g., Haas, 1990; Vecchia, 1988; Ku-
usela and Stein, 2018), which makes predictions based on observations in a moving window. This
approach has been widely used in practice to make spatial/spatio-temporal predictions due to its
computational efficiency and the usage of spatial/spatio-temporal varying covariance functions in
a local moving window. In our implementation of the local kriging approach, we fit a spatio-
temporal exponential covariance function model with its parameters estimated by the maximum
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likelihood method in a spatio-temporal moving window such that it contains 500 nearest obser-
vations. The exponential covariance function is chosen to be anisotropic in space and time, i.e.,
C(h, u) = σ2 exp{−
√
h2
φ2s
+ u
2
φ2t
} + σ2 I(h = 0, u = 0), where h is the chordal distance in space
and u is the Euclidean distance in time. φs and φt are range parameters in space and time, σ2 is the
partial sill, and σ2 is the nugget variance. This approach will be referred to as Local Kriging here-
after. Notice that when implementing the local kriging approach, we assume that each observation
is associated with the centroid of the grid cell, and we ignore the resolution differences among
each dataset. In the filtering context, the nearest observations are selected based on all training
observations from t = 1, . . . , 8.
To set up the cross-validation exercise, we hold out MODIS SST in the block region between
longitude 180◦ and 190◦ and between latitude−20◦ and 0◦ for time point t = 2, . . . , 8; see Figure 2
for an example of the held-out region on January 8, 2018. This large contiguous region is used to
test long-range prediction skills that are often required to make predictions for remote sensing
data, because remote sensing data often have missing latitude bands when polar-orbiting satellite
instruments collect the data around the Earth. In addition, we also hold out randomly sampled
10% of remaining MODIS SST observations for time point t = 2, . . . , 8. These randomly held-out
prediction locations will be used to test the short-range prediction skills. As our focus is to compare
filtering-type predictions among Local Kriging, FRF and DFGPF, we only use the data up to time
t to estimate parameters and to make filtering predictions at held-out locations at time t, where
t = 2, . . . , 8. Notice that we do not hold out observations at time t = 1, since the filtering-type
DFGP methodology reduces to the spatial-only FGP methodology, which has been studied in Ma
and Kang (2018) under various numerical examples.
Figure 3 shows the RMSPE and CRPS for FRF, DFGPF and Local Kriging at time point t =
2, . . . , 8. As we can see, DFGPF performs the best among all the three methods in terms of RMSPE
and CRPS at all time points. Even though the number of basis functions in the low-rank component
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of FRF is almost twice as that in DFGPF, DFGPF still outperforms FRF in terms of RMSPE
and CRPS at all time points, since the DFGPF model incorporates a more flexible covariance
function than that in the FRF model. The Local Kriging approach gives better predictions than
FRF. However, FRF may perform better than Local Kriging using adaptive basis functions; readers
are referred to Ma et al. (2019) for details. In addition, we also tried in increase more basis
functions, but this will pose numerical instabilities due to different contiguous regions at different
time points. Basis function selection for such a spatio-temporal model is still an open problem.
Methods in Tzeng and Huang (2017) and Ma et al. (2019) can be extended to the spatio-temproral
context to tackle this problem. This will be left for future research. DFGP outperforms Local
Kriging at all tested time points in terms of RMSPE and CRPS. The reasons are as follows. First,
Local Kriging fails to provide good predictions especially in large contiguous missing region,
since it only uses local information without borrowing strength from distant observations. Second,
Local Kriging uses a stationary exponential covariance function, which may not be flexible enough
to capture nonstationary behavior of the underlying geophysical process. Third, Local Kriging
does not address the change-of-support problem. It is shown in Ma et al. (2019) that ignoring the
change-of-support problem can lead to unfavorable statistical inferential results.
Table 1 shows the average of numerical measure such as RMSPE and CRPS across all the
seven tested time points as well as the total computing time (in hours) for parameter estimation
and prediction on a 10-core machine with 20GB memory and Intel Xeon E5-2680 central process-
ing unit. We see that DFGPF outperforms Local Kriging and FRF in terms of RMSPE and CRPS.
For computing time, FRF is fastest, since FRF only needs to invert r-by-r matrix and diagonal
matrix. When r is very small (e.g., r = 99, 181), its computation can be very fast. Local Kriging
is second fastest, since it only needs to solve small (e.g., 500-by-500) linear systems for every
prediction location, and the parallel computing environment can be employed to facilitate compu-
tations. DFGPF requires about 4 to 9 times, dependent on the number of basis functions in FRF,
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more computing time than FRF, since DFGPF not only needs to invert r-by-r matrices but also
needs to solve sparse linear systems for N -by-N sparse matrices. Even though DFGPF requires
more computing time, it can give very good predictive performance in a reasonable amount of
time, since DFGPF is able to process a 8-day dataset with about 3.7 million observations in a time
much less than one week.
Figure 2. MODIS SST data are held out in the rectangular region on January 8, 2010. The
delineated rectangular region is the held-out contiguous region to test long-range prediction skills.
5.2 Cross-Validation Study in the Smoothing Methodology
DFGP not only allows filtering-type predictions, but also allows smoothing-type predictions. To
demonstrate the smoothing methodology of DFGP, we compare it with the spatio-temporal data
fusion model in Nguyen et al. (2014). In what follows, we refer to our smoothing procedure of
the DFGP methodology as DFGPS, and refer to the spatio-temporal data fusion model in Nguyen
et al. (2014) as Fixed Rank Smoothing (FRS). Notice that the methodology in FRS appeared first in
Katzfuss and Cressie (2011) for a single data source. Nguyen et al. (2014) generalize this approach
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Figure 3. Numerical measures for predictions over all held-out locations based on Local Kriging,
FRF, and DFGPF at t = 2, . . . , 8. The figure shows the RMSPEs at the left panel and CRPSs at the
right panel for these methods, respectively. The asterisk represents the numerical measures based
on Local Kriging; the plus sign represents the numerical measures based on FRF with r = 99
basis functions; the cross sign represents the numerical measures based on FRF with r = 181 basis
functions; the circle sign represents the numerical measures based on DFGPF.
for multiple data sources. Similar to Section 5.1, FRS is implemented with 99 equally-spaced basis
functions at three different resolutions and 181 equally-spaced basis functions at four different
resolutions. DFGPS is implemented with 99 basis functions that are the same as in FRS. As an
additional comparison, we also implement Local Kriging. In the smoothing-type predictions, the
nearest observations in Local Kriging are also selected based on all observations from January 1 to
January 8, 2010. In the implementation of Local Kriging, we also chose 500 nearest observations.
We also tried to increase the number of nearest observations, but improvement of prediction based
on Local Kriging with more nearest observations is negligible and more computing resources are
required in terms of computer memory and computing time.
To setup the cross-validation exercise, we hold out MODIS SST in the block region between
longitude 180◦ and 190◦ and between latitude −20◦ and 0◦ for time point t = 2, . . . , 8 as in
Section 5.1. Then 10% of remaining MODIS SST are randomly held out to test the short-range
prediction skills. Unlike the filtering context, the smoothing prediction of the process Yt(·) for
these held-out locations are obtained based on all remaining observations from both MODIS and
AMSR-E instruments. Notice that the total number of observations that are predicted are much
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more in the smoothing context than those in the filtering context, since in the filtering context, we
only evaluate prediction skills for Yt(·) at current time u based on data Z1:u, where u = 2, . . . , 8.
Figure 4 shows the RMSPE and CRPS for held-out locations at time point t = 1, . . . , 7 based
on FRS, DFGPS, Local Kriging. As we can see, the DFGPS model performs better than all the
other models in terms of RMSPE and CRPS at all time points. This suggests that our proposed
DFGP methodology can provide good smoothing-type predictions. Even though the number of
basis functions in FRS is twice as that in the low-rank component of DFGPS, FRS still cannot
outperform DFGPS. This is consistent with findings in the spatial-only context in Ma and Kang
(2018) and the filtering context in Section 5.1. This is because the CAR structure introduces a
spatial dependence structure that can capture the unexplained variation by the low-rank compo-
nent. We do not further increase the number of basis functions, since we encountered numerical
instability due to large portions of contiguous missing regions. The optimal selection of spatial ba-
sis functions in a spatio-temporal context is very challenging especially when data have different
patterns of large contiguous missing region over time. DFGPS performs better than Local Kriging,
which is expected with the same reasons given in Section 5.2.
Table 2 shows the average of RMSPE and CRPS across all seven time points as well as the
total computing time (in hours) for parameter estimation and prediction on a 10-core machine with
20GB memory and Intel Xeon E5-2680 central processing unit. We see that DFGPS outperforms
Local Kriging and FRS in terms of RMSPE and and CRPS. FRS is the fastest among all the
methods due to small number of basis functions. The total computing time in FRS and DFGPS
is smaller than those reported in FRF and DFGPF, since parameter estimation is only done once
based on all available training data in the smoothing context; in contrast, parameter estimation and
prediction are done individually for time u = 2, . . . , 8, based on data Z1:u in the filtering context.
As observations are held out at each time point in the smoothing procedure and only “current”
observations are held out in the filtering procedure, more observations are held out in the smoothing
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procedure than those in the filtering procedure. In the implementation of Local Kriging, we only
held out observations at each day, and predictions are made based on all remaining observations.
DFGPS is faster than Local Kriging. However, more extensive parallelizations can be used to
speed up computations in Local Kriging, it will require much more computing resources than FRS
and DFGPS. DFGPS is slow compared to FRS, but it can provide very good inferential results in
a reasonable amount of time, since we can obtain predictions at about 316,965 locations from all
time points based on about 3.4 million training observations in a one-week time period.
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Figure 4. Numerical measures for predictions over all held-out locations based on Local Kriging,
FRS, and DFGPS at t = 1, . . . , 7. The figure shows the RMSPEs at the left panel and CRPSs at the
right panel for these methods, respectively. The asterisk represents the numerical measures based
on Local Kriging; the plus sign represents the numerical measures based on FRS with r = 99
basis functions; the cross sign represents the numerical measures based on FRS with r = 181 basis
functions; the circle sign represents the numerical measures based on DFGPS.
5.3 Filtering and Smoothing Predictions
After carrying out cross-validation, we apply DFGPF to make filtering-type predictions for t =
2, . . . , 8, and apply DFGPS to make smoothing-type predictions for t = 1, . . . , 7. The SEM algo-
rithm with different starting values is used to estimate parameters. It turns out that same parameters
were obtained for a pre-specified small threshold after sufficient iterations. This also suggests that
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the SEM algorithm is robust to initial values as pointed out in Diebolt and Ip (1996). Figure 5
shows the filtering-type predictions for t = 4, 6, 8 and associated standard errors, and Figure 6
shows the smoothing-type predictions for t = 2, 4, 6. As we can see, the resulting predictions are
able to fill in the gaps by combining two sources of datasets. The associated prediction standard er-
rors are also reasonable. We see that the predictions show larger uncertainties at locations where no
SST data are collected than those at locations where SST data are available. As expected, DFGPS
gives better predictions than DFGPF at same time points, since the smoothing methodology makes
use of all the available observations. In Supplementary Materials, we also include two movies
to show the filtering-type predictions for t = 2, 3, . . . , 8, and the smoothing-type predictions for
t = 1, 2, . . . , 7.
6 Discussion
In this article, we propose a dynamic fused Gaussian process model to allow both filtering and
smoothing type predictions for massive remote sensing data. The parameters in DFGP are esti-
mated via an efficient stochastic expectation-maximization algorithm. The DFGP methodology
is demonstrated in a data-fusion context with multiple data sources at different spatial resolutions.
We have applied our DFGP model to analyze massive amount of sea surface temperature data from
MODIS and AMSR-E satellite instruments in both filtering and smoothing contexts. We found that
DFGP gives better prediction results than the spatio-temporal data fusion model in Nguyen et al.
(2014) in both filtering and smoothing contexts, even though more basis functions are incorpo-
rated. The DFGP methodology also gives much better prediction results than Local Kriging in
both filtering and smoothing contexts.
Although DFGP requires more computational cost than Local Kriging, FRF and FRS, the com-
putations in DFGP can be done efficiently with affordable computing resources, since a one-week
dataset can be processed in much less than one week for about 3.7 million sea surface temperature
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Figure 5. DFGP filtering predictions and associated standard errors on January 4, 6, 8 in the year
2010 over the tropical Pacific ocean.
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Figure 6. DFGP smoothing predictions and associated standard errors on January 2, 4, 6 in the
year 2010 over the tropical Pacific ocean.
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observations. By borrowing strength across different time and instruments, DFGP is able to give
good prediction results to fill in the gaps for massive amount of sea surface temperature data. A
more compelling approach to compare DFGP might be Jurek and Katzfuss (2018). However, it is
not clear how this methodology can be extended to a data-fusion context for multiple data sources.
The predictions are made at BAU-level, which is motivated by scientific study and available com-
puting resources in practice. A statistical optimal way to choose the resolution of BAUs can be
found in Bradley et al. (2017), but a tradeoff has to be determined between available computing
resources and statistical optimality.
The DFGP methodology assumes a single underlying true process, with the data process linked
to this true process through different measurement-error processes. The resolution difference
among each data process has been explicitly accounted for through the change-of-support prop-
erty. When different underlying true processes are desired, one can extend the idea in Nguyen et al.
(2014) to allow cross dependences among each underlying true process. In the DFGP methodol-
ogy, the dynamic evolution is only exhibited in the low-rank component, which captures large-scale
spatio-temporal variations. Future work might be introducing dynamic evolution structure in the
graphical model component.
In this article, the DFGP methodology is demonstrated in a general context without any spe-
cial structure imposed in the propagation matrix and innovation matrix. In practice, if physical
knowledge of a geophysical process is available, this information can be incorporated in the DFGP
methodology (e.g., Wikle et al., 2001; Xu and Wikle, 2007). In fact, this will also help avoid poten-
tial non-identifiability issue because of over-parameterization in the model when data are sparse.
To properly account for uncertainties in both parameter estimation and prediction, a fully Bayesian
implementation of the DFGP methodology is recommended, but this will require much more com-
puting resources for massive amount of spatio-temporal data especially for applications in remote
sensing science. With high-performance computing facilities, the current DFGP methodology can
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be applied for much massive amount of data over much larger time period such as the work in Hoar
et al. (2003).
Acknowledgments
This work was supported in part by an allocation of computing time from the Ohio Supercom-
puter Center. Ma’s research was partially supported by the National Science Foundation under
Grant DMS-1638521 to the Statistical and Applied Mathematical Sciences Institute. Any opin-
ions, findings, and conclusions or recommendations expressed in this material do not necessarily
reflect the views of the National Science Foundation. Kang’s research was partially supported by
the Simons Foundation Collaboration Award (#317298) and the Taft Research Center at the Uni-
versity of Cincinnati. We thank two anonymous reviewers and an associate editor for comments
that greatly improved this work.
References
Arai, K. (2013). Data fusion between microwave and thermal infrared radiometer data and its
application to skin sea surface temperature, wind speed and salinity retrievals. International
Journal of Advanced Computer Science and Applications (IJACSA), 4(2).
Banerjee, S., Gelfand, A. E., Finley, A. O., and Sang, H. (2008). “Gaussian predictive process
models for large spatial data sets”. Journal of the Royal Statistical Society: Series B (Statistical
Methodology), 70(4):825–848.
Berliner, L. M., Wikle, C. K., and Cressie, N. (2000). Long-lead prediction of Pacific SSTs via
Bayesian dynamic modeling. Journal of Climate, 13(2):3953–3968.
33
Berrocal, V. J., Gelfand, A. E., and Holland, D. M. (2010). A bivariate space-time downscaler
under space and time misalignment. The Annals of Applied Statistics, 4(4):1942–1975.
Berrocal, V. J., Gelfand, A. E., and Holland, D. M. (2012). Space-time data fusion under error in
computer model output: An application to modeling air quality. Biometrics, 68(3):837–848.
Bradley, J. R., Wikle, C. K., and Holan, S. H. (2017). Regionalization of multiscale spatial pro-
cesses by using a criterion for spatial aggregation error. Journal of the Royal Statistical Society:
Series B (Statistical Methodology), 79(3):815–832.
Byrd, R. H., Hribar, M. E., and Nocedal, J. (1999). An interior point algorithm for large-scale
nonlinear programming. SIAM Journal on Optimization, 9(4):877–900.
Celeux, G. and Diebolt, J. (1985). The SEM algorithm: A probabilistic teacher algorithm derived
from the EM algorithm for the mixture problem. Computational Statistics Quarterly, 2:73–82.
Choi, J., Fuentes, M., and Reich, B. J. (2009). Spatial-temporal association between fine particulate
matter and daily mortality. Computational Statistics and Data Analysis, 53(8):2989–3000.
Cressie, N. (1993). Statistics for Spatial Data. John Wiley & Sons, New York, revised edition.
Cressie, N. (1996). “Change of support and the modifiable areal unit problem”. Geographical
Systems, 3(2-3):159–180.
Cressie, N. and Johannesson, G. (2006). Spatial prediction for massive datasets, in mastering
the data explosion in the earth and environmental sciences. In Proceedings of the Australian
Academy of Science Elizabeth and Frederick White Conference, page 11, Canberra, Australia.
Australian Academy of Science.
Cressie, N. and Johannesson, G. (2008). “Fixed rank kriging for very large spatial data sets”.
Journal of the Royal Statistical Society: Series B, 70(1):209–226.
34
Cressie, N., Shi, T., and Kang, E. L. (2010). Fixed rank filtering for spatio-temporal data. Journal
of Computational and Graphical Statistics, 19(3):724–745.
Cressie, N. and Wikle, C. K. (2002). Space-time Kalman filter. Encyclopedia of environmetrics.
Cressie, N. and Wikle, C. K. (2011). Statistics for Spatio-Temporal Data. John Wiley & Sons,
New York.
Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). “Maximum likelihood from incomplete
data via the EM algorithm”. Journal of the Royal Statistical Society: Series B, 39(1):1–38.
Diebolt, J. and Ip, E. (1996). Stochastic EM: method and application. In Gilks, W., Richardson,
S., and Spiegelhalter, D., editors, Markov Chain Monte Carlo in Practice, chapter 15. Chapman
& Hall, London.
Donlon, C. J., Minnett, P. J., Gentemann, C., Nightingale, T. J., Barton, I. J., Ward, B., and Murray,
M. J. (2002). “Toward improved validation of satellite sea surface skin temperature measure-
ments for climate research”. Journal of Climate, 15(4):353–369.
Fuentes, M. and Raftery, A. E. (2005). Model evaluation and spatial interpolation by Bayesian
combination of observations with outputs from numerical models. Biometrics, 61(1):36–45.
Gelfand, A. E., Zhu, L., and Carlin, B. P. (2001). On the change of support problem for spatio-
temporal data. Biostatistics, 2(1):31–45.
Gentemann, C. L. (2014). Three way validation of MODIS and AMSR-E sea surface temperatures.
Journal of Geophysical Research: Oceans, 119(4):2583–2598.
Gneiting, T. and Raftery, A. E. (2007). “Strictly proper scoring rules, prediction, and estimation”.
Journal of the American Statistical Association, 102(477):359–378.
35
Gotway, C. A. and Young, L. J. (2002). Combining incompatible spatial data. Journal of the
American Statistical Association, 97(458):632–648.
Guan, L. and Kawamura, H. (2003). SST Availabilities of Satellite Infrared and Microwave Mea-
surements. Journal of Oceanography, 59(2):201–209.
Haas, T. C. (1990). Kriging and automated variogram modeling within a moving window. Atmo-
spheric Environment. Part A. General Topics, 24(7):1759–1769.
Hoar, T. J., Milliff, R. F., Nychka, D., Wikle, C. K., and Berliner, L. M. (2003). Winds from a
Bayesian Hierarchical Model: Computation for Atmosphere-Ocean Research. Journal of Com-
putational and Graphical Statistics, 12(4):781–807.
Huang, H.-C., Cressie, N., and Gabrosek, J. (2002). Fast, resolution-consistent spatial prediction
of global processes from satellite data. Journal of Computational and Graphical Statistics,
11(1):63–88.
Jurek, M. and Katzfuss, M. (2018). Multi-resolution filters for massive spatio-temporal data. arXiv
preprint arXiv:1810.04200.
Kang, E. L., Cressie, N., and Shi, T. (2010). “Using temporal variability to improve spatial map-
ping with application to satellite data”. Canadian Journal of Statistics, 38(2):271–289.
Katzfuss, M. and Cressie, N. (2011). “Spatio-temporal smoothing and EM estimation for massive
remote-sensing data sets”. Journal of Time Series Analysis, 32(4):430–446.
Katzfuss, M. and Cressie, N. (2012). “Bayesian hierarchical spatio-temporal smoothing for very
large datasets”. Environmetrics, 23(1):94–107.
Kawai, Y., Kawamura, H., Takahashi, S., Hosoda, K., Murakami, H., Kachi, M., and Guan, L.
36
(2006). Satellite-based high-resolution global optimum interpolation sea surface temperature
data. Journal of Geophysical Research, 111(C6):290–17.
Kuusela, M. and Stein, M. L. (2018). Locally stationary spatio-temporal interpolation of argo
profiling float data. Proceedings of the Royal Society A, 474(2220):20180400.
Lindgren, F., Rue, H., and Lindstro¨m, J. (2011). “An explicit link between Gaussian fields and
Gaussian Markov random fields: the stochastic partial differential equation approach”. Journal
of the Royal Statistical Society: Series B, 73(4):423–498.
Ma, P. and Kang, E. L. (2018). A fused Gaussian process model for very large spatial data. Journal
of Computational and Graphical Statistics. Under revision.
Ma, P., Kang, E. L., Braverman, A. J., and Nguyen, H. M. (2019). Spatial statistical downscaling
for constructing high-resolution nature runs in global observing system simulation experiments.
Technometrics, 0(0):1–19.
Mardia, K. V., Goodall, C., Redfern, E. J., and Alonso, F. J. (1998). The kriged kalman filter. Test,
7(2):217–282.
McMillan, N. J., Holland, D. M., Morara, M., and Feng, J. (2010). Combining numerical model
output and particulate data using Bayesian space-time modeling. Environmetrics, 21(1):48–65.
Nguyen, H., Cressie, N., and Braverman, A. (2012). “Spatial statistical data fusion for remote
sensing applications”. Journal of the American Statistical Association, 107(499):1004–1018.
Nguyen, H., Cressie, N., and Braverman, A. (2017). Multivariate spatial data fusion for very large
remote sensing datasets. Remote Sensing, 9(2):142. DOI:10.3390/rs9020142.
Nguyen, H., Katzfuss, M., Cressie, N., and Braverman, A. (2014). “Spatio-temporal data fusion
for very large remote sensing datasets”. Technometrics, 56(2):174–185.
37
Nielsen, S. F. (2000). The stochastic EM algorithm: Estimation and asymptotic results. Bernoulli,
6(3):457–489.
Nychka, D., Bandyopadhyay, S., Hammerling, D., Lindgren, F., and Sain, S. (2015). “A multires-
olution Gaussian process model for the analysis of large spatial datasets”. Journal of Computa-
tional and Graphical Statistics, 24(2):579–599.
O’Carroll, A. G., Saunders, R. W., and Watts, J. G. (2006). The measurement of the sea surface
temperature by satellites from 1991 to 2005. Journal of Atmospheric and Oceanic Technology,
23(11):1573–1582.
Poole, D. and Raftery, A. E. (2000). Inference for deterministic simulation models: The Bayesian
melding approach. Journal of the American Statistical Association, 95(452):1244–1255.
Sahu, S. K., Gelfand, A. E., and Holland, D. M. (2010). Fusing point and areal level space-
time data with application to wet deposition. Journal of the Royal Statistical Society: Series C
(Applied Statistics), 59(1):77–103.
Shi, H. and Kang, E. L. (2017). Spatial data fusion for large non-Gaussian remote sensing datasets.
Stat, 6(1):390–404.
Stein, M. L. (2002). The screening effect in Kriging. The Annals of statistics, 30(1):298–323.
Stoffer, D. S. and Wall, K. D. (1991). Bootstrapping state-space models: Gaussian maximum
likelihood estimation and the Kalman filter. Journal of the American Statistical Association,
86(416):1024–1033.
Stroud, J. R., Mu¨ller, P., and Sanso´, B. (2001). Dynamic models for spatiotemporal data. Journal
of the Royal Statistical Society: Series B (Statistical Methodology), 63(4):673–689.
38
Tzeng, S. and Huang, H.-C. (2017). Resolution adaptive fixed rank kriging. Technometrics.
DOI:10.1080/00401706.2017.1345701.
Vecchia, A. V. (1988). “Estimation and model identification for continuous spatial processes”.
Journal of the Royal Statistical Society: Series B, 50(2):297–312.
Wei, G. C. G. and Tanner, M. A. (1990). A Monte Carlo implementation of the EM algorithm and
the poor man’s data augmentation algorithms. Journal of the American Statistical Association,
85(411):699–704.
Wikle, C. K. and Berliner, L. M. (2005). Combining information across spatial scales. Technomet-
rics, 47(1):80–91.
Wikle, C. K., Berliner, L. M., and Cressie, N. (1998). Hierarchical Bayesian space-time models.
Environmental and Ecological Statistics, 5(2):117–154.
Wikle, C. K. and Cressie, N. (1999). A dimension-reduced approach to space-time Kalman filter-
ing. Biometrika, 86(4):815–829.
Wikle, C. K., Milliff, R. F., Nychka, D., and Berliner, L. M. (2001). Spatiotemporal Hierarchical
Bayesian Modeling Tropical Ocean Surface Winds. Journal of the American Statistical Associ-
ation, 96(454):382–397.
Xu, K. and Wikle, C. K. (2007). Estimation of parameterized spatio-temporal dynamic models.
Journal of Statistical Planning and Inference, 137(2):567–588.
Zammit-Mangion, A. and Cressie, N. (2017). FRK: An R package for spatial and spatio-
temporalprediction with large datasets. https://arxiv.org/abs/1705.08105.
39
Table 1. Results in the cross-validation study based on the filtering methodology. The RMSPE
and CRPS are averaged over all held-out locations and all time points.
Local Kriging
FRF DFGPF
r = 99 r = 181 r = 99
RMSPE 0.5607 0.8354 0.7191 0.4004
CRPS 0.2587 0.4402 0.3751 0.1691
Time (h) 20 2.4 6.5 22
Table 2. Results in the cross-validation study based on the smoothing methodology. The RMSPE
and CRPS are averaged over all held-out locations and all time points.
Local Kriging
FRS DFGPS
r = 99 r = 181 r = 99
RMSPE 0.5607 0.8270 0.7471 0.3717
CRPS 0.2429 0.4356 0.3873 0.1535
Time (h) 20 0.9 1.4 16
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