Abstract. Belief propagation (BP) is a message-passing method for solving probabilistic graphical models. It is very successful in treating disordered models (such as spin glasses) on random graphs. On the other hand, finite-dimensional lattice models have an abundant number of short loops, and the BP method is still far from being satisfactory in treating the complicated loop-induced correlations in these systems. Here we propose a loop-corrected BP method to take into account the effect of short loops in lattice spin models. We demonstrate, through an application to the square-lattice Ising model, that loop-corrected BP improves over the naive BP method significantly. We also implement loop-corrected BP at the coarse-grained region graph level to further boost its performance.
Introduction
Belief propagation (BP) is a message-passing method for solving probabilistic graphical models. It was developed in the computer science research field [1] and, independently, also in the statistical physics field along with the replicasymmetric mean field theory [2] . For spin glass physicists the BP method is commonly referred to as the replicasymmetric cavity method.
The basic physical idea behind BP is the Bethe-Peierls approximation [3, 4, 5] , which assumes that if a vertex is deleted from a graph, all of its nearest neighboring vertices will become completely uncorrelated in the remaining (cavity) graph. The BP method has good quantitative predicting power if the graph's characteristic loop length is much longer than the typical correlation length of the system.
The BP method is exact for models defined on a tree graph which contains no any loop. A finite-connectivity random graph contains many loops, but the typical loop length increases logarithmically with the total number of vertices in the graph. Therefore BP also performs excellently on sufficiently large random-graph systems. A lot of random combinatorial optimization problems and random-graph spin glass models have been successfully solved by BP and the replica-symmetric mean field theory during the last two decades [6] .
Finite-dimensional lattice models have an abundant number of short loops, which cause complicated local correlations in the system. The correlation length of the system at sufficiently low temperatures often exceeds the a Corresponding author. Email address: zhouhj@itp.ac.cn. characteristic length of short loops. At the moment, the BP method is still far from being satisfactory in treating the complicated loop-induced local correlations in these systems. In recent years the generalized belief propagation (GBP) method, as a promising way of overcoming the naive BP method's shortcomings, has been seriously explored [7, 8, 9, 10, 11] . The GBP method is rooted in the cluster variational method [12, 13] and it abandons the Bethe-Peierls approximation.
In this work we explore a simple way of improving the BP performance while still keeping the Bethe-Peierls approximation. We propose a loop-corrected BP method to take into account the effect of short loops in lattice spin models. The loop-corrected BP method, as a hierarchical approximation scheme, is conceptually straightforward to understand, and its numerical implementation appears to be easier than the GBP method. As a proof of principle, we apply loop-corrected BP to the square-lattice Ising model for which exact results are available, and demonstrate that it indeed significantly outperforms the naive BP. We also implement loop-corrected BP at the coarse-grained region graph level [14] to further boost its performance. Our numerical results on the square-lattice Ising model indicate that loop-corrected BP might be a preferred method than GBP.
The actual applications of loop-corrected BP to the Edwards-Anderson spin glass model [15] on the square lattice and especially on the three-dimensional cubic lattice will be carried out in a follow-up paper. As potential practical applications, we suggest that loop-corrected BP might be useful in two-dimensional image processing tasks, such as image recovery [16] .
For the reason of clarity, in the remaining part of this paper we describe the loop-corrected BP method using the square lattice as a representative example.
The lattice spin system
Let us consider a periodic square lattice G of width L containing N = L × L vertices, see Fig. 1 . Each vertex m ∈ {1, 2, . . . , N } of this lattice has a spin state σ m ∈ {−1, +1} and it interacts with its four nearest neighboring vertices. The interaction between two vertices m and n is represented by an edge in the lattice and this edge is denoted as m, n in our following discussions. The set formed by all the nearest neighboring vertices of vertex m is denoted as ∂m, i.e., ∂m ≡ {n : m, n ∈ G}. For the particular example of Fig. 1 , ∂m = {l, h, n, r} and ∂n = {m, i, o, s}. In addition, we denote by ∂m\n the set obtained by deleting vertex n from the set ∂m, e.g., ∂m\n = {l, h, r} and ∂n\m = {i, o, s}.
We denote a microscopic spin configuration of the whole lattice G as σ, that is, σ ≡ {σ 1 , σ 2 , . . . , σ N }. The energy for each of the 2 N possible microscopic configurations is defined as
where h 0 i is the local external field on vertex i, and J ij is the spin coupling constant of the edge i, j . In the limiting case of J ij = +J for all the edges, this model is the ferromagnetic Ising model [17] . In the other limiting case of the Edwards-Anderson spin glass model, each edge coupling constant J ij is set to be +J or −J with equal probability and independently of all the other coupling constants [15] . In the numerical calculations of this paper we choose the energy unit to be J, which is equivalent to setting J = 1.
Let us denote by S a macroscopic equilibrium state of the lattice system at a given temperature T . When T is sufficiently high the system has only a single macroscopic state, then S contains all the 2 N microscopic configurations. At certain critical temperature value T c an ergodicity-breaking transition may occur in the configuration space of the system, then the system at T < T c has two or even many macroscopic states, each of which containing a subset of the 2 N microscopic configurations [18] .
3 The Bethe-Peierls approximation and the belief-propagation equation
We now briefly review the BP method. Within a macroscopic equilibrium state S, the marginal probability distribution q m (σ m ) for the spin state of a single vertex m is defined as where δσ σ is the Kronecker symbol such that δσ σ = 1 if σ = σ and δσ σ = 0 if σ =σ; β ≡ 1/T is the inverse temperature; the superscript of the summation symbol means that the summation is over all the microscopic configurations σ belonging to the macroscopic state S.
Since vertex m interacts only with the vertices in ∂m, we divide the total energy E(σ) into two parts:
where E \m (σ \m ) is the total energy of the cavity lattice G \m formed by deleting vertex m from the original lattice G (see Fig. 2 ):
and σ \m ≡ {σ j : j ∈ G \m }. After inserting Eq. (3) into Eq. (2), we obtain that
where σ ∂m ≡ {σ n : n ∈ ∂m} denotes a microscopic spin configuration of the vertices in set ∂m, and q \m (σ ∂m ) is the probability distribution of σ ∂m within the macroscopic equilibrium state S of the cavity lattice G \m :
.
Since vertex m is absent in the cavity lattice G \m , one expects that the correlations among the vertices of set ∂m are much weaker in G \m than in the original lattice G. Following the idea of Bethe and Peierls [3, 4] , let us neglecting all the remaining correlations among the vertices of ∂m in G \m and approximate q \m (σ ∂m ) by the following factorized form:
where q n\m (σ n ) is the marginal probability distribution of the spin state of vertex n in the cavity lattice G \m . Inserting Eq. (7) into Eq. (5) we obtain the following approximate expression for q m (σ m ):
Similar to Eq. (8), we can apply the Bethe-Peierls approximation on the cavity lattice G \m to compute the marginal probability distribution q n\m (σ m ) of vertex n:
This above equation is referred to as a belief-propagation (BP) equation in the literature [1] . The BP equation is a self-consistent equation. We can iterate Eq. (9) on all the edges of the lattice G and, if this iteration reaches a fixed point, then use Eq. (8) to compute the mean spin value of any given vertex m in the lattice. The above-mentioned mean field theory is very successful in quantitatively predicting the properties of spin models on random finite-connectivity graphs [19] . However, when applied on the square-lattice Ising model with no external field, it predicts a transition between the paramagnetic phase and the ferromagnetic phase at the critical inverse temperature β ≈ 0.3466, which is considerably lower the exact value β c = ln(1 + √ 2)/2 ≈ 0.4407 [20, 21] , see the paramagnetic solution of the BP equation (9) becomes unstable in the whole region of β > 0.37 [14] , which contradicts with the strong numerical evidence [22, 23, 24, 25, 26, 27, 28] that the two-dimensional Edwards-Anderson model is in the paramagnetic phase at any finite β. The mean-field equations (8) and (9) are not accurate in treating lattice spin models. We now develop a loopcorrected belief propagation numerical scheme to better considering the complicated effect of short loops.
Loop-corrected belief-propagation equation
We notice that, due to the abundance of short loops, the naive BP equations (8) and (9) generate a spurious selffield on each vertex of the lattice. By definition the probability distribution q n\m (σ n ) in Eq. (8) is completely independent of vertex m, but if we use Eq. (9) then q n\m (σ n ) will be strongly affected by m. To explain this point by an example, let us consider the path m-h-i-n in Fig. 2 : q n\m (σ n ) depends on q i\n (σ i ), which in turn depends on q h\i (σ h ), which in turn depends on q m\h (σ m ). Similarly, other short paths between vertex n and vertex m will bring more degree of dependence of q n\m (σ n ) on the 'deleted' vertex m. Since all the input probability distributions to vertex m in Eq. (8) actually are affected by vertex m, the resulting marginal probability distribution q m (σ m ) contains the self-field of vertex m to itself. This self-field effect is not real but is an artifact of the naive BP equation (9) . We need to modify Eq. (9) to remove this spurious self-field effect. Actually, if we strictly follow the BethePeierls approximation, the expression for the probability distribution q n\m (σ n ) is not Eq. (9) but the following:
where q i\{m,n} (σ i ) is the marginal probability distribution of vertex i's spin state in the cavity lattice G \{m,n} with both vertex m and n being deleted (see Fig. 4 ).
In general, for any given vertex set φ and a vertex n that is adjacent to at least one vertex in this set φ, we denote by q n\φ (σ m ) the marginal probability distribution of vertex n's spin state in the cavity lattice G \φ obtained by deleting all the vertices of φ from the original lattice G. Under the Bethe-Peierls approximation, this probability distribution can be determined through
where ∂n\φ ≡ ∂n − φ ∩ ∂n denotes the vertex set obtained by deleting all the vertices of ∂n that are also belonging to set φ, and {φ, n} ≡ φ ∪ {n} is the vertex set obtained by adding vertex n to set φ.
Equations (8), (10) and (11) form a hierarchical series of self-consistent equations and we refer them collectively as the loop-corrected belief-propagation equation. For practical applications we have to make a cutoff to this message-passing hierarchy, so that a closed set of equations can be obtained and can be iterated numerically.
In the remaining part of this paper we mainly consider the simplest nontrivial cutoff by requiring that the vertex set φ of the cavity probability distribution q n→φ of any vertex n can contain at most two vertices (i.e., memory capacity C = 2). Under this additional restriction, then for the two vertices l and r in Fig. 4 we have When we apply Eqs. (12) and (13) to the square-lattice Ising model, we obtain a critical inverse temperature β c ≈ 0.3716 for the ferromagnetic phase transition, which is considerably better than the prediction of the naive BP, see Fig. 3 . This is an encouraging result. We can further improve the performance of the loop-corrected BP mean field theory by allowing the set φ of deleted vertices in Eq. (11) to contain three or even more vertices. For example if the memory capacity is set to C = 3 the value of β c estimated for the ferromagnetic Ising model increases to β c ≈ 0.3896 (see Fig. 3 ).
Loop-corrected belief propagation at the region graph level
In essence, the loop-corrected BP mean field theory of the preceding section tries to completely eliminate the effect of a deleted vertex m to the cavity lattice G \m through the BP hierarchy Eqs. (10) and (11) . But the loop-corrected BP hierarchy is also based on the Bethe-Peierls approximation and it does not consider any of the short-range correlations that are discarded from this approximation (e.g., the correlations among the vertices l, h, n, and m in the cavity graph G \m of Fig. 2 ). To take into account more short-range correlations, we follow the work of Zhou and Wang [14] and construct the loop-corrected BP equation at the coarse-grained region graph level.
In the example of the square lattice, we completely cover the vertices of the whole lattice by a set of square regions without any overlap between the regions. Each square region contains n×n vertices and all the interaction edges within these vertices, see Fig. 5 . Two neighboring regions interact with each other through the n edges in between, and they are therefore considered as being connected at the region level. The region graph R constructed in this way, with each vertex representing a local square domain of n × n vertices, has the same topology as the original square lattice G.
The loop-corrected BP hierarchy can then be obtained for this region graph R. Consider the region γ 5 of Fig. 5 as an example. Let us define q γ5\γ2 (σ m , σ n ) as the probability of vertex m taking spin value σ m and vertex n taking spin value σ n in the cavity region graph R \γ2 obtained by deleting region γ 2 from R. Other joint probability distributions can be defined in a similar way, e.g., q γ5\{γ1,γ2} (σ m , σ n ) is the joint probability distribution of σ m and σ n in the cavity region graph R \{γ1,γ2} (with regions γ 1 and γ 2 being deleted). If we restrict the set φ of deleted regions in memory to containing two regions at most (i.e., memory capacity C = 2), we obtain that
In the above expressions, the quantity E γ denotes the internal energy of a region γ, for example (15) and E γγ is the interaction energy between region γ and region γ , for example
As Eq. (14) demonstrates, all the correlations within each region are precisely considered by summing over all the 2 n 2 microscopic configurations of this region. In the practical implementation, the internal state summation is achieved through a numerical scheme that is efficient both in terms of computing time and in terms of needed memory (see Appendix A for details). By increasing the region size n we can include more and more short-range correlations and achieve more precise quantitative predictions.
For the two-dimensional Ising model we have compared in Fig. 3 the results obtained by the conventional regiongraph BP of [14] and those obtained by the present regiongraph loop-corrected BP. When the memory capacity is set to C = 2 (the smallest nontrivial value), the iteration process of loop-corrected BP demands the same order of computational cost as that of BP, yet at each value of the Each square region (γ1, γ2, . . .) contains n × n vertices and all the interactions within these vertices (n = 2 in this particular example). Two nearest-neighboring regions interact through n edges.
square-region size n the improvement of loop-corrected BP over BP is always significant, suggesting that loopcorrected BP is a much better choice than the naive BP for treating finite-dimensional lattice systems.
It also appears that loop-corrected BP (with memory capacity C = 2) outperforms the GBP method of Yedidia and coworkers [7] . When the square-region size is set to n = 2, GBP predicts the critical inverse temperature of ferromagnetic phase transition to be β c ≈ 0.4126 [10] ; a slightly better result is achieved by the loop-corrected BP method at square-region size n = 2n = 4, which reports a value of β c ≈ 0.4186. The GBP with square-region size n = 4 predicts a value of β c ≈ 0.429 [10] ; this result is marched by the loop-corrected BP at square-region size n = 2n = 8, which reports a value of β c ≈ 0.4290. We might therefore conjecture that GBP at square-region size n and loop-corrected BP at square-region size n = 2n have comparable prediction power. Under such an assumption we can then argue that loop-corrected BP will be a better choice than GBP: (1) the iteration process of GBP is much more complicated than that of loop-corrected BP; and (2) the required computer storage space of a GBP message is of order O(2 n 2 /2 ), making it unpractical to set the square-region size n ≥ 6; (3) the required storage space of a loop-corrected BP message is only of order O(2 n ), so we can set the square-region size to n = 20 or even larger values.
We can further improve the performance of the loopcorrected BP method by increasing the memory capacity C (but at the cost of introducing many more cavity messages, see Appendix B). For the square-lattice Ising model, the results obtained by loop-corrected BP at C = 3 are also shown in Fig. 3 to compare with the results obtained at C = 2. We find that increasing C from C = 2 to C = 3 does not bring a dramatic improvement to the prediction of β c . Considering the high computation cost required for C ≥ 3 (see Appendix B), if higher numerical precision is needed, it is more practical to increase the square-region size n but to keep the memory capacity at C = 2.
Conclusion
To summarize briefly, in this paper we described the main ideas of the loop-corrected belief propagation method and carried out an initial performance test on the square-lattice Ising model. The results in Fig. 3 clearly demonstrate that loop-corrected BP with memory capacity C = 2 is much superior to the naive BP method, which is equivalent to loop-corrected BP with memory capacity C = 1. The performance of loop-corrected BP further improves as the memory capacity is increased to C = 3 or even larger values.
Our numerical results on the square-lattice Ising model also indicate that, compared to the generalized belief propagation (GBP) method of Yedidia et al. [7] , the loopcorrected BP method (simply with memory capacity C = 2) can achieve the same or even higher level of precision at much reduced computation cost. In addition, we wish to point out another very important advantage of the loop-corrected BP method: just as the survey propagation method is a natural extension of the naive BP method [6, 19] , we can easily extend loop-corrected BP into the loopcorrected survey propagation method to study disordered lattice models in the low-temperature spin glass phase, where ergodicity of the configuration space is broken.
For the loop-corrected BP method really to be a helpful tool, it should be capable of giving good quantitative predictions on single instances of disordered lattice models. The performance of loop-corrected BP on the squarelattice and cubic-lattice spin glass models will be investigated and be reported in a forthcoming paper.
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Appendix A: Message updating for a square region
To perform region-graph BP or loop-corrected BP iteration on a square lattce, the most demanding task is computing the joint probability distribution of spin states for the vertices on the boundary of a region. Let us consider the concrete example shown in Fig. 6 . The central (C) square region contains n × n vertices with n = 6, and it receives messages from three other square regions on the left (L), bottom (B), and right (R) side. Denote Fig. 6 . The central square region contains n × n vertices (n = 6), and it interacts with the three nearest neighboring square regions (partly shown) on the left, bottom, and right side.
by σ T ≡ (σ 2 , σ 3 , . . . , σ 7 ) a generic spin configuration for the n vertices on the top (T) boundary of the central region. This spin configuration is affected by the interactions within the central region and the interactions between the central region and the three neighboring regions, and its probability distribution P T (σ T ) is expressed as
In this expression, σ C\T ≡ (σ 27 , σ 28 , . . . , σ 55 , σ 56 ) is a spin configuration for all the other (n − 1) × n vertices of the central region except the n vertices at the top boundary, and E C is the total internal energy of this central region; σ L ≡ (σ 1 , σ 26 , . . . , σ 22 ) is a spin configuration for the n boundary vertices of the left region, and P L (σ L ) is an input probability distribution of σ L , and E L,C is the interation energy between the left and the central region; similarly, σ R ≡ (σ 13 , σ 12 , . . . , σ 8 ) is a spin configuration for the boundary vertices of the right region, P R (σ R ) is an input probability distribution of σ R , E R,C is the interaction energy between the right and the central region, and σ B ≡ (σ 20 , σ 19 , . . . , σ 15 ) is a spin configuration for the boundary vertices of the bottom region, P B (σ B ) is an input probability distribution of σ B , E B,C is the interaction energy between the bottom and the central region. According to Eq. (17), one needs to sum over a total number of 2 n(n+2) different spin configurations to determine the output probability P T (σ T ) of a single spin configuration σ T . A naive application of Eq. (17) is therefore feasible only for very small values of n (e.g., n ≤ 3).
We now introduce a numerical trick that greatly accelerate this summation process. By this simple trick we reduce the total number of needed operations to sum over all the spin configurations from O(2 n(n+2) ) to O(n 2 2 n ), and also dramatically reduce the total amount of storage space needed in the numerical computation.
First we notice that, due to the binary nature of the spins, a generic probability distribution p(σ 1 , σ 2 , . . . , σ n ) over n spins can be written in the following form:
where s i ∈ {0, 1} for i = 1, 2, . . . , n and {c s1s2...sn } is a set of 2 n coefficients, with c 00...0 ≡ 2 −n due to the normalization constraint. Therefore the probability distribution p (σ 1 , σ 2 , . . . , σ n ) is completely characterized by the coefficient set {c s1s2...sn }.
Due to the fact that
then for i, j ∈ {1, 2, . . . , n} (i < j) and i / ∈ {1, 2, . . . , n}, We simplify the computation of Eq. (17) by treating the three input probability distributions separately. For example, starting from the input probability distribution P B (σ 20 , σ 19 , . . . , σ 15 ) of the bottom region (see Fig. 7 ), we obtain a probability distribution Q B (σ 41 , σ 53 , . . . , σ 36 ) for the set of n boundary vertices {41, 53, 55, 56, 50, 36} through the following recursive process: (1) initialize the coefficients set of Q B (·) to be identical to that of P B (·); (2) Fig. 7 .
Given an input probability distribution PB(σ20, . . . , σ15) for the set {20, 19, . . . , 15} of vertices on the bottom row, the probability distribution QB(σ41, . . . , σ36) for the set {41, 53, 55, 56, 50, 36} of boundary vertices can be determined by recursion from the bottom row up to the top row.
internal vertices 52 and 51; (6) finally, apply Eq. (20b) on the edges 52, 55 and 51, 56 , and apply Eq. (20c) on edge 55, 56 and then output the coefficients set of Q B (σ 41 , σ 53 , σ 55 , σ 56 , σ 50 , σ 36 ).
The joint probability distributions Q L (σ 2 , . . . , σ 41 ) for the set of vertices {2, 28, 46, 55, 53, 41} and Q R (σ 36 , . . . , σ 7 ) for the set of vertices {36, 50, 56, 47, 31, 7}, see Fig. 6 , are obtained through the same recursive process starting from P L (·) and P R (·), respectively. The only additional feature is that we now need to consider the external fields of all the vertices in these two boundary sets (again through applying Eq. (20a) to Q L (·) and Q R (·) repeatedly).
With these preparations, we then obtain a joint probability distribution Q(σ 2 , . . . , σ 7 ) for the set of vertices {2, 28, 46, 47, 31, 7} through the following expression: 
In the above expression, the coefficient sets {c
s41···s36 }, and {c
, and Q R (·), respectively. The effect of the multiplication term e βJ46,47σ46σ47 to the coefficient set of the probability distribution Q(·) can again be obtained through Eq. (20c).
Finally, the probability distribution P T (σ 2 , . . . , σ 7 ) for the set {2, 3, 4, 5, 6, 7} of vertices at the top boundary is determined from Q(σ 2 , σ 28 , σ 46 , σ 47 , σ 31 , σ 7 ) through the following recursive process (see Fig. 8 ): (1) set the coefficients set of P T (·) to be identical to that of Q(·); (2) then consider the vertical edges 29, 46 and 30, 47 sequentially and modify the coefficients set of P T (·) according to Eq. Given an input joint probability distribution Q(σ2, . . . , σ7) for the set {2, 28, 46, 47, 31, 7} of vertices on the bottom boundary, the joint probability distribution PT (σ2, . . . , σ7) for the set {2, 3, 4, 5, 6, 7} on the top row can be determined recursively from the bottom row up to the top row.
30 and further modify the coefficients set of P T (·) according to Eq. (20c) and Eq. (20a, respectively; (4) repeat the operations of steps (2) and (3) on the vertical edges between the top and the second row of Fig. 8 , the horizontal edges of the top row, and the set of vertices {3, 4, 5, 6}. We then output the resulting coefficient set of P T (·) as the result of original computing task Eq. (17) .
It is straightforward to extend the numerical trick of this appendix to other values of even n and also to the cases of n being odd. For studying lattice models on a three-dimensional cubic lattice, this same trick can be applied to a cubic region containing n × n × n vertices.
Appendix B: Loop-corrected belief propagation with memory capacity C = 3
When the memory capacity is set to C = 3, then with respective to a focal vertex or region (denoted by a filled small square in each block of Fig. 9 ), we need to consider 29 different patterns of the three deleted vertices or regions (denoted by three unfilled small squares in each block of Fig. 9 ). These 29 patterns are indexed as 00, 01a and 01b, 02a and 02b, . . ., 13a and 13b, 14, and 15 in Fig. 9 for the convenience of discussion. The patterns 01a and 01b (and similarly 02a and 02b, 03a and 03b, ...) are related by a mirror symmetry.
Each pattern of Fig. 9 is associated with a cavity message. For example, suppose vertices l, m, n are deleted from the graph G of Fig. 1 , then the pattern 01a of Fig. 9 corresponds to the cavity message q s\{l,m,n} (σ s ) from vertex s to vertex n, while pattern 01b corresponds to the cavity message\{l,m,n} (σ q ) from vertex q to vertex l. As another example at the region graph level, suppose regions γ 2 , γ 6 and γ 9 are deleted from the region graph R of Fig. 5 , then the pattern 03b of Fig. 9 corresponds to the cavity message q γ5\{γ2,γ6,γ9} (σ m , σ n ) from region γ 5 to γ 2 .
The iteration of the 29 cavity messages for the 29 patterns of Fig. 9 is carried out following the updating diagram of Fig. 10 . Each directed edge p 1 → p 2 in this diagram points from one pattern (say p 1 = 04a) to another pattern (say p 2 = 01a), and it means that the cavity message of pattern p 2 is determined (partly) from the cavity message of pattern p 1 . For example, there are three directed edges (from patterns 01a, 01b and 00, respectively) to pattern 00, meaning that the output cavity message of Fig. 9 . When the memory capacity is set to C = 3, each focal vertex/region (denoted by a filled small square) needs to remember the positions of the other three deleted vertices/regions (denoted by three unfilled small squares). In total we need to distinguish 29 different patterns of the three deleted vertices/regions, which are indexed as 00, 01a and 01b, . . ., 14, and 15. The small arrows indicate the cavity message of the focal vertex/region to the deleted vertices/regions. For the purpose of clarity we separate different patterns through the thin dashed lines. Fig. 9 are iteratively determined (see main text for more details). For reason of clarity, for each pair of mirror patterns (say 01a and 01b) we only draw the input edges to one of the patterns (01a) but not to the mirror pattern (01b). The edges to each mirror pattern can be easily constructed by symmetry considerations. For example, since pattern 01a receives edges from patterns 02b, 03a and 04a, then pattern 01b must receives edges from patterns 02a, 03b and 04b. pattern 00 can be computed based on three inputing cavity messages from patterns 00, 01a and 01b. In the specific case of Fig. 1 
The updating equations for the other 28 cavity messages can be written down in a similar way according to Fig. 10 . Notice that in Fig. 10 we only draw the input edges to patterns 00, 14, 15 and patterns 01a, 02a, . . ., 13a but not the input edges to all the mirror patterns 01b, 02b, . . ., 13b to avoid the diagram being too complicated. We can easily construct all the missing directed edges by symmetry considerations. For example, since pattern 03a receives edges from patterns 07a and 08b, then pattern 03b must receive edges from patterns 07b and 08a. In the specific case of regions γ 2 , γ 6 , and γ 9 being deleted from 
