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2 reducing tidal velocity (ܷ ௭ ) near to the seabed (i.e. as z reduces), typically referred to as the velocity 52 profile by oceanographers and characterised using the power law of Soulsby (1997) as described in 53
Eq. 1; 54
(1) 55 the velocity profile (the velocity at height ‫ݖ‬ above the seabed ܷ ௭ ) is described using a power 56 law (α) and bed roughness (β) coefficient with water depth (h) and depth averaged velocity (ܷ ഥ ). 57 58
59
60
It should also be noted that the log-law (see Eq. 2 from Soulsby, 1997) can also be used to 61 characterised the velocity profile (ܷ ௭ , the velocity at height ‫ݖ‬ above the seabed) using estimates of 62 friction velocity ‫ݑ(‬ * ) and bed roughness length-scale ‫ݖ(‬ ) with von Karman's constant (ߢ = 0.4). 63
However, the power law of Eq. 1, which is derived from shelf-sea oceanographic research (e.g. 64 Soulsby et al. 1990; Soulsby et al. 1993) , is typically used to characterise the velocity profile in tidal 65 energy research (e.g. Batten et al. 2008; O'Doherty et al. 2010; Myers and Bahaj, 2010) .For example, 66 depth-averaged shallow water-equation models are often used for resource assessment because of 67 their computational efficiency (Robins et al. 2014) , with an assumed velocity profile using the 1/7 th 68 power law with a bed roughness (β) of 0.32 within Eq. 1 (e.g. Batten et al. 2008; Serhadlıoğlu et al. 69 2013) . With the development of high-performance computing systems, resource assessment with 70 high resolution 3D oceanographic models is becoming feasible (e.g. Roc et al. 2013; Yang et al. 2014; 71 Wang et al. 2015; Robins et al. 2015; van der Molen et al. 2016 ). Yet, it is unclear as to the importance 72 of using a more complex modelling approach; moreover, oceanographic boundary conditions are
73
required for fine-scale modelling studies of turbine interaction with the resource (e.g. O'Doherty et al. 74 2010) . Hence, methods are required in tidal energy research to estimate the velocity profile (ܷ ௭ ) 75 from depth-averaged flow speed (ܷ ഥ ), and therefore the suitability of characterising the velocity 76 profile with the power law profile (Eq. 1) will be evaluated in this study. 77 78
Within the power law velocity profile equation (Eq. 1), an assumed bed roughness (β) value 79 of 0.32, typically used in shelf-sea oceanographic research (e.g. Soulsby et al. 1990; Soulsby et al. 80 1993) , may be incorrect at tidal energy sites because seabed sediment is likely to be much coarser, 81 or bed forms that give higher bed roughness values (β), in areas of fast tidal currents (Ward et al. 82 2015) . Hence, bias may be present when characterising the velocity profile in tidal energy research 83 because a higher β needed in Eq. 1 than the typically used β value of 0.32 -derived from shelf-sea 84 oceanographic research (e.g. Soulsby et al. 1990; Soulsby et al. 1993) . Further, although Myers and 85 Bahaj (2010) found no significant difference in tidal turbine performance for velocity profiles varying 86 within the range α=7 and α=8 (i.e. 1/7 th or 1/8 th power law), recent observations at tidal-stream 87 energy sites (O'Rourke et al. 2014 ) and EPRI guidelines (see Hagerman et al. 2006; Gooch et al. 88 2009), suggest a 1/10 th power law (α=10) should be used when characterising the velocity profile at 89 high tidal energy sites. 90 91
Tidal turbine studies typically use scaled tank experiments or device-scale hydrodynamic 92 numerical models (e.g. Myers and Bahaj, 2010; Afgan et al. 2013) , with parameterised 93 oceanographic conditions (e.g. Work et al. 2013) . Variability in the velocity profile has been shown to 94 result in variability to the loadings upon the support structure of a tidal turbine and gearbox (Afgan 95 et al 2013; Mason-Jones et al. 2013) , as well as the performance of the tidal energy device (Bahaj et 96 al. 2007 ). The amount of shear, and hence the velocity profile shape, affects blade loadings, and 97 needs to be considered in fatigue studies (Batten et al. 2008 ) because the cyclic loading from the 98 blade rotating through the velocity profile leads to fatigue, and ultimately failure -hence why 99 increasing shear and been shown to increase fatigue of tidal-stream energy but also wake recovery 100 for array design (see Myers and Bahaj, 2010) . Therefore, uncertainty of the velocity profile shape at 101 M A N U S C R I P T
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3 tidal-stream energy sites may be a barrier to research into resilient, efficient, and globally 102 deployable device development. 103 104
Surface waves can have a considerable influence on the mean velocity profile in coastal 105 waters (Groeneweg et al. 1998; Lewis et al. 2014a ). An increase in mean upper water-column 106 velocities (increasing velocity shear) occurs under the presence of waves opposing the direction of 107 flow, and the converse occurs when waves propagate in the same direction as the tidal flow (e.g., 108 Kemp et al; 1982; 1983; Yang et al. 2006) . Therefore, characterising the velocity profile and the 109 amount of velocity shear is essential (e.g., Bahaj et al. 2007; Batten et al. 2008; Gooch et al. 2009 ) if 110 resilient, diversely deployable and efficient, tidal-stream energy convertor devices are to be 111 developed for the global market (see O'Rourke et al. 2013 ). 112 113
To illustrate the uncertainty within the velocity profile, a range of power law (α) and bed 114 roughness (β) coefficients used within Eq. 1 for tidal-energy research are shown in Figure 1 for a 115 typical 1 st generation site; depth-averaged flow speed (ܷ ഥ ) of 2.5m/s in 40m water depth (h). The 116 maximum potential turbine swept area (see Lewis et al. 2014a; 2015b ) is shown as the grey shaded 117 area of Figure 1 , which is assumed to be 5m above the bed and 5m below Lowest Astronomical Tide 118 (LAT); assumed in this proof-of-concept example as 35m, and so LAT is 40m. The variability in the 119 shape of the velocity profile shown in Figure 1 is likely to result in variability to predicted turbine 120 device loadings and cyclic loadings from the rotation of the blade through the grey shaded region 121 (e.g. Myers and Bahaj, 2010; Mason-Jones et al. 2013) . Furthermore, using Equation 3 (see 122 Hagerman et al. 2006; Gooch et al. 2009 ), 123
where the velocity ‫ݑ(‬ ௭ ) and the swept turbine width at height above the bed z ‫ܣ(‬ ௭ , with 125 discretised height, δz, being 0.1m in this case) are used to estimate the theoretical instantaneous 126 power (P), we find the tidal-energy resource varies by +8% (by decreasing α from 7 to 5) to -4% (by 127 increasing α from 7 to 9, with changing β from 0.32 to 0.4 decreasing the power by 9%) for the 128 various velocity profiles in Figure 1 . 129 130
Despite the importance of velocity profile characterisation for the effective progression of 131 the tidal-stream energy industry, no comprehensive investigation has yet been undertaken at strong 132 tidal flow sites (Myers and Bahaj, 2010) . In this paper, we analyse flow data from two field surveys 133 within the highly-energetic Irish Sea, combined with 3D model simulations (see Section 2), which 134 together are used to investigate the spatial and temporal variability of the velocity profile at all 135 potential tidal-stream energy sites; therefore, our results (Section 3) will lead to an improved 136 understanding for the design of a high performance, Figure  149 2), was made available through the SEACAMS project (www.seacams.ac.uk). One ADCP was installed 150 in 33.5m water depth at Site A (53.4425°N and 4.2976°W), offshore of the port of Amlwch, for ~47.5 151 days between 10-Feb 2014 and 30-Mar 2014. A second ADCP deployment for 28.6 days between 14-152 M A N U S C R I P T 4.724°W), as shown in Figure 2 , and led to the validation statistics shown in Table 2 . Hence, the 231 model has sufficient skill and accuracy to correlate changes in the vertical tidal profile characteristics 232 to the simulated wave climate at ADCP locations A and B. 233 234

Results
235
The ADCP velocity profile observations at two potential tidal-stream energy sites (Section 2.1) are 236 presented in Section 3.1, with temporal variability in the velocity shear quantified and compared 237 with the simulated wave climate and wind climate. The spatial variability of velocity profile 238 characteristics, extrapolated to all potential tidal-stream energy sites in a shelf sea environment 239 (Section 2.3), is presented in Section 3.2. 240 241
Observations 242
Tidal ellipse analysis of tidal velocity data from ADCP deployments at the two potential tidal-stream 243 energy sites is shown in Table 3 for both the principle semi-diurnal lunar (M2) and solar (S2) 244 constituents, which together describe the spring-neap tidal cycle. The rectilinear nature of the tidal 245 currents can be seen by the ratios of CMAX (the semi-major ellipse velocity component) and CMIN 246 (the semi-minor ellipse velocity component) in Table 3 . The Lowest Astronomical Tide (LAT) is 247 calculated as 3.6m (site A) and 2.4m (site B) below Mean Sea-Level based on the simulated tidal 248 elevation amplitudes of the 6 major constituents; M2, S2, K1, O1, N2 and K2 (Lewis et al. 2015a ). 249
Hence, the maximum swept area of the turbine is assumed to extend between 5m above the seabed 250 to 29.9m (above the seabed) at site A and 79.2m (above the seabed) at site B. Velocities were 251 measured with the ADCP from 2.6m and 4.7m above the seabed at sites A and B respectively, with 252 the top 3 "bins" removed from both ADCP data series (3m for site A and 6m for sites B) due to 253 M A N U S C R I P T
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6 surface effects; therefore, ADCP data can be used to evaluate the velocity profile within the 254 maximum swept area. 255 256
The coefficients of the velocity profile characterisation are summarised in Table 4 for both  257 ADCP sites. Examples of the most and least accurate velocity profile fits are shown in Figure 3 for site 258 A and Figure 4 for site B. The low sum of the absolute error squared (AES) in the velocity profile 259 fitting (see Section 2.2) gives confidence in the accurate description of the hourly averaged vertical 260 structure of tidal velocity (see Table 4 ), and is demonstrated in Figures 3 and 4 ; therefore the 261 velocity profile were successfully characterised using Eq. 1 for all depth-average flow speeds above 262 1m/s (the likely cut-in speed of a tidal turbine (Robins et al. 2014) shown as a green line in Figures 4  263 and 5); see Table 4 . The larger sum of AES at Site B, in Table 4 , is likely due to the greater water 264 depth relative to Site A (see Table 3 ). 265 266
When averaged throughout the ADCP deployment, the velocity profile parameters (α and β) 267
were similar for both sites to one significant figure; see Table 4 . Therefore, it could be assumed that 268 the 1/7 th power law with a bed roughness value of 0.4 within Eq. 1 is appropriate to use when 269 characterising the velocity profile of a tidal energy site from depth-averaged tidal current 270 information. However, temporal variability with the power law (α) was found at both ADCP sites; 271 with α standard deviation (S.D.) of ~1 at site A and ~2 at site B, and a range of α fits from 4 to 15, 272 whilst little β fit temporal variability was observed (see Table 4 ). 273 274
Velocity profile coefficient fits (α and β) were grouped into tidal conditions; flooding or 275 ebbing tide, tidal velocity accelerating or decelerating or at "peak" (maximum flow speed in the 276 hourly averaged data). A two sample Kolmogorov-Smirnov test (KStest), with a null hypothesis that 277 the two groups of data are from the same continuous distribution at the 5% significance level, was 278 performed on the velocity profile coefficients α and β (see Table 5 ). For both ADCP deployments, the 279 KStest revealed β fits were broadly similar at all tidal states, but with a small difference between 280 flooding and ebbing β values at Site B (flooding currents were 0.01 higher, see Table 5 ). Power law 281 (α) fits were significantly different when grouped into tidal conditions (see Table 5 ), and can be seen 282 clearly in the probability distributions of α fits in Figure 5 . Further, the distribution of temporal 283 variability of power law (α) fits ( Figure 5 ), was found to be most accurately described by a 284 generalised extreme value (GEV) distribution (rather than a normal distribution using the KStest) at 285 both sites; see Appendix Figures A1 and A2.  286  287 The grouped velocity profile coefficient fits (α and β) of Table 5 (and shown in Figure 5 for α) 288 were correlated to depth-averaged current speed (ܷ ഥ ) using Pearson Correlation (RHO values at the 289 5% significance level) and linear regression (R²). No significant correlation of β fits to depth-averaged 290 current speed was found at either site A or B (see Table 5 ; all R² values were 0% and RHO values 291 below 0.01 at both sites). Conversely, correlations of α fits to depth-averaged flow speed (ܷ ഥ ) were 292 significant (at the 5% significance level) for all tidal conditions at site A, with the amount of velocity 293 shear increasing (lower α fits) as flow speed increased (negative RHO values in Table 5 ) and all 294 flooding tidal conditions (accelerating, peak or decelerating) exhibiting the same trend of high 295 velocity shear (low α fits) with larger ܷ ഥ values (but with different degrees of significance, see Table  296 5), whilst only accelerating ebb current α fits were found to significantly correlate to ܷ ഥ (but with the 297 opposite trend to flooding tidal conditions). At site B, a significant trend (higher α with increasing ܷ ഥ ) 298 was found for all flood tide α fits, with the converse (lower α with increasing ܷ ഥ ) found for all ebb tide 299 data (see Table 5 ). 300 301
As the temporal variability of the grouped α fits (i.e. spread in the distributions of Figure 5 ) 302 cannot be explained by the correlation to current speed alone (see Table 5 ), hourly velocity profile 303 fits of α and β were next compared to the simulated wave climate and associated wind fields 304
(interpolated from the forcing wind data of the wave model). The results of this correlation are 305 shown in Table 6 for site A, and Table 7 for site B, which had a relatively less energetic wave climate 306 during the deployment period (as can be seen in Figure 7 compared to Figure 6 ). The β fits at the 307 shallower site A (all tidal conditions) significantly correlated to the simulated wave power (and wave 308 period), with lower bed roughness values (β) during larger waves. Significantly higher bed roughness 309 values were also found with higher wave heights and wind speeds at site B, with the exception of 310 ebb tidal conditions -see Tables 6 and 7.  311  312 Velocity shear was found to significantly decrease (higher α fits) with larger waves for flood 313 tide conditions (accelerating and decelerating; see Table 7 ) at site A, and the converse true for 314 decelerating ebb tidal conditions. At site B, significant negative correlation to peak flooding tidal 315 conditions reveals a general increase in the amount of velocity shear with more energetic wave 316 conditions (height, period or power), which was also found in ebb tidal conditions (with the 317 exception of decelerating flows) for greater wind speeds (see Table 7 ). Furthermore, wind speed was 318 also found to have some significant correlation to the grouped power law fits; however, no clear 319 relationship between the wind speed or wave properties, and the parameters used to characterise 320 the velocity profile (α and β) were found at either site; summarised in Tables 6 and 7 , and is 321 demonstrated in Figure 8 . 322 323 Finally, analysis of the depth averaged currents revealed a significant correlation to the wave 324 conditions. The daily value of the major axis (CMAX) of the semi diurnal lunar tidal constituent 325 ellipse (M2), calculated from a moving 25 hour over-lapping analysis window of ADCP measured 326 depth averaged currents (using t_tide and based on the method of Wolf and Prandle, 1999), 327 revealed weaker M2 tidal currents with larger daily averaged significant wave heights (Hs); see 328 Figure 9 . Analysis of the trend in Figure 9 showed a Pearson correlation of -0.21 (4% R²) and -0.29 329 (8% R²) for sites A and B respectively. Therefore, some evidence suggests wind-waves influence the 330 velocity profile at tidal-stream energy sites, both in magnitude ( Figure 9 ) and shape (Figures 6 and  331 7), however, the processes driving this temporal variability appear complex and non-linear. 332 333 Section 3.2. Velocity profile spatial variability 334
The validated ROMS model of the Irish Sea (see Section 2.3) was applied to simulate tidal current 335 velocities during the period of the two ADCP deployments. The accuracy of ROMS simulated depth 336 average M2 tidal ellipse at the two ADCP sites is shown in Table 1 (< 5% error in current speed), and 337 the tidal velocity profile (velocities throughout the water-column) was accurately simulated at both 338 sites with less than 1% velocity errors (RMSE ~0.15m/s). 339 340
Model velocity profile fits (α and β) were compared at both ADCP locations, and a good 341 agreement found on average (see Table 8 ); bed roughness (β) fits were exactly simulated at both 342 sites (mean β fit difference of 0.0 with 0.0 standard deviation hence not shown in Table 8 ), and α fit 343 difference of -0.7 (standard deviation of 0.8) at site A and -1.1 (standard deviation 1.1) at site B was 344 calculated (difference calculated between ADCP data fits and model fits). Therefore the ROMS 345 hydrodynamic model simulates the shape of the velocity profile accurately on average, but with 346 temporal variability in accuracy (see Table 8 ) and a small amount of bias as the over-prediction of 347 shear in the water column by the model as α fits of the model are consistently lower (see Table 8 ). 348 349
Improvements to this temporal variability in the accuracy of the ROMS tide-only α fits from 350 the simulated velocity profile shape (see Table 8 ) is likely to require a dynamically coupled wave-tide 351 model (e.g. Lewis et al. 2015a) ; however, the tide-only hydrodynamic model can be used to 352 determine the likely spatial variability of the average velocity profile characteristics (α and β) at 353 potential tidal-stream energy sites as the model accurately simulated the velocity profile shape and 354 magnitude on average (see Table 8 and also The typical spring-neap α and β fits of all theoretical tidal-stream energy sites throughout 370 the Irish Sea are shown in Figure 10 ; indicating that whilst β fits were broadly similar, there was 371 some trend in the spatial variability of average velocity profile shape (α), which is of importance to 372 developers for site selection: an average α fit of 6.7 and a β fit of 0.4 was found (standard deviation 373 of 2.2 and 0.1 for α and β fits respectively) and a trend of decreasing shear with increased water 374 depth (R 2 of 57% in panel d of Figure 10 ) was found when grouping sites into 20m water depth bins, 375 but no significant trend was found for peak spring tidal currents (R 2 of 4% in panel c of Figure 10 ). 376 377
Considering the small amount of bias in the model (resulting in slightly lower α fits by the 378 model), we assumed an average α=7 fit is likely to generally be appropriate for characterising the 379 velocity profile (with β=0.4 in Eq. 1) at shelf sea tidal energy sites, with less shear likely (higher α) at 380 deeper water sites which may be important for the development of future device technologies, such 381 as so-called 2 nd generation devices (see Lewis et al. 2015a ). However, observations (or possibly 382 dynamically coupled wave-tide models) are required to quantify the temporal variability to this 383 average velocity profile characteristics and, we find, GEV theory can be used to describe this 384 temporal variability within α fits. 385 386 4. Discussion 387
The velocity profile was accurately characterised at two tidal energy sites using a classical power law 388 (Eq. 1). Both sites had similar profile parameters when reported to one decimal place and averaged 389 over the time of the observations. Therefore when characterising the velocity profile of a tidal 390 energy site in depth-averaged model resource studies or turbine interaction studies (e.g. Myers and 391 Bahaj, 2010; Batten et al. 2008 ), it appears appropriate to assume a 1/7 th power law, within Eq. 1, 392 which is traditionally used by oceanographers (see Soulsby 1993). Moreover, a bed roughness value 393 of 0.4, within Eq. 1, was found to yield a more accurate fit (with observations) on average than the 394 value of 0.32 suggested by Soulsby (1993) . This enhanced bed roughness coefficient, calculated from 395 ADCP velocity profile fits at two potential tidal-stream energy sites, is likely due to coarser sediment 396 types (or larger bed forms) in these tidally-energetic environments (see Ward et al. 2015) , and this 397 enhanced bed roughness (β=0.4) should be considered in future studies of turbine interaction with 398 the resource. 399 400
Temporal variability in the power law (α) fit at both ADCP sites was observed during likely 401 operating times (ܷ ഥ >1 m/s), with times of extremely high shear tidal flow (i.e. α=4), which has 402 important implications for turbine performance and resilience research (e.g. Afgan et al. 2013) as 403 well as the instantaneous power available -as described in the introduction (see also Lewis et al. 404 2014a). The distribution of power law (α) temporal variability was accurately characterised with 405
Generalised Extreme Value (GEV) theory; hence, future studies of turbine-scale interaction with the 406 M A N U S C R I P T processes included in the model; however, the mean simulated velocity profile shape was found to 431 match extremely well at both ADCP sites. Hence, the ROMS model was used to explore the spatial 432 variability in mean velocity profile characteristics at potential tidal-stream energy sites throughout 433 the Irish Sea (see Fig. 10 ). Spatial variability to the mean power law coefficient was found in the Irish 434 Sea, suggesting site selection an important process but that spatial variability appears to be less than 435 temporal variability (i.e. Fig. 10 and The comparison of Generalised Extreme Value (GEV) and a normal distribution for the grouped 636 velocity power law fits (α) for all tidal velocity profiles when the depth-average flow speed was 637 greater than 1m/s at site A ( Figure A1 ) and site B ( Figure A2 ). The parameters used to describe the 638 GEV distributions of each of the grouped α fit distributions, including the KStest result that shows 639 the GEV distribution to be a more accurate description of these distributions than a normal 640 distribution, is shown in Table A1 M A N U S C R I P T 
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