Abstract. In this paper we introduce a purely variational approach to the gradient flows, naturally arising in image denoising models, yielding the existence of global parabolic minimizers, in the sense that
F (u + ϕ) dt, whenever T > 0 and ϕ ∈ C ∞ 0 (Ω × (0, T )). Our method applies to a wide class of nonparametric regression models in image restoration analysis, such as quantile, robust, and logistic regression. A prototype functional F is the by now classical TV(L 2 )-functional (i.e., the pure TV-denoising case in image reconstruction) introduced by Rudin [20] studied the model with ζ = 1, in which minimizers might be nonunique. This approach is now known in image restoration as the TV(L ζ ) denoising model. The regularization term in the functional (1.1) is given by the total variation TV(u) of the gradient measure Du, while the lower order term-called the regression term-is given by the deviation of u from the noisy image u o measured with respect to the L ζ -norm. The basic idea behind these models is the mild regularizing effect of the total variation in regions without jumps in the grayscale, which makes the reconstruction less noisy than the original image u o , while contour distortions in the image are preserved or even sharpened. The regression term
works as a penalization and forces the reconstruction u to stay close to the original image.
Since by the maximum principle minimizers to (1.1) take their values in [0, 1] , it is natural to consider the unconstrained minimization problem; see [18, Lemma 6 .126]. It should be noted that no boundary conditions are imposed here, so that minimizers formally solve the following Neumann-type boundary problem for the 1-Laplacian:
Later on more general models, such as anisotropic Rudin-Osher-Fatemi models [25] , were studied. Moreover, several regression models from statistics, such as quantile, robust and logistic regression, were incorporated into the context of image restoration. All models can be summarized under the roof of the following regression model (see [32] ): 
S(u)
:
S(x, u(x)) dx .
Note that with S(x, u) := κ ζ |u− u o (x)| ζ the pure TV(L ζ )-denoising model is included as a special case. For more information on image processing and analysis we refer to the monographs [21, 34] .
Gradient flow to the general (ROF)-model.
Our motivation for this paper arises from recent literature for the total variation flow. Here we are interested in flows associated to models using the total variation as a leading term and with a general convex lower order penalty term as defined in (1.3). More precisely, our first main concern is the study of the Cauchy-Dirichlet problem associated to general (ROF)-models as in (1.3), i.e., the initial boundary value problem (1.4)
for a given noisy monochromatic picture u o : Ω → [0, 1]. Here, Ω T , 0 < T ≤ ∞, denotes the space-time cylinder Ω × (0, T ) and ∂ par Ω T stands for its parabolic boundary Ω × {0} ∪ ∂Ω × (0, T ). The precise formulation of the problem can be given in spaces of functions of bounded variation, i.e., for functions u ∈ L 1 w (0, T ; BV(Ω)). For the definition we refer to section 2.1. However, boundary values of BV-functions are a delicate issue, since the trace operator is not continuous with respect to the weak * convergence in BV(Ω). One possibility to overcome this difficulty is to consider a slightly larger domain Ω * compactly containing the bounded open set Ω and to assume that the initial datum u o is defined on Ω * . The boundary condition u = u o on the lateral boundary ∂Ω×(0, T ) could then be reformulated by requiring that u(t) = u o a.e. on Ω * \ Ω for all t ∈ (0, T ). To consider a larger reference domain is natural, since in general the total variation of minimizers will charge the boundary ∂Ω of Ω. The annular region Ω * \ Ω could be viewed as a picture frame around the original noisy picture u o , and u o | Ω * \Ω as the (constant in time) grayscale of the frame. In case of an extension domain, e.g., Ω ⊂ R n a bounded Lipschitz domain, the extension of u o from Ω to Ω * can be constructed in terms of the extension operator E : BV(Ω) → BV(Ω * ); see [2, Proposition 3.21 ]. The precise notion of boundary values we are going to use is now as follows: Given u o ∈ BV(Ω * ) a function u belongs to BV uo (Ω) if and only if u ∈ BV(Ω * ) and u = u o a.e. on Ω * \ Ω. With this respect the condition on the lateral boundary has to be understood in the sense that u(t) ∈ BV uo (Ω * ) for a.e. t ∈ (0, T ). If one wants to start with an initial datum in L 2 (Ω) ∩ BV(Ω), then one has to assume that Ω is an extension domain in order to have u o ∈ L 2 (Ω * ) ∩ BV(Ω * ).
Instead of using a larger reference set Ω * , one could use an integral representation formula for the total variation TV(u) containing a boundary penalty term. Such a formula is well known for Lipschitz domains Ω, which possess the extension property for the space BV(Ω). Both approaches lead to a notion of weak solution to the Cauchy-Dirichlet problem. In this paper we prefer to use the definition of boundary values by introducing the larger reference domain, since the annulus-type region has the nice interpretation of a picture frame. The precise setup and the definition of the boundary values are given in section 2.1.
For the evolutionary problem associated to the general (ROF)-functionals from (1.3), we assume that the initial datum u o ∈ L 2 (Ω * ) ∩ BV(Ω * ) fulfills the requirement that its S-energy is finite, i.e., that Here, of course we assume that u o is defined on Ω * , and S on Ω * × R. Moreover, TV(u o ) is the total variation of u o on Ω * . At this stage we have all ingredients at hand to introduce the concept of variational solutions to the Cauchy-Dirichlet problem for the gradient flow associated to general (ROF)-functionals as in (1.3) . For the definition of the involved function spaces we refer to section 2.1. Definition 1.1 (variational solutions for the Cauchy-Dirichlet problem). Assume that the Cauchy-Dirichlet datum u o fulfills (1.5) and the lower order Borel integrand is as in (1.3) .
We identify a map
as a variational solution on Ω T to the Cauchy-Dirichlet problem for the total variation flow associated to the general regression model S if and only if the variational inequality
and u is a variational solution on Ω T for any T ∈ (0, ∞).
Here and throughout the rest of the paper we use the shorthand notation u(t) := u(·, t). In the previous definition the time independent extension v(x, t) := u o (x) for (x, t) ∈ Ω * × (0, ∞) is an admissible comparison map in the variational inequality (1.8) . This is guaranteed by (1.6). Therefore, we have that T 0 F (u(t)) dt < ∞ for any variational solution u. We should mention that the previous definition is strongly inspired by ideas of Lichnewsky and Temam [31] , a paper dealing with variational solutions to the evolutionary minimal surface equation. Our main result concerning flows associated to general (ROF)-functionals is the following. 
Further, for the time derivative ∂ t u there holds the quantitative bound
Moreover, for any t 1 , t 2 ∈ R with 0 ≤ t 1 < t 2 ≤ T the energy estimate
As an easy consequence of (1.9) we obtain that variational solutions u belong to the space L ∞ 0, T ; BV(Ω * ) , in the sense that sup 0≤t≤T TV(u(t)) < ∞ holds true. Moreover, the proof of Theorem 1.3 actually shows that whenever 0 ≤ t 1 < t 2 ≤ T are such that u(t 1 ), u(t 2 ) ∈ BV(Ω * ), then
Remark 1.4. Instead of the regularity requirement (1.7) in the definition of variational solutions, one could impose the stronger condition that u
would automatically be satisfied. Solutions of (1.8) satisfying this stronger regularity condition could be termed strong variational solutions, and Theorems 1.2 and 1.3 could be rephrased by stating that a unique strong variational solution exists. However, since the variational equation (1.8) makes sense under the weaker regularity assumption (1.7) we prefer to state the existence in terms of variational solutions. Theorem 1.3 can then be interpreted as first regularity property of variational solutions.
TV-Deblurring.
Throughout this section we assume that
The condition K[1] = 1 is known as the DC-condition. In the time independent variational setting the corresponding energy functionals are of the type
Again, κ is a large penalization factor. Functionals as in (1.11) are often called Tikhonov functionals with total variation penalty. The spirit of our presentation has its origin in [1, 19] , where the time independent variational problem was treated. We also refer to [21, Our goal here is to treat the associated evolutionary problem. We restrict our considerations to the model case with energy functionals as in (1.11) , to keep the presentation simple, but emphasize that more general functionals could be treated. We assume that the initial datum satisfies
which certainly implies that its F -energy is finite. As in the last section we could deal with a Dirichlet-boundary condition by introducing a slightly larger reference set Ω * . We will not do this here. Instead we introduce a concept of variational solutions allowing a Neumann-type boundary condition on the lateral boundary. Definition 1.5 (variational solutions, Neumann-type boundary condition). Let K be a linear blur as above and assume that the initial datum u o satisfies (1.12). We identify a map u :
as a variational solution on Ω T associated to the Cauchy problem for the total variation flow with deblurring operator K and Neumann boundary condition if and only if the variational inequality
and u is a variational solution on Ω T for any T ∈ (0, ∞). Also here the time independent extension v(x, t) := u o (x) for (x, t) ∈ Ω × (0, ∞) is an admissible comparison map in the variational inequality (1.13), so that also in this model variational solutions have finite energy, i.e., that T 0 F (u(t)) dt < ∞ holds. This is implied by (1.12) . We have the following existence result for variational solutions to the Cauchy problem with a Neumann-type boundary condition associated to TV-deblurring functionals. 
Further, the time derivative ∂ t u satisfies the quantitative bound
and for any 0 ≤ t 1 < t 2 < ∞ the energy estimate
holds true. Remark 1.8. The discussion of Remark 1.4 also applies in the case of Neumann boundary conditions and TV-deblurring models.
1.4.
Remarks on the history of the problem. The first result concerning evolutionary problems for linear growth functionals goes back to [31] . In this paper the concept of variational solutions (or pseudosolutions) was introduced for the evolutionary minimal surface equation. More general flows for functionals of linear growth have been considered in [28] . Solutions are constructed as limits of solutions to more regular problems. In case of the total variation flow one would consider as an approximation of (1.4) 1 (with S ≡ 0) the nondegenerate parabolic equation
with ε ∈ (0, 1]. Subsequently, in a series of papers [4, 5, 6, 8, 9, 14] (see also [7] ) different notions of weak solutions to the total variation flow were introduced and used, to establish existence and uniqueness of global weak solutions on Ω × (0, ∞) to the initial value problem with Dirichlet, respectively, Neumann boundary conditions on the lateral boundary. The different notions have been introduced to treat more and more irregular initial data u o , starting with L 2 (Ω)-data and the notion of strong solutions, passing over to L 1 (Ω)-data and the concept of entropy solutions, and finally to Radon measures of the form μ = h + μ s , defined on the whole space R n with an absolutely continuous part h ∈ L 1 (R n ) ∩ L ∞ (R n ) and a singular part μ s = αH k S, α ≥ 0 and S a k-dimensional submanifold of R n with 0 ≤ k < n, via approximation by L 1 -data. Furthermore, evolutionary problems of the type (1.14)
associated to vector fields depending on (x, Du), i.e., of the type a(x, ξ) := D ξ f (x, ξ), have been considered in [10] . Typical examples of such integrands f are given by the nonparametric area integrand f (x, ξ) := 1 + |ξ| 2 or more general Lagrangians of the type f (x, ξ)
Finally, evolution equations with vector fields depending on (u, Du), more precisely with coefficients of the form a(u, ξ) := D ξ f (u, ξ), have been investigated in [11, 12, 13] . A prototype of these types of equations is given by the relativistic heat equation
The existence proofs in the mentioned papers are based on the nonlinear semigroup theory; in particular, they rely on techniques of completely accretive operators and the Crandall-Liggett semigroup generation theorem. A different existence proof for the time dependent minimal surface equation was established in [37] . Finally, we refer to [3] for the treatment of gradient flows in abstract metric measure spaces. The purpose of the present paper is twofold. On the one hand we follow the idea of Lichnevsky and Temam to regard solutions as variational solutions in the sense of Definition 1.1, respectively, Definition 1.5. We present a purely variational approach, which has its origins in a conjecture of De Giorgi [22] (see also [23] ), concerning the existence of global weak solutions to the Cauchy problem for nonlinear hyperbolic wave equations. To be more precise, De Giorgi suggested constructing such solutions as limits of minimizers of certain convex variational integrals on R n × (0, ∞). In [35] Serra and Tilli solved this conjecture for the Cauchy problem to wave equations of the type ∂ 2 t u = Δu − |u| q−2 u on R n × (0, ∞) for arbitrary q ≥ 2 (see also [38] ).
In the present paper we use a similar approach to treat evolutionary problems from image restoration related to general ROF-functionals as defined in (1.5), respectively, TV-deblurring functionals as in (1.11) . Note that the classical calculus of variations ensures the existence of minimizers to the Dirichlet, respectively, Neumann problem associated to such variational functionals F . In the latter case one has to assume a mild regularity for the boundary ∂Ω, yielding a Poincaré-type inequality. Remarkably enough, such a regularity assumption is not needed for the corresponding evolutionary problem; see Theorems 1.6 and 1.7.
In a recent paper [16] such a variational approach has been developed for evolutionary problems associated to variational integrands f :
here N ∈ N can be larger than 1, in which case the problem is vectorial) and for the corresponding variational functionals
The integrand f is assumed to be convex with respect to (u, Du) (for fixed x) and coercive, in the sense that a growth condition from below f (x, u, Du) ≥ ν|Du| p for some p > 1 holds true. The associated parabolic system formally is of the type
In general, due to the weak assumptions on f , this system is, however, no more meaningful. Nevertheless, variational solutions can be defined in the spirit of Definition 1.1. Prototype examples of functionals falling into this class are functionals of nonstandard p, q-growth (without any restriction for the gap q − p) or functionals with exponential growth. We refer to the recent papers [15, 17] concerning existence and regularity results of parabolic systems with nonstandard growth in the diffusion part. As mentioned, the aim of the present paper is to develop a related theory for evolutionary problems for linear growth functionals. We restrict ourselves to splitting-type functionals with leading term given by the total variation and a lower order perturbation, i.e., to those functionals arising naturally in image restoration problems.
Methods of proof.
A few words concerning our methods are in order. For a time independent datum u o : Ω → R and a time T > 0 we consider mappings u : Ω T → R satisfying the initial condition u(0) = u o and the Dirichlet boundary condition u(t) = u o on ∂Ω, or we impose no boundary condition on ∂Ω, in order to model the Neumann type condition on the lateral boundary. Then, for given ε ∈ (0, 1], we consider the following (strictly) convex variational integral:
where F is defined in (1.5), respectively, in (1.11). Classical methods from the calculus of variations for functionals with linear growth combined with a classical compactness result (for sequences of functions satisfying uniform bounds for the energy and the time derivative, see [36, Theorem 1] ), essentially ensure the existence of unique minimizers u ε . Formally, these minimizers solve in the case of the functionals defined in (1.6) the elliptic equation
and therefore it is natural to expect that F ε -minimizers u ε converge in the limit ε ↓ 0 to a solution u of the associated evolutionary problem (1.4). Clearly, this argument is purely heuristic. First of all, the derivation of the Euler-Lagrange equation to the functionals F ε is in general not possible due to the weak assumption on S; second, one has to interpret the diffusion part in terms of the BV-theory (cf. [7] for this nontrivial task); and third after all these efforts, it is not clear at all how to pass to the limit ε ↓ 0. The main idea to overcome all these difficulties is to argue on the level of the functionals and minimizers. Here one could expect that lower-semicontinuity arguments preserve the minimizing property of the approximating F ε -minimizers u ε in the limit, and therefore the limit map u could inherit itself a certain minimization property. This is a subtle point, since we are dealing with a sequence of strictly convex variational functionals F ε containing a weight, which concentrates at t = 0, and the corresponding sequence of (unique) minimizers u ε . The link between the strictly convex variational functionals F ε and the evolutionary character of the limit problem is the concept of variational solutions from Definition 1.1, respectively, Definition 1.5. This notion of solution goes back to Lichnewsky and Temam [31] and it is the key tool that allows staying on the level of minimizers, instead of passing to the Euler-Lagrange equation.
To conclude subconvergence u ε → u in a weak sense, one needs uniform a priori bounds for the energy-in this case the total variation-and the time derivative of the sequence (u ε ) ε∈ (0, 1] . These estimates (compare (5.6) and (5.10)) are obtained in section 5.3 by a direct comparison argument using a time mollification procedure (cf. section 2.2). The regularization is necessary to obtain comparison maps sufficiently regular with respect to time. On the level of the corresponding Euler-Lagrange equation, these a priori estimates could be obtained by testing the equation formally with the time derivative ∂ t u ε . As explained, this is not possible, and therefore we use direct energy comparison arguments for F ε -minimizers. The derived a priori estimates together with a classical compactness result allow us to conclude strong subconvergence in L 1 (Ω T ), and this is sufficient to prove that the limit map is a variational solution.
The uniqueness of variational solutions follows in case of the general (ROF)-functionals form a comparison principle, whose proof is given in Lemma 4.2. The validity of such a comparison principle is a bit surprising, since we are dealing not necessarily with a strictly convex variational integral F . However, as already observed in [28] , the presence of the term involving the time derivative in the variational inequality can be used to gain the comparison principle. In the case of the TV-deblurring functionals, the uniqueness follows from the strict convexity of the variational functionals, which is implied by the injectivity of the linear blur K.
Possible Extensions.
It is worth to note that the developed methods also allow the treatment of more general functionals of the type
for a Carathéodory function f : Ω × R n → [0, ∞) satisfying a linear growth condition with respect to the gradient variable Du, a lower order perturbation S as in (1.2), and some linear blur operator K :
, and under essentially the same hypotheses vectorial problems. In this paper we restrict ourselves to the model case of the pure total variation integrand f (ξ) := |ξ|, to keep the presentation simple.
Notation and preliminaries.

Notation. For p ∈ [1, ∞]
and an open set Ω ⊂ R n , the spaces L p (Ω), W 1,p (Ω), and W 1,p 0 (Ω) denote the usual Lebesgue, respectively, Sobolev spaces. Moreover, by Ω T , with T ∈ (0, ∞) we denote the space-time cylinder Ω × (0, T ); when T = ∞ we write Ω ∞ for Ω × (0, ∞). By BV(Ω) we denote the space of functions u ∈ L 1 (Ω) with finite total variation
The norm in BV(Ω) is defined by
We refer to [26] as standard reference for functions of bounded variation. The concept of variational solutions makes use of the space
This space consists of those maps v :
2)), and moreover that
denotes the vector-valued Radon measure, representing the distributional gradient of the BV-function v(t), in the sense that there holds
Note that the map [0, T ] t → TV(v(t))
is measurable in view of (2.1). The following lemma ensures that the limit of a sequence of functions in L 1 w (0, T ; BV(Ω)) with finite total variation is itself an L 1 w (0, T ; BV(Ω))-function. The precise statement is as follows.
Proof. By Fubini's theorem we have for a (not relabeled) subsequence and for a.e.
is the pointwise limit of measurable functions and therefore is itself measurable. Next we use the lower-semicontinuity of the total variation with respect to L 1 -convergence on the time slices and Fatou's lemma to conclude that
This implies for a.e. t ∈ (0, T ) that u(t) ∈ BV(Ω). In particular, the distributional gradient Du(t) is represented by a vector-valued Radon measure. This allows us to rewrite (2.3) in the form
establishing the measurability of t → Du(t), φ . Together with the established bound
. It is well known that boundary values for BV(Ω)-functions are a delicate issue, since the trace operator is no longer continuous with respect to the weak * convergence in BV(Ω). For instance, a sequence of characteristic functions of finite perimeter sets converging to the characteristic function χ Ω demonstrates the occurring difficulties. One possibility to overcome these difficulties is to consider a slightly larger domain Ω * containing Ω on which the boundary values can be extended, and then to formulate the boundary condition in terms of the extension u o by requiring that u = u o on Ω * \ Ω. To consider a larger reference domain is natural, since in general the total variation of minimizers will charge the boundary ∂Ω of Ω. The precise setup in the case of Dirichlet boundary values is as follows: Let Ω and Ω * be two bounded open subsets of R n such that Ω Ω * and let u o ∈ BV(Ω * ) be given. Then we define the BV uo (Ω) as the set of functions u ∈ BV(Ω * ) such that u = u o almost everywhere in Ω * \ Ω.
In the second part of the paper, i.e., when we deal with TV-deblurring models, we impose a Neumann boundary condition on the lateral boundary ∂Ω × (0, T ).
Mollification in time.
Due to the lack of regularity with respect to time, variational solutions in the sense of Definition 1.1, respectively, Definition 1.5, are in general not admissible as comparison maps in (1.8), respectively, (1.13). To overcome this problem one uses a mollification procedure with respect to time. Indeed, with the help of this mollification, we are able to show that the time derivative of a variational solution exists and belongs to L 2 ; see Theorems 1.3 and 1.7. The precise construction of the mollification is as follows. Let X be a Banach space and v o ∈ X; in the application we will, for instance, have X = L r (Ω) for r ≥ 1 and the related parabolic space L r (0, T ; L r (Ω)). Later on, we need the property that for maps v ∈ L 1 w (0, T ; BV(Ω)) the mollification with respect to time (note that in this case
One of the basic features of this mollification is that [v] h solves the ordinary differential equation 
In the case r = ∞ the bracket [. . . ] 1 r in the preceding inequality has to be interpreted as 1. 
the time derivative can be computed by
and moreover we have that
holds true.
For the following lemma we refer to [16, Lemma 2.3] ; note that the statement is formulated in a slightly different way, but the proof remains essentially the same. It ensures the convergence S(·, [v] h ) → S(·, v) in the limit h ↓ 0. The precise statement is as follows.
, and moreover
To treat TV-deblurring functionals we need a similar result for the lower order term in (1.11). The precise statement is as follows.
Lemma 2.5. Let T > 0 and K be as in (1.10) .
, and
where
Proof. Note that the assumptions guarantee that
We start with the following identity:
which is a consequence of the fact that K is bounded and linear. Now, by convexity we have
Here we used the fact that
The preceding inequality implies on the one hand the uniform bound
and on the other hand, by a variant of the dominated convergence theorem (note that the first term on the right-hand side converges to 0 in the limit h ↓ 0), the claim (2.8).
In the next lemma we establish for functions v ∈ L 1 w (0, T ; BV(Ω)) a result concerning the total variation in the spirit of Lemma 2.4, respectively, Lemma 2.5.
Proof. By Lemma 2.2 (applied with X = L 1 (Ω) and r = 1) we conclude that
Then, using Fubini's theorem, the definition of the mollification with respect to time, and the definition of the distributional gradient of BV-functions we obtain for any t ∈ [0, T | that
Dv(s), φ ds holds true. This implies in particular that
Moreover, taking the supremum over all φ ∈ C 1 0 (Ω, R n ) with |φ| ≤ 1, we conclude the following bound for the total variation of [v] h (t), i.e., we have that
holds true, where [TV(v)] h (t) is defined according to (2.4) with v o replaced by TV(v o ). Therefore we can perform an integration by parts in the left-hand side (in order to express the integral by the distributional gradient represented by the Radon measures
Dv(s), φ ds.
But this implies that for any
, φ is measurable with respect to t. Since t → TV(v(t)) ∈ L 1 (0, T ) (note that this holds true by the hypothesis v ∈ L 1 w (0, T ; BV(Ω))) we obtain, using Lemma 2.2, the bound
. Using the lower-semicontinuity of the total variation with respect to L 1 -convergence, Fatou's lemma, and the last inequality we conclude that
TV(v(t)) dt
holds true, proving the claim (2.10). This completes the proof of the lemma.
As an immediate consequence of Lemma 2.4, respectively, Lemmas 2.5 and 2.6, we obtain the following.
Corollary 2.7.
, and moreover for any t ∈ (0, T ) the inequality 
Localizing the problem on a smaller cylinder. We let
) be a variational solution on some cylinder Ω * T with T ∈ (0, ∞) in the sense of Definition 1.1. Our goal in this section is to establish that u is also a variational solution on any subcylinder Ω * t 1 ,t 2 := Ω * × (t 1 , t 2 ) for any pair 0 ≤ t 1 < t 2 ≤ T . To establish this localizing principle, we consider a function v ∈ L 1
, and choose for fixed θ ∈ 0,
The comparison map is now defined byṽ : 
The remaining properties, such as the boundary conditionṽ(x, t) = u o (x) for a.e. x ∈ (Ω * \ Ω) and any t ∈ (0, T ) and the initial conditionṽ(x, 0) = u o (x) on Ω * , are easy consequences of the corresponding properties of v and [u] h and the definition ofṽ as a convex combination. Therefore, we can useṽ in the variational inequality (1.8). In the variational inequality we rewrite the integrand containing the time derivative in the following way:
In the integral containing F (ṽ(t)) we use the convexity of F in the form
Using the preceding assertion in the variational inequality, we conclude that the following estimate holds true:
Since ζ θ (T ) = 0 and ζ θ (0) = 0 the two boundary terms in (2.11) simplify to
. Now, we pass to the limit θ ↓ 0 (observe that the mixed term, i.e., the one containing ζ θ (t)(1−ζ θ (t)), vanishes as θ ↓ 0) and arrive at
In the course of the proof we used the identity
, which easily follows, since v,
account, which holds true by (2.5), we discard the first term in the third line on the righthand side. Next, we use the facts
, which follow from Lemma 2.2 and Corollary 2.7, and conclude that the remaining terms in the last two lines vanish in the limit h ↓ 0. Moreover, for the terms in the second line we find
. All together, this proves that u is a variational solution on the smaller cylinder Ω * t 1 ,t 2 , i.e., the variational inequality
holds true for any 0 ≤ t 1 < t 2 ≤ T and any testing function v ∈ L 1 w (t 1 , t 2 ; BV uo (Ω)) with 
Proof. In section 2.3 we showed that u satisfies (1.8) on any subcylinder Ω * τ for τ ∈ (0, T ). We test the minimality condition (1.8) on Ω * τ with the time independent extension of u o to Ω * τ , i.e., with v(t) ≡ u o , for t ∈ (0, τ]. Note that by (1.6) v is admissible in (1.8). We obtain that
holds true for any τ ∈ (0, T ). Here, we discard the nonnegative energy term in the left-hand side, and then let τ ↓ 0 in the right-hand side. This proves the claim that u satisfies the initial boundary condition
Remark 2.10. Taking into account Remark 2.8, we conclude that also variational solutions in the sense of Definition 1.5 fulfill the initial condition u(0) = u o in the usual L 2 (Ω)-sense. The proof from above remains modulo the obvious replacement mechanism the same as for variational solutions in the sense of Definition 1.1.
The time derivative.
In the definition of variational solutions we do not assume that the time derivative exists in some sense. However, since the lateral boundary data are constant with respect to time, we can show that the time derivative ∂ t u belongs to L 2 . This fact is the main conclusion of Theorems 1.3 and 1.7, which we are going to prove in this section.
Proof of Theorems 
on the right-hand side. Using Corollary 2.7 and (2.5), we arrive at
Using again (2.5) we can rewrite the preceding inequality in the form
The preceding estimate is uniform with respect to h > 0 and therefore ensures the existence of the time derivative ∂ tũ ∈ L 2 (Ω * τ ) together with the quantitative estimate
Recalling that [F (ũ)] h (τ ) → F (ũ(τ )) for a.e. τ ∈ (0, T ), we conclude from the second-last inequality that
Transforming back to u, we have shown that
holds true for a.e. 0 ≤ t 1 < t 2 ≤ T . In particular, (3.1) holds true with t 1 = 0. Now, we choose t 1 = 0 and T < ∞ if t 2 = T and otherwise, if T = ∞, we let t 2 → ∞ to obtain the first assertion of the theorem. Moreover, for t 1 , t 2 ∈ R with 0 ≤ t 1 < t 2 ≤ T we have
Choosing t 1 = 0 here, we find for any t ∈ R ∩ (0, T ] that
Therefore, we obtain
At this point it remains to establish the estimate (1.9). Since we have already shown that ∂ t u ∈ L 2 (Ω * T ), we can rewrite by partial integration the minimality condition (1.8) in the form
for any τ ∈ R ∩ (0, T ]. Now, for t 1 , t 2 ∈ R with 0 ≤ t 1 < t 2 ≤ τ we define
.
as a comparison function in the minimality condition on Ω * τ . We note that v is indeed admissible, i.e., that v ∈ L 1 w (0, τ; BV uo (Ω * )) and moreover ∂ t v ∈ L 2 (Ω * τ ) (see the argument from the proof in section 2.3 establishing thatṽ is admissible; a similar argument can be applied to the testing function v). Using also the convexity of F and Corollary 2.7, this procedure yields the inequality
We rearrange terms, use (2.5), and integrate by parts. This leads to
Now, we divide both sides by h > 0 and pass to the limit h ↓ 0. This leads us to
and finishes the proof of Theorem 1.3. For the proof of Theorem 1.7, where functionals of the type (1.11) are considered, exactly the same argument works. The only difference is that one has to replace again Ω * by Ω and the functional F from (1.6) by the functional defined in (1.11).
4.
Uniqueness. The uniqueness of variational solutions to the generalized (ROF)-model will be a direct consequence of the comparison principle from Lemma 4.2. The main idea of the proof is already contained in [28] . Before we present the comparison principle we state a useful property of BV-functions which can be deduced, for instance, from [27, Theorem 2.8(iii)]. Proof. We let τ ∈ R∩(0, T ]. Due to section 2.3 we can take v := min{u,ũ} as a comparison function in the variational inequality for u and w := max{u,ũ} as a comparison function in the variational inequality forũ on the smaller space-time cylinder Ω τ . This can easily be inferred as follows. The assumption u,ũ ∈ L 1 w (0, T, BV(Ω * )) implies on the one hand that v = min{u,ũ} ∈ L 1 (Ω * T ). By Fubini's theorem we therefore have that for any φ ∈ C 1 0 (Ω, R n ) the partial map t → Ω v(t) div φ dx is measurable with respect to t. On the other hand, since v = min{u,ũ}(t) ∈ BV(Ω) for a.e. t ∈ (0, T ) by Lemma 4.1, we also have that 
Lemma 4.1. For functions v, w ∈ BV(Ω) we have min{v, w}, max{v, w} ∈ BV(Ω) and
TV(min{v, w}) + TV(max{v, w}) ≤ TV(v) + TV(w).
Lemma 4.2 (comparison principle). Let
Here, we used that v(0) = u o and w(0) =ũ o . In the following we estimate the terms on the right-hand side of (4.1). We start with the integral involving the functional F . By Lemma 4.1 we have
Next, we treat the integral involving the time derivatives. On {(x, t) ∈ Ω * τ : u(x, t) ≤ũ(x, t)} we have
while on the complement, i.e., on the set {(x, t) ∈ Ω * τ : u(x, t) >ũ(x, t)}, we compute that
holds true. Joining the preceding identities, we arrive at
Next, we consider the L 2 (Ω * )-terms, i.e., the two terms of the third line of (4.1). The definitions of v and w easily imply that
Joining the preceding estimates with (4.1), we find that
Since τ ∈ R ∩ (0, T ] was arbitrary, this proves the claim that u ≤ũ a.e. in Ω T .
Remark 4.3. The uniqueness of solutions is proved for each extended domain Ω * of Ω and extended initial data u o specifying the (solid) Dirichlet boundary condition in the sense that u = u o on (Ω * \ Ω) × (0, T ). In case of a bounded Lipschitz domain Ω the uniqueness of solutions holds true inside of Ω for different extensions. This relies on the fact that under the stronger regularity assumption on the boundary, we have bounded inner and outer trace operators (see [2, Theorem 3 .87]),
The inner trace T Ω is characterized by the condition
for H n−1 -a.e. x ∈ ∂Ω, and analogously for the outer trace. The uniqueness can now be inferred as follows. We consider boundary data 
where we have abbreviated
Similarly, we compute the integrated total variation for an arbitrary comparison map v as in Definition 1.1 coinciding with u o on (Ω * \ Ω) × (0, T ). We obtain that
with the obvious meaning ofṽ. Similar (but easier) computations show that
Finally, we have
Joining the variational inequality for u with the preceding indentities we arrive at Proof. We let τ = T if T < ∞ and τ ∈ (0, ∞) if T = ∞. We assume that
are two different variational solutions to (1.13) with initial datum u o . Adding the variational inequalities (1.13) for u 1 and u 2 on Ω τ and taking into account
Here, we have abbreviated w := u 1 +u 2 2 . In the preceding inequality we are allowed to take the comparison map v = w. To check that w is admissible is straightforward; see the proof of Lemma 4.2 for a similar argument. Note that any variational solution has its time derivative in L 2 (Ω T ) by Theorem 1.7. Since w(0) = u o we obtain that
Here we used the strict convexity of F for the last inequality. Note that if u 1 = u 2 we must have
, which guarantees the strict convexity of F . This is the point where the injectivity assumption for K comes into play. Since the last inequality yields a contradiction we conclude the uniqueness of variational solutions.
Proof of Theorem 1.2.
In this section we provide the proof of Theorem 1.2. Recall that Ω Ω * are two bounded, open subsets of R n and that u o ∈ BV(Ω * ) ∩ L 2 (Ω * ) fulfills (1.5) and therefore has finite F -energy; see (1.6).
A sequence of minimizers to a variational functional on Ω *
T . In this chapter we let T ∈ (0, ∞) and consider for ε ∈ (0, 1] variational integrals of the form
In order to deal with the existence problem associated to these functionals we first introduce a suitable function space, in which the minimization will be achieved. We define
and let
, and therefore the initial condition v(0) = u o is satisfied in the strong L 2 -sense. Note also that the time independent extension of
. Next, we define the subclass of mappings in K uo with finite F ε -energy. We shall denote this class by K * ε,uo , i.e., we define
We note that this class of mappings is nonempty since the time independent extension of u o to Ω * T belongs to K * ε,uo . Actually, by (1.6) we have 
holds true. Integrating the preceding inequality with respect to t ∈ (0, T ) we obtain
The following lemma ensures that minimizers of F ε exist. Lemma 5.1. For any ε ∈ (0, 1], the functional F ε admits a unique minimizer u ε ∈ K * ε,uo . Proof. Using (5.1) we have for maps v ∈ K * ε,uo that
In the last line we used that S is nonnegative by assumption. Now, we consider a minimizing sequence u j ∈ K * ε,uo , j ∈ N, i.e.,
Without loss of generality we can assume that
. From the last inequality we therefore obtain
i.e., the minimizing sequence (u j ) j∈N is uniformly bounded with respect to · K . This leads to the following uniform bound:
At this stage we can apply a classical compactness result of Simon. More precisely, we apply [36, Theorem 1] with p = 1 and B = L 1 (Ω * ) to infer that (u j ) j∈N is relatively compact in L 1 (Ω * T ); see Lemma 8.1 in the appendix for the precise argument. Hence, we conclude the existence of a subsequence, again denoted by (u j ) j∈N and a measurable function u :
The sequence (u j ) j∈N satisfies the hypotheses of Lemma 2.1, and therefore we obtain that u ∈ L 1 w (0, T ; BV(Ω * )). Next, we check that u fulfills the remaining requirements for being a function in the class K * ε,uo . By the pointwise a.e. convergence we find that
Here we used the fact that the second term on the right-hand side is identically zero. This implies that u(
Next, we observe that for any 0 ≤ s < t ≤ T there holds
Using the weak convergence u j u in L 2 (Ω * T ) and the last estimate with s = 0, keeping in mind that u j (0) = u o , we find that
But, this implies lim h↓0
i.e., the initial condition is preserved in the limit. Now we use the lower-semicontinuity of certain quantities, i.e., of the total variation with respect to L 1 -convergence, of the lower order term (cf. [24, Chapter VIII, Corollary 1.2]) and of the L 2 -norm with respect to weak convergence. Using also Fatou's lemma we obtain
This proves that u is a minimizer of F ε in the class K * ε,uo . The uniqueness follows, since the term containing the time derivative ensures the strict convexity of the functional F ε .
5.
2. An equivalent formulation of the minimality. We fix ε ∈ (0, 1] and denote by u ε ∈ K * ε,uo the unique minimizer of the functional
where ζ ∈ W 1,∞ (0, T ; [0, 1]). We assume that either ζ(0) = 0 or ϕ(0) = 0. Then, we set
We start with the observation v ε,δ ∈ L 1 w (0, T ; BV uo (Ω)). This can easily be established by similar arguments as in section 2.3. Next we need to establish that F ε (v ε,δ ) < ∞. Having achieved this, it is straightforward to check the other properties guaranteeing that v ε,δ ∈ K * ε,uo , which means that v ε,δ is a suitable comparison function in the minimality condition for u ε . The finiteness of the total F ε -energy of v ε,δ is an easy consequence of the convexity of the functional F , the fact that v ε,δ is on fixed time slices t ∈ [0, T ] a convex combination of u ε and u ε + ϕ, and the finite energy assumption (5.3). More precisely, letting σ(t) := δe t ε ζ(t) we have 0 ≤ σ(t) ≤ 1 for δ as above, and by the convexity of F the contribution of the F -part to the F ε -energy is estimated by
The remaining properties, such as ∂ t v ε,δ ∈ L 2 (Ω * T ) and the boundary and initial conditions (note that either ζ(0) = 0 or ϕ(0) = 0 by assumption), can be easily checked. Therefore, we have v ε,δ ∈ K * ε,uo . From the minimality of u ε we conclude that
The minimality condition can be rewritten in the form
In the last line we used the convexity of the variational functional F exactly as before. We multiply the preceding inequality by ε/δ and then let δ ↓ 0. This yields
The preceding inequality can be rewritten as follows:
The last inequality holds true for any ζ ∈ W 1,∞ (0, T ) with 0 ≤ ζ ≤ 1 and any testing function
3), and such that either ζ(0) = 0 and ϕ(0) ∈ L 2 (Ω * ) or ϕ(0) = 0.
Energy bounds.
In this section we establish certain uniform energy bounds for F ε -minimizers u ε ∈ K * ε,uo . Later on these bounds will allow us to extract a converging subsequence in the limit procedure ε ↓ 0. We let ζ ∈ 
Note that all the requirements on ϕ in (5.4) are fulfilled. The result is that
holds true. For the last inequality we used Corollary 2.7. The mollification [F (u ε )] h is defined according to (2.4) with v o replaced by the initial value F (u o ). Now, we divide both sides by h and rewrite and estimate the second terms integrand on the left-hand side as follows:
Inserting this above, we obtain
We will use (5.5) in two different ways. First, we choose ζ ≡ 1. We obtain
For the last inequality we used [
In the preceding inequality we pass to the limit h ↓ 0, and take into account
2). This yields the following uniform bound on the time derivative of u ε :
Similarly to the argument from section 5.1 this implies the following L 2 -bound for u ε :
Finally, using (5.6) we have for any 0 ≤ s < t ≤ T that
holds true. The estimates (5.7) and (5.8) imply that the family (u ε ) ε>0 of F ε -minimizers is also uniformly bounded in L 2 (Ω * T ) and C 0,
). Now we take again (5.5) as a starting point. For 0 ≤ t 1 < t 2 ≤ T we choose ζ = ζ t 1 ,t 2 , where ζ t 1 ,t 2 is defined by
With this choice, we can rewrite (5.5) with an integration by parts in the second term of the left-hand side and also in the right-hand side (note that in the left-hand side no boundary terms occur, while in the right-hand side the boundary term F (u o ) appears), as follows:
In the preceding inequality we pass to the limit h ↓ 0 and obtain that
for any 0 ≤ t 1 < t 2 ≤ T . For the last estimate we used the bound (5.6) for the time derivative. This preceding estimate implies in particular that
Passage to the limit.
In this section we pass to the limit ε ↓ 0 in the sequence of F ε -minimizers u ε on Ω T and thereby prove Theorem 1.2. By (5.6), (5.7), and (5.10) the family (u ε ) ε>0 of F ε -minimizing functions is bounded in L 2 (Ω * T ), the corresponding time derivatives ∂ t u ε are bounded in L 2 (Ω * T ), and the total variations t → TV(u ε (t)) are bounded in L 1 (0, T ); all assertions hold uniformly with respect to ε ∈ (0, 1]. Therefore, [36, Theorem 1] (see also Lemma 8.1 below) ensures the existence of a subsequence ε j ↓ 0, which we still denote by ε, and moreover of a measurable function u : Ω * T → R such that there holds
From Lemma 2.1 we conclude that u ∈ L 1 w (0, T ; BV(Ω * )). By the lower-semicontinuity with respect to weak L 2 -convergence and (5.6) we have
Moreover, using the lower-semicontinuity of the functional F on the time slices, Fatou's lemma, and (5.9) we obtain
We apply this inequality with t 1 = 0 and t 2 = T . This yields
proving that u has finite F -energy, so that the left-hand side in (1.8) is finite. Now, from (5.8) and the fact that u ε (0) = u o , we conclude as in the proof of Lemma 5.1 that also u(0) = u o in the usual L 2 -sense. Finally, we use the pointwise a.e. convergence from (5.11) 2 to deduce that
e. x ∈ Ω * \ Ω and a.e. t ∈ (0, T ). At this stage it remains to show that the limit function u is a variational solution in the sense of Definition 1.1. In view of (5.
, having finite F -energy, i.e., (5.14)
since otherwise (1.8) trivially holds. For θ ∈ (0, T 2 ) we define the following cutoff function with respect to time:
For fixed ε ∈ (0, 1] we consider ϕ :
3), we are allowed to use (5.4) with ϕ and ζ = ζ θ . The resulting inequality can be rewritten as
The meaning of I ε -IV ε is obvious in this context. If θ ≥ ε, the term I ε can be bounded with the help of (5.9) as follows:
The term II ε can be rewritten in the form
Since ζ θ (T ) = 0 = ζ θ (0) we obtain for the second term on the right-hand side by an integration by parts that
The first term on the right-hand of the preceding inequality is now treated as follows:
Here we used (5.8) with s = 0 to estimate the second term. Collecting terms and using the weak convergence u ε u in L 2 (Ω * T ) we can pass to the limit ε ↓ 0 in II ε . We obtain that lim inf
Finally, since ∂ t u ε and u ε are uniformly bounded in L 2 (Ω * T ) we have that IV ε → 0 in the limit ε ↓ 0. Inserting the previous inequalities above and using the lower-semicontinuity of the variational functional F with respect to L 1 -convergence, we arrive at
Note that this last inequality holds true for any θ ∈ (0, T 2 ), and therefore we can pass to the limit θ ↓ 0 in the right-hand side. We arrive at
This proves the claim that u is a variational solution to (1.8) on Ω * T . By Lemma 4.2 u is the unique variational solution on Ω * T . Note that T > 0 was arbitrary. Therefore, given 0 < T 1 < T 2 < ∞, we denote by u 1 and u 2 the unique variational solutions on Ω * 
Deblurring operators (proof of Theorem 1.6).
Since the proof of Theorem 1.6 is quite similar to the one of Theorem 1.2 from the last section, we shall only indicate the main differences and refer to section 5 for the details. 
where the dissipative part of the functional is given in terms of the functionals defined in (1.11), i.e., by
is a bounded, linear operator, and κ ≥ 1 is a large penalization parameter. We define the function space K as in section 5.1, but with Ω instead of Ω * . The subclass K uo consists of those mappings v ∈ K satisfying the initial condition
We note that (5.1) continues to hold in the present setting (with Ω * replaced by Ω).
Lemma 6.1. For any ε ∈ (0, 1], the functional F ε admits a unique minimizer u ε ∈ K uo . Proof. We consider a minimizing sequence u j ∈ K uo , i.e., 
. Therefore we can choose the subsequence from above in such a way that it converges in C 0 ([0, T ]; L 2 (Ω)) to u. This implies in particular that the limit function u attains the initial datum u(0) = u o in the usual L 2 -sense. Having arrived at this stage, we can use the boundedness of the operator K :
to conclude that the lower order term is continuous with respect to L 1 (Ω)-convergence, i.e., for a.e. t ∈ (0, T ) we have
In combination with the lower-semicontinuity of the total variation with respect to L 1 (Ω)-convergence this implies the lower-semicontinuity of F , i.e.,
holds true for a.e. t ∈ (0, T ). From this point the final part of the proof is exactly as in the proof of Lemma 5.1. Using the lower-semicontinuity of F and Fatou's lemma we obtain
proving that u is F ε -minimizing in K uo . The uniqueness easily follows, since the term containing the time derivative ensures the strict convexity of the functional F ε .
6.2. Proof of Theorem 1.6. In principle one only has to replace in the proof of Theorem 1.2 the domain Ω * by Ω and the functional F from (1.6) by the functional given in (1.11). The details are as follows. As in section 5.2 we first establish (5.4). The argument is easier, since the maps v ε,δ possess a finite F ε -energy. Also (5.3) is automatically fulfilled for
The argument from section 5.3 works exactly as before, again modulo the obvious replacements of Ω * by Ω and of F from (1.6) by the functional defined in (1.11). The result is that (5.6), (5.9), and (5.10) hold true. Finally, the proof in section 5.4 remains unchanged up to the uniqueness part, apart form the standard replacements (Ω * by Ω and F from (1.6) by F from (1.11) ). Finally, in the uniqueness argument we only have to apply Lemma 4.4 instead of Lemma 4.2.
7. Parabolic minimizers to the total variation flow. The notion of variational solutions to the total variation flow we are using throughout the paper was introduced by Lichnewsky and Temam [31] in the context of the minimal surface problem. This notion is related to the concept of parabolic minimizers, introduced by Wieser [39] in the context of gradient flows to convex energy functionals. For the latter notion different regularity properties have been studied, such as the self-improving property of higher integrability, local boundedness, and Hölder continuity in the scalar case or partial regularity again in the vectorial case. Moreover, the extension to the metric space setting came into the focus of research. In this section we aim to establish that variational solutions to the total variation flow are parabolic minimizers. Before going into the details we first give the definition of a parabolic minimizer, introduced by Wieser [39] . We consider only the case of functionals of the type (1.3) and assume that the initial datum u o satisfies (1.5). For functionals of the type (1.11) we refer to Remark 7.3. Proof. We consider a fixed T > 0 and a testing function ϕ ∈ C ∞ (Ω * T ) with spt ϕ ⊂ Ω T . By Theorem 1.3 we know that ∂ t u ∈ L 2 (Ω * ∞ ). Our aim now is to prove that (7.1) holds true. To establish this, we choose v = u + sϕ ∈ L 1 w 0, T ; BV uo (Ω) with s > 0 as comparison function in (1.8). Furthermore, without loss of generality we can assume that In the preceding inequality we pass to the limit s ↓ 0 and end up with the inequality
The previous inequality holds true for any ϕ ∈ C ∞ (Ω * T ) with spt ϕ ⊂ Ω T . But this means that u is a parabolic minimizer in the sense of Definition 7.1 and completes the proof.
Remark 7.3. The preceding considerations also apply to variational solutions in the sense of Definition 1.5 for functionals of the type (1.11). Since the definition and the argument from the proof of Proposition 7.2 are the same (modulo the obvious replacements), we skip the details. 
Therefore, for any given fixed h ∈ (0, T ) the sequence of Steklov averages (u j In the preceding inequality we first take the supremum over all φ ∈ C 1 0 (Ω, R n ) with φ L ∞ (Ω) ≤ 1, and then the supremum over j ∈ N, to conclude that i.e., the sequence (u j ) j∈N is the uniform limit in L 1 (0, T 1 ; L 1 (Ω)) of (u j ) h j∈N as h ↓ 0; cf. [36, section 2] . Since the sequence of Steklov averages (u j ) h j∈N is relatively compact in L 1 0, T 1 ; L 1 (Ω) for any h ∈ (0, T − T 1 ), we conclude that also the sequence (u j ) j∈N is relatively compact in L 1 0, T 1 ; L 1 (Ω) . In particular, choosing T 1 = 1 2 T we have shown that (u j ) j∈N is relatively compact in L 1 0, T/2; L 1 (Ω) . Now, we apply the above argument to the sequence (ũ j ) j∈N , whereũ j : Ω T → R is defined byũ j (x, t) := u j (x, T − t); note thatũ j fulfills the assumption (8.1). We therefore conclude that (ũ j ) j∈N is relatively compact in L 1 0, T/2; L 1 (Ω) . But this is the same as the relative compactness of (u j ) j∈N in L 1 T/2, T ; L 1 (Ω) . Combining this with the compactness property from above yields the claim, i.e., that (u j ) j∈N is relatively compact in L 1 0, T ; L 1 (Ω) ∼ = L 1 (Ω T ).
