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EXISTENCE, POSITIVITY AND BOUNDEDNESS OF
SOLUTIONS FOR SYSTEMS OF QUASILINEAR ELLIPTIC
EQUATIONS
ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
Abstract. This article sets forth results on the existence, positivity
and boundedness of solutions for quasilinear elliptic systems involving p-
Laplacian and q-Laplacian operators. The approach combines Schaefer’s
fixed point, comparison principle as well as Moser’s iteration procedure.
1. Introduction
Let Ω ⊂ RN (N ≥ 2) be a bounded domain with smooth boundary ∂Ω.
Given 1 < p, q < N , we consider the quasilinear elliptic problem
(P )


−∆pu = f(x, u, v) in Ω
−∆qv = g(x, u, v) in Ω
u = v = 0 on ∂Ω,
where ∆p and ∆q stand for the p-Laplacian and q-Laplacian on W
1,p
0 (Ω)
and W 1,q0 (Ω), respectively. The nonlinearities f, g : Ω × R
2 → R in (P ) are
Carathe´odory functions, that is, f(·, s, t), g(·, s, t) are measurable for every
(s, t) ∈ R2, and f(x, ·, ·), g(x, ·, ·) are continuous for a.e. x ∈ Ω.
A solution of (P ) is understood in the weak sense, which means a pair of
functions (u, v) ∈W 1,p0 (Ω)×W
1,q
0 (Ω) such that{ ∫
Ω |∇u|
p−2∇u∇ϕ dx =
∫
Ω f(x, u, v)ϕ dx∫
Ω |∇v|
q−2∇v∇ψ dx =
∫
Ω g(x, u, v)ψ dx
for all (ϕ,ψ) ∈W 1,p0 (Ω)×W
1,q
0 (Ω), provided the integrals in the right-hand
side of the above equalities exist.
Quasilinear elliptic systems have been quite intensely investigated in the
literature with various methods. Among them, in [2, 12, 13, 16, 17], the
authors take advantage of the variational structure of the problem to apply
variational methods. In [3, 34], some of these methods combined to Nehari
manifolds are used. Nonvariational problems also have been widely investi-
gated through topological methods. Namely, we quote Schaefer’s fixed point
[24], monotonicity method [10], Leray-Schauder degree theory [8, 9, 40],
2010 Mathematics Subject Classification. 35J60, 35P30, 47J10, 35A15, 35D30.
Key words and phrases. p-Laplacian, Schaefer’s fixed point, Besov and Sobolev spaces,
Boundedness, Regularity.
1
2 ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
fixed point index [39], sub-supersolution technics [4, 25, 22] and blow-up
method combined with a suitable degree argument [8]. We also mention
[20, 23, 7, 28, 19, 37] focusing on the semilinear case of (P ), that is, when
p = q = 2. It is worth noting that the aforementioned works focus on the
following type growth condition
|sf(x, s, t)|, |tg(x, s, t)| ≤ k(x)(|s|γ + |t|δ)
where 1 < γ ≤ p, 1 < δ ≤ q.
In the present paper, we consider the complementary case in which |sf(x, s, t)|
and |tg(x, s, t)| satisfy growth condition of type |s|γ + |t|δ, γ ∈ (p, p⋆),
δ ∈ (q, q⋆), where p⋆ and q⋆ are the Sobolev critical exponents, that is,
p⋆ = NpN−p and q
⋆ = NqN−q . This represents a serious difficulty to overcome,
and is rarely handled in the literature. Moreover, the difficulty is even more
stressed because, on one the hand, no structural assumption is assumed
guaranteeing that the Euler functional associated to problem (P ) is well
defined and therefore, the variational method cannot be applied. On the
other hand, the sub-supersolution method does not work for problem (P )
due to of its noncooperative character. This means that generally the func-
tions f(x, u, ·) and g(x, ·, v) are not necessarily increasing whenever u, v are
fixed. It is worth pointing out that no sign condition is required on the
right-hand side nonlinearities and so large classes of quasilinear problems
involving p-Laplacian operator can be incorporated in (P ).
Throughout this paper, we assume that the nonlinear terms f and g
satisfy the following assumptions:
(H.1): For (u, v) ∈W 1,p0 (Ω)×W
1,q
0 (Ω),
x 7→ f(x, u(x), v(x)) ∈ Lp
′
C (Ω), x 7→ g(x, u(x), v(x)) ∈ Lq
′
C (Ω)
where p′C =
Cp
Cp− 1
, q′C =
Cq
Cq − 1
and
(1.1) 1 < C < min{
p⋆
p
,
q⋆
q
}.
(H.2): There exists a positive real function kp,q ∈ L
∞(Ω) such that
|sf(x, s, t)| ∧ |tg(x, s, t)| ≤kp,q(x)
(
|s|α+1|t|β+1
)
∨
(
|s|pC + |t|qC
)
,
for a.e. x ∈ Ω and all s, t ∈ R, with
(1.2) α > −1, β > −1,
α+ 1
p
+
β + 1
q
= 1.
Here, for any w1, w2 ∈ R, we denote
|w1| ∧ |w2| := max{|w1|, |w2|} and |w1| ∨ |w2| := min{|w1|, |w2|}.
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Our main interest in this work consists in getting solutions of system (P )
with additional qualitative properties. Namely, we established the existence,
positivity and boundedness of nontrivial solutions. Our first main result
deals with existence of nontrivial solutions which is stated as follows.
Theorem 1. Under the assumptions (H.1) and (H.2) system (P ) admits
at least one nontrivial solution (u∗, v∗) in C1,σ(Ω) × C1,σ(Ω) for certain
σ ∈ (0, 1).
The proof of Theorem 1 is chiefly based on Schaefer’s fixed point The-
orem (see, e.,g. [11, Theorem 4, Section 9.2.2], [33]), which guarantees
the existence of a weak solution (u∗, v∗) in W 1,p0 (Ω) ×W
1,q
0 (Ω). This re-
quired Besov spaces involvement, especially the embeddings from Besov
into Sobolev spaces which is one of a significant feature of the present
work. Moreover, we prove there exist two constants ε1 and Θ such that
0 < ε1 ≤ ‖u
∗‖1,p + ‖v
∗‖1,q ≤ Θ < +∞. This ensures the nontriviality
character of the obtained solution (u∗, v∗) in W 1,p0 (Ω)×W
1,q
0 (Ω).
The L∞-Boundedness for an arbitrary weak solution of problem (P ) is
also provided in the present work. Combined with the regularity result in
[38], it ensures in particular that the obtained solution (u∗, v∗) is bounded in
C1,σ(Ω) × C1,σ(Ω) for certain σ ∈ (0, 1). Mainly through Moser’s iteration
process one can prove the next result.
Theorem 2. Under assumptions (H.1) and (H.2), all solutions (u, v) of (P )
are bounded in L∞(Ω)× L∞(Ω).
Another main achievement of our work consists to provide a precise sign
information on solutions of problem (P ). In this respect, we establish the
existence of a positive solution (u, v) in the sense that both components u
and v are positive. Our argument relies on a comparison principle based on
fibering method due to Pohozaev. However, additional assumptions on f
and g are required and are formulated as follows:
(H.3):{
(f(x, s, t)− f(x, s¯, t))(s − s¯) ≤ 0, for a.e x ∈ Ω,
for all t ∈ R, and all s, s ∈ R\{0},{
(g(x, s, t) − g(x, s, t¯))(t − t¯) ≤ 0, for a.e x ∈ Ω,
for all s ∈ R, and all t, t ∈ R\{0}.
(H.4): There exist functions ap, aq ∈ L
∞(Ω), bp ∈ L
δp(Ω) and bq ∈
Lδq (Ω), with δp > N/p, δq > N/q, such that
f(x, s, t) ≥ ap(x)s|s|
αˆ−1|t|βˆ+1 + bp(x)s|s|
p−2
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and
g(x, s, t) ≥ aq(x)|s|
αˆ+1|t|βˆ−1t+ bq(x)t|t|
q−2,
for a.e. x ∈ Ω, and all (s, t) ∈ R× R, with
(1.3) αˆ+ 1 6= p, βˆ + 1 6= q and
αˆ+ 1
p∗
+
βˆ + 1
q∗
< 1.
The obtained result on positivity property is formulated as follows.
Theorem 3. Assume that (H.1) - (H.4) hold. Then problem (P ) possesses
a positive solution (u, v) in C1,σ(Ω)× C1,σ(Ω) for certain σ ∈ (0, 1).
We indicate an example showing the applicability of Theorems 1, 2 and
3.
Example 1. Consider the functions f, g : Ω× R2 → R defined by
f(x, s, t) =
kp,q(x)
2
(
1
1 + |s|−α
+ h1(s)
)
|t|β+1
and
g(x, s, t) =
kp,q(x)
2
|s|α+1
(
1
1 + |t|−β
+ h2(t)
)
,
where kp,q(·) is a bounded positive function in L
∞(Ω) and
h1(s) =
{
sα if s ≥ 1
1 if s ≤ 1
, h2(t) =
{
tβ if t ≥ 1
1 if t ≤ 1,
with
−1 < α, β < 0,
α+ 1
p
+
β + 1
q
= 1.
It is straightforward to check that conditions (H.1)-(H.4) are verified. Conse-
quently, Theorems 1, 2 and 3 are applicable providing positive and bounded
solutions for system (P ) with equations whose right-hand sides are given
through the preceding functions f and g.
The rest of the paper is organized as follows. Section 2 contains the
existence of nontrivial solutions for problem (P ). Section 3 deals with the
positivity property while section 4 focuses on L∞-boundedness of solutions.
2. Existence of solutions
Given a number 1 < p < ∞, the space Lp(Ω) is endowed with the norm
‖u‖p = (
∫
Ω |u|
p dx)1/p, while on W 1,p0 (Ω) we consider the norm ‖u‖1,p =(∫
Ω |∇u|
p dx
)1/p
. Throughout this paper, p′ =
p
p− 1
and p⋆ = NpN−p are
the conjugate and the Sobolev critical exponents, respectively, while 〈, 〉−1,1
denotes the duality brackets between the space W 1,p0 (Ω) and its topological
dual W 1,p
′
(Ω).
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Remark 1. Fix (u, v) in W 1,p0 (Ω)×W
1,q
0 (Ω). By (1.1), (1.2) together with
Young’s and Jensen’s inequalities it holds∫
Ω
|u|α+1|v|β+1dx ≤ ‖u‖pp + ‖v‖
q
q ≤
(
‖u‖pCp + 1
)
+
(
‖v‖qCq + 1
)
.
Then, Poincare´’s inequality implies
(
∫
Ω
uf(x, u, v)dx) ∧ (
∫
Ω
vg(x, u, v)dx) ≤ const.
(
‖u‖pC1,p + ‖v‖
qC
1,q + 1
)
.
Hence, by assumptions (1.1) - (1.2), Sobolev embedding Theorems are ap-
plicable.
We will also make use of Besov space Bσ,pp (Ω), for 1 ≤ p ≤ ∞, defined as
follows
Bσ,pp (Ω) =
[
WE(σ)+1,p(Ω),WE(σ),p(Ω)
]
E(σ)+1−σ,p
,
where E(σ) designates the entire part of the real σ (see [36]). Note that for
a bounded domain Ω the above definition remains valid for W s,p0 (Ω) instead
of W s,p(Ω).
Lemma 1. The embeddings B1+C,p∞ (Ω) →֒W
1,p
0 (Ω) and B
1+C,q
∞ (Ω) →֒ W
1,q
0 (Ω)
are compact.
Proof. Observe that [27, Proposition 4.3] is applicable due to the compact-
ness of the embedding W
E(σ)+1,p
0 (Ω) →֒ W
E(σ),p
0 (Ω) (see [1, Theorem 6.2]
with Ω0 = Ω, k = N, j = E(σ), p = p and m = 1). Thus the embedding
Bσ,pp (Ω) →֒ W
E(σ),p
0 (Ω) is compact and therefore, the embedding B
1,p
∞ (Ω)
(resp. B1,q∞ (Ω)) in W
1,p
0 (Ω) (resp. W
1,q
0 (Ω)) is compact. By the iteration
process, we deduce that the embedding B1+C,p∞ (Ω) (resp. B
1+C,q
∞ (Ω)) in
W 1,p0 (Ω) (resp. W
1,q
0 (Ω)) is also compact. 
In the sequel, We denote t± := max{0,±t} and we set X := W 1,p0 (Ω) ×
W 1,q0 (Ω) equipped with the norm ‖(u, v)‖X = ‖u‖1,p + ‖v‖1,q.
In this section we focus on the existence of solutions for system (P ). Our
approach is based on the following Schaefer’s fixed point theorem (see e.g.,
[33, p.29] and [11, chap. 9.2.2]).
Theorem 4. Assume that T : X −→ X is a continuous mapping which is
compact on each bounded subset B of X. Then, either the equation x = τTx
has a solution for τ = 1 or the set of all solution x is unbounded for 0 <
τ < 1.
Let T : X → X be the nonlinear operator such that T (u, v) = (z, w),
where (z, w) is required to satisfy
(Pz,w)


−∆pz = f(x, u, v) in Ω
−∆qw = g(x, u, v) in Ω
z = w = 0 on ∂Ω.
6 ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
By (H.1), the unique solvability of (z, w) in (Pz,w) is readily derived from
Minty-Browder Theorem (see, e.g, [6]). Thus, the operator T is well defined.
Lemma 2. Under assumptions (H.1) and (H.2) the operator T is continu-
ous.
Proof. Let (un, vn) ∈ X, (zn, wn) = T (un, vn) with
(2.1) (un, vn)→ (u, v) in X.
Set (z, w) = T (u, v) and
(2.2) fn = f(·, un, vn), gn = g(·, un, vn) f = f(·, u, v), g = g(·, u, v).
The continuity of T follows if we show that
fn → f in L
p′
C (Ω) and gn → g in L
q′
C (Ω).
Let {fnk} be a subsequence. By (2.1), it follows that unk → u in L
pC(Ω)
and vnk → v in L
qC(Ω). The continuity of f implies fnk(x)→ f(x) for a.e x
in Ω.
On the other hand, one can extract subsequences unkl and vnkl such that
unkl (x) → u(x) and vnkl (x) → v(x) for a.e x in Ω. Moreover, there exist
positive functions U ∈ LpC(Ω) and V ∈ LqC(Ω) such that |unkl (x)| ≤ U(x)
and |vnkl (x)| ≤ V (x), a.e. x in Ω and all l ∈ N. Then, the continuity of f
gives
|fnkl (x)| ≤ sup
−U(x)≤s≤U(x)
−V (x)≤t≤V (x)
|f(x, s, t)| , ∀l ∈ N, a.e x ∈ Ω.
Owing to Lebesgue’s dominated convergence Theorem, we conclude that
lim
l→+∞
∫
Ω
|fnkl (x)− f(x)|
p′
Cdx = 0.
From the Urysohn’s subsequence principle (see, e.g., [29, Proposition A.6,
p.179] or [14]), it follows that all the sequence (fn) obeys to
(2.3) lim
n→+∞
‖fn − f‖
p′C
p′
C
dx = 0.
Multiplying each equation in (Pz,w) by zn− z and wn−w, respectively, and
integrating over Ω, one gets
‖zn − z‖
p
1,p ≤
∫
Ω
|fn(x)− f(x)| |zn − z|dx.
By Ho¨lder’s inequality together with the embedding W 1,p0 (Ω) →֒ L
pC(Ω),
one can find a constant cp > 0 such that
‖zn − z‖
p−1
1,p ≤ cp
(∫
Ω
|fn(x)− f(x)|
p′C dx
)1/p′
C
.
Thanks to Lemma 2.3, we conclude that zn → z in W
1,p
0 (Ω). A quite similar
argument provides wn → w in W
1,q
0 (Ω) and therefore, T (un, vn) → T (u, v)
in X. This ends the proof. 
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Lemma 3. Assume (H.1) and (H.2) hold. Then T is compact.
Proof. For a bounded sequence (un, vn)n in X and fn,gn defined in (2.2),
let us show that there exists a subsequence (unk , vnk)nk such that
|fnk(x)|, |gnk (x)| ≤ const., for a.e. x ∈ Ω,∀n ∈ N, .
From (1.1), the embeddings W 1,p0 (Ω) →֒ L
pC(Ω) and W 1,q0 (Ω) →֒ L
qC(Ω)
are compact. By Rellich-Kondrachov compactness Theorem, along a rela-
beled subsequence, (un, vn)n converges strongly in L
pC(Ω)× LqC(Ω). Con-
sequently, we can extract subsequence (unk , vnk) → (u˜, v˜) a.e. in Ω. Ex-
ploiting the continuity of f and g, we derive that fnk and gnk converge to
f˜(x) = f(x, u˜, v˜) and g˜(x) = g(x, u˜, v˜) a.e. in Ω, as well as, fnk , gnk are
bounded in Lp
′
C (Ω) and Lq
′
C (Ω), respectively.
Set (znk , wnk) = T (unk , vnk). We claim that znk is bounded in the Besov
space B
1+ 1
p−1
,p
∞ (Ω) (resp. B
1+(p−1),p
∞ (Ω)) if p ≥ 2 (resp. p < 2). Indeed, we
will apply [36] (precisely, (14), (15) in Lemma 1, and (22), (25) in the proof
of Theorem 1) to znk , fnk and f∞ = limfnk a.e in Ω.
Let h in [0, 1] and θ in D(Ω)N . By using [35, (2.8) in Lemma 1.1], there
exists a positive constant c, independent of nk and h, such that∥∥∥(fnk − f∞) ◦ ehθ∥∥∥
p′
C
≤ c sup
Ω
∣∣∣Jac(e−hθ)∣∣∣1/p′C ‖fnk − f∞‖p′
C
,
where Jac(e−hθ) denotes the jacobian of the map θ 7→ e−θ. It follows that
(2.4)∥∥∥(fnk − f∞) ◦ ehθ − (fnk − f∞)∥∥∥
p′
C
≤
(
c sup
Ω
∣∣∣Jac(e−hθ)∣∣∣1/p′C + 1) ‖fnk − f∞‖p′
C
.
Consequently, for k sufficiently large, ‖fnk − f∞‖p′
C
tends to 0. So, there
exists a constant c2 > 0, independent of h and n, such that for 0 ≤ h ≤ 1,
one has
‖znk ◦ e
hθ − znk‖1,p ≤
{
c2h
1/(p−1) if p ≥ 2,
c2h
p−1(1 + h2−p) if p < 2.
Therefore
sup
0≤h≤1
‖znk ◦ e
hθ − znk‖1,p
h1/(p−1)
≤ c2, for p ≥ 2
and
sup
0≤h≤1
‖znk ◦ e
hθ − znk‖1,p
hp−1
≤ 2c2, for p < 2,
which clearly means that znk is bounded in the Besov space B
1+ 1
p−1
,p
∞ (Ω)
(resp. B
1+(p−1),p
∞ (Ω)) if p ≥ 2 (resp. p < 2). This proves the claim.
Arguing similarly we infer that wnk is bounded in the Besov spaceB
1+ 1
q−1
,q
∞ (Ω)
(resp. B
1+(q−1),q
∞ (Ω)) if q ≥ 2 (resp. q < 2).
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Finally, thanks to Lemma 1, one can extract a subsequence still denoted
by (zn, wn) which converges strongly in X. Thus, the operator T is compact,
ending the proof of Lemma. 
Next, to implement Schaefer’s Theorem, let us introduce, for τ ∈ (0, 1],
the auxiliary problem
(Pτ )


−∆pu = τf(x, u, v) in Ω
−∆qv = τg(x, u, v) in Ω
u = v = 0 on ∂Ω.
According to the definition of the operator T , system (Pτ ) may be formu-
lated as τT (u, v) = (u, v).
Proposition 1. Assume (H.1) and (H.2) hold. Given τ ∈ (0, 1], let (uτ , vτ )
be such that (uτ , vτ ) = τT (uτ , vτ ). Then there is a constant Θ > 0, inde-
pendent of τ , such that ‖(uτ , vτ )‖X ≤ Θ. Moreover, one can find a constant
ε0 > 0 such that system (Pτ ) has no solutions on ∂O, where
O = {(u, v) ∈ X : ε0/2 < ‖(u, v)‖X < 2Θ} .
Proof. Arguing by contradiction, let (uτ , vτ ) be an unbounded solution of
(Pτ ) in X. Multiplying the first and the second equation in (Pτ ) by
uτ
‖uτ‖
p
1,p
and
vτ
‖vτ‖
q
1,q
, respectively, one has
‖uτ‖
p
1,p = τ
∫
Ω
uτf(x, uτ (x), vτ (x))dx and ‖vτ‖
q
1,q = τ
∫
Ω
vτg(x, uτ (x), vτ (x))dx.
Employing (H.2) it follows that
(2.5)
1 = τ
∫
Ωuτf(x, uτ , vτ ) + vτg(x, uτ , vτ )dx
‖uτ‖
p
1,p + ‖vτ‖
q
1,q
≤ τkp,q
∫
Ωu
α+1
τ v
β+1
τ dx
α+ 1
p
‖uτ‖
p
1,p +
β + 1
q
‖vτ‖
q
1,q
≤ τ
kp,q
λp,q
,
where λp,q is the first eigenvalue for a nonlinear elliptic system with Dirichlet
boundary condition that can be characterized by
λp,q = inf(uτ ,vτ )∈X\{0}
1
p
‖uτ‖
p
1,p+
1
q
‖vτ‖
q
1,q∫
Ω
uα+1τ v
β+1
τ dx
(see [15]). Then, taking ‖uτ‖
p
1,p + ‖vτ‖
q
1,q large enough leads to τ
kp,q
λp,q
→ 0,
which contradicts (2.5). Consequently, there exists a constant Θ > 0 such
that all solutions (uτ , vτ ) of the equation (u, v) = τT (u, v), with τ ∈ (0, 1],
verify
(2.6) ‖(uτ , vτ )‖X ≤ Θ.
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Now, we show the second part of the Proposition 1. Set Ω2 = Ω\Ω1 with
Ω1 =
{
x ∈ Ω : |uτ (x)|
pC + |vτ |
qC(x) < |uτ (x)|
α+1|vτ (x)|
β+1
}
.
Then
‖uτ‖
p
1,p = τ
∫
Ωuτf(uτ , vτ )dx
≤ K
[∫
Ω1
(
|uτ |
pC + |vτ |
qC
)
dx+
∫
Ω2
|uτ |
α+1|vτ |
β+1dx
]
≤ K
∫
Ω
(
|uτ |
pC + |vτ |
qC
)
dx ≤ K(‖uτ‖
pC
pC + ‖vτ‖
qC
qC)
≤ K(CpCp ‖uτ‖
pC
1,p + C
qC
q ‖vτ‖
qC
1,q),
whereCp and Cq are the best constant in the continuous embeddingW
1,p
0 (Ω) →֒
LpC(Ω) and W 1,q0 (Ω) →֒ L
qC(Ω). Arguing similarly with the component vτ ,
one gets
‖vτ‖
q
1,q ≤ K(C
pC
p ‖uτ‖
pC
1,p + C
qC
q ‖vτ‖
qC
1,q).
Then, for any τ ∈ [0, 1[, it follows that
0 ≤ ‖uτ‖
p
1,p(‖uτ‖
p(C−1)
1,p −
1
2KCpCp
) + ‖vτ‖
p
1,q(‖vτ‖
q(C−1)
1,q −
1
2KCqCq
).
Setting ε0 = (2K)
−1min{C
p(1−C)
p , C
q(1−C)
q } one derives
(2.7) ‖(uτ , vτ )‖X ≥ ε0.
Consequently, according to (2.6) and (2.7), it is readily seen that the solu-
tions set of the equation (uτ , vτ ) = τT (uτ , vτ ) verifying ‖(uτ , vτ )‖X = ε0/2
or ‖(uτ , vτ )‖X = 2Θ is empty. Namely, system (Pτ ) doesn’t admit a solution
on the boundary ∂O for all τ ∈ (0, 1]. This ends the proof. 
Now we are ready to prove our existence result.
Proof of Theorem 1. The proof is a consequence of Lemmas 2 and 3
together with Proposition 1. Hence, owing to Theorem 4 one concludes
that system (P ) admits at least a solution (u⋆, v⋆) in X satisfying ε0 ≤
‖(u⋆, v⋆)‖X ≤ Θ for certain positive constants ε0 and Θ. Moreover, reg-
ularity results due to Tolksdorf [38] together with Theorem 2 ensure that
(u⋆, v⋆) ∈ C1,σ(Ω)× C1,σ(Ω) for certain σ ∈ (0, 1). 
3. Positivity
In this section, we show the positivity of the obtained solution (u⋆, v⋆)
stated in Theorem 3. Our approach is chiefly based on comparison argu-
ments. To do so, let us recall the following results due to Pohozaev in [31,
Theorems 5.4.2, 5.5.2 and 5.6.1] (see also [32, Theorems 3.4.2, 3.5.2 and
3.6.1]) for the Dirichlet problem
(Pλ)
{
−∆pu = λb(x)|u|
p−2u+ a(x)|u|q−2u in Ω
u = 0 on ∂Ω,
where a, b ∈ L∞(Ω) and 1 < p < q < p⋆.
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Proposition 2. Let λ1 be the first eigenvalue of −∆p and let φ1 the corre-
sponding eigenfunction.
(1): Assume 0 ≤ λ < λ1. Then the problem (Pλ) has at least one
positive weak solution u ∈W 1,p0 (Ω) ∩ L
∞(Ω). Moreover, there exists
σ ∈ (0, 1) such that u ∈ C1,σloc (Ω).
(2): Assume 0 ≤ λ = λ1 and
∫
Ωa(x)φ
q
1dx < 0. Then, the problem
(Pλ) has at least one positive weak solution u ∈ W
1,p
0 (Ω) ∩ L
∞(Ω).
Moreover, u ∈ C1,σloc (Ω) for certain σ ∈ (0, 1).
(3): Assume 0 ≤ λ1 < λ and
∫
Ωa(x)φ
q
1dx < 0. Then, there exists ε > 0
such that for λ1 < λ < λ1+ε, problem (Pλ) admits two positive weak
solutions in W 1,p0 (Ω) ∩L
∞(Ω) and each of them belongs to C1,σloc (Ω),
with σ ∈ (0, 1).
We also recall the following definition of conditional critical point.
Definition 1. ([32], [26]) Let Σ be a real Banach space and let h : Σ → R
be a functional such that h is of class C1(Σ\{0}) and h˜ : R\{0} × Σ → R,
h˜(λ, v) = h(λv). Set S = {u ∈ Σ : ‖u‖ = 1}.
A point (λ, v) ∈ R \ {0} × S is a conditional critical point of the function
h˜ if
−h˜(λ, v) ∈ NR\{0}×S(λ, v),
where NR\{0}×S(λ, v) is the normal cone to the set R\{0} × S at the point
(λ, v).
In what follows, we denote by λbp > 0 the first p-Laplacian eigenvalue
associated to the weight bp
λbp = inf
z∈W
1,p
0
(Ω),∫
Ω bp(x)|z|
pdx>0
∫
Ω|∇z|
pdx∫
Ωbp(x)|z|
pdx
,
where functions ap(·) and bp(·) are defined in (H.4). Let Ap and Bp be the
following applications:
(3.1) Ap(u) =
∫
Ω
ap(x)|u|
αˆ+1|v⋆|βˆ+1dx, Bp(u) =
∫
Ω
bp(x)|u|
pdx.
Lemma 4. Ap and Bp are weakly continuous in W
1,p
0 (Ω).
Proof. Let u and un in W
1,p
0 (Ω) such that
(3.2) un ⇀ u in W
1,p
0 (Ω).
We claim that Ap(un) tends to Ap(u). Indeed, writing
Ap(un) =
∫
Ω
a+p (x)|v
⋆|βˆ+1|un|
αˆ+1dx−
∫
Ω
a−p (x)|v
⋆|βˆ+1|un|
αˆ+1dx,
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we distinguish two cases regarding exponents αˆ and βˆ.
Case 1:
αˆ+ 1
p
+
βˆ + 1
q
≥ 1.
From condition (1.3) there exists a pair (θp, θq) ∈]1, p
⋆[×]1, q⋆[ such that
αˆ+ 1
pθp
+
βˆ + 1
qθq
= 1.
By (3.2), since the embedding W 1,p0 (Ω) →֒ L
pθp(Ω) is compact, one gets
un → u in L
pθp(Ω).
Fatou’s Lemma implies
(3.3) ‖(a+p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1 ≤ lim inf
n→+∞
‖(a+p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1un‖αˆ+1.
Since ap ∈ L
∞(Ω), by triangular and Young’s inequalities, we obtain
‖(a+p )
1/αˆ+1
|v⋆|1/αˆ+1un‖αˆ+1
≤ ‖(a+p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1(un − u)‖αˆ+1 + ‖(a
+
p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1
≤ ‖a+p ‖
1/αˆ+1
∞ ‖v⋆‖
βˆ+1/αˆ+1
qθq
‖un − u‖pθp + ‖(a
+
p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1.
Thus, due to (3.2), one derives
‖a+p ‖
1/αˆ+1
∞ ‖v
⋆‖
βˆ+1/αˆ+1
qθq
‖un − u‖pθp → 0.
Passing on the upper limit, it follows that
(3.4) lim sup
n→+∞
‖(a+p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1un‖αˆ+1 ≤ ‖a
+
p
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1.
Hence, (3.3) and (3.4) result in
lim
n→+∞
‖a+p
1/αˆ+1
|v⋆|βˆ+1/αˆ+1un‖αˆ+1 = ‖a
+
p
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1.
Case 2: 0 <
αˆ+ 1
p
+
βˆ + 1
q
< 1.
Observe that the argument used in the first case remains valid. Thus
‖(a+p )
1/αˆ+1
|v⋆|βˆ+1/αˆ+1(un − u)‖αˆ+1 ≤ ‖a
+
p ‖
1/αˆ+1
rˆ ‖v
⋆‖βˆ+1/αˆ+1q ‖un − u‖p,
where rˆ = (
αˆ+ 1
p
+
βˆ + 1
q
)−1. Moreover, considering the term∫
Ω
a−p (x)|v
⋆|βˆ+1|un|
αˆ+1dx,
a quite similar reasoning as above provides
lim
n→+∞
‖a−p
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1 = ‖a
−
p
1/αˆ+1
|v⋆|βˆ+1/αˆ+1u‖αˆ+1.
Thereby, in both cases, we have limn→+∞Ap(un) = Ap(u), which proves the
claim.
12 ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
Now, we prove that limn→+∞Bp(un) = Bp(u). Write bp = b
+
p − b
−
p and
proceeding as in the first case, we obtain on the one hand (the result remains
the same if we change b+ by b−)
(3.5) ‖(b+p )
1/p
|u|‖p ≤ lim inf
n→+∞
‖(b+p )
1/p
|un|‖p.
and on the other hand
(3.6) ‖(b+p )
1/p
|un|‖p ≤ ‖(b
+
p )
1/p
|un − u|‖p + ‖(b
+
p )
1/p
|u|‖p.
Ho¨lder’s inequality implies
(3.7)
∫
Ω
|b+p ||un − u|
pdx ≤
(∫
Ω
|b+p |
δpdx
)1/δp (∫
Ω
|un − u|
δ′ppdx
)1/δ′p
.
Since δp > N/p, the embedding W
1,p
0 (Ω) →֒ L
δ′pp(Ω) is compact (here δ′p =
δp
δp − 1
). Thereby, the sequence un converges strongly to u in L
δ′pp(Ω) and
therefore, the right hand in (3.7) tends to 0. Thus, by (3.6), one has
lim sup
n→+∞
‖(b+p )
1/p
|un|‖p = ‖(b
+
p )
1/p
|u|‖p.
Combining with (3.5) it follows clearly that∫
Ω
b+p |un|
pdx→
∫
Ω
b+p |u|
pdx.
Similarly, taking b−p instead of b
+
p , one has∫
Ω
b−p (x)|un|
pdx→
∫
Ω
b−p (x)|u|
pdx.
Consequently, the application Bp is weakly continuous on W
1,p
0 (Ω). The
proof is achieved. 
Lemma 5. Let αˆ 6= p− 1, a+p 6= 0 in Ω and assume λ ≥ 0 such that one of
the following conditions is satisfied: either
(i): λ < λbp ; or
(ii): λ = λbp or λbp < λ < λbp + εp for a certain εp > 0, and∫
Ω apu
αˆ+1
p |v
⋆|βˆ+1dx < 0, where up is the eigenvalue associated to
the first eigenvalue λbp .
Then problem
(3.8)
{
−∆pz − ap(x)z|z|
αˆ−1|v⋆|βˆ+1 − λbp(x)z|z|
p−2 = 0 in Ω
z = 0 on ∂Ω
admits at least one weak positive solution U in W 1,p0 (Ω).
Proof. Inspired by [31, sections 3.3 - 3.6], let consider the Euler functional
Ep,λ(u) =
1
p
∫
Ω
|∇u|p dx−
λ
p
Bp(u)−
1
αˆ+ 1
Ap(u),
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where the applications Ap and Bp are defined in (3.1).
By Definition 1 and under the conditions t ∈ R and
∫
Ω
|∇z|pdx−λBp(z) = 1,
one gets
E˜p(t, z) = Ep(tz) =
tp
p
−
tαˆ+1
αˆ+ 1
Ap(z).
Ep,λ(u) becomes
Eˆp,λ(z) = max
t∈R\{0}
E˜p(t, z) =
(
1
p
−
1
αˆ+ 1
)
A
− p
(αˆ+1)−p
p (z).
In addition, the assumption αˆ + 1 6= p ensures from Definition 1 that the
conditional critical point of Eˆp,λ is related to the maximization problem
0 < Mλ = sup
z∈W 1,p0 (Ω)
{
Ap(z) : ‖z‖
p
1,p − λBp(z) = 1
}
.
Thanks to Lemma 4, it is clear that the required assumptions (f0)-(g0) in
[31] or (AO)-(BO) in [32] are fulfilled. Consequently, by (i) or (ii) in Lemma
5, Proposition 2 ensures that problem (3.8) admits at least one positive weak
solution U . 
Now, we are ready to prove the positivity result stated in Theorem 3.
Proof of Theorem 3. Let us define on Ω×W 1,p0 (Ω) the operator Lp,v⋆ as
follows
Lp,v⋆(x, z) = −∆pz − f(x, z, v
⋆) for every z ∈W 1,p0 (Ω).
By (H.4) one has
(3.9)
Lp,v⋆(x,U) ≤ −∆pU − ap(x)U|U|
αˆ−1|v⋆|βˆ+1 − bp(x)U|U|
p−2 = 0 in Ω.
In addition, using again (H.4), we have
(3.10) Lp,v⋆(x,U) ≤ 0 ≤ Lp,v⋆(x, u
⋆).
Here, (3.9) and (3.10) should be understood in the weak sense, that is,∫
Ω|∇U|
p−2∇U∇φdx−
∫
Ωf(x,U , v
⋆)φdx
≤
∫
Ω|∇U|
p−2∇U∇φdx−
∫
Ωbp(x)Uφ|U|
p−2dx−
∫
Ωap(x)Uφ|U|
αˆ−1|v⋆|βˆ+1dx
and ∫
Ω|∇U|
p−2∇U∇φdx−
∫
Ωf(x,U , v
⋆)φdx
≤
∫
Ω|∇u
⋆|p−2∇u⋆∇φdx−
∫
Ωf(x, u
⋆, v⋆)φdx
for all φ ∈W 1,p0 (Ω), φ ≥ 0 in Ω.
We claim that U ≤ u⋆ in Ω. Indeed, testing with (U − u⋆)+ the equation
(3.10) and integrating over Ω, one has
〈−∆pU−(−∆pu
⋆) , (U−u⋆)+〉−1,1 ≤
∫
Ω
(f(x,U , v⋆)− f(x, u⋆, v⋆)) (U−u⋆)+dx,
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which is equivalent to
〈−∆pU−(−∆pu
⋆) , (U−u⋆)+〉−1,1 ≤
∫
{u⋆≤U}
(f(x,U , v⋆)− f(x, u⋆, v⋆)) (U−u⋆)+dx.
Since
‖(U − u⋆)+‖pp ≤ Cp‖(U − u
⋆)+‖p1,p ≤ 〈−∆pU − (−∆pu
⋆) , (U − u⋆)+〉−1,1,
the monotonicity assumption (H.3) implies that the right hand side remains
negative while the left hand side is positive. Thus (U −u⋆)+ = 0 in Ω forces
U ≤ u⋆ in Ω.
Finally, because U > 0 in Ω, we infer that u⋆ > 0 in Ω. Analogously, we
derive that v⋆ > 0 in Ω. The proof is complete. 
4. Boundedness
Lemma 6. Assume (H.1) holds. Then, for any solution (u⋆, v⋆) of system
(P ), there exists a sequence (uε, vε) ∈
(
C1(Ω¯) ∩ C2(Ω)
)2
such that
(uε, vε)→ (u
⋆, v⋆) strongly in W 1,p0 (Ω)×W
1,q
0 (Ω).
Proof. By (H.1), f and g belong in Lp
′
C (Ω) and Lq
′
C (Ω), respectively. Then,
since C∞0 (Ω) is dense in L
p′C (Ω) and Lq
′
C (Ω), one can find a pair (fε, gε) ∈
C∞0 (Ω)× C
∞
0 (Ω) such that
‖fε − f‖p′
C
→ 0 and ‖gε − g‖p′
C
→ 0.
Therefore, fε admits a subsequence fεn which converges a.e in Ω. Thus,
there exists a constant c0 > 0, independent of εn, such that ‖fεn‖∞ ≤ c0
(see, e.g., [30]).
Let (uεn , vεn) be a solution defined as follows:
(4.1)


−∆εpuεn = fεn in Ω
−∆εqvεn = gεn in Ω
uεn = vεn = 0 on ∂Ω,
where ∆εnp u is given by
div
[(
|∇u|2 + εn
) 1
2
(p−2)
∇u
]
, for all ε > 0, and all p > 1.
It is well known that (uεn , vεn) ∈
(
C1(Ω¯) ∩ C2(Ω)
)2
(see [21]). Thereby,
(4.2)
∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
|∇uεn |
2dx =
∫
Ω
fεnuεndx
and ∫
Ω
(
|∇vεn |
2 + εn
)q−2/2
|∇vεn |
2dx =
∫
Ω
gεnvεndx.
Applying the Ho¨lder’s inequality in the right-hand side of (4.2), the below
estimate occurs
(4.3)
∣∣∣∣
∫
Ω
fεnuεndx
∣∣∣∣ ≤ ‖fεn‖p′C‖uεn‖p ≤ ‖f‖p′C‖uεn‖p ≤ Cp‖f‖p′C‖uεn‖1,p.
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Now, we deal with the left-hand side. For p > 1, we claim that
(4.4)
∫
Ω
|∇uεn |
pdx− εn
p/2meas(Ω) ≤
∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
|∇uεn |
2dx.
Indeed, by elementary algebra inequality one has∫
Ω
|∇uεn |
pdx ≤
{ ∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
|∇uεn |
2dx if 2 ≤ p,∫
Ω(−∆puεn)uεndx+ εn
p/2meas(Ω) if p < 2.
From (4.3) and (4.4), we deduce∫
Ω|∇uεn |
pdx− εn
p/2meas(Ω) ≤ Cp‖f‖p′
C
‖uεn‖1,p
≤
1
p′
(Cp‖f‖p′
C
)p
′
+
1
p
∫
Ω|∇uεn |
pdx
or again,
1
p′
∫
Ω
|∇uεn |
pdx ≤ meas(Ω) +
1
p′
(Cp‖f‖p′
C
)p
′
.
Thus, it’s readily seen that uεn is bounded in W
1,p
0 (Ω). Following the same
agrument we obtain that vεn is bounded in W
1,q
0 (Ω). Let (u˜, v˜) be the
weak limit of the sequence (uεn , vεn) in W
1,p
0 (Ω) ×W
1,q
0 (Ω). The proof is
completed by showing that (u˜, v˜) = (u⋆, v∗). To this end, let us first show
that the strong convergence uεn → u˜ holds true. Obviously, by weak semi-
continuous arguments, it is well known that∫
Ω
|∇u˜|pdx ≤ lim inf
εn→0
∫
Ω
|∇uεn |
pdx.
Moreover, consider the application
Φε : z 7−→
∫
Ω
(
|∇z|2 + ε
)p/2
dx
and let ∂Φε(z) be its subdifferential set. Clearly, ∂Φε(z) is reduced to a
single element −∆εp(z) which is defined on W
1,p
0 (Ω) as follows
−∆εp(z) : h 7−→
∫
Ω
(
|∇z|2 + ε
)p−2/2
∇z∇h dx.
For all z ∈W 1,p0 (Ω), we have
(4.5) Φε(z)− Φε(uεn) ≥
∫
Ω
fεn(z − uεn)dx.
In particular, setting z = u˜ and using (4.4), it follows that∫
Ω
|∇uεn |
pdx ≤
∫
Ω
fεn(uεn − u˜)dx+ εn
p/2meas(Ω) + Φεn(u˜).
Passing to the upper-limit on εn, we get
lim sup
εn→0
∫
Ω
|∇uεn |
pdx ≤
∫
Ω
|∇u˜|pdx.
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Thus, it follows that
(4.6)
∫
Ω
|∇u˜|pdx = lim
εn→0
∫
Ω
|∇uεn |
pdx.
Recalling that uεn ⇀ u˜ weakly in W
1,p
0 (Ω), since W
1,p
0 (Ω) is an uniform
convex Banach space, we conclude that
uεn → u˜ in W
1,p
0 (Ω).
Now, we are ready to show that u˜ = u⋆. Set Φ0(z) =
∫
Ω|∇z|
pdx and
denote by ∂Φ0(z) its subdifferential set. Combining (4.4), (4.5) and passing
to the limit on εn, it follows from (4.6) that
Φ0(z)− Φ0(u˜) ≥
∫
Ω
f(x, u⋆, v⋆)(z − u˜)dx, for all z ∈W 1,p0 (Ω).
Since ∂Φ0(z) contains a single value −∆pz, we derive that f(x, u
⋆, v⋆) ∈
∂Φ0(u˜) and therefore −∆pu˜ = f(x, u
⋆, v⋆). However, the definition of u⋆ (see
Theorem 1) leads to −∆pu˜ = −∆pu
⋆ in Ω. By weak comparison principle,
this implies u˜ = u⋆ in Ω. A quite similar argument produces that v˜ = u⋆ in
Ω, ending the proof. 
The next part is devoted to establish the boundedness of the solution
(u⋆, v⋆).
Lemma 7. For all k ∈ N, let (δk) and (γk) be the sequences
(4.7) δk = pCfk, γk = qCfk,
where
(4.8) fk = D
(
Ck +
1
D
)
, with 0 < D < min
(
p⋆
pC
,
q⋆
qC
)
− 1.
Then, the pair (uεn , vεn) defined as in (4.1) is bounded in L
δk(Ω)×Lγk(Ω),
for all k ≥ 1.
Proof. The Lemma is proved if we show that the sequence (uεn , vεn) follows
the iterative scheme
(4.9)
If (uεn , vεn) ∈ L
δk(Ω)× Lγk(Ω) then (uεn , vεn) ∈ L
δk+1(Ω)× Lγk+1(Ω).
Step 1: We prove that (uεn , vεn) satisfies (4.9) for k = 0.
Combining (4.7) and (4.8) one has
δ0 = pC(D + 1) < p
⋆, γ0 = qC(D + 1) < q
⋆.
Consequently, the embeddings W 1,p0 (Ω) →֒ L
δ0(Ω) and W 1,q0 (Ω) →֒ L
γ0(Ω)
are continuous, leading to uεn ∈ L
δ0(Ω) and vεn ∈ L
γ0(Ω).
Step 2: Let us prove that if (uεn , vεn) ∈ L
δl(Ω)×Lγl(Ω) for l ∈ N, l ≤ k,
then (uεn , vεn) ∈ L
δk+1(Ω)× Lγk+1(Ω).
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For k ∈ N, we define the sequences ak and bk by
ak = DC
k+1p, bk = DC
k+1q,
where constants C and D verify (4.8). Testing the first and the second
equations in (4.1) with uεn |uεn |
ak and vεn |vεn |
bk , respectively, integrating
over Ω, we get
(4.10)
∫
Ω
(
|∇uεn |
2 + ε
)p−2/2
∇uεn∇(uεn |uεn |
ak)dx =
∫
Ω
uεn |uεn |
akfεndx,
and
(4.11)
∫
Ω
(
|∇vεn |
2 + ε
)q−2/2
∇vεn∇(vεn |vεn |
bk)dx =
∫
Ω
vεn |vεn |
bkgεndx.
Clearly, for all p > 1, it holds
(4.12)
∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
|∇uεn |
2 |uεn |
akdx
≥
∫
Ω|∇uεn |
p|uεn |
akdx− εp/2
∫
Ω|uεn |
akdx
≥
∫
Ω
∣∣∣∇|uεn |1+ akp ∣∣∣p dx
(1 + akp )
p
− εp/2
∫
Ω|uεn |
akdx.
Thus, as in (4.4), the left-hand side in (4.10) is estimated by∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
∇uεn∇(uεn |uεn |
ak)dx
= (ak + 1)
∫
Ω
(
|∇uεn |
2 + εn
)p−2/2
|∇uεn |
2|uεn |
akdx
≥
ak + 1(
1 + akp
)p ∫Ω
∣∣∣∇|uεn |1+ akp ∣∣∣p dx− (ak + 1)εp/2∫Ω|uεn |akdx.
Moreover, since the sequence uεn belongs to C
1(Ω), uεn belongs to W
1,p
0 (Ω)
and therefore uεn |uεn |
ak
p belongs to W 1,p0 (Ω). Moreover, by (H.1), one may
write 1 < pC < p⋆ which ensures that the embedding W 1,p0 (Ω) →֒ L
pC(Ω) is
continuous. Hence, there exists a constant CpC > 0 such that
(4.13)
(∫
Ω
|uεn |
pC
(
1+
ak
p
)
dx
)1/C
≤ CppC
∫
Ω
∣∣∣∇uεn1+ akp ∣∣∣p dx.
However, since
(4.14) pC
(
1 +
ak
p
)
= pC(1 +DCk+1) = δk+1,
the iterative inclusion L
pC
(
1+
ak
p
)
(Ω) ⊂ Lδk+1(Ω) holds true and then
(∫
Ω |uεn |
δk+1 dx
)1/δk+1
≤ (volΩ)
1
δk+1
− 1
pC(1+ akp )
(∫
Ω |uεn |
pC
(
1+
ak
p
)
dx
)1/pC(1+ ak
p
)
,
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or again,
(4.15)
(volΩ)
1
C
− 1+CDC
k
C(1+DCk+1)
(∫
Ω |uεn |
δk+1 dx
)p(1+ ak
p
)
/δk+1
≤
(∫
Ω |uεn |
pC
(
1+
ak
p
)
dx
)1/C
.
Gathering (4.12) - (4.15) together, the estimate on the left-hand side in
(4.10) becomes
1 + CDCk
C(1 +DCk+1)CpC
(volΩ)
1
C
− 1+CDC
k
C(1+DCk+1)
(∫
Ω |uεn |
δk+1 dx
)p(1+ ak
p
)
/δk+1
≤
∫
Ω|∇uεn |
p−2∇uεn∇(uεn |uεn |
ak)dx.
Now, we focus on the right hand side of (4.10). First, we have∫
Ω
|uεn |uεn |
akfεn| dx ≤ c0 |Ω|
1/rk
(∫
Ω
|uεn |
δkdx
) ak+1
δk
where
rk =
pCDCk + pC
pC − 1
.
Consequently, there is a constant Rk, depending on k, such that
‖uεn‖
ak+p
δk+1
≤ Rk‖uεn‖
ak+1
δk
+ (ak + 1)εn
p/2
∫
Ω|uεn |
akdx
≤ Rk‖uεn‖
ak+1
δk
+ (ak + 1)εn
p/2|Ω|1/tk‖uεn‖
ak
δk
,
where tk = DC
k+1. This means that the inclusion Lδk(Ω) ⊂ Lδk+1(Ω) holds
true for all k ≥ 1. Therefore, since the domain Ω is bounded, one gets
‖uεn‖δk ≤ |Ω|
1/δk−1/δk+1‖uεn‖δk+1 .
Then
|Ω|1/δk+1−1/δk‖uεn‖
ak+p
δk
≤ Rk‖uεn‖
ak+1
δk
+ (ak + 1)|Ω|
1/tk‖uεn‖
ak
δk
,
showing that the sequence uεn is bounded in every Lebesgue space L
δk(Ω),
k ≥ 1. This ends the proof. 
Proof of Theorem 3. From Lemma 6, along a relabelled subsequence still
denoted uεn , we may assume that uεn converges a.e. in Ω. Then, owing to
Dominated Convergence Theorem, we infer that
uεn → u
⋆ in Lδk(Ω) for all k ≥ 1.
Again, Dominated Convergence Theorem implies
uεn |uεn |
akfεn → u
⋆|u⋆|akf(x, u⋆, v⋆) in L1(Ω).
By Young’s inequality we get
‖uεn‖
ak+p
δk+1
≤
∫
Ω
uεn |uεn |
akfεndx+ |Ω|+ ‖uεn‖
δk
δk
.
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Passing to the limit one derives
‖u⋆‖ak+pδk+1 ≤
∫
Ω
u⋆|u⋆|akf(x, u⋆, v⋆)dx+
(
|Ω|+ ‖u⋆‖akδk
)
.
By Remark 1, we deduce
‖u⋆‖ak+pδk+1 ≤
∫
Ω
|u⋆|ak
(
|u⋆|pC + |v⋆|qC
)
dx+
(
|Ω|+ ‖u⋆‖akδk
)
.
Now, observe that
ak
δk
+
qC
γk
= 1−
pC
δk
+
qC
γk
= 1−
1
fk
+
1
fk
= 1.
Thus, using Young’s inequality on the term |v⋆|ak |v⋆|qC , we get
(4.16) ‖u⋆‖ak+pδk+1 ≤ A
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)
.
Similarly, by considering the component vεn , we obtain
(4.17) ‖v⋆‖bk+qγk+1 ≤ B
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)
.
Observe that
δk+1 = ak+1 + pC = pC
(
DCk+1 + 1
)
= pC
(
ak
p
+ 1
)
= C (ak + p)
and
γk+1 = qCfk+1 = qCD
(
Ck+1 +
1
D
)
= C (bk + q)
Thus
‖u⋆‖
δk+1/C
δk+1
≤ A
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)
,
(4.18) ‖v⋆‖
γk+1/C
γk+1 ≤ B
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)
,
that is
(4.19) ‖u⋆‖
δk+1
δk+1
≤ AC
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)C
,
and
(4.20) ‖v⋆‖
γk+1
γk+1 ≤ B
C
(
1 + ‖u⋆‖δkδk + ‖v
⋆‖γkγk
)C
.
Denote by Ek = ‖u
⋆‖δkδk + ‖v
⋆‖γkγk . Combining (4.19) and (4.20), it follows
that
Ek+1 ≤ (A+B)
CECk .
We set ek = lnEk, then we obtain the following iterative scheme
(4.21) ek+1 ≤ Cln(A+B) + Cek.
Proceeding by successive iterations, (4.21) can be formulated as follows
ek+1 ≤ C
k+1
(
e0 +
C
C − 1
)
.
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Then we deduce that
ln(‖u⋆‖δk+1) ≤
Ck+1
δk+1
(
e0 +
C
C − 1
)
≤
Ck+1
pCDCk+1
(
e0 +
C
C − 1
)
≤
1
pCD
(
e0 +
C
C − 1
)
and
ln(‖v⋆‖γk+1) ≤
Ck+1
γk+1
(
e0 +
C
C − 1
)
≤
Ck+1
qCDCk+1
(
e0 +
C
C − 1
)
≤
1
qCD
(
e0 +
C
C − 1
)
.
Else, the estimates hold
‖u⋆‖∞ ≤ lim supk→+∞exp
(
Ck+1 ln ‖u⋆‖δk+1
δk+1
)
≤ exp
[
1
pCD
(
e0 +
C
C − 1
)]
and
‖v⋆‖∞ ≤ lim supk→+∞exp
(
Ck+1 ln ‖v⋆‖γk+1
γk+1
)
≤ exp
[
1
qCD
(
e0 +
C
C − 1
)]
.
Therefore
(4.22)
max(‖u⋆‖∞, ‖v
⋆‖∞)
≤ min
(
1
pCD
(
lnEΘ +
C
C − 1
)
,
1
qCD
(
lnEΘ +
C
C − 1
))
.
However, recall that e0 = lnE0, where E0 = ‖u
⋆‖δ0δ0+‖v
⋆‖γ0γ0 , and so, because
the embeddings W 1,p0 (Ω) →֒ L
δ0(Ω) and W 1,q0 (Ω) →֒ L
γ0(Ω) are continuous,
more precisely, we also have E0 ≤ ‖u
⋆‖δ01,p + ‖v
⋆‖γ01,q. Since the proof of the
first assert in Proposition 1 remains valid by taking τ = 1, then there exists
a constant CΘ, depending only on Θ, such that E0 ≤ CΘ.
Consequently, the right-hand side in (4.22) is independent of (u⋆, v⋆). The
proof is complete. 
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