Channel flow-vegetation interaction has been extensively studied in the past few decades and many equations have been developed which essentially differ from each other in derivation and form. As the process is extremely complex, getting deterministic or analytical forms of process phenomena are too difficult. A hybrid neural network model (combining genetic algorithm with neural network), which is particularly useful in modeling processes about which adequate knowledge of the physics is limited, is presented here as a complementary tool to model channel flow-vegetation interactions in submerged vegetation conditions. The prediction capability of the model has been found to be satisfactory. The input significance of the different parameters has been analyzed in the present work in order to find out the influence of these parameters on channel flow velocity.
INTRODUCTION
Estimating the flow resistance of vegetation is of great importance in river management, since it may have a significant effect on the conveyance of the channel (Järvelä ) (Table 1 ) at the existing equations shows that flow-vegetation interactions can be described by the following function:
where u is the mean velocity, h is the flow depth, k is the (Galema ) . The submerged condition also follows 5k > h > k. In these conditions, the vegetation is relatively high in relation to the flow depth; as a 
consequence, the velocity profile changes a great deal over depth. In channels with sufficient density of vegetation, the effect of bottom roughness can also be neglected (Stone & Shen ) . The present work aims at predicting the flow velocity of a submerged vegetated channel, so u can be made as dependent variable which depends on the various other factors as shown in Equation (1). Keeping this in view, Equation (1) can be written as:
The objective here is to construct a neural network model that approximates an unknown input-output mapping of Equation (2) on the basis of given real observations. The goal, however, is not to provide an exact fit to the data but to develop a model that captures the underlying relationship so that it can be used to predict the output at some future observation of the input.
NEURAL NETWORK MODELING
In this paper, a hybrid algorithm using GA technique is proposed to optimize parameters of the ANN. This is done by considering the following steps: first, define the structure of the ANN; second, define the encoding of the interconnection weights; and third, optimize the interconnection weights of the ANN by GA. In this paper, the most popular models of neural networks (NNs) such as feedforward networks are con- The procedure of the hybrid algorithm is presented as follows in the sections below.
Chromosome representation
An MLPNN can be represented by a directed graph, encoded on a chromosome with each parameter (weights and biases). All these parameters are memorized by a row
where M is the number of all NN parameters. The chromosome can be written as:
where W 1 denotes the connective weight of link between the input layer and the first hidden layer and W 2 is the connective weight of link between the hidden layer and output layer.
Fitness function
The fitness function is dependent on problem and is used to evaluate the performance of each individual. The error signal of the output neuron j at iteration n (i.e., presentation of the nth training example) is defined by:
The instantaneous value of the error energy for neuron j can also be defined as: (1=2)e 2 j (n). Correspondingly, the value of ξ(n) is obtained by summing (1=2)e 2 j (n) over all neurons in the output layer (Haykin ).
where the set C includes all the neurons in the output layer of the network. For MLPNN it is the sum squared error.
The fitness is defined as by summing ξ(n) over all n with respect to the set size N, as shown by:
Here, the objective is to minimize F(·) subject to weights and biases. 
Crossover
To apply the standard crossover operator the individuals of the population are randomly paired. Crossover takes two parents and performs an interpolation of the two parents.
Each pair is then recombined, and the new individuals (offsprings) are formed by the interpolation of parents.
Mutation
After crossover, the new individuals are subjected to mutation. Mutation prevents the algorithm being trapped in a local minimum. A variable is selected with a certain probability and its value is modified by a random value.
Here, we choose non-uniform mutation method. Nonuniform mutation changes one of the genes of the parent based on a non-uniform probability distribution.
Levenberg-Marquardt method
The equations for changing the weights (ΔW ) during training in the Levenberg-Marquardt method are given as follows:
where J is the Jacobian matrix of the derivative of each error to each weight, μ is a scalar, and e is an error vector. The
Levenberg-Marquardt algorithm performs very well and its efficiency is found to be of several orders above the conventional back propagation with learning rate and momentum factor.
RESULTS AND DISCUSSION
The entire modeling and analysis has been done by the use of the neural network toolbox of MATLAB ® software.
Galema () documented a comprehensive database of different types of vegetations with hydraulic properties from different sources. Table 2 Table 3 .
In the present work, formulas listed in Table 1 have also been tested to quantify their prediction capability. Performance analysis of these formulas is shown in Figure 4 . As shown in the products across all hidden neurons. The relative importance of input parameter j is determined through the following formula:
where Imp( j) is the relative importance of parameter j, n the total number of hidden nodes, x the index number of hidden node, CW jh(x) the connectivity weight between input parameter j and hidden node x, CW ho(x) is the connectivity weight between hidden node x and the output node. The methodology for Garson's algorithm is as follows:
(a) For each hidden neuron H, divide the absolute value of the input-hidden layer connection weight by the sum of the absolute value of the input-hidden layer connection weight of all input neurons.
For H ¼ 1 to nH, for j ¼ 1 to nj,
(b) For each input neuron j, divide the sum of the A j H for each hidden neuron by the sum for each hidden neuron of the sum for each input neuron of A j H , multiply by 100. The relative importance of all output weights attributable to the given input variable is then obtained.
j: 1 to nj Table 4 . The values depicted in Table 4 have been derived from both initial and final weight values of the ANN model. As can be seen from Table 4 , flow depth These drag effects can become very important, which is also shown in Table 4 . Calculations shown in Table 4 indicate that any error in determining flow depth and drag coefficient may result in under-or over-estimation of mean velocity. Table 1 show that u will decrease non-linearly with an increase in D. Equations given in Table 1 
