Price risk in a mathematical programming framework has been confined for a long time to a constant risk aversion specification originally introduced by Freund in 1956. This paper extends the treatment of risk in a mathematical programming framework along the lines suggested by Meyer (1987) who demonstrated the equivalence of expected utility and a wide class of probability distributions that differ only by location and scale. This paper shows how to formulate a PMP specification that allows the estimation of the preference parameters and calibrates the model to the base data within an admissible small deviation. The PMP approach under generalized risk allows also the estimation of output supply elasticities. The approach is applied to a sample of large farms.
Introduction
The treatment of risk in a mathematical programming framework has been confined to an exponential utility function with a constant absolute risk aversion coefficient. This is the strategy originally proposed by Freund (1956) who appealed to the expected utility (EU) approach and assumed that random prices were normally distributed. These assumptions lead to a linear mean-variance specification of expected net revenue defined as total expected revenue minus a risk premium that corresponds to half the variance of revenue multiplied by the constant absolute risk aversion coefficient. This mathematical programming approach has serious limitations as only a rare entrepreneur may possess risk preferences that exhibit constant absolute risk aversion regardless of the firm size and the market environment.
Many other approaches have been proposed in the literature to deal with risk and uncertainty. Among them, the mean-standard deviation (MS) approach has had a long history [Fisher (1906) , Hicks (1933) , Tintner (1941) , Markowitz (1952) , Tobin (1958) ] but it has not been applied in a mathematical programming context. Meyer (1987) presented a remarkable reconciliation between the EU and the MS approaches that may be fruitful in a PMP analysis of economic behavior under risk. The major objective of Meyer is to find consistency conditions between the EU and the MS approaches in such a way that an agent who ranks the alternatives according to the value of some function defined over the first two moments of the random payoff would rank in the same way those alternatives by means of the expected value of some utility function defined over the same payoffs. It turns out that the location and scale (LS) condition is the crucial link to establish the consistency between the EU and the MS approaches. We reproduce here Meyer's argument (1987, p. 423 ):
"Assume a choice set in which all random variables Y i (with finite means and variances) differ from one another only by location and scale parameters. Let X be the random variable obtained from one of the Y i using the normalizing transformation X = (Y i ! µ i ) / " i where µ i and ! i are the mean and standard deviation of Y i . All Y i , no matter which was selected to define X , are equal in distribution to µ i + ! i X . Hence, the expected utility from Y i for any agent with utility function u( ) can be written as
where a and b define the interval containing the support of the normalized random variable
"… under the LS condition, various popular and interesting hypotheses concerning absolute and relative risk-aversion measures in the EU setting can be translated into equivalent properties concerning V (µ i ,! i ) ."
The structure of absolute risk is measured by the slope of the indifference curves in the (µ,! ) space that is represented as
where V µ (µ,! ) and V ! (µ,! ) are first partial derivatives of the V (µ,! ) function. Some properties of this risk measure are as follows:
1. Risk aversion is associated with AR(µ,! ) > 0 , risk neutrality with AR(µ,! ) = 0 and risk propensity with AR(µ,! ) < 0 .
2. If u(µ + ! x) displays decreasing (constant, increasing) absolute risk aversion for Saha (1997) formulated an MS utility function that conforms to Meyer's
and assumed that ! > 0 . According to this MS utility function, the absolute risk measure (AR) is specified as
Hence, risk aversion, risk neutrality and risk propensity are associated with ! > (=,<) 0 , respectively.
Decreasing, constant and increasing absolute risk aversion (with ! > 0 ) is defined by
< (=,>) 0 and, therefore, by ! > 1,! = 1,! < 1 , respectively. Decreasing, constant and increasing absolute risk (with ! < 0 ) is defined by ! < 1,! = 1,! > 1 .
Decreasing, constant and increasing relative risk aversion is defined (with ! > 0 ) by
and, therefore, by ! > " ,! = " ,! < " , respectively.
The risk analysis of Meyer (1987) describes and admits all possible combinations of risk behavior. Saha's (1997) implementation of it, for example, admits absolute risk aversion behavior that may be decreasing, when ! > 1 and " > 0 , in association with either increasing relative risk aversion when ! > " > 0 or decreasing relative risk aversion when 0 < ! < " . In any given sample of economic agents' performance, therefore, the prevailing combination of risk behavior is an empirical question.
Application to PMP
Suppose N farmers produce J crops using I limiting inputs and a linear technology. Let 
Then, a primal PMP-MS model is specified as follows:
where h is a vector of deviations from the realized and known output levels. The first set of constraints forms the structural (technological) relations while the second set constitutes the calibration constraints. The corresponding dual constraints turn out to be
The complexity of the estimation problem becomes clear by considering the nonlinearity of relation (8). Parameters ! and " are usually unknown as are the optimal output levels, x , the deviations, h , from the observed output levels, x obs , the optimal dual variables, y , and the Lagrange multipliers, ! . Furthermore, it is often the case that also the market price of some input -say land -is known for a homogeneous area or even for a single farm. The PMP methodology, therefore, should use this information, y obs , that will be treated in the form of the observed output levels as 
and first order necessary conditions of L with respect to h and u are (12)
A crucial issue regards parameters ! and " . On the one hand, an economic entrepreneur wishes to maximize her utility of wealth while minimizing the disutility of its risk. On the other hand, it is a fact that high levels of wealth are associated with high risk.
Another fact is that this entrepreneur has already made her choices of a production plan,
x obs , in the face of output price risk. It is also likely that she does not know (or that she is not even aware of) parameters ! and " . The challenge, therefore, is to infer -from her decisions -the values of parameters ! and " that could explain the behavior of this entrepreneur in a rational and reasonable fashion.
We will assume that this entrepreneur is risk averse, implying that ! > 0 and " > 0 . Furthermore, for any given level of expected wealth, a high level of utility will be achieved with the highest admissible level of parameter ! , where admissibility depends on the technology, the limiting input constraints, the observed production plan and the observed input prices.
An alternative viewpoint, one that mimics the relationship -referred to abovebetween high levels of wealth and high levels of its standard deviation, would postulate that high levels of utility (of wealth) are associated with high levels of its risk disutility. Therefore, for any given level of the standard deviation of wealth, the parameter ! should acquire the highest admissible value, given the observed production plan and input prices.
Phase I PMP Model
Thus, for estimation purposes, we assume that parameters ! and " will be maximized together with the minimization of deviations h and u in a least-squares objective function subject to relevant primal and dual constraints and their associated complementary slackness conditions. This choice leads to the following phase I model
with x ! 0, y ! 0," ! 0,# ! 0, h and u free . Constraints (20) and (21) are redundant and can be omitted without loss of information.
Constraints (14) represent the structural (technological) relations of input demand being less-than-or-equal to the effective input supply. Constraints (15) represent the dual relations with marginal utility of the production plan being less-than-or-equal to its marginal cost. Here marginal cost has two parts: the marginal cost due to limiting and variable inputs, ! A y + h , and the marginal cost of risk due to the random variability of output prices,
# p x . Constraints (16) and (17) are the calibration relations. Constraints (18) - (21) are the corresponding complementary slackness conditions.
Judging from the dual constraint (15), the input shadow prices are measured in utility units. To achieve a dollar measure of these input prices, y , it is sufficient to divide them by
Phase II PMP Model
Phase II of the PMP methodology deals with the estimation of a cost function that embodies all the technological and behavioral information revealed in phase I. Typically, a marginal cost function expresses a portion of the dual constraints in a phase I PMP model.
In the absence of risk, PMP marginal cost is defined as ! A y + (c + h) , where ! A y stands for the marginal cost due to limiting inputs and (c + h) for the effective marginal cost due to variable inputs. In this risky case, marginal cost is given by right-hand-side of relation (15) where all the elements are measured in utility units. We desire to obtain a dollar expression of marginal cost, as in the familiar relation MC ! E( ! p) . To achieve this result, the elements of relation (15) will be divided by the term
In relation (22), all the monetary terms are measured in dollars. The marginal cost of limiting and variable inputs is represented by c + 1
. The marginal cost of risky output prices is given by
The cost function selected to synthesize the technological and behavioral relations of phase I is expressed as a modified Leontief cost function such as
A cost function is linear homogeneous and concave in input prices, y . Therefore, matrix G is negative definite. Furthermore, a cost function is increasing in output levels. Thus, matrix Q is positive definite. Parameters f and g are introduced to give flexibility to the cost function.
The marginal cost function associated with cost function (23) is given by
The derivative of the cost function with respect to input prices corresponds to Shephard lemma that produces the demand function for inputs:
where the term !(y "1/2 ) represents a diagonal matrix with elements y i !1/2 on the main diagonal.
With knowledge of the solution components resulting from the phase I model (13)-(21), x,ŷ,ĥ,û,!," , a phase II model's objective is to estimate the parameters of the cost function, f,g,Q,G . This task is accomplished by means of the following specification
with D ! 0, f and g free . The minimization of the f and g parameters is a reasonable objective given that f and g are introduced merely to give flexibility to the cost function and act as intercepts of the marginal cost and the input demand functions, respectively.
Relation (27) represents MC ! E( ! p)
. Relation (28) (31) and (32) guarantee that the cost function is increasing in output. Finally, the objective function (26) defines a least-squares approach for the estimation of parameters f and g .
Calibrating Equilibrium Model
With the parameter estimates of the cost function derived from phase II model (26)- (32), f ,ĝ,Q,Ĝ , it is possible to set up a calibrating equilibrium model to be used for policy analysis. Such a model takes on the following structure
The objective function represents the complementary slackness conditions (CSC) of constraints (34) and (35) with an optimal value of zero. The variables z p and z d are surplus variables of the primal and the dual constraints, respectively.
The solution of model (33)- (35) calibrates precisely the solution obtained from the phase I model (13)- (21), that is x LS =x CSC and ŷ LS =ŷ CSC . The calibrating model, then, can be used to trace the response to changes in the output expected prices and the supply of limiting inputs.
PMP with Generalized Risk and Price Supply Elasticities
It may be of interest to estimate price supply elasticities for the various commodity outputs involved in a PMP approach. The supply function for outputs is derivable from relation (24) by equating it to the expected market output prices, E( ! p) , and inverting the marginal cost function:
that leads to the supply elasticity matrix
where matrices ![E( ! p)] and ![x "1 ] are diagonal with elements E( ! p j ) and x j !1 , respectively, on the main diagonals. Relation (37) includes all the own-and cross-price elasticities for all the output commodities admitted in the model.
Endogenous and Disaggregated Output Supply Elasticities
PMP has been applied frequently to analyze farmers' behavior to changes in agricultural policies. A typical empirical setting is to map out several areas in a region (or state) and to assemble a representative farm for each area (or to treat each area as a large farm). When supply elasticities are exogenously available (say the own-price elasticities of crops) at the regional (or state) level (via econometric estimation or other means), a connection of all area models can be specified by establishing a weighted sum of all the areas endogenous ownprice elasticities and the given regional elasticities. The weights are the share of each area's expected revenue over the total expected revenue of the region.
Let us suppose that exogenous own-price elasticities of supply are available at the regional level for the all the J crops, say . Then, the relation among these exogenous own-price elasticities and the corresponding areas' endogenous elasticities can be established as a weighted sum such as (38) where the weights are the areas' expected revenue shares in the region (state)
where Q n jj is the jth element of the nth farm (area) on the main diagonal in the inverse of the Q n matrix. The phase II model that executes the estimation of the disaggregated
(endogenous) output supply elasticities for a region (state) that is divided into N areas takes on the following specification:
endogenous own-and cross supply elasticities
endogenous own-price elasticities 
Empirical Implementation of PMP_MDS with Supply Elasticities -Large Farms
The PMP-MS approach described in previous sections was applied to three samples of representative farms (small, medium and large) with N = 14 observations in each sample.
We report the estimates of the large-farm sample. There are four crops: sugar beet (BRB), soft wheat (TEN), corn (MAS) and barley (ORZ). There is only one limiting input: land. 
