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RÉSUMÉ
La tomographie optique diﬀuse (DOT) se caractérise par l’utilisation de la lumière dans
un régime de propagation diﬀusif pour sonder les tissus biologiques. L’utilisation de mar-
queurs ﬂuorescents permet de cibler des processus biologiques précis (tomographie optique
diﬀuse en ﬂuorescence - FDOT) et d’améliorer le contraste dans les images obtenues. Les
applications typiques de la DOT/FDOT sont la mammographie laser, l’imagerie cérébrale
de nouveau-nés et les investigations non-invasives sur petits animaux, notamment pour
l’imagerie moléculaire. Le présent projet fait partie du programme de recherche TomOp-
tUS dirigé par le professeur Yves Bérubé-Lauzière. Un scanner optique pour petits animaux
y est en cours de développement. Ce scanner possède la particularité de fonctionner avec
une prise de mesures sans contact dans le domaine temporel.
La première partie du projet a pour point de départ l’algorithme développé en FDOT par
Vincent Robichaud qui permet la localisation spatiale d’une seule inclusion ﬂuorescente
ponctuelle immergée dans un milieu diﬀusant homogène ayant une géométrie cylindrique.
Une nouvelle approche de localisation pour une pluralité d’inclusions discrètes est ici in-
troduite. Cette dernière exploite l’information contenue dans le temps de vol des premiers
photons provenant d’une émission de ﬂuorescence. Chaque mesure permet de déﬁnir un
lieu géométrique où une inclusion peut se trouver : ces lieux prennent la forme d’ovales
en 2D ou d’ovoïdes en 3D. À partir de ces lieux, une carte de probabilité de présence
des inclusions est construite : les maxima de la carte correspondent à la position des in-
clusions. Cette approche géométrique est soutenue par des simulations Monte Carlo en
ﬂuorescence dans des milieux reproduisant les propriétés optiques des tissus biologiques.
Plusieurs expériences sont ensuite eﬀectuées sur une mire optique homogène répliquant
les propriétés optiques des tissus dans lequel des inclusions remplies de vert d’indocya-
nine (ICG) sont placées. L’approche permet la localisation avec une erreur positionnelle
de l’ordre du millimètre. Les résultats démontrent que l’approche est précise, rapide et
eﬃcace pour localisation des inclusions ﬂuorescentes dans un milieu hautement diﬀusant
mimant les tissus biologiques. Des simulations Monte Carlo sur un modèle réaliste de souris
montrent la faisabilité de la technique pour l’imagerie sur petits animaux.
Le second volet de la thèse s’intéresse aux mesures intrinsèques par le développement d’une
approche de reconstruction d’une carte des vitesses de propagation des ondes lumineuses
diﬀuses dans un milieu diﬀusant hétérogène. De telles vitesses constituent un nouveau
contraste pour de l’imagerie DOT. La méthode utilise une conﬁguration en faisceaux lu-
mineux analogue aux méthodes utilisées en tomographie par rayons X. Ici, toutefois, les
temps d’arrivée des premiers photons sont utilisés plutôt que l’amplitude du signal. Des
résultats sont présentés en 2D pour diﬀérentes conﬁgurations d’inclusions démontrant la
validité de l’approche. Des simulations Monte Carlo sont utilisées pour simuler la propa-
gation intrinsèque dans des milieux hétérogènes et pour venir appuyer la démarche.
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La médecine moderne dispose de nos jours d’une panoplie d’outils d’imagerie. Peu im-
porte la modalitée employée, l’objectif est de fournir un outil diagnostic non-invasif en
permettant de visualiser indirectement l’anatomie, la fonction ou le métabolisme des tis-
sus observés, ou des processus biomoléculaires ayant cours à l’intérieur de ceux-ci. La
tomodensitométrie (CT - computed tomography), la tomographie d’émission par positrons
(PET - positron emission tomography) et l’imagerie par résonance magnétique (MRI -
magnetic resonance imaging) sont les principales modalités d’imagerie avec chacune leurs
avantages et inconvénients. L’imagerie moléculaire optique, plus spéciﬁquement l’imagerie
par ﬂuorescence, s’est nouvellement introduite comme un outil de travail complémentaire
en ouvrant la voie à l’étude de la progression des maladies et à la recherche de nouveaux
médicaments [Weissleder et Ntziachristos, 2003; Hielscher, 2005; Ntziachristos, 2006; No-
thdurft et al., 2009; Rao et al., 2007; Corlu et al., 2007; Willmann et al., 2008; Klose, 2009;
Bogdanov et al., 2012; Goergen et al., 2012; Aldrich et al., 2012].
La tomographie optique diﬀuse (DOT - diﬀuse optical tomography) se caractérise par
l’utilisation de la lumière dans un régime diﬀusif de propagation pour sonder les tissus
biologiques par opposition aux rayons X ou d’annihilation qui eux ne sont diﬀusés que
très peu dans les tissus biologiques [Wang et Wu, 2007]. La lumière diﬀusée est collectée
suite à sa propagation dans le tissu par un système de détection. L’analyse des données
obtenues permet la reconstruction des paramètres optiques du milieu étudié. Une des
avenues prometteuses est l’utilisation de marqueurs ﬂuorescents dans le cadre de l’imagerie
sans contact [Schulz et al., 2003, 2005; Hervé et al., 2007] puisqu’il devient alors possible de
cibler des processus biologiques précis et d’améliorer le contraste dans les images obtenues.
On parle alors de tomographie optique diﬀuse par ﬂuorescence (ﬂuorescence diﬀuse optical
tomography - FDOT) [Cubeddu et al., 2002]. Contrairement à l’imagerie intrinsèque, la
lumière ﬂuorescée augmente la sensibilité des mesures à des cibles spéciﬁques ou à des
processus physiologiques [Klose, 2009]. La FDOT oﬀre aux chercheurs et aux médecins des
informations tomographiques supplémentaires. Elle a suscité un vif intérêt au cours des
dernières années avec l’imagerie moléculaire sur petits animaux pour suivre des processus
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biomoléculaires spéciﬁques in vivo [Comsa et al., 2008; Hall et al., 2004; Han et Hall,
2008]. Les applications typiques de la DOT/FDOT sont la mammographie laser, l’imagerie
cérébrale [Wu et al., 1995, 1997], l’imagerie du cancer de la prostate [Da Silva et al.,
2010] et les investigations non-invasives sur petits animaux, notamment pour l’imagerie
moléculaire [Hielscher, 2005].
1.2 Motivation
La récupération tomographique de la distribution de ﬂuorescence dans un milieu diﬀusant
nécessite généralement un modèle de propagation de la lumière (modèle direct) aﬁn de
prédire des mesures. Les modèles couramment utilisés sont l’équation de transfert radiatif,
l’équation de diﬀusion (DE), et récemment, les équations par harmoniques sphériques
simpliﬁées [Klose et Larsen, 2006a; Bouza-Domínguez et Bérubé-Lauzière, 2011; Klose et
Poschinger, 2011]. Les solutions analytiques pour ces modèles ne sont disponibles que pour
des géométries simples [Martelli et al., 2009; Liemert et Kienle, 2011]. En tant que tel,
ces solutions sont très utiles à des ﬁns de validation, mais d’une applicabilité limitée pour
imager des objets complexes tels qu’une souris. Certaines approches ont recours à des
approximations et aux fonctions de Green pour calculer leurs prédictions [Ntziachristos
et Weissleder, 2001; Kumar et al., 2006], tandis que d’autres appliquent des techniques
numériques aux équations aux dérivées partielles aﬁn de résoudre le modèle direct [Klose
et Poschinger, 2011; Bouza-Domínguez et Bérubé-Lauzière, 2013; Dehghani et al., 2009a;
Montejo et al., 2011]. Dans tous les cas, cela nécessite la résolution de grands systèmes
d’équations, associé à de grands temps de calcul, ce qui est un facteur limitatif pour
l’imagerie de marqueurs ﬂuorescents.
Les distributions de ﬂuorescence sont communément conﬁnées à des organes ou des régions
spéciﬁques où se trouve la cible moléculaire, prenant la forme d’inclusions qui peuvent être
assumées ponctuelles en raison de leurs petites dimensions spatiales [Comsa et al., 2008;
Han et Hall, 2008]. De plus, les sources ﬂuorescentes peuvent être considérées comme
isotropes [Lakowicz, 2006]. Tout cela peut être mis à proﬁt pour concevoir des algorithmes
simples et plus rapides pour la localisation de ﬂuorescence en exploitant le temps d’arrivée
des premiers photons (EPAT - early photons arrival time) [Bérubé-Lauzière et Robichaud,
2007a]. Ce type d’algorithme a été relativement peu étudié jusqu’à ce jour [Wu et al., 1995,
1997; Hall et al., 2004; Han et Hall, 2008; Laidevant et al., 2007; Da Silva et al., 2010].
L’avantage majeur de ces approches heuristiques est leur temps de calcul très restreint, en
opposition aux algorithmes de reconstruction traditionnels [Arridge, 1999; Kim et Moscoso,
2006; Wright et al., 2007]. Les résultats fournis par une approche de localisation par temps
1.3. CONTRIBUTIONS ATTENDUES 3
de vol sont en soi utiles pour imager des centres de ﬂuorescence localisés et pourraient en
outre éventuellement être utilisés comme point de départ (initial guess) à des algorithmes
tomographiques plus complexes réduisant ainsi leur temps de calcul [Comsa et al., 2008].
1.3 Contributions attendues
L’objectif global qui avait été établi en début de projet était de développer des algorithmes
de localisation de ﬂuorescence exploitant les temps d’arrivée des premiers photons (EPAT -
early photons arrival times) en ayant comme point de départ l’algorithme élaboré dans les
travaux de maîtrise de Vincent Robichaud [Bérubé-Lauzière et Robichaud, 2007a]. Ce der-
nier permet la localisation d’une inclusion ﬂuorescente ponctuelle, dans un milieu diﬀusant
homogène ayant une géométrie cylindrique 3D. Il avait donc été établi de développer de
nouvelles méthodes aﬁn d’être capable de détecter une pluralité d’inclusions ainsi que des
distributions continues et non-uniformes. Le projet avait été envisagé en plusieurs étapes
où chaque étape serait une complexiﬁcation de la précédente. Les cas les plus simples
(inclusions ﬂuorescentes discrètes, milieu diﬀusant homogène, géométrie cylindrique) se-
ront d’abord abordés pour ensuite aller vers les cas les plus complexes (distribution de
ﬂuorescence, milieu hétérogène, géométrie arbitraire). Le projet a évolué à partir de sa
formulation initiale. Finalement, deux thèmes principaux ont été étudiés : la localisation
de la ﬂuorescence et ensuite, l’imagerie intrinsèque à l’aide d’EPAT.
Voici la structure retenue pour présenter les résultats de la présente recherche. Dans un
premier temps, un bref survol de la DOT/FDOT sera fait au chapitre 2. Les diﬀérents types
de mesure et systèmes disponibles seront abordés permettant de comprendre les avantages
d’exploiter des mesures résolues en temps. Enﬁn, les principaux travaux exploitant les
temps d’arrivée seront présentés.
Au chapitre 3, la méthodologie utilisée est explicitée. Tout d’abord au niveau expérimental,
le tomographe et l’instrumentation y sont détaillés, ainsi que les mires optiques utilisées
dans les expériences. Ensuite, les diﬀérentes méthodes d’assignation des temps d’arrivée
à partir des mesures temporelles (TPSF - time point-spread functions) sont abordées. On
discute ensuite du processus de calibration des données obtenues du système aﬁn d’obtenir
des EPAT tenant compte des diﬀérents délais dans ce dernier, une étape cruciale lorsque
l’on regarde des diﬀérences de temps de l’ordre de la picoseconde. Aussi, aﬁn de valider
les hypothèses formulées, des simulations Monte Carlo ont été eﬀectuées. La méthodologie
associée y est décrite.
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Comme il a été dit plus tôt, le projet se divise en deux principaux axes : les travaux sur
la localisation de ﬂuorescence et ceux sur l’imagerie intrinsèque. Le chapitre 4 abordera
les diﬀérentes méthodes de localisation de ﬂuorescence par temps de vol développées ainsi
que les résultats obtenus :
1. Pour un milieu homogène avec géométrie cylindrique comprenant :
(a) Une seule inclusion discrète en 3D (point de départ laissé par Vincent Robi-
chaud) [Bérubé-Lauzière et Robichaud, 2007a]).
(b) Plusieurs inclusions discrètes [Pichette et al., 2008, 2009, 2013] ;
2. Pour un milieu homogène avec une géométrie arbitraire et comprenant des inclusions
de diﬀérentes tailles (méthode par ovoïdes sur Digimouse).
Le chapitre 5 quant à lui aborde des reconstructions de cartes des vitesses pour imagerie
intrinsèque. C’est une partie du projet qui s’est ajoutée en cours de route avec l’addition
de canaux de détection sur le tomographe capables d’acquérir des signaux optiques à la
longueur d’onde du laser. Un algorithme de reconstruction algébrique sera utilisé pour re-
construire la vitesse de propagation dans le milieu. Les inclusions absorbantes/diﬀusantes
présentant des caractéristiques optiques contrastantes sur la vitesse de propagation d’ondes
lumineuses diﬀuses (DPDW - diﬀuse photon density waves ) seront décelables de par leur
signatures sur les sinogrammes d’EPAT [Pichette et al., 2014]. Ces cartes de vitesse re-
construites à partir d’EPAT intrinsèques oﬀrent un nouveau mécanisme pour la formation
d’image et pourront aussi servir à la localisation de ﬂuorescence en milieu hétérogène. Le
chapitre 6 conclue le présent document en explicitant les contributions et les ouvertures
futures.
Notez que le point décimal sera utilisé tout au long de ce document.
CHAPITRE 2
ÉTAT DE L’ART
Dans ce chapitre, les diﬀérents aspects de la tomographie optique diﬀuse seront abordés.
Tout d’abord, les diﬀérents types de mesures de lumière en imagerie et l’instrumentation
nécessaire pour y arriver seront décrits. Cela permettra de mettre en contexte le tomo-
graphe développé au laboratoire TomOptUS, où ont été réalisés les travaux présentés ici.
Ensuite, diﬀérentes approches de reconstruction tomographiques seront brièvement abor-
dées. Il faut comprendre qu’elles nécessitent toutes des temps de calcul importants. Les
modèles sont complexes et chaque itération est coûteuse. Cette diﬃculté est encore plus
criante en FDOT. En opposition, les méthodes de localisation de ﬂuorescence exploitant
les temps d’arrivée, très rapides d’exécution, seront ensuite discutées. Ces méthodes ex-
ploitant uniquement les temps d’arrivée des premiers photons seront au coeur du présent
projet. Un survol des travaux de Vincent Robichaud, qui sont le point de départ de la
présente recherche, sera fait. Il seront ensuite comparés avec d’autres travaux exploitant
les temps de vol.
2.1 Les diﬀérents types de mesures
Plusieurs types de systèmes existent pour la tomographique optique diﬀuse. Des groupes
de recherche se penchent sur la question depuis une vingtaine d’années [ART Advanced
Research Technologies Inc., 2004; Turner et al., 2005; Schulz et al., 2005; Sevick-Muraca
et al., 2002; Caliper Life Sciences Inc., 2007], chacun d’entre eux faisant diﬀérents com-
promis entre les coûts, la rapidité d’acquisition, la simplicité du montage opto-mécanique
et la qualité/richesse des mesures eﬀectuées. Dans un premier temps, il sera question des
diﬀérents types de mesure en DOT/FDOT et leurs avantages et inconvénients respectifs
qui dépendent de la nature de la source d’excitation et des détecteurs utilisés : il est
possible de prendre des mesures en régime continu, dans le domaine temporel ou dans le
domaine fréquentiel. Dépendemment aussi de la géométrie de l’acquisition, l’information
disponible pour la reconstruction (transillumination versus rétrodiﬀusion) sera diﬀérente.
Ceci permettra de comprendre en quoi les mesures du tomographe TomOptUS [Lapointe
et al., 2012] sont avantageuses pour les algorithmes de localisation par temps de vol.
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En ce qui concerne le type de mesures eﬀectuées au niveau opto-mécanique (ﬁg. 2.1), il
est possible, lorsqu’on éclaire un objet en un point donné de mesurer l’intensité lumineuse
transmise de l’autre côté : on parle alors de mesure en transillumination. On peut aussi
mesurer l’intensité lumineuse qui revient du même côté que la source : une telle mesure est
dite en rétrodiﬀusion (on parle aussi d’une mesure dans une géométrie épi-illumination).
tissu tissu
Figure 2.1 Mesure par rétrodiﬀusion de la ﬂuorescence (à gauche) et par tran-
sillumination (à droite).
Ensuite, il est possible d’acquérir les signaux optiques à la longueur d’onde du laser (image-
rie intrinsèque) ou encore de prendre les mesures à la longueur d’onde d’un ou de plusieurs
agents ﬂuorescents au préalable injectés ou possiblement présents de façon naturelle dans
le milieu étudié. La première approche permet d’obtenir des informations sur la forme et
la constitution du milieu imagé (carte des coeﬃcients de diﬀusion μs et d’absorption μa
propres au milieu), un peu comme le fait la tomodensitométrie (dans ce cas, on obtient
une carte du coeﬃcient d’absorption des rayons X). Le second type permet d’imager des
processus biologiques in vivo par l’injection de sondes ﬂuorescentes fonctionnalisées.
En ce qui a trait au type de mesures au niveau des capteurs, des mesures en régime
permanent (CW - continuous wave), dans le domaine fréquentiel (FD - frequency domain)
ou dans le domaine temporel (TD - time domain) peuvent être prises. Chacune d’entre
elles présentent des avantages et des inconvénients. Les caractéristiques de ces diﬀérentes
approches sont discutées dans ce qui suit.
2.1.1 Régime permanent
Les mesures CW possèdent l’avantage d’être faciles à mettre en oeuvre et les systèmes
utilisant ce type de mesures sont généralement peu onéreux (par exemple l’excitation par
diode laser et détection faite par photodiodes) [Wang et Wu, 2007; Siegel et al., 1999]. En
illuminant l’objet avec une source lumineuse à émission continue, on mesure l’intensité de
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la lumière transmise et/ou rétrodiﬀusée. Ce type de mesures ne permet pas de distinguer
si les photons mesurés sont allés profondément ou non dans les tissus. En outre, ces me-
sures ne permettent pas la séparation des coeﬃcients de diﬀusion et d’absorption lorsqu’on
utilise une seule longueur d’onde [Gibson et al., 2005]. Il est cependant possible de faire
l’acquisition à plusieurs longueurs d’onde en utilisant diﬀérentes sources lumineuses mul-
tiplexées (soit temporellement ou fréquentiellement) pour palier à ce problème. Toutefois
cette approche reste limitée et ne permet pas de localiser et de quantiﬁer les changements
d’absorption dans les milieux présentant des hétérogénéités [Hillman et al., 2001].
Le principal avantage est la rapidité d’acquisition des données. Bien évidemment, de telles
mesures ne permettent pas d’obtenir des signaux dépendant du temps. Ainsi l’étude du
temps de vie de ﬂuorescence (FLT - ﬂuorescence lifetime) est impossible en mesure CW,
de même que les approches de localisation par temps de vol.
2.1.2 Domaine fréquentiel
Un second type de mesures sont celles dans le domaine fréquentiel (FD -frequency do-
main) [Wang et Wu, 2007]. Celles-ci ne permettent pas de résoudre temporellement des
pulses de lumière diﬀuse de manière directe. On procède plutôt en modulant une source lu-
mineuse continue et on mesure l’amplitude et la phase de la lumière suite à sa propagation
à travers le milieu à imager pour chacune des fréquences de modulation. Il devient alors
possible en principe de revenir dans le domaine temporel par une transformée de Fourier.
Cependant, comme les TPSF continennent en pratique de l’information fréquentielle de
l’ordre de plusieurs GHz et qu’il n’est pas possible de moduler les sources à ces fréquences,
il est impossible de reconstituer le pulse temporel : le front montant du pulse diﬀu ne
pourra généralement pas être reconstitué convenablement dû au manque de contenu en
hautes fréquences. Ce type de mesures est en quelque sorte un compromis entre le CW et
le TD. Le temps d’acquisition variera en fonction du nombre de fréquences de modulation.
Il est possible d’extraire plus d’information avec ce type de système qu’en CW, mais pas
autant qu’en TD.
2.1.3 Domaine temporel
En ce qui a trait aux mesures TD (telles que celles réalisées avec le scanner du labora-
toire TomOptUS), ce sont celles qui requièrent l’instrumentation la plus complexes et la
plus coûteuse. Toutefois, ces mesures permettent de tirer un maximum d’informations des
signaux optiques. De tels sytèmes requièrent des équipements à la ﬁne pointe de la techno-
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logie puisqu’il faut faire appel à des lasers capables de générer des impulsions d’une largeur
d’à peine quelques dizaines de picosecondes à des fréquences de répétition de l’ordre de
plusieurs dizaines de MHz, à des détecteurs ultra sensibles et possédant une très grande
résolution temporelle, de l’ordre de quelques picosecondes [Wang et Wu, 2007; Siegel et al.,
1999; Gibson et al., 2005]. Le temps d’acquisition des données TD est généralement plus
long par rapport aux autres modalités (CW et FD), mais des progrès technologiques sub-
stantiels ont été réalisés et sont en cours, permettant de réduire cet écart. L’avantage
des mesures TD est de permettre d’exploiter la dimension temporelle contenue dans les
signaux optiques, dont la forme dans ce cas dépend directement des propriétés optiques



















Figure 2.2 Un pulse laser très court injecté dans un tissu biologique s’étale
temporellement (s’élargit) dû à la diﬀusion de la lumière dans le milieu.
Le principe de base consiste à injecter de très courts pulses laser dans le milieu (≈ impulsion
de Dirac, largeur à mi-hauteur (FWHM) < 100 ps) et de mesurer la forme temporelle
des courbes sortant du milieu diﬀusant [Becker, 2005a] (ﬁg. 2.2). De manière générale,
un élargissement temporel du pulse de l’ordre de la ns est observé pour chaque cm de
tissu biologique traversé par la lumière. Pour pouvoir mesurer de tels signaux dont les
amplitudes sont très faibles, de l’électronique ultra-rapide et des détecteurs ultra-sensible
doivent être utilisés. Au laboratoire TomOptUS, la technique de comptage de photons
corrélé en temps (TCSPC - time-correlated single photon counting) est utilisée à cette
ﬁn. Une mesure ainsi acquise est appelée time point-spread function (TPSF) et représente
en quelque sorte la fonction de transfert du milieu diﬀusant. De telles mesures peuvent
être prises à la longueur d’onde du laser et à la longueur d’onde de ﬂuorescence. Dans ce
dernier cas, il sera question de TPSF en ﬂuorescence (FTPSF - ﬂuorescence TPSF), soit
de mesures eﬀectuées à la longueur d’onde de ﬂuorescence.
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2.2 Reconstruction tomographique et localisation
2.2.1 Algorithmes de reconstruction tomographique
Lorsqu’on veut résoudre le problème inverse de reconstruction d’image en DOT, il faut
tout d’abord s’attarder à la propagation de la lumière dans les tissus biologiques. Une
première approche est de se baser sur la description théorique de la propagation de la
lumière dans les tissus biologiques à l’aide des équations de Maxwell. Toutefois, si l’on
tient compte de toutes les inhomogénéités présentes dans les tissus, le problème résul-
tant devient rapidement trop complexe [Ishimaru, 1978]. Une approche plus convenable
est la résolution du problème direct via l’équation du transport radiatif (RTE - radiative
transport equation) qui est dérivée du principe de conservation de l’énergie [Arridge et
Hebden, 1997; Arridge, 1999; Kim et Moscoso, 2006; Wang et Wu, 2007]. Cependant, la
RTE nécessite des calculs numériques lourds pour sa solution étant donné que la radiance,
qui décrit le champ lumineux dans cette théorie, dépend de variables angulaires en chaque
point de l’espace. Pour cette raison, on préconise souvent l’utilisation de l’équation de la
diﬀusion (DE - diﬀusion equation) qui est l’approximation la plus populaire de la RTE
dû à sa relative simplicité. Toutefois, cette approximation est limitée en ne permettant
pas de décrire avec précision la propagation de la lumière près des points où elle est in-
jectée (points sources), lorsqu’il y a des vides dans le milieu, ou encore dans des régions
présentant un fort coeﬃcient d’absorption [Marti-Lopez et al., 2004]. En utilisant une ap-
proximation diﬀérente de la RTE, il est possible de contourner les limitations de la DE tout
en évitant les longs temps de calcul liés à la RTE [Chandrasekhar, 1960]. Klose et Larsen
ont introduit l’approche par harmoniques sphériques simpliﬁées (SPN) dans le domaine
de l’imagerie biomédicale optique en se basant sur les travaux fait sur la diﬀusion des
neutrons dans les réacteurs nucléaires [Klose et Larsen, 2006b]. Des versions dépendantes
du temps ont été introduites [Bouza-Domínguez et Bérubé-Lauzière, 2010]. Une fois qu’un
modèle de propagation de la lumière est choisi, diﬀérentes approches sont alors possibles
pour la reconstruction de l’image et elles dépenderont de plusieurs paramètres (type de
mesures eﬀectuées, modèle physique pour décrire la propagation de la lumière). Une classe
d’algorithmes communément utilisés sont les algorithmes itératifs basés sur un modèle de
propagation (MoBIIR - model-based iterative image reconstruction). L’objectif est ici de
recouvrer les valeurs pour les coeﬃcients d’absortion μa et de diﬀusion μs à l’intérieur
d’un intervalle prédéﬁni pour le milieu étudié. On peut citer en exemple les algorithmes
développés par les groupes de Hielscher [Montejo et al., 2011; Kim et Hielscher, 2009] et
ceux d’Arridge [Arridge, 1999]. Une fois qu’un modèle de propagation de la lumière est
choisi, diﬀérentes approches sont alors possibles pour la reconstruction de l’image et elles
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dépenderont de plusieurs paramètres (type de mesures eﬀectuées, modèle physique pour
décrire la propagation de la lumière). Ce sont des algorithmes itératifs basé sur un modèle
de propagation (MoBIIR - model-based iterative image reconstruction). L’objectif est ici
de recouvrer les valeurs pour les coeﬃcients d’absortion μa et de diﬀusion μs à l’intérieur
d’un intervalle prédéﬁni pour le milieu étudié. On peut citer en exemple les algorithmes
développés par les groupes de Hielscher [Montejo et al., 2011; Kim et Hielscher, 2009]
et ceux du groupe d’Arridge [Arridge, 1999; Kim et Moscoso, 2006]. Ces approches sont
cependant très coûteuse au niveau des calculs ; c’est là que, notamment, les algorithmes
de localisation par temps de vol proposés ici oﬀrent un avantage notable. Les résultats des
reconstructions par temps de vol pourraient ultimement servir de point de départ à ces
algorithmes plus complexes, mais cela ne fera pas partie du cadre des présents travaux.
Les algorithmes tomographiques s’apparentant le plus aux présent travaux sont ceux ex-
ploitant le fenêtrage temporel des premiers photons [Niedre et Ntziachristos, 2010; Niedre
et al., 2008; Valim et al., 2010, 2013; Leblond et al., 2009; Holt et al., 2012; Chen et al.,
2011; Zhang et al., 2011]. En particulier, les références [Leblond et al., 2009; Valim et al.,
2010] montrent qu’utiliser l’information des premiers photons améliore la résolution des
images reconstruites. Ces approches tomographiques complètes requièrent cependant la
résolution de grands systèmes d’équations, nécessitant une grande quantité de calcul en
comparaison aux approches proposées.
2.2.2 Algorithme de localisation
L’algorithme à la base du présent projet a été mis en place dans le cadre des travaux
de maîtrise de Vincent Robichaud [Bérubé-Lauzière et Robichaud, 2006; Robichaud et
Bérubé-Lauzière, 2008; Bérubé-Lauzière et Robichaud, 2007b]. C’est un algorithme, qui,
dans sa plus simple expression, utilise le temps de vol de la ﬂuorescence pour localiser une
inclusion ﬂuorescente dans un milieu homogène et cylindrique. L’approche est novatrice
et très peu de travaux ont porté sur des approches semblables.
Lorsqu’un marqueur ﬂuorescent fonctionnalisé est injecté, sa distribution est communé-
ment conﬁnée à des organes ou des régions spéciﬁques où se trouve la cible moléculaire,
prenant la forme d’inclusions qui peuvent être assumées ponctuelles en raison de leurs
petites dimensions spatiales [Comsa et al., 2008; Han et Hall, 2008]. De plus, ces sources
ﬂuorescentes peuvent être considérées comme isotropes [Lakowicz, 2006].
Considérons une expérience par la pensée (ﬁg. 2.3) dans laquelle une inclusion est située en
un point repéré par ses coordonnées cylindriques A(r, φ, z), la lumière laser étant injectée
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Figure 2.3 Expérience par la pensée avec l’inclusion placée en A, excitée par
le laser injecté en L et les mesures faites en D1, D2,D3 et D4.
au point L et la détection se faisant aux points D1, D2, D3 et D4. On peut considérer qu’un
pulse laser injecté dans un milieu diﬀusant se propagera comme une onde sphérique. Il
faudra alors un temps tL pour que la lumière du laser se rende à l’inclusion. Ainsi excitée,
l’inclusion réémettra un front d’onde sphérique en réponse à la stimulation reçue. C’est
ce front d’onde qui sera détecté et auquel on peut assigner une série de temps (t1, t2, t3,
etc...) d’arrivée dépendant de la distance entre l’inclusion A et les diﬀérentes positions de
détection.
Lorsque l’on trace les temps d’arrivée en fonction de l’angle de détection, on obtient une
courbe qui a une forme en « S ». Le temps d’arrivée minimum correspond à la position
angulaire de l’inclusion (φ) puisque c’est le chemin optique le plus court. En répétant l’ex-
périence pour toutes les tranches du cylindre, il devient possible de trouver une tranche
contenant un minimum global qui correspondra à la position axiale et la position angu-
laire de l’inclusion (φ, z). Le problème de la localisation, dans le cas d’une seule inclusion
ponctuelle, peut ainsi se subdiviser comme suit :
A. Trouver la position angulaire ;
B. Trouver la hauteur de l’inclusion (position en z) ;
C. Trouver la position radiale.
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Figure 2.4 (a) En bleu, le sinogramme EPAT mesuré pour une inclusion placée
à 180◦ à un rayon de 10.0 mm. Les courbes de cyan à orange sont calculées pour
un balayage de la position radiale de l’inclusion du centre du cylindre (cyan)
jusqu’au bord du cylindre (orange). (b) La somme de l’erreur au carré est nulle
à 10.0 mm ce qui indique que c’est à cette position que l’inclusion est localisée.
L’analyse se fait tranche par tranche (position en z). Sur chacune d’elles, le temps d’arrivée
minimum est identiﬁé. La position angulaire de ce dernier indique une position angulaire
potentielle pour l’inclusion. Les minima de chacune des tranches sont ensuite comparés
entre eux pour déterminer la position en z : la position du minimum global en z donne la
hauteur de l’inclusion. Pour obtenir la position radiale de l’inclusion, des EPAT théoriques
sont calculés pour la tranche dans laquelle l’inclusion se trouve. On essaie une à une
diﬀérentes positions radiales en faisant un balayage du centre vers l’extérieur du cylindre.
Pour chacune de ces positions théoriques, on calcule une courbe de temps d’arrivée des
premiers photons en utilisant la vitesse de propagation de l’onde sphérique dans le milieu
pour eﬀectuer la conversion distance-temps. La position minimisant l’écart entre les valeurs
mesurées et les valeurs calculées est prise comme étant la position radiale de l’inclusion
(ﬁg. 2.4).
Ce sont les grandes lignes du fonctionnement de l’algorithme développé par Vincent Robi-
chaud avant que le présent projet soit entrepris. On peut voir cette méthode comme une
preuve de concept plutôt qu’un algorithme complet. Elle ouvre cependant la porte à des
algorithmes plus élaborés permettant la localisation d’une multitude d’inclusions dans des
géométries plus complexes.
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2.3 Travaux similaires
Il est nécessaire d’établir en quoi le présent projet se distingue de ce qui se fait ou s’est
fait dans le domaine. D’autres groupes travaillent sur des données résolues en temps et
ont développé leurs propres approches de localisation permettant entre autre d’établir la
profondeur d’inclusions ﬂuorescentes [Wu et al., 1995, 1997; Hall et al., 2004; Han et Hall,
2008; Laidevant et al., 2007; Da Silva et al., 2010]. Toutefois, les algorithmes développés ici
se distinguent à plusieurs niveaux : sur le nombre d’inclusions localisées, la profondeur à
laquelle elles se trouvent, l’étude de géométries complexes par simulations de Monte Carlo,
la considération de la ﬂorescence d’arrière plan et aussi de par le système d’acquisition
utilisé.
La localisation d’une pluralité d’inclusions constitue une amélioration notable, et ce, sans
qu’aucune information a priori ne soit utilisée, contrairement à [Laidevant et al., 2007;
Da Silva et al., 2010]. En outre, le milieu n’est pas considéré comme inﬁni ou semi-inﬁni.
La profondeur des inclusions localisées (distance entre la source et le détecteur) peut
aller jusqu’à 1.5 cm comparativement aux travaux de Laidevant où cette distance est
approximativement de 0.5 cm [Laidevant et al., 2007; Da Silva et al., 2010]. Des résultats
sont aussi présentés en présence de ﬂuorescence de fond (BF - background ﬂuorescence).
C’est un facteur important à considérer dans le cas d’applications réelles [Wu et al., 1997].
Des simulations Monte Carlo ont été utilisées pour valider les cas ayant une géométrie
plus complexes (souris) et soutenir les hypothèses formulées sur la propagation dans la
mire cylindrique. Aussi, grâce au tomographe du laboratoire, les données sont prises sans
contact à la surface de l’objet à imager plutôt qu’avec des ﬁbres en contact avec le milieu.
Avec ces considérations, le présent projet représente une contribution appréciable au do-
maine de la localisation de la ﬂuorescence dans le domaine temporel. Il se base sur un
système tomographique des plus performants et le développement d’algorithmes nova-
teurs.
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CHAPITRE 3
MÉTHODOLOGIE
Diﬀérents outils ont été nécessaires à la réalisation de ce projet, autant en simulations nu-
mériques qu’au niveau expérimental. C’est ce dont il sera question dans le présent chapitre.
Tout d’abord le montage expérimental utilisé pour l’acquisition des données sera détaillé :
le tomographe TomOptUS. L’instrumentation qui y est rattachée, les phantômes optiques
utilisés ainsi que la terminologie associée à la prise de mesures tomographiques seront dé-
crits. On passera ensuite aux méthodes d’assignation des temps de vol sur les TPSF qui
sont au coeur du projet. Ensuite, seront abordées la calibration et la quantiﬁcation des
délais dans le parcours des signaux optiques et électriques dans le système. Cette étape
est cruciale lorsqu’on travaille avec des diﬀérences de temps d’arrivée de l’ordre de la pi-
coseconde. Des simulations Monte Carlo ont été mises en oeuvre aﬁn de valider diﬀérentes
hypothèses formulées. Ces dernières ont été grandement utiles pour comprendre la propa-
gation temporelle des ondes lumineuses diﬀuses à l’intérieur des tissus, ce qui n’était pas
possible d’accomplir expérimentalement. La méthodologie associée à ces simulations sera
explicitée ici.
3.1 Montage expérimental
3.1.1 Tomographe du laboratoire TomOptUS
La ﬁg. 3.1 illustre le montage expérimental développé par le groupe TomOptUS. C’est un
système permettant une prise de mesures tomographiques TD, sans contact, en rétrodiﬀu-
sion et en transillumination, et dans des conﬁgurations intermédiaires sous plusieurs angles
de projections. Le système est capable de prendre les données à la longueur d’onde du laser
et à la longueur de l’émission ﬂuorescente. La source d’excitation est un laser Tsunami
(longueur d’onde pouvant être syntonisée entre 700 et 1000 nm, puissance maximale =
750 mW, taux de répétition = 80 MHz, largeur de pulse = 4 ps FWHM, Spectra-Physics,
Mountain View, CA, USA). Il est utilisé pour illuminer l’objet à imager. Un piston et
un module de rotation permettent de respectivement changer la hauteur et la position
angulaire de l’injection de la lumière laser sur l’objet.
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Figure 3.1 Photo du tomographe actuel au laboratoire TomOptUS.
Pour mesurer et résoudre temporellement les pulses de lumière diﬀuse, un système de
comptage de photons corrélé en temps (TCSPC - time correlated single photon counting)
est utilisé (cartes électroniques SPC-134 et 14 détecteurs à tube photomultiplicateur (PMT
- photomultiplier tube) PMC-100, Becker & Hickl GmbH, Berlin, Allemagne). Les PMT
sont refroidis pour réduire les fausses détections (dark counts). Pour s’assurer d’un rythme
de comptage approprié aux PMT et aﬁn d’éviter de les endommager, la sortie du laser est
atténuée dépendamment du milieu étudié. La puissance peut donc être réglée (typiquement
entre 10 et 40 mW incident sur l’objet) par le biais d’une roue à atténuation variable. La
ﬁg. 3.2 montre le parcours optique suivi par les pulses laser jusqu’au milieu à imager.
La ﬁg. 3.3 montre un canal d’acquisition permettant la collection de la lumière d’excitation
transmise et de la lumière ﬂuorescée dans l’objet grâce à 2 PMT. Les deux longueurs d’onde
d’intérêt sont séparées à l’aide d’un mirroir dichroïque. Le bras de détection horizontal
permet la collection des photons ﬂuorescés. Il est composé de deux lentilles plano-convexes
(longueur focale = 25.4 mm et longueur focale = 200 mm) permettant d’imager une zone
de 1.25 mm de diamètre sur l’objet sur la surface complète du PMT (8 mm de diamètre).
Entre les deux lentilles, un ﬁltre interférentiel est utilisé aﬁn de couper la longueur d’onde
du laser. Un second bras vertical permet l’acquisition de la lumière d’excitation. Un ﬁltre
à densité neutre est utilisé dans ce bras aﬁn de s’assurer d’être en régime de comptage de
photons.
Les 7 canaux sont répartis sur 280◦ avec un pas de 40◦ dans une conﬁguration fan-
beam [Pogue et al., 1999]. Les canaux sont ﬁxés sur un module de rotation capable d’un

















Figure 3.2 Chemin optique du laser au sujet (n’est pas à l’échelle et les réﬂec-
tions secondaires dans le prisme ne sont pas aﬃchées) [Lapointe et al., 2012].
incrément angulaire de 0.5◦, ce qui permet d’obtenir une très bonne résolution spatiale
d’acquisition du signal sur la surface du sujet à imager.










Figure 3.3 Schéma optique d’un canal de détection à deux longueurs d’onde :
le parcours de la lumière laser (vert) et la ﬂuorescence (rouge) [Lapointe et al.,
2012].
Pour les algorithmes de reconstruction tomographique ou de localisation spatiale de la
ﬂuorescence, il est nécessaire d’obtenir plusieurs projections tomographiques. Puisqu’il
serait diﬃcile de déplacer le laser autour de l’objet pour changer le point d’injection, un
plateau rotatif sert à faire tourner l’objet sur lui-même. Cette méthode permet de garder le
faisceau laser ﬁxe. Tout le montage est contrôlé par un logiciel développé sous LabVIEW.
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Figure 3.4 Mire optique liquide et les inclusions ﬂuorescentes qui y sont insé-
rées.
3.1.2 Mires optiques
Il est nécessaire, pour la validation d’algorithmes de localisation, d’être en mesure de
contrôler les propriétés optiques et la géométrie du milieu étudié. Ainsi, pour complémen-
ter le montage expérimental, une mire optique liquide répliquant les caractéristiques des
tissus biologiques est utilisée. Il se compose d’un cylindre de verre (50 mm de diamètre
externe, 120 mm de hauteur avec une épaisseur de 1.5 mm) rempli d’une solution aqueuse
d’Intralipid 20% (Baxter) diluée dans un rapport 48:1 V/V. Cette suspension liquide donne
un coeﬃcient de diﬀusion μ′s = 5 cm−1 [Ripoll et al., 2002]. Dans cette solution diﬀusante,
des inclusions ﬂuorescentes sont insérées. Chacune d’elles est constituée d’un petit cylindre
de verre (4 mm de diamètre externe, hauteur de 4 mm et épaisseur de 0.5 mm pour un
volume de 0.1 ml) bouchée aux deux extrémités. Dans les présents travaux, ces capsules
cylindriques sont remplies de vert d’indocyanine (ICG - indocyanine green, Fisher Scien-
tiﬁc) à une concentration de 10 μmol/l. L’ICG est un ﬂuorophore infrarouge ayant un pic
d’absorption @ 780 nm et un pic d’émission @ 830 nm. Dû à la mauvaise stabilité de l’ICG
en solution aqueuse, du polyaspartate de sodium est ajouté (PASP) [Rajagopalan et al.,
2000].
La ﬁg. 3.5(a) montre le capuchon du cylindre utilisé pour les expériences intrinsèques.
Il est possible d’y insérer des inclusions de 3 diamètres diﬀérents (ø = 5, 10 et 15 mm)

















Figure 3.5 (a) Dessus du cylindre pour les expériences intrinsèques. (b) Dessus
du cylindre pour les expériences en ﬂuorescence.
à diﬀérentes positions connues. La ﬁg. 3.5(b) montre le capuchon utilisé en ﬂuorescence.
Chacune des inclusions est attachée au bout d’une ﬁne tige ﬁletée en acier inoxydable et
vient se visser dans la matrice de trous pré-percés (19 positions possibles). Il devient alors
facile d’ajuster et de connaître la position des inclusions dans le milieu (le rayon r, la
position angulaire φ, et la hauteur z).
Le groupe TomOptUS travaille actuellement au développement de mires solides qui per-
mettront de valider les algorithmes pour des géométries autres que cylindrique, i.e. plus
complexes dont certains en forme de souris.
3.1.3 Comptage de photons
Le comptage de photons corrélé en temps (TCSPC) est une méthode ultra sensible pour
résoudre temporellement des signaux extrêmement courts (de l’ordre de quelques dizaines
de picosecondes au minimum). Elle est utilisée en DOT pour obtenir les TPSF et les
FTPSF. La méthode consiste à remplir un histogramme photon par photon avec un laser
pulsé pour la reconstruction des courbes. Considérant la vitesse très grande de propagation
des ondes diﬀuses dans les tissus biologiques (de l’ordre de 3.5× 107 m/s) et qu’une souris
a un diamètre moyen de 2 cm, la technique de détection des temps d’arrivée des photons
doit être extrêmement précise. Il est aussi important de bien comprendre le mécanisme de
comptage aﬁn de comprendre les délais dans le système (sujet qui sera abordé plus tard).
À la ﬁg. 3.6, on peut voir les diﬀérents blocs composant un canal électronique TCSPC.
Tout d’abord, on utilise comme détecteur un PMT et plus récemment des photodiodes
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Figure 3.6 Conﬁguration TCSPC en reverse start-stop (Becker&Hickl) [Becker,
2005b].
avalanche en mode Geiger (APD - avalanche photodiode). Le schéma présente le TCSPC
en mode reversed start-stop (RSS), i.e. c’est le pulse laser qui vient arrêter le time to
amplitude converter (TAC) qui sert de chronomètre pour mesurer les temps d’arrivée des
photons individuels plutôt que le signal du PMT ou de l’APD (on consultera le livre de
Becker [Becker, 2005a] sur les avantages de travailler en mode RSS). Dans le cas du tomo-
graphe, les 4 cartes SPC-134 de comptage de photons permettent chacune une résolution
de 8 ps. Elles sont couplées aux modules PMT PMC-100-20 de Becker&Hickl qui ont une
résolution de 180 ps. Le résultat du système TCSPC est une reconstruction statistique par
histogramme des TPSF/FTPSF qui seront à la base des algorithmes développés dans les
présents travaux.
3.1.4 Prise de mesures tomographiques
Les diﬀérents termes pour la prise de mesure tomographique seront déﬁnis dans cette
section. Ces termes seront utilisés dans les chapitres suivants.
Pour un point de mesure donné (une position de détection θ, une position d’injection la-
ser φ et une hauteur donnée z), une courbe TPSF et une courbe FTPSF sont acquises
auxquelles seront assignés deux EPAT correspondants (section 3.2). Ces valeurs d’EPAT
seront utilisées par les algorithmes de localisation décrits plus loin. Une projection corres-
pond à une succession de mesures constituées d’un ensemble de mesures prises à diﬀérents
angles, et ce, tout autour de l’objet à imager en déplaçant les détecteurs à des angles θ,
typiquement à un pas Δθ constant. Les mesures d’une projection sont prises à une hauteur
z donnée pour un angle d’injection laser φ selon l’axe −x. Une tranche, quant à elle, cor-














Figure 3.7 Le laser est dirigé selon l’axe −x à la hauteur des détecteurs pour
maximisé le signal. Le stage de translation permet de varier la hauteur z du
point d’injection laser [Lapointe et al., 2012].
respond à un ensemble de projections pour diﬀérents angles d’injection laser φ. On parle
d’un ensemble de mesures tomographiques lorsque des mesures sur plusieurs tranches du
milieu sont eﬀectuées pour un ensemble de hauteurs z. Une surface d’EPAT correspond à
la représentation 3D de temps NCFD dont les axes sont z, θ et le temps d’arrivée (ﬁg. 3.8).
La surface d’EPAT représente une série de projections prises à une succession de hauteurs
pour un angle φ constant. Ces surfaces d’EPAT seront le point de départ d’algorithmes de
localisation présentés ici.
3.2 Assignation des temps de vol
L’objectif du présent projet est la localisation d’inclusions ﬂuorescentes par temps d’ar-
rivée des premiers photons. Il est donc crucial de comprendre les mécanismes derrière
l’assignation des temps d’arrivée pour exploiter l’information qu’ils contiennent. Dans
cette section, trois approches pour déterminer les EPAT à partir des TPSF seront discu-
tées : la méthode NCFD (Numerical Constant Fraction Discrimination), la localisation
des maxima et le seuillage (thresholding). Comme dans les travaux de Feld [Wu et al.,
1995, 1997], les temps d’arrivée des premiers photons sont utilisés ici pour la localisation,
à l’opposition d’un temps d’arrivée moyen (premier moment des FTPSF [Laidevant et al.,
2007]).
























































Figure 3.8 Exemple de surface d’EPAT acquise par le système. (a) Vue à plat.
(b) Vue cylindrique.
La ﬁg. 3.9 montre les diﬀérents types de photons qui composent une TPSF. Puisqu’il est
impossible de mesurer les photons ballistiques (leur probabilité d’occurence étant en pra-
tique nulle pour les épaisseurs de milieu diﬀusant d’intérêt), le début d’une TPSF contient
le signal provenant des photons ayant suivi la trajectoire la plus près de la trajectoire
ballistique (photons « snake »). Par opposition aux photons diﬀus qui suivent des par-
cours inconnus, il devient possible de faire concorder aux premiers photons une trajectoire
quasi-directe entre le point d’injection laser et un détecteur. Ainsi, lorsque l’on veut assi-
gner un temps d’arrivée aux premiers photons, il est important de le faire sur le début de
la courbe.
3.2.1 Méthodes d’assignation d’EPAT
Avant d’assigner un EPAT à une TPSF ou FTPSF, celle-ci est ﬁltrée et le décalage en
amplitude (DC-oﬀset) est enlevé. La méthode CFD (Constant Fraction Discrimination),
normalement utilisée en électronique ultra-rapide, a été développée en une forme numé-
rique (NCFD - Numerical CFD ) pour extraire des temps d’arrivée de manière stable,
et ce, indépendamment de l’amplitude du signal observé [Bérubé-Lauzière et Robichaud,
2007a]. Il s’agit d’une méthode en plusieurs étapes (ﬁg. 3.10) : prendre une copie de la
courbe initiale, la décaler temporellement, l’inverser, la multiplier par un facteur et enﬁn,
additionner cette courbe inversée à la courbe initiale. Il en résulte une nouvelle courbe
ayant un passage à zéro pris comme étant le EPAT. Il est possible de jouer sur le pa-




















Figure 3.9 La TPSF se construit à partir de 3 types de photons ayant des
parcours optiques diﬀérents. Les photons ballistiques (trop peu nombreux pour
être mesurés) ne subissent pas de diﬀusion et se propagent en ligne droite. Les
photons dit « snake » subissent de la diﬀusion, mais conserve une trajectoire
quasi-directe. Les photons diﬀus (la majorité des photons) arrivent après avoir
subit beaucoup de diﬀusion.
ramètre de décalage. Il se mesure en incréments temporels qui représentent dans notre
cas 3.0534 ps, soit la largeur des intervalles de temps utilisés par le module TCSPC pour
construire l’histogramme temporel). Ainsi, un décalage NCFD de 50 représente 50 × cette
valeur (∼ 150 ps). Aussi, il est possible de jouer sur le facteur multipliant la seconde
courbe. Ce facteur entre 0 et 1 s’applique sur la courbe décalée. L’intérêt du facteur d’am-
plitude est de permettre aux fronts montants de s’intersecter (si on avait décalé la courbe
sans changer son amplitude, le front montant de la première courbe intersecterait le front
descendant de la seconde). Ce facteur est donc nécessaire pour assigner un temps aux
premiers photons. Après de nombreuses expérimentations, les paramètres typiquement
utilisés sont un décalage de 80 incréments temporels et un facteur d’amplitude de 30%.
Ainsi, nous parlerons de NCFD 80/30.
La méthode par seuillage consiste quant à elle à vériﬁer à quel endroit la courbe TPSF
normalisée croise un seuil prédéterminé. Cette intersection est alors considérée comme le
temps d’arrivée. On peut ajuster ce seuil à diverses valeurs et en observer les eﬀets sur les
temps déterminés.
Pour la méthode par maxima, il suﬃt d’identiﬁer la position du maximum de chaque courbe
TPSF. Aﬁn d’aﬃner le résultat, une interpolation de type spline est faite sur le sommet de
la courbe. La localisation du maximum a l’avantage de n’avoir aucun paramètre en entrée
(tel que le décalage NCFD ou la hauteur du seuil). On peut aussi voir cette méthode
comme un cas particulier du seuillage où le seuil utilisé est de 100%.
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Figure 3.10 Exemple de FTPSF mesurée au détecteur sur laquelle a été ap-
pliquée l’algorithme NCFD 80/30. En bleu, la courbe orignale normalisée. En
rouge, la courbe dont l’amplitude a été réduite à 30% et décalée de 80 incré-
ments temporels. En magenta, la soustraction des deux. Le passage a zéro de
cette dernière est le temps NCFD.
3.2.2 Comparaison des méthodes
L’objectif dans cette section-ci est de comparer diﬀérentes méthodes d’assignation des
EPAT pour diﬀérents paramètres. Une série de TPSF provenant d’une expérience intrin-
sèque à 780 nm sera utilisée. Le détecteur a été déplacé de 100◦ à 180◦ avec un pas d’un
degré. Une courbe TPSF a été obtenue pour chaque point de détection. Ces courbes sont
aﬃchées à la ﬁg. 3.11 de bleu (100◦) à cyan (180◦). On étudiera les temps obtenus sur
ces TPSF et la position correspondantes sur les courbes pour chacune des méthodes. On
cherche à valider que la vitesse de propagation est bel et bien constante (relation linéaire
entre la distance parcourue et le EPAT). À la ﬁg. 3.11(b), on peut voir le front montant de
chacune des TPSF. En blue foncé, on voit la première courbe acquise à 100◦ soit une dis-
tance parcourue de 35.35 mm. En cyan, on voit la dernière courbe acquise à 180◦, soit une
distance parcourue de 50.00 mm. On remarque que plus la distance parcourue est grande,
plus la courbe est décalée vers la droite, comme il se doit. Cependant, on remarque que
l’écart temporel entre la courbe à 100◦ et celle à 180◦ n’est pas constant selon la hauteur
à laquelle on observe cette diﬀérence. Si l’on regarde les tout premiers photons (le début
de la pente montante de la courbe), la vitesse de propagation du front d’onde sphérique
dans le milieu apparaît plus rapide puisque la variation des EPAT du bleu au cyan est plus
petite qu’ailleurs sur la courbe pour une même variation de distance. Plus on se déplace
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Figure 3.11 Diﬀérentes TPSF prises à des angles allant de 100◦ à 180◦ (de bleu
à cyan). (a) Géométrie de l’acquisition. (b) TPSF associées.
vers la ﬁn de la courbe, plus cette distance bleu-cyan augmente. On voit que la vitesse de
propagation sera dépendante de l’endroit utilisé sur la courbe pour assigner le EPAT.
Pour illustrer cela, les trois méthodes décrites précédemment ont été appliquées pour
déterminer les EPAT sur les TPSF (ﬁg. 3.12(a). En vert, on aﬃche les maxima localisés.
En cyan et magenta, on montre respectivement les méthodes par seuillage de 10% et 70%.
En jaune, on utilise le NCFD 80/90 et en rouge, NCFD 80/30 . À la ﬁg. 3.12(b), on aﬃche
les EPAT en fonction de la distance euclidienne parcourue dans le milieu. Il appert que
la pente (qui représente la vitesse de propagation) n’est pas la même pour chacune des
méthodes. Ainsi, la vitesse de propagation variera sensiblement avec la manière d’assigner
les EPAT et les paramètres qui y sont reliés.
Pour le balayage NCFD, la vitesse trouvée varie de 37.76 à 63.78 mm/ns (aﬃché en jaune à
la ﬁg. 3.13(a). Pour le balayage du seuil, on trouve des valeurs de 37.83 à 61.66 mm/ns (af-
ﬁché en vert à la ﬁg. 3.13(b). La méthode du maximum donne une vitesse de 34.22 mm/ns.
Aussi, il faut comprendre que les méthodes sont reliées entre elles. Avec un seuil très élevé,
près de 100%, on retrouve environ les mêmes valeurs qu’avec le maximum. Comme on peut
le constater à la ﬁg. 3.13, plus on est près de la base des TPSF, plus l’écart est petit entre
la courbe à 100◦ et celle à 180◦, il est donc normal qu’on retrouve des vitesses supérieures
avec ces positions sur les courbes. La méthode du maximum à l’avantage de ne comporter
aucun paramètre, la stabilité est maximale puisque c’est à cet endroit que l’on retrouve le
signal le plus fort. Toutefois, ce sont les photons les plus rapides qui nous intéressent, le
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Figure 3.12 EPAT versus distance pour diﬀérentes méthodes d’assignation :
maximum (vert), NCFD 80/30 (rouge), NCFD 130/90 (jaune), seuillage 10%
(cyan) et seuillage 70% (magenta). En (a), on voit la position des EPAT sur les
TPSF et en (b), la relation de linéarité entre ces derniers et la distance.
maximum n’aura pas grande utilité pour nous puisqu’il ne correspond pas au parcours le
plus direct. On remarque que dépendamment de la manière dont le NCFD est paramétré,
il est possible de changer son seuil de déclenchement sur les TPSF. Cela permet une cer-
taine marge de manoeuvre pour compenser certaines petites non-linéairités, i.e. lorsque
l’on s’éloigne d’une inclusion, sa TPSF arrive non seulement plus tard, mais aussi plus
élargie. Ainsi, pour obtenir des temps linéarisés, il faut donc que le seuil diminue plus les
courbes sont élargies. Le NCFD 80/30 est pour cette raison la méthode retenue.
Dans tous les cas, on remarque une relation linéaire entre la distance et le temps d’arrivée.
Donc peu importe la méthode choisie, il faudra simplement en tenir compte lors de la phase
de calibration pour s’assurer d’obtenir des temps d’arrivée cohérents avec des vitesses de
propagation calibrées : si l’on changeait la méthode d’assignation des EPAT, on devrait
alors changer la vitesse de propagation en conséquence.
3.3 Calibration
Les algorithmes développés dans la cadre du présent projet dépendent du temps de vol.
Comme les vitesses de propagation sont extrêmement rapides (∼ 38 mm/ns) et les dis-
tances très courtes (∼ 50 mm), le besoin de précision est grand. Ainsi des écarts de temps
d’une fraction de nanoseconde représentent des erreurs de localisation millimétrique. Il est
donc crucial pour le fonctionnement de l’algorithme d’utiliser des EPAT dûment calibrés.
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Figure 3.13 (a) Balayage des paramètres NCFD de 80/30 (jaune) à 130/90
(rouge). (b) Balayage du seuil de 10% (cyan) à 95% (magenta). La droite obtenue
par maximum est montrée en vert comme référence.
Le système comportant 7 canaux comprenant chacun deux détecteurs, il est important de
bien caractériser les diﬀérents délais.
3.3.1 Problématique
Les TPSF mesurées par les diﬀérents canaux ne sont pas nécessairement identiques pour un
même point de détection (i.e. pour un signal d’entrée donné). Il y a un décalage temporel
(Δtn) et une variation dans le gain (An). Le décalage est principalement dû à la longueur
des câbles coaxiaux et au temps de réponse des détecteurs (PMT ou APD). Les variations
de gain spéciﬁque à chaque canal sont, quant à elles, principalement dues aux tolérences
des ﬁltres utilisés dans les canaux et à l’alignement optique de ceux-ci. Aussi, chaque TPSF
est convoluée avec la réponse impulsionnelle du système (IRFn) qui peut elle aussi varier
et qui inclue la réponse impulsionnelle du détecteur et la largeur des impulsions laser, qui
est très petite (∼4 ps), mais néanmoins ﬁnie. Ainsi, nous pouvons représenter une mesure
expérimentale avec l’équation
gn(t) = IRFn ∗ [An (fn (t−Δtn) + b(t))] , (3.1)
où gn(t) est la mesure expérimentale obtenue avec le détecteur n et fn(t) est la fonction
d’intérêt, exempte de l’empreinte du canal de détection, à laquelle on ajoute une com-
posante de bruit b(t). La calibration permet d’obtenir les paramètres de caractérisation
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pour chaque canal rendant possible des résultats expérimentaux quasi indépendants du
système.
Aussi, comme les algorithmes développés exploitant les EPAT ont besoin a priori de
connaître les vitesses de propagation des ondes diﬀuses dans le milieu aux longueurs d’onde
d’excitation et de ﬂuorescence (vex et vfl), il faudra développer une méthode de calibration
pour les obtenir. Les EPAT sont également aﬀectés par les décalages Δtn. Il est important
d’évaluer ces paramètres avec grande précision pour que les localisations soient précises.
On cherche donc à calibrer le système pour pouvoir exploiter les EPAT à des ﬁns de
localisation. Il y a trois grandes étapes à réaliser :
1. débruitage et déconvolution ;
2. calibration des délais dans le système ;
3. caractérisation des vitesses de propagation.
Les méthodes de débruitage et la déconvolution ont été développées dans le cadre du projet
de maîtrise de Geoﬀroy Bodi [Bodi, 2010].
3.3.2 Débruitage des TPSF et déconvolution des IRF
Mathématiquement, les mesures optiques dans un milieu peuvent être décrites comme la
convolution entre le signal d’intérêt et la fonction de réponse (ou fonction de transfert) du
système de mesures optiques (IRF - instrument response function), le tout perturbé par
du bruit. Les causes du bruit proviennent du système de détection et de l’environnement
entourant le système (autres instruments par exemple).
Un premier objectif est donc de débruiter les mesures. Cette étape est cruciale à l’assi-
gnation stable des EPAT puisque les méthodes décrites à la section 3.2 sont sensibles au
bruit. Pour palier au problème, un algorithme de débruitage par ondelettes est utilisé.
Un second objectif est d’éliminer l’inﬂuence de l’IRF par déconvolution. On utilisera ici
un ﬁltre optimal de Wiener. Les signaux doivent, dans la mesure du possible, être exempts
de l’empreinte du système d’acquisition. Toutefois dans les cas des algorithmes de locali-
sation par temps de vol, la déconvolution n’est pas nécessaire puisque les IRF sont étroites
temporellement par rapport aux signaux mesurés, i.e. elles peuvent se comparer à une
fonction delta de Dirac : au ﬁnal, les IRF ajoutent principalement un décalage temporel
sur les EPAT qui peuvent être facilement corrigés. La déconvolution reste cependant un
aspect important de la calibration d’un système.
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Débruitage par ondelettes
Les algorithmes de suppression de bruits fondés sur la transformée en ondelettes se ré-
sument en trois étapes :
1. Transformation en ondelettes du signal bruité (décomposition),
2. Application de la technique de débruitage aux coeﬃcients résultants,
3. Transformation inverse vers le domaine d’origine (reconstruction).
La suppression du bruit par la technique des ondelettes est très eﬃcace. Cependant, l’in-
convénient majeur est que parfois une trop grande suppression du bruit entraîne des distor-
sions dans le signal signiﬁcatif. L’approche utilisée pour la réduction du bruit est basée sur
l’application d’un seuillage universel aux coeﬃcients d’ondelettes. Il a été prouvé qu’elle est
optimale pour une classe assez large de signaux altérés par un bruit blanc gaussien additif.
Dans le cas des signaux optiques mesurés avec notre système de détection, les ondelettes
de Daubechies ont été choisies pour la décomposition. Elles sont couramment employées
pour le débruitage de signaux ou d’images et présentent généralement d’excellents résultats
comparativement à d’autres ondelettes.
Déconvolution avec ﬁltre optimal de Wiener
Mathématiquement, l’expression de la déconvolution est la même que la convolution à la
diﬀérence près que dans le cas de la déconvolution, le côté gauche de l’équation est connu
(éq. (3.2)). Dans le domaine fréquentiel (espace de Fourier), la convolution s’exprime
V (f) = U(f)× IRF (f) + B(f)× IRF (f), (3.2)
où V (f), U(f), B(f) et IRF (f) sont les transformées de Fourier du signal mesuré v(t),
du signal d’intérêt u(t), du bruit b(t) et de l’IRF IRF (t) respectivement.
Lors d’un processus de déconvolution, le signal mesuré et l’IRF sont connus. L’objectif est
de trouver le signal u(t). En négligeant le bruit, la déconvolution est donc déﬁnie dans le





Cette expression perd son sens lorsque l’IRF contient des valeurs nulles. Cela indique que
la convolution originale a perdu de l’information à la fréquence où IRF (f) est nulle. La
reconstruction du signal à cette fréquence est impossible. De plus, cette méthode présente
d’autres inconvénients. Elle est généralement assez sensible au bruit dans le système et à
la précision de la mesure de l’IRF. Pour contrer ces limitations, une solution est d’utiliser
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Figure 3.14 Résultat du débruitage et de la déconvolution appliqués à un signal
optique mesuré via le système de détection du laboratoire en échelle semi-log.
le ﬁltrage optimal de Wiener. Celui-ci consiste à éliminer l’IRF à partir du signal débruité.
Pour cela, plusieurs conditions sont nécessaires : il est indispensable d’avoir les transfor-
mées de Fourier de l’IRF, du signal original bruité avec un bruit blanc gaussien v(t) et
d’une version débruitée, qu’on dénotera s(t) ; nGauss(t) représentera ici le bruit dans le










Ici U˜(f) est la transformée de Fourier du signal reconstruit, lequel est idéalement égal à
u(t) ; S(f) etNGauss(f) sont les transformées de Fourier de s(t) et nGauss(t) respectivement.
Une note relativement à l’éq. (3.4) : on voit toujours apparaître IRF (f) au dénominateur
qui peut potentiellement avoir des zéros. Or, comme le signal débruité s(t) contient aussi
l’IRF, la fonction Φ(f), ayant S(f) à son numérateur aura pour eﬀet d’annuler les zéros de
IRF (f). L’avantage d’avoir une version bruitée avec un bruit blanc gaussien est de pouvoir
approximer le dénominateur du ﬁltre en utilisant les densités spectrales de puissance
|S(f)|2 + |NGauss(f)|2 ≈ |V (f)|2 . (3.6)
La ﬁg. 3.14 montre le résultat du débruitage et du ﬁltre optimal de Wiener sur un signal
réel (l’aﬃchage semi-log permet de faire ressortir les petites variations).
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3.3.3 Origine des délais
Les délais temporels dans la mesure du temps d’arrivée d’un photon résultent du parcours
optique du signal ainsi que de son parcours électrique dans les ﬁls. À la ﬁg. 3.15, on peut
voir qu’en pratique on ne mesure pas seulement les temps T2 et T3 qui sont ultimement
les temps auxquels on s’intéresse étant donné qu’ils représentent la propagation du signal
optique dans l’objet à imager. On peut voir qu’un décalage temporel t0 est composé des
diﬀérents délais suivants non-désirés :
• T0 : temps pris par le pulse laser pour arriver sur le PMT et divers délais dans
l’électronique ;
• T1 : temps pris par le pulse laser pour traverser le système optique le menant jusqu’au
milieu diﬀusant ;
• T2 : temps pris par le pulse pour se propager de façon diﬀuse du point d’injection
jusqu’à l’inclusion ﬂuorescente ;
• T3 : temps pris par le pulse ﬂuorescent émis pour se propager de façon diﬀuse de
l’inclusion jusqu’au point de détection ;
• T4 : temps pris par le pulse ﬂuorescent pour traverser le système optique du détecteur
jusqu’au PMT ;
• T5 : temps pris par le signal électrique à parcourir les câbles coaxiaux et les diﬀérents
délais dans l’électronique.
En pratique, lorsque l’on veut mesurer le temps d’arrivée en TCPSC, on utilise la méthode
RSS (Reversed Start-Stop). Le compteur est parti à l’arrivée du photon et arrêté lorsqu’un
pulse laser arrive (les pulses étant émis de façon périodique, ici à 80 MHz, il y aura toujours
un pulse laser qui arrivera et sera détecté suite à la détection d’un photon). On peut donc
décomposer le temps mesuré tm tel qu’illustré à la ﬁg. 3.16 selon la relation suivante
tm = (T + T0)− (T1 + T2+3 + T4 + T5), (3.7)
d’où l’on peut extraire le décalage temporel
t0 = (T1 + T4 + T5)− T0. (3.8)
Cependant, chaque canal de détection étant diﬀérent (longueurs des câbles coaxiaux, ré-
ponse impulsionnelle de la PMT, etc...), on peut s’attendre à ce que les délais varient
légèrement d’un canal à un autre d’où l’importance de la calibration relative à un canal
de référence.
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Figure 3.15 L’inclusion placée en A, excitée par le laser injecté en L et le détec-
teur en D. On mesure divers délais qui ne sont pas reliés au milieu expérimental.
3.3.4 Calibration relative
Tel que mentionné plus tôt, chaque détecteur possède son décalage Δtn particulier. Lors-
qu’une acquisition est faite, les EPAT sont décalés temporellement en fonction du détecteur
ayant eﬀectué la mesure. Au lieu d’obtenir des sinogrammes d’EPAT continus, on obtient
des courbes discontinues (ﬁg. 3.17(a)). L’objectif de la calibration relative est d’obtenir un
sinogramme comme s’il avait été acquis par un seul détecteur lorsqu’un système multica-
naux est utilisé.
En eﬀectuant une expérience où les mesures des diﬀérents détecteurs se recoupent, il est
possible de ramener les mesures dans le référentiel temporel d’un détecteur de référence
(choisi arbitrairement). Dû à la géométrie du système, il est possible de calibrer en chaîne
les détecteurs. Avec les mesures doublées provenant de détecteurs adjacents, les détecteurs
peuvent ainsi être calibrés de manière relative les uns par rapport aux autres. Ainsi, on
calibrera relativement le détecteur #1 au #2, le #2 au #3 et ainsi de suite. Le détecteur
#1 sera pris comme référence et aura son décalage égal à t0 (qu’il faudra déterminer par la











Figure 3.16 Deux pulses laser sont injectés dans le milieu : tm représente le
temps mesuré, T la période entre deux pulses laser. Les autres délais (T0, T2,
T3, T4 et T5) présents dans une mesure sont également aﬃchés.
suivantes
tn(θ : θ +Δθ) =
d(θ : θ +Δθ)
v
+Δtn, (3.9)
tn+1(θ : θ +Δθ) =
d(θ : θ +Δθ)
v
+Δtn+1, (3.10)
où v représente la vitesse de propagation, d(θ : θ + Δθ) représente la distance parcourue
par la lumière dans le milieu pour une plage d’angles de détection θ à θ + Δθ qui est
commune à deux détecteurs contigus. En soustrayant et en moyennant le décalage relatif
obtenu sur l’intervalle, on obtient
δt0(n+ 1) = Δtn −Δtn+1. (3.11)
On utilisera les valeurs de δt0(n + 1) pour ramener toutes les mesures relativement au
détecteur #1. Ceci sera fait pour les deux longueurs d’onde, il restera alors à la ﬁn deux
paramètres de décalage à trouver : tl0 et t
f
0 (pour λl et λf ).
Avec le laser à 780 nm, on eﬀectue des mesures sur une tranche avec le cylindre rempli
d’intralipide et contenant une inclusion d’ICG dans le milieu (la position exacte de l’in-
clusion n’a pas d’importance). Au départ, le premier détecteur est à 20◦ et le dernier à
260◦. Le dernier détecteur peut être avancé jusqu’à 340◦ sans qu’il ne bloque le faisceau
laser, soit un déplacement de 80◦. Le parcours du premier détecteur sera donc de 20◦ à
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Figure 3.17 (a) Les astérisques représentent les EPAT regroupés par détecteur
ayant chacun un décalage particulier. (b) Les sinogrammes continus une fois la
correction pour le décalage appliquée.
100◦, le deuxième de 60◦ à 140◦, etc... On aura ainsi une zone de chevauchement de 40◦
entre deux détecteurs adjacents, soit 41 mesures en utilisant un pas de 1◦. On aura alors
des données continues de 20◦ à 340◦ (567 mesures dont 321 uniques ; on a un recoupement
de 41 mesures pour 6 détecteurs, le dernier détecteur ne recoupant jamais le premier).
La ﬁg. 3.17(a) montre l’alignement d’EPAT en ﬂuorescence qui résulte d’une expérience à
une inclusion et 4 projections. En utilisant le recoupement des mesures, il est possible d’ex-
traire le décalage relatif et de réaligner les EPAT pour obtenir des sinogrammes continus
comme à la ﬁg. 3.17(b). Les décalages varient typiquement de 0.5 à 2.5 ns.
3.3.5 Calibration absolue
La calibration relative permet de résoudre le problème des décalages entre les diﬀérents
détecteurs. Cependant, le problème de la calibration absolue demeure. En mesurant des
temps d’arrivée sans connaître le temps de départ, les valeurs sont diﬃcilement utilisables.
Les premiers algorithmes utilisés par Vincent Robichaud étaient diﬀérentiels et en sous-
trayant les mesures entre elles, ont pouvait faire disparaître ce décalage inconnu, mais
constant. C’est toutefois une contrainte qui peut et doit être levée par calibration aﬁn
de pouvoir localiser plusieurs inclusions (alors que les travaux de Vincent Robichaud se
limitaient à la localisation d’une seule inclusion ; dans ce cas, on pouvait se permettre
d’utiliser des algorithmes diﬀérentiels).
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La calibration absolue peut être obtenue à partir des IRF sans passer par l’étape intermé-
diaire de calibration relative : on aurait tout simplement pu calculer le EPAT correspon-
dant à l’IRF de chaque canal. Ce temps d’arrivée représente la somme de tous les délais
dans le système plus le temps de parcours du laser dans l’air. Ainsi, on peut obtenir le
décalage absolu pour chacun des canaux. Pour mesurer les IRF, on syntonise le laser à
780 nm. On eﬀectue une mesure en envoyant directement le faisceau grandement atténué
dans chacun des détecteurs placés tout à tour à 180◦. On obtient alors 7 TPSF représen-
tant les IRF intrinsèques. On reprendra la même série de mesure avec le laser syntonisé à
830 nm (tout en prenant soin d’atténuer davantage le faisceau laser puisque les canaux en
ﬂuorescence n’ont pas de ﬁltre atténuateur).


















Figure 3.18 Les IRF intrinsèques sont aﬃchés en vert et ceux en ﬂuorescence
en rouge.
La ﬁg. 3.18 présente les IRF des 14 canaux du système d’acquisition. En rouge sont aﬃ-
chés les canaux intrinsèques et en vert ceux en ﬂuorescence. L’amplitude des courbes est
normalisée. La largeur à mi-hauteur moyenne pour les canaux intrinsèque est de 315.91 ps
avec un écart type de 31.74 ps. En ﬂuorescence, la moyenne est de 345.79 ps avec un écart
type de 49.39 ps. À ce moment, il suﬃt d’assigner un temps d’arrivée aux IRF pour obtenir
le décalage. Le problème est de décider comment le faire. Comme l’IRF se convolue à la
réponse du milieu, si l’on assume qu’elle est beaucoup plus étroite que cette dernière, elle
agit donc comme une fonction delta de Dirac qui vient décaler temporellement les courbes.
On peut donc supposer que les TPSF seront principalement décalées autour du maximum
de l’IRF : les maxima des réponses impulsionnelles sont les décalages temporels absolus
auxquels il faudra soustraire 0.1668 ns (50 mm à 299.7925 mm/ns, le temps que prend la
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lumière à traverser l’air qu’occuperait le cylindre expérimental). Les maxima des IRF sont
situés entre 1.9664 ns et 3.2031 ns.
Comme les IRF ont une largeur temporelle relativement petite comparée aux TPSF, on
aurait pu assumer que l’eﬀet principal de la convolution serait un déplacement temporel
des courbes : comme dans le cas d’une convolution avec une fonction delta de Dirac.
Toutefois, les IRF ne sont pas des fonctions delta de Dirac : la convolution vient modiﬁer
la forme du front montant sur lequel les EPAT sont assignés. La position du maximum des
IRF est permet d’obtenir le décalage absolu de chacun des canaux, mais pour obtenir des
sinogrammes continus, il reste nécessaire d’ajuster plus précisément les décalages relatifs
en utilisant la méthode de calibration relative à la section 3.3.4.
3.4 Simulations Monte Carlo en milieu diﬀusant
Les algorithmes décrits plus loin se basent sur certaines hypothèses quant à la propagation
de la lumière dans un milieu homogène diﬀusant : par exemple que la lumière se propage
sous forme d’une onde sphérique diﬀuse dans un tel milieu et que cette onde progresse à
vitesse constante. Ces hypothèses sont diﬃciles à vériﬁer expérimentalement puisque les
mesures ne nous permettent pas d’aller voir ce qui se passe à l’intérieur du milieu diﬀusant.
C’est ici qu’entre en jeu la simulation Monte Carlo de la propagation des photons.
La méthode Monte Carlo est une approche stochastique pour calculer une valeur numérique
par superposition de diﬀérents événements tout en respectant la probabilité d’occurrence
de ceux-ci. On peut appliquer cette méthode de calcul en DOT/FDOT pour évaluer la
ﬂuence (W · m−2) se propageant dans un milieu diﬀusant sous l’excitation d’une source
laser. En simulant individuellement les parcours de paquets de photons pour un grand
nombre de paquets (pour accumuler suﬃsamment de statistiques) et en superposant les
résultats pour chacun d’eux en tous points de l’espace et du temps, on arrive à reconstruire
la ﬂuence dans le milieu [Wang et Wu, 2007]. Ici, pour les simulations Monte Carlo, l’ap-
proche basée sur des maillage a été utilisée (MMC - mesh-based Monte Carlo). L’approche
MMC est très bien documentée [Fang, 2010; Fang et Kaeli, 2012; Fang et Boas, 2009] et
le code est disponible gratuitement [Fang, 2012].
Les simulations numériques dans les présents travaux ont été eﬀectuées dans 2 milieux : 1)
un cylindre homogène (rayon r = 25 mm, hauteur h = 50 mm, indice de réfraction n = 1.4,
coeﬃcient de diﬀusion μs = 5 mm−1, coeﬃcient d’absorption μa = 0.1 mm−1 et le facteur
d’anisotropie g = 0.9) entouré d’air (ressemblant à la mire utilisée expérimentalement) et
2) un modèle tridimentionnel d’une souris avec 21 organes segmentés ayant chacun des
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(a) (b)
Figure 3.19 (a) Maillage du cylindre. L’air est en bleu et le milieu diﬀusant en
magenta. (b) Maillage de la souris. Le corps est segmenté en 21 types de tissus,
chacun ayant ses propriétés optiques.
propriétés optiques particulières [Dogdas et al., 2007; Cheong et al., 1990]. Pour le cylindre
homogène, un maillage de 53 004 noeuds formant 319 943 tétraèdres est construit. De
manière similaire, un maillage est obtenu à partir du modèle de la souris contenant 42 301
noeuds formant 210 161 tétraèdres. La ﬁg. 3.19 montre les maillages utilisés.
Pour chacun des deux milieux, les expériences en ﬂuorescence sont simulées comme suit.
Tout d’abord, une simulation MMC est faite pour un faisceau laser collimé injecté à la
surface du milieu pour obtenir le champ lumineux qui excitera l’inclusion. Une seconde
simulation MMC est eﬀectuée en utilisant cette fois une source isotrope ponctuelle à l’in-
térieur du milieu pour simuler l’émission de l’inclusion ﬂuorescente. Ensuite, la réponse en
ﬂuorescence est simulée en convoluant le champ d’excitation, la réponse ﬂuorescente (RF)
eτt (τ étant le FLT) et le résultat de la seconde simulation MMC pour une source isotrope.
Pour obtenir des résultats encore plus ﬁdèles aux mesures réelles, le champ résultant est
à son tour convolué avec la réponse impulsionnelle du système. On obtient alors
Ffl(r, t) = Fiso(r, t) ∗ Fex(t) ∗ FIRF (t) ∗ eτt, (3.12)
avec Ffl la ﬂuence en ﬂuorescence, Fex la ﬂuence d’excitation à la position de l’inclusion,
Fiso la ﬂuence isotrope, eτt la RF et FIRF la réponse impulsionnelle mesurée en labora-
toire. La ﬁg. 3.20(a) montre ce processus. La ﬁg. 3.20(b) montre l’IRF utilisée pour les
simulations Monte Carlo. Il s’agit de l’IRF de l’un des canaux en ﬂuorescence du scanner
TomOptUS.
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Figure 3.20 (a) La FTPSF mesurée au détecteur (rouge) est le résultat de la
convolution entre le champ de la source isotrope au point de détection (bleu), le
champ d’excitation provenant de la source collimée à la position de l’inclusion
(magenta), de la réponse ﬂuorescente (vert) et de l’IRF (cyan). (b) Réponse
impulsionnelle normalisée utilisée pour la convolution dans les simulations Monte
Carlo aﬁn d’obtenir des mesures représentatives du système. L’IRF a une durée
totale de 4 ns, son maximum est à 1.86 ns et sa largeur à mi-hauteur est de
321 ps.
Puisque les EPAT sont utilisés pour déterminer la position des inclusions, la résolution
temporelle des simulations MMC est cruciale. Une fenêtre temporelle de 6 ns divisée en
1200 crénaux est utilisée. Pour obtenir des résultats précis et représentatifs en utilisant
une grande résolution spatiale et temporelle, un nombre très important de paquets de pho-
tons doit être envoyé dans le milieu, typiquement 400 milliards. Pour eﬀectuer les calculs
requis aux simulations, le super ordinateur Mammouth [Baldwin, 2012] de l’Université de
Sherbrooke a été utilisé pour paralléliser la simulation sur plus de 100 noeuds, chacun
contenant 24 coeurs.
Les résultats des simulations Monte Carlo permettront de venir appuyer les hypothèses
et/ou de justiﬁer les simpliﬁcations eﬀectuées dans les modèles de propagation géomé-
triques. Ils seront présentés à divers endroits dans les chapitres suivants.
CHAPITRE 4
ALGORITHMES EN FLUORESCENCE
Ce chapitre présente dans un premier temps des résultats de simulations Monte Carlo sur
la propagation des ondes lumineuses en milieu diﬀusant (section. 3.4 pour la méthodologie
relative à ces simulations). Ces simulations ont été eﬀectuées aﬁn de valider diﬀérentes
hypothèses à savoir qu’on peut modéliser la propagation des premiers photons par des
fronts d’ondes sphériques se propageant à vitesse constante. Les résultats de simulations
viennent appuyer la légitimité de cette hypothèse et des simpliﬁcations utilisées dans
les algorithmes présentés ici. Les algorithmes seront de deux types : tout d’abord, les
algorithmes de localisation discrets et ensuite, les algorithmes probabilistes.
Les algorithmes qualiﬁé de discrets ont pour point de départ les travaux de Vincent Robi-
chaud qui a développé un algorithme de localisation pour une seule inclusion ponctuelle en
milieu homogène à géométrie cylindrique [Bérubé-Lauzière et Robichaud, 2006; Robichaud
et Bérubé-Lauzière, 2008; Bérubé-Lauzière et Robichaud, 2007b] (section 2.2.2). Une pre-
mière étape a été de généraliser la méthode aﬁn de permettre la localisation de plusieurs
inclusions sans en connaître a priori le nombre. Les résultats ont été publiés dans deux ar-
ticles de conférence [Pichette et al., 2008, 2009] et ne seront pas répétés ici.Les algorithmes
discrets ont été remplacés pour la suite du projet.
Ensuite, viennent les approches qu’on appellera probabilistes, qui fournissent une carte de
probabilité de présence du ﬂuorophore. Ces approches sont plus générales que les approches
discrètes. Une première étape dans l’élaboration des approches probabilistes a été d’étudier
et de comprendre la géométrie du problème. Cette étude géométrique a permis dans une
première itération de déduire que les inclusions doivent se trouver sur des ellipses dont
les foyers sont les points d’injection laser et les points de détection. La superposition ou
encore l’intersection des diﬀérentes ellipses mène à la création d’une carte de probabilité de
présence. Des résultats préliminaires ont été présentés sous forme d’aﬃche à la conférence
OSA-Biomed ’10. La méthode a ensuite été étendue au 3D avec l’utilisation d’ovoïdes.
Les résultats complets sont présentés dans un article publié dans Applied Optics [Pichette
et al., 2013] (annexe A).
Une section du présent chapitre présentera des résultats de localisation sur des données
réelles et sur des données obtenues pas simulation MC. Une discussion suivra sur les
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principaux déﬁs rencontrés et la manière dont ils ont été abordés : la ﬂuorescence d’arrière-
plan, le photoblanchiement, la sensibilité de la méthode à la calibration et la méthode
décrémentale. Enﬁn, les développements futurs seront présentés.
4.1 Propagation des ondes diﬀuses
4.1.1 Régime intrinsèque
Une première étape consiste à conﬁrmer la manière dont un front d’onde lumineux se pro-
page dans un milieu diﬀusant homogène et cylindrique (simulant les propriétés optiques et
la géométrie des mires optiques utilisées expérimentalement). Les deux hypothèses princi-
pales sont que la propagation d’un tel front d’onde est sphérique et qu’elle se fait à vitesse
constante.
À la ﬁg. 4.1(a), on illustre une impulsion ultra-brève collimée envoyée dans le maillage
cylindrique (section 3.4). La ﬁg. 4.1(c) montre des résultats pour une source isotrope située
à l’intérieur d’un tel milieu. On peut facilement constater que malgré un certain eﬀet de
bord, l’approximation des fronts d’ondes sphériques est valide. En ce qui concerne la vitesse
de propagation, les droites des ﬁg. 4.1(b) et (d) illustrent la validité de la constance de
la vitesse de propagation : la relation distance versus temps est linéaire. Seul les premiers
points de la droite semblent non-linéaires, le temps que les photons provenant de sources
impulsionnelles forment le front d’onde diﬀus.
La ﬁg. 4.2 montre des résultats de simulations pour diﬀérentes valeurs du coeﬃcient de
diﬀusion μs : une augmentation de μs résulte en un ralentissement des fronts d’ondes. Le
milieu utilisé pour la simulation est le maillage du cylindre avec une source collimée. Ces
simulations tiennent compte de l’IRF du système convoluée avec la ﬂuence obtenue par
Monte Carlo. La valeur de μs est balayée de 5 mm−1 (bleu) à 15 mm−1 (orange) par saut
de 2 mm−1. La vitesse décroît de 55.38 mm/ns à 30.03 mm/ns de manière non-linéaire. On
comprend donc que les variations de μs auront des répercussions sur les EPAT. Toutefois,
une augmentation du coeﬃcient de diﬀusion par un facteur 3 donne une réduction de
vitesse par un facteur 1.84 : la sensibilité n’est pas si élevée considérant que typiquement
dans une souris μs variera de 6.6 mm−1 à 11.1 mm−1 [Dogdas et al., 2007; Cheong et al.,
1990]. L’hypothèse est donc que les hétérogénéitiés présentes dans les tissus biologiques ne
seront pas suﬃsantes pour que les fronts d’ondes ne diﬀusent plus de manière sphérique.
Deux simulations (faisceau collimé et source isotrope) ont été eﬀectuées sur le maillage de
Digimouse (ﬁg. 4.3) aﬁn de caractériser l’eﬀet des variations des propriétés optiques sur
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Figure 4.1 Comparaison entre la progression d’un front d’onde diﬀus extrait
aux 40 ps (orange) et des cercles parfaits (noir) dans le cas d’un milieu cy-
lindrique. (a) Impulsion lumineuse collimée injectée en (25, 0, 0). (b) Relation
distance/temps pour l’impulsion collimée. (c) Source ponctuelle isotrope située
en (0, 10, 0). (d) Relation distance/temps pour la source ponctuelle isotrope.
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Figure 4.2 Courbes montrant la relation distance/temps pour une impulsion
collimée pour μs variant de 5 mm−1 (bleu) à 15 mm−1 (orange).
(a) (b)
Figure 4.3 Comparaison entre la progression d’un front d’onde diﬀus extrait
aux 40 ps (orange) et des cercles parfaits (noir) dans le cas de Digimouse. (a)
Impulsion lumineuse collimée injectée en (4.5, 57.5, 7.5). (b) Source ponctuelle
isotrope située en (18, 65, 10).
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les vitesses de propagation. On peut aﬃrmer avec la ﬁg. 4.3 que malgré les hétérogénéités
dues aux diﬀérents organes, la propagation des fronts d’ondes diﬀus reste dans les deux cas
sphérique. Ceci vient appuyer l’hypothèse que les algorithmes développés pour les milieux
homogènes pourront être étendus aux milieux hétéogènes tels qu’une souris.
4.1.2 Fluorescence
Comprendre le mécanisme derrière la génération de sinogrammes d’EPAT1 en ﬂuorescence
requière de simuler les TPSF en ﬂuorescence (section 3.4).
































Figure 4.4 Simulation en ﬂuorescence. L’onde diﬀuse d’excitation est représen-
tée en bleu et l’onde diﬀuse ﬂuorescée en rouge. (a) Fronts d’ondes extraits à
partir de la ﬂuence : dans ce cas-ci, le laser est injecté en (25, 0, 0) et l’inclu-
sion est située en (0, 15, 0). (b) Relation temps/distance pour la ﬂuorescence
et l’excitation : un délai de 0.21 ns entre la réémission est observable (en vert).
(c) Sinogramme d’EPAT pour des mesures autour du milieu à des positions
angulaires allant de 40◦ à 320◦.
La ﬁg. 4.4(a) montre la propagation d’une onde d’excitation (bleu) qui vient exciter une
inclusion. À son tour, cette dernière réémet un front d’onde (rouge) qui sera capté par
les détecteurs situés tout autour du milieu. La ﬁg. 4.4(b) montre que le front d’excitation
progresse à vitesse presque constante. Arrivé à l’inclusion, il y a un délai pour la réémission
puisque la méthode NCFD 80/30 ne déclenche pas dès le début de la FTPSF, mais plutôt
autour de 25%. Il faut donc attendre que la TPSF réémise (convoluée aussi à la réponse
ﬂuorescente) atteingne ce seuil. On parle ici d’un délai de 0.21 ns. Pour la construction du
modèle, il est important d’inclure ce délai. Toutefois, au niveau pratique, la méthode de
1Techniquement, un sinogramme, tel que déﬁni en tomographie, est une série de projections aﬃchées
en 3D. Ici, les sinogrammes sont aﬃchés de manière écrasée collapsed sinograms : toutes les projections
sont superposées sur un même graphique. Toutefois, aﬁn de simpliﬁer la nomenclature, sinogramme sera
utilisé en lieu de sinogramme écrasé dans le présent ouvrage.
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calibration par optimisation (section 4.4.2) inclura ce délai dans le décalage temporel du
système (t0). On remarque de nouveau que la progression de l’onde, en ﬂuorescence, est
linéaire. La ﬁg. 4.4(c) montre qu’il est possible d’obtenir les sinogrammes d’EPAT à par-
tir des simulations Monte Carlo. Ces sinogrammes sont conformes aux mesures obtenues
en laboratoire. Les simulations Monte Carlo permettront ainsi de valider les algorithmes
dans les sections suivantes. En eﬀectuant une série de simulations MMC pour des inclu-
sions à diﬀérents rayons, il est possible, en exploitant la symmétrie angulaire du cylindre
homogène, de simuler les données pour diﬀérentes projections et diﬀérentes positions d’in-
clusions, et ce, pour un nombre en principe arbitraire d’inclusions (par superpostion).
4.2 Algorithmes de localisation discrets
Une première étape a été d’étendre la méthode de Vincent Robichaud au cas d’un milieu
contenant une pluralité d’inclusions. Il ne suﬃt plus alors de localiser le minimum global
dans les surfaces d’EPAT. Puisque les contributions de chacune se superposent, toutes les
inclusions inﬂuencent la forme qu’auront les TPSF. Les courbes d’EPAT seront elles aussi
fonction des contributions de chacunes des inclusions. Une première étape a été d’étendre
la méthode de Vincent Robichaud au cas d’un milieu contenant une pluralité d’inclusions.
Il ne suﬃt plus alors de localiser le minimum global dans les surfaces d’EPAT. Puisque
les contributions de chacune se superposent, toutes les inclusions inﬂuencent la forme
qu’auront les TPSF. Les courbes d’EPAT seront elles aussi fonction des contributions de
chacunes des inclusions.














Figure 4.5 Trois courbes d’EPAT sont aﬃchées. Une inclusion a été placée à
90◦ (magenta) et on a rajouté une inclusion à 270◦ (rouge). Enﬁn, on a enlevé
l’inclusion à 270◦ (bleu). Lorsqu’il y a plusieurs inclusions dans le milieu, le
EPAT mesuré au détecteur est celui de l’inclusion la plus proche.
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En partant du principe que les EPAT sont extraits à partir des photons les plus rapides,
on peut supposer que le début d’une TPSF ne dépendra que de l’inclusion la plus près du
point de détection. Il a été possible de montrer expérimentalement que les sinogrammes
d’EPAT se tracent en suivant le temps d’arrivée NCFD relié à l’inclusion la plus proche
(ﬁg. 4.5). Ce minimum apparaît lorsque le détecteur prend la mesure à la position angu-
laire de l’inclusion : le trajet le plus court entre le détecteur et l’inclusion donne le temps
d’arrivée le plus court puisque le temps d’arrivée est directement proportionnel à la dis-
tance parcourue dans le milieu. En partant du principe que les EPAT sont extraits à partir
des photons les plus rapides, on peut supposer que le début d’une TPSF ne dépendra que
de l’inclusion la plus près du point de détection. Il a été possible de montrer expérimenta-
lement que les sinogrammes d’EPAT se tracent en suivant le temps d’arrivée NCFD relié
à l’inclusion la plus proche (ﬁg. 4.5). Ce minimum apparaît lorsque le détecteur prend la
mesure à la position angulaire de l’inclusion : le trajet le plus court entre le détecteur et
l’inclusion donne le temps d’arrivée le plus court puisque le temps d’arrivée est directement
proportionnel à la distance parcourue dans le milieu.















Figure 4.6 (a) Série de courbes d’EPAT superposées, chacune d’entre elle ayant
été prises à une hauteur diﬀérente sur le cylindre. (b) Visualisation des courbes
EPAT en une surface 3D.
Lorsqu’on eﬀectue l’analyse tranche par tranche, il devient diﬃcile de voir quelles sont
les positions en z des inclusions puisque des minima locaux sont présents sur toutes les
tranches aux positions angulaires des inclusions. Aﬁn de faciliter la visualisation et d’aider
à améliorer les algorithmes, les EPAT seront aﬃchés et étudiés en surface 2D dans ce qui
suit plutôt que courbe par courbe (ﬁg. 4.6). La localisation des minima locaux se fera sur
des surfaces d’EPAT plutôt que sur les tranches. L’étude des concavités sur ces surfaces
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rend possible la détermination du nombre d’inclusions dans le milieu, une donnée qui
n’était pas connue a priori. En eﬀet, le nombre de minima locaux sur la surface correspond
au nombre d’inclusions dans le milieu et leur position sur la surface donne les positions
en z et angulaires des inclusions. Dans le cas de mesures tomographiques, il y aura autant
de surfaces d’EPAT que de projections (points d’injection laser). On procédera alors en
analysant une surface à la fois puis on superposera les résultats pour plus de robustesse.
Puisqu’une inclusion peut-être détectée sur plusieurs surfaces, les minima détectés à des
positions similaires sont ensuite regroupés pour les faire correspondre à une seule inclusion.
Ces résultats ont été présentés à la conférence Photonics North ‘08 à Montréal [Pichette
et al., 2008] et à Photonics West ‘09 [Pichette et al., 2009]. En résumé, la méthode de
localisation par temps de vol pour une géométrie cylindrique et des inclusions ponctuelles
se divise donc en trois étapes principales :
A. Localiser les minima sur la surface d’EPAT pour chacune des projections (φ, z) ;
B. Regrouper les minima trouvés (une inclusion sera détectée sur plusieurs projections) ;
C. Déterminer la position radiale (discutée dans la section qui suit, section 4.2.1) ;
4.2.1 Localisation radiale
Une fois le nombre d’inclusions et leurs positions angulaires et en z déterminés, il reste à
trouver leurs positions radiales. Le problème a été abordé de trois diﬀérentes manières :
dans un premier temps, la méthode de Vincent Robichaud a été adaptée (méthode par
balayage radial), ensuite, une méthode d’optimisation a été développée utilisant des diﬀé-
rences d’EPAT (méthode par diﬀérence d’EPAT) et enﬁn, une méthode analytique a été
obtenue. Cette section présentera successivement ces méthodes.
Méthode par balayage radial
En ayant les positions angulaires et en z, il est facile de trouver les tranches aux hauteurs
(z) auxquelles se trouvent les inclusions. Un fenêtrage angulaire φ±Δφ avec Δφ = 10◦ est
ensuite utilisé autour de chacune des inclusions. La méthode par balayage de la position
radiale de Vincent Robichaud [Bérubé-Lauzière et Robichaud, 2007a] (section 2.2.2) est
ensuite appliqué sur ces portions de courbes en « S ». Pour chaque inclusion, les positions
radiales extraites de chacune des projections sont moyennées. Cette méthode exploitant
des courbes unidimentionnelles ne tirait toutefois pas avantage de la prise de données
3D : on localisait un minimum par courbe et les minima étaient comparés entre eux pour
obtenir le minimum global ; ce qui ne permettait pas la localisation de plusieurs inclusions.
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Méthode par diﬀérences d’EPAT
Pour pallier à la limitation de l’approche précédente, la méthode par diﬀérences d’EPAT
a été introduite. Dans cette approche de localisation radiale, toutes les projections sont
considérées en même temps. Il en résulte ainsi une quantité maximale d’informations
utilisées conjointement pour obtenir la position radiale. Comme la position radiale d’une
inclusion est trouvée indépendemment des autres inclusions, la première étape ici est aussi
de faire un fenêtrage de la surface d’EPAT autour de l’inclusion étudiée (θ±Δθ, z±Δz).
La fenêtre est typiquement Δθ = 10◦ et Δz = 2 mm.
En utilisant un pas de détecteur de 5◦ et en ayant un millimètre de séparation entre
les tranches, on utilise typiquement une matrice de 5 × 3 valeurs d’EPAT pour chaque
projection : pour une inclusion donnée, on prendra 5 positions angulaires sur 3 tranches
en z centrée sur la position angulaire et en z de l’inclusion. Typiquement, une douzaine
de projections sont prises autour du milieu avec un pas de 30◦ : on extraira la matrice
d’EPAT 5×3 pour chacune des projections. Ainsi 180 mesures sont utilisées conjointement
pour inférer la position radiale sous la forme d’une matrice 5× 3× 12.
On peut à ce stade générer des surfaces d’EPAT pour les comparer aux surfaces fenê-
trées extraites. Considérons une inclusion placée en A(r, θA, zA) avec tm(θA, zA) le temps
NCFD au détecteur D(θA, zA). Pour chaque projection, on soustraira aux mesures fenê-
trées ce tm(θA, zA) : puisque le décalage temporel toff est inconnu et que les autres mesures
contiennent aussi ce décalage, les diﬀérences de temps obtenues Δm seront indépendantes
de toff et en même temps du parcours entre le point d’injection laser et l’inclusion. On
obtient alors la matrice des diﬀérences mesurées
Δm =
⎡⎢⎣ tm (θ1, z1) ... tm (θ1, zM)... ... ...
tm (θN , z1) ... tm (θN , zM)
⎤⎥⎦− tm (θA, zA) . (4.1)
Pour chaque position de détection, la distance avec l’inclusion A est calculée. Puisque l’on
étudie des diﬀérences de temps d’arrivée, on a alors :
tc (θd, zd) =
| rD − rA|
vmoy
, (4.2)
où |x| dénote la norme euclidienne du vecteur, vmoy représente la vitesse de propagation,
rD la position de détection et rA la position de l’inclusion. On génère alors la matrice des
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diﬀérences calculées
Δc =
⎡⎢⎣ tc (θ1, z1) ... tc (θ1, zM)... ... ...
tc (θN , z1) ... tc (θN , zM)
⎤⎥⎦− tc (θi, zi) . (4.3)
Les étapes précédentes sont reprises pour chacune des projections, obtenant ainsi des
matrices 3D Δc et Δm de dimensions M ×N ×P , où M est le nombre de détecteurs, N le
nombre de tranches et P le nombre de projections. On compare alors la matrice Δc avec




[Δm(j, k, l)−Δc(j, k, l)]2 . (4.4)
Ceci permet de formuler un problème d’optimisation non-linéaire sous contrainte qu’on
résoud avec un algorithme trust-region-reﬂective (routine lsqnonlin sous Matlab) où la
contrainte est que la position radiale de l’inclusion doit être située entre 0 et le rayon
du cylindre expérimental. La position radiale ﬁnale rA est la position radiale minimisant
l’erreur ε entre les mesures et les EPAT calculés. Cette méthode oﬀre de la robustesse en
exploitant conjointement un grand nombre de mesures [Pichette et al., 2008].
Méthode analytique
Une solution analytique au problème de localisation radiale est possible. Feld avait placé
les bases d’une telle approche [Wu et al., 1995]. Une nouvelle approche géométrique de
localisation radiale a donc été développée [Pichette et al., 2009]. La position radiale de
l’inclusion est déterminée à partir de deux mesures en supposant que l’on connaisse sa
hauteur et sa position angulaire (θ, z) (ces informations sont au préalable déterminées par
la localisation de minima sur les surface d’EPAT).
En référant à la ﬁg. 4.7, l’inclusion A se trouve aux coordonnées (r, φ, z) ; φ et z étant
supposés connus. Le laser est injecté dans le milieu au point L. Deux points de mesures
D1(R, φ, z) et D2(R, θ, z) sont considérés ici, où R est le rayon du cylindre. D1 est le
point de mesure directement en face de l’inclusion A et D2 est le point de mesure suivant
(soit dans le sens horaire ou anti-horaire). La vitesse de propagation de l’onde sphérique
dans le milieu a été mesurée au préalable (vmoy = 3.83 × 1010 mm/s) [Bérubé-Lauzière
et Robichaud, 2007a] ; on peut donc inférer une distance à partir des EPAT mesurés. Les
temps tD1 et tD2 incluent un décalage toff dû à divers facteurs non caractérisés (section 3.3).
Toutefois, la diﬀérence de temps entre tD1 et tD2 dépend seulement de la diﬀérence de
distance de A à D1 (AD1) et de la distance de A à D2 (AD2) puisque L à A (LA) est une
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Figure 4.7 Géométrie utilisée pour la localisation radiale. L’inclusion est située
au point A(r, φ, z), la lumière laser est injecté au point L et D1(R, φ, z) et
D2(R, θ, z) représentent des points de détection.
distance commune aux deux mesures. Maintenant, il est possible de déﬁnir :
tD1 · vmoy = LA+ AD1 + toff · vmoy avec AD1 = (R− r), (4.5)
tD2 · vmoy = LA+ AD2 + toff · vmoy avec AD2 =
√
R2 + r2 − 2Rr cos (φ− θ). (4.6)
En soustrayant l’éq. (4.6) de l’éq. (4.5), on obtient
(tD1 − tD2) · vmoy = (R− r)−
√
R2 + r2 − 2Rr cos (φ− θ). (4.7)
Résoudre pour r dans l’éq. (4.7) mène à la relation
r =
Δ · (2 ·R−Δ)
2 · [Δ−R(1− cos(φ− θ)] avec Δ = (tD1 − tD2) · vmoy. (4.8)
Il est donc possible de déterminer la position radiale d’une inclusion à partir de deux points
de détection sur une seule projection. Par rapport à la méthode d’optimisation présentée
plus haut, on perd de la robutesse en n’utilisant que deux points. Toutefois, il existe un
grand nombre de paires de détecteurs pouvant être utilisées pour déterminer la position
radiale : en eﬀectuant un moyennage sur les positions radiales trouvées pour chacune des
paires, la robustesse est assurée. Cette méthode a l’avantage d’être simple a implémenter
et d’oﬀrir une solution analytique au problème [Pichette et al., 2008].
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4.3 Algorithmes de localisation probabilistes
Les méthodes précédentes mènent à une localisation ponctuelle pour chacune des inclusions
dans le milieu. Il faut d’abord déterminer le nombre exact d’inclusions pour ensuite les
localiser précisément. Ces méthodes ont l’inconvénient d’être très sensibles au bruit sur les
surfaces d’EPAT. Il est facilement possible d’obtenir une erreur sur le nombre d’inclusions
dans le milieu dans l’étape de localisation des minima.
Dans la présente section, deux modèles pour décrire la position possible d’une inclusion à
partir d’un EPAT seront d’abord présentés : le modèle des ellipses en 2D (ellipsoïdes en
3D) et celui des ovales en 2D (ovoïdes en 3D). Ensuite, deux méthodes pour utiliser ces
modèles seront expliquées : celle par superposition et l’autre par intersection.
4.3.1 Modèle des ellipses
Lors d’une mesure, le temps au détecteur correspond au temps qu’a pris l’onde diﬀuse à
parcourir la distance entre le point d’injection laser et l’inclusion additionné du temps qu’a
pris l’onde diﬀuse ﬂuorescée pour parcourir la distance entre l’inclusion et le détecteur. En
connaissant a priori la vitesse de propagation dans le milieu, il est possible de convertir le
temps NCFD en distance ; on connaît alors la somme des distances entre L et A et entre
A et D. En référant à la ﬁg. 4.8, il appert alors que l’inclusion doit se retrouver sur une
ellipse.
À partir de la ﬁg. 4.8, avec le laser et le détecteur respectivement situés en L(xl, yl) et
D(xd, yd), on trouve que la lumière a parcouru la distance LA et ensuite AD. On calcule
alors R, la distance totale parcourue par la lumière, en multipliant le temps de vol mesuré
par la vitesse de propagation dans le milieu. On peut alors utiliser l’équation paramétrique
d’une ellipse comme suit
x(β) = x0 + a cos(β) cos(α)− b sin(β) sin(α), (4.9)
y(β) = y0 + a cos(β) sin(α) + b sin(β) cos(α). (4.10)




(xl + xd) et y0 =
1
2
(yl + yd), (4.11)
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Figure 4.8 Pour un EPAT donné avec une vitesse de propagation ﬁxe (suppo-
sée être la même pour l’onde diﬀuse d’excitation et l’onde diﬀuse ﬂuorescée),
l’inclusion A doit se trouver sur une ellipse (points rouges) dont les foyers sont
















À partir de ces équations, une première itération de l’approche probabiliste a été de su-
perposer les ellipses pour diﬀérents couples laser-détecteur. Cette superposition est en-
suite convertie en une densité de probabilité où les maxima représentent les positions les
plus probables où les inclusions peuvent se situer. Le modèle des ellipses a été présenté
sous forme d’aﬃche à la conférence OSA-Biomed. Toutefois, les résultats de localisation
n’étaient pas convaincants lorsque les conﬁgurations d’inclusions étaient plus complexes
(4 inclusions et +).
4.3.2 Modèle des ovales
Après quelques mesures expérimentales en laboratoire, on réalise que la vitesse de propa-
gation des ondes diﬀuses de ﬂuorescence vfl est plus grande que celle des ondes diﬀuses à
la longueur d’onde du laser vex d’environ 5%. Les simulations de Monte Carlo corroborent
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également ce fait expérimental (section 4.1.2). Le modèle d’ellipses présenté précédemment
est donc approximatif : il représente le cas où vex = vfl. Il faut donc revoir les équations
et considérer deux vitesses de propagation distinctes. La ﬁg. 4.9 présente le référentiel qui
sera utilisé pour le développement mathématique qui suit. Puisqu’on ne peut plus parler
d’ellipses, les formes résultant de ces équations seront appellées des ovales. Pour simpliﬁer
les équations, les calculs se feront dans le référentiel x′ et y′. Le passage vers ce référentiel
se fait par une translation OO′ et par une rotation de l’angle θ. Dans ce nouveau référen-
tiel, le laser et le détecteur sont équidistants du centre O′. Ils sont respectivement situés









(x′ + x′f )2 + y′2 et |AD| =
√
(x′ − x′f )2 + y′2, (4.14)
où x′ et y′ sont les coordonnées du point A. En isolant y′ dans l’éq. (4.14), on obtient
quatre solutions, soit 2 paires de solutions symmétriques par rapport à l’axe des abcisses.
Cependant, une seule paire correspond à l’ovale. On ne conserve qu’une solution (la seconde



























La ﬁg. 4.10 illustre les diﬀérentes solutions possibles. Les paramètres utilisés sont : vfl =
30 mm/ns, vex = 25 mm/ns, x′f = 25 mm et A(5, 10). On remarque que seules les solutions
aﬃchées en cyan et magenta décrivent l’ovale réel. Toutefois, ces solutions sont imaginaires
en dehors de l’ovale. Ainsi pour tracer l’ovale réel, on doit déterminer les valeurs limites
en x′ pour créer un vecteur de valeurs de x′ d’une longueur N allant de x′min à x′max. Les
valeurs de y′ réelles correspondantes seront trouvées par y′ = f(x′), où f est la fonction
donnée à l’éq. (4.15). Ces bornes en x′ sont déterminées en posant y′ = 0 dans l’éq. (4.14) :
t =
√




(x′ − x′f )2
vfl
. (4.16)
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Figure 4.9 Référentiel x′ ety′ utilisé pour le calcul des ovales.




























































Figure 4.10 Illustration des 4 solutions pour y′ de l’éq. (4.14) aﬃchées en cyan,
magenta, bleu et rouge. L’inclusion est au point vert, la lumière laser est injectée
au point rouge et le détecteur se situe au point bleu. (a) Vue du dessus. (b) Vu
en angle. (c) Vue reculée en angle.
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Lorsque l’on teste les quatre solutions x′ dans l’éq. (4.16), seules deux sont valides : la
résolution d’équations radicales par la mise au carré mènent à l’apparition d’équations non
pertinentes (extraneous solutions) [Khan Academy, 2012]. Les 2 solutions valides x′ sont
conservées : x′min et x′max. Le vecteur de valeurs de x′ est alors utilisé dans l’éq. (4.15) pour
trouver les valeurs de y′ correspondantes. Il suﬃt d’ajouter un signe moins pour obtenir
la partie négative de l’ovale. Les transformations inverses (translation O′O et rotation
de −θ) sont appliquées sur les coordonnées obtenues aﬁn de retourner dans le référentiel
du cylindre. Pour valider le développement ci-dessus, un code Matlab a été développé
pour calculer les ovales en fonction de diﬀérentes positions d’inclusion (ﬁg. 4.11). Dans
les exemples de la ﬁg. 4.11, les inclusions ont été placées sur trois droites à l’intérieur
du cylindre expérimental : un balayage en x de −24 à +24, un balayage en y de 0 à
24 et enﬁn un balayage diagonal de −16 à 16 en x et en y. Le laser (point rouge) est
placé en L(−25, 0) et le détecteur (point bleu) en D(25, 0). Les ovales sont dessinés pour
chacune des mesures simulées et ils intersectent tous leur inclusion respective. En traits
pointillés, on peut voir les ovales répondant au critère vflt > 2x′f qui n’englobent que le
point de détection D. Les ovales continues respectent vflt < 2x′f : ils englobent L et D. On
remarque que plus une inclusion est éloignée du segment laser-détecteur, plus son ovale




































Figure 4.11 Ovales pour diﬀérentes positions d’inclusion (indiquées par des
points verts). Le laser est injecté au point rouge, le détecteur est placé au point
bleu. Les ovales continus respectent vflt < 2x′f et les ovales pointillés vflt > 2x′f .
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associé sera grand. Aussi, plus l’inclusion se rapproche du détecteur, plus son ovale est
rétréci, ce qui n’est pas le cas avec les ellipses de par le fait qu’elles soient symmétriques.
Une autre observation intéressante est que le point de détection est toujours entouré par
l’ovale, ce qui n’est pas le cas du point d’injection laser. Ceci est dû au fait que vfl > vex ;
l’inverse se produirait pour vex > vfl. Évidemment, les 2 foyers sont entourés par l’ovale
dans le cas de vfl = vex : il s’agit d’une ellipse. Lorsqu’on veut passer à une géométrie
Figure 4.12 Exemple d’ovoïde représentant une région de probabilité de pré-
sence pour une inclusion.
tridimensionnelle, il suﬃt d’exploiter la géométrie cylindrique de l’ovale généré sur l’axe
détecteur-laser. La ﬁg. 4.12 montre un exemple d’ovoïde où peut se trouver une inclusion,
qu’on considérera comme représentant une région de probabilité de présence en 3D pour




































Figure 4.13 Ovoïdes (bleu) reconstruit à partir de 3 EPAT provenant d’une
inclusion (magenta). (a) Vue 3D. (b) Vue du dessus.
partir d’une superposition d’ovoïdes. La ﬁg. 4.13 illustre ce principe en montrant que les
ovoïdes s’intersectent toujours à la position de l’inclusion en 3D.
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4.3.3 Méthode par superposition
Après avoir développé un modèle pour utiliser les EPAT qui imposent des contraintes sur
où une inclusion peut se retrouver, il faut maintenant trouver des manières de les utiliser
pour localiser les inclusions. L’objectif ici est de construire des cartes de probabilité de
présence des inclusions, i.e. un algorithme probabiliste de localisation. Contrairement à
la section 4.2, on cherche une façon d’utiliser les mesures conjointement pour créer un
contraste exposant la position des inclusions dans le milieu.
La première approche proposée est de superposer les ovales obtenus pour chaque paire
point d’injection-point de détection et de convertir cette superposition en une carte de
probabilité (i.e. calculer la densité de points) qui permettra de localiser les inclusions. En
superposant les ovales, ils s’intersecteront sur les inclusions : ainsi, on aura de plus grandes
densités là où se trouvent les inclusions. Il ne restera plus qu’à identiﬁer les maxima et leurs
positions respectives pour obtenir celles des inclusions dans le milieu. Pour cette méthode,
chaque ovale a le même nombre de points et ces points sont répartis uniformément autour
de l’ovale aﬁn de ne pas biaiser les densités obtenues. Ainsi chaque mesure a le même poids
pour la localisation.
La ﬁg. 4.14 illustre des résultats de superposition d’ovales. Dans un premier temps, on
a utilisé 72 mesures (8 projections avec chacune 9 positions de détecteur). Ce nombre a
ensuite été augmenté à 2556 (36 projections avec chacune 71 positions de détecteur). Les
cartes de probabilité sont voxelisées en 200 × 200 pixel carré de 0.25 mm par 0.25 mm.
On voit en 2D l’aﬃchage du nuage de points. Il est plus ou moins dense dépendamment
du nombre d’ovales utilisés. La ﬁg. 4.14(a) montre que des artéfacts sont présents si peu
de mesures sont utilisées : on voit le tracé des ovales plutôt qu’une densité lissée. Ces
artéfacts s’atténuent au fur et à mesure que le nombre d’ovales augmente. Dans les 2 cas,
les cartes de probabilité de présence ont leurs pics aux positions exactes des inclusions.
Les maxima sont facilement identiﬁés. On peut toutefois voir que plus le nombre d’ovales
augmente, plus la surface est lisse. Il faut une grille pour la densité qui ne soit pas trop ﬁne
par rapport au nombre d’ovales. Ainsi, plus le nombre de mesures est important, plus on
peut subdiviser le milieu en un grand nombre de pixels/voxels pour améliorer la précision
de la localisation.
Aﬁn de faciliter la superposition, plutôt que de tracer des ovales un à un et de calculer
une densité de points sur une carte voxelisée, on peut dès le départ calculer une fonction
objective en repartant de l’éq. (4.14) : on enlève alors les racines carrées et on met le tout
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(a) (b)
(c) (d)
Figure 4.14 À gauche, des nuages de points sont aﬃchés tel quel. À droite, ces
nuages de points ont été convertis en une densité 3D. Les ﬁgures (a) et (b) pro-
viennent d’une simulation avec 8 projections avec chacune 9 points de détection
(72 ovales), les ﬁgures (c) et (d) de 36 projections avec chacune 71 points de dé-
tection (2556 ovales). Les inclusions simulées sont en magenta et les localisations
eﬀectuées en bleu.
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égal à zéro. En 2D, on obtient




ex((x− xd)2 + (y − yd)2)− v2fl((x− xl)2 + (y − yl)2))2
− 2t2v2flv2ex(v2ex((x− xd)2 + (y − yd)2) + v2fl((x− xl)2 + (y − yl)2)), (4.18)
alors qu’en 3D,




exAd(x, y, z)− v2flAl(x, y, z))2
− 2t2v2flv2ex(v2exAd(x, y, z) + v2flAl(x, y, z)) (4.19)
avec
Ad(x, y, z) = (x− xd)2 + (y − yd)2 + (z − zd)2 (4.20)
et
Al(x, y, z) = (x− xl)2 + (y − yl)2 + (z − zl)2. (4.21)
Là où la fonction F vaut zéro correspond à la position de l’inclusion. La fonction aura
des valeurs très variées en dehors des positions proches des inclusions (les zéros), on parle
de valeur allant jusqu’à 109. Aﬁn de resserer la plage, on prend le logarithme et pour
l’aﬃchage, on normalise à 1. Pour la superposition utilisée pour construire la fonction ob-
jective, on additionne point à point les valeurs, ce qui revient à eﬀectuer une multiplication
avant le logarithme. La ﬁg. 4.15 montre un exemple de fonction objective pour un seul
couple point laser-point de détection. On reconnait la forme typique des ovales. Pour ﬁnir,
en reprenant l’expérience de la ﬁg. 4.14(d) avec la méthode des fonctions objectives, on
peut voir que les courbes sont plus lisses puisqu’une mesure amène de l’information dans
tout le milieu (ﬁg. 4.16). Les pics sont très bien déﬁnis encore une fois.
En conclusion, la localisation par superpostion est une façon simple et eﬃcace d’exploiter
le modèle des ovales. La méthode des fonctions objectives est très simple à implémenter
et règle le problème de répartition uniforme des points le long des ovales. Toutefois, la
méthode du calcul des ovales oﬀre un meilleur contraste en n’ayant une valeur que pour les
zéros de la fonction objective. Au ﬁnal, même si la méthode des fonctions objectives est plus
rapide en 2D, lorsqu’il faut générer une matrice 3D précise (typiquement 200×200×200),
il devient plus avantageux de calculer une densité de points 3D à partir d’ovoïdes : c’est
cette méthode qui sera retenue.
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(a) (b)
Figure 4.15 Exemple typique de fonction objective normalisée aﬃchée dans le
cylindre expérimental en 2D et 3D.
Figure 4.16 Résultats de simulation pour 72 projections avec chacune 71 points
de détection (5112 fonctions objectives superposées). Les inclusions simulées sont
en magenta et les localisations eﬀectuées en bleu.
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4.4 Résultats
Cette section présente plusieurs résultats de localisation obtenus avec les algorithmes pro-
babilistes. Une première phase de validation a été faite à l’aide de simulations Monte Carlo :
les sinogrammes d’EPAT sont générés à partir de la méthode décrite à la section 3.4 et les
algorithmes appliqués sur ces derniers. On présente d’abord des résultats de localisation
en 2D à partir de données obtenues par simulations Monte Carlo. Ensuite, des résultats
sont présentés pour des données expérimentales obtenues avec le tomographe, en 2D puis
en 3D.
Dans les deux cas, une première étape de calibration est nécessaire aﬁn d’obtenir les para-
mètres vfl, vex et le décalage temporel t0. La calibration se fait à partir d’une expérience à
une seule inclusion où les sinogrammes d’EPAT mesurés sont comparés aux sinogrammes
extraits du modèle direct en cherchant à minimiser l’écart entre les deux. Puis, la locali-
sation est faite en utilisant les paramètres obtenus par calibration.
4.4.1 Résultats sur données de simulations Monte Carlo
Comme il a été vu à la section 4.1, des simulations Monte Carlo ont été eﬀectuées en
ﬂuorescence dans une géométrie cylindrique. À partir de là, il était facile d’extraire les
sinogrammes d’EPAT à partir de la ﬂuence à la frontière tout autour du milieu. Des
simulations ont été eﬀectuées avec des sources isotropes dans le milieu positionnées à des
rayons de 0, 5, 10 et 15 mm. En exploitant la géométrie cylindrique, il devient facile
de déplacer les inclusions dans le milieu pour simuler une grande variété de positions
angulaires. Bien que les simulations soient en 3D, les inclusions sont toutes situées sur un
même plan. Le laser est injecté à la hauteur des inclusions : les diﬀérents points d’injection
sont obtenus par rotation.
Pour eﬀectuer une simulation, on choisit diﬀérentes inclusions aux rayons voulus et on
spéciﬁe alors leurs positions angulaires. Il faut ensuite spéciﬁer les paramètres tomogra-
phiques, i.e. le nombre de projections (le nombre de points d’injection laser), le pas entre
chacune d’entre elles, le nombre de positions de détection, le pas entre les détecteurs, etc...
On peut alors simuler les sinogrammes d’EPAT en extrayant la ﬂuence aux détecteurs. La
méthode permet d’obtenir des résulats 2D analogues à ceux obtenus en laboratoire.
Calibration
Il s’agit ici d’eﬀectuer une expérience à une seule inclusion sur une seule tranche avec
quelques projections. Les paramètres seront obtenus en comparant les sinogrammes d’EPAT
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mesurés avec le modèle direct par un algorithme à régions de conﬁance (LSQNONLIN sous









+ t0 − tm(φ, θ)
]2
, (4.22)
où−→rA représente la position de l’inclusion, tm(φ, θ) sont les EPAT mesurés,−→rL(φ) et−→rD(φ, θ)
sont respectivement les positions d’injection laser et les points de détection avec φ variant
de −10◦ à 60◦ (pas de 10◦) et θ variant de 0◦ à 359◦ (pas de 1◦). L’inclusion est placée en
(0, 15, 0).
La ﬁg. 4.17(a) montre que la méthode est capable d’extraire les paramètres faisant concor-
der le modèle aux mesures et la ﬁg. 4.17(b) illustre que la localisation eﬀectuée avec ces
paramètres est très précise. On trouve alors vex = 71.54 mm/ns, vfl = 70.66 mm/ns et
t0 = 1.71 ns. La ﬁg. 4.4(b) montrait la propagation du front d’onde dans le milieu pour
cette simulation. Si on extrait les vitesses à partir de la pente des droites et les délais à par-
tir des points de départ, on obtient vex = 71.83 mm/ns, vfl = 71.42 mm/ns et t0 = 1.72 ns.
Ce qui vient valider la méthode de calibration.
Localisation 2D
Un premier test a été d’inclure 4 inclusions dans le milieu. Les mesures tomographiques
ont été prises avec 18 projections de 0◦ à 340◦ avec un pas de 20◦. Les détecteurs sont tout
autour du milieu à un pas de 1◦. La ﬁg. 4.18(a) montre les sinogrammes d’EPAT générés
à partir des simulations Monte Carlo. En rouge pointillé, on voit les sinogrammes générés
à partir du modèle direct. On constate que le modèle décrit bien les courbes simulées. La
ﬁg. 4.18(b) montre la reconstruction eﬀectuée. Les 4 inclusions sont facilement détectable.
La tableau 4.1 montre clairement que les localisations sont très proches de la réalité avec
une erreur maximale de 0.28 mm.
Tableau 4.1 Résultats de localisation 2D sur EPAT simulés avec 4 inclusions.
Inclusions (φ, r, z) Localization
φ r (mm) Erreur (mm)
A(0◦, 15) 0.3◦ 15.13 0.16
B(90◦, 10) 90.5◦ 10.12 0.14
C(180◦, 15) 179.7◦ 15.13 0.16
D(270◦, 15) 270.9◦ 15.13 0.28
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Figure 4.17 (a) Sinogrammes d’EPAT, chaque couleur représente une diﬀérente
projection. (b) Localisation 2D : on voit clairement le pic représente l’inclusion
en (0, 15, 0).













Figure 4.18 (a) Sinogrammes d’EPAT ; les courbes continues représentent les
mesures où chaque couleur représente une projection diﬀérente. En traits poin-
tillés rouges, les sinogrammes sont obtenus avec le modèle optimisé. (b) Locali-




La méthode décrite précédemment pour la calibration des vitesses sera réutilisée (éq. (4.22)),
mais maintenant sur des données expérimentales. Une inclusion est placée à un rayon de
15 mm et à une position angulaire de 100◦. On prend une série de 8 projections de −10◦ à
60◦. Toutefois les mesures des détecteurs se font de 40◦ à 320◦ avec un pas de 2◦ (il n’est
pas possible expérimentalement de prendre des mesures à 360◦). On utilise de l’Intralipid
48:1 V/V comme milieu diﬀusant.
La ﬁg. 4.19(a) montre que la méthode est capable d’extraire les paramètres faisant concor-
der le modèle aux sinogrammes d’EPAT mesurés et la ﬁg. 4.19(b) que la localisation eﬀec-
tuée avec ces paramètres est très précise. On trouve vex = 71.76mm/ns, vfl = 75.10mm/ns
et t0 = 1.84 ns. Il faut noter que les données sont fenêtrées de 90◦ à 160◦ : lorsque le laser
est injecté trop près d’un détecteur, il y a une contamination de la ﬂuorescence par la
lumière d’excitation. On voit donc les courbes expérimentales d’EPAT pour des angles en
deçà de 90◦ tendent vers des temps d’arrivée beaucoup plus court que le modèle le prédit.
C’est un problème strictement lié au montage expérimental : la lumière d’excitation à
780 nm est réﬂéchie sur le cylindre expérimental et son intensité est suﬃsante pour pas-
ser au travers des ﬁltres interférentiels dans les canaux de détection en ﬂuorescence ; on
mesure alors le temps d’arrivée de la réﬂexion du pulse d’excitation plutôt que la lumière
ﬂuorescée.
En comparant avec la ﬁg. 4.17(a), on peut voir que les simulations Monte Carlo donnent
des résultats très similaires au cas expérimental. Ceci vient appuyer la validité de notre
méthodologie et notre estimation des paramètres optiques du milieu étudié. Il avait été
démontré expérimentalement que l’onde diﬀuse à 830 nm se propageait légèrement plus
rapidement que celle à 780 nm. C’est ce qui explique les diﬀérences de vitesses obtenues
ici (vfl > vex) par rapport aux simulations de Monte Carlo (vfl ≈ vex) qui ne tiennent
pas compte d’une variation des propriétés optiques du milieu en fonction de la longueur
d’onde.
Localisation 2D
Aﬁn de valider les paramètres de calibration obtenus, une expérience a été eﬀectuée sur
une seule tranche avec 3 inclusions dans le milieu (Intralipid 48:1 V/V). Les inclusions
sont placées sur un même plan à une hauteur de 51 mm, 6 projections sont prises sur 360◦
avec les détecteurs de 20◦ à 340◦ avec un pas de 5◦, ce qui donne un total de 390 mesures.
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Figure 4.19 (a) Sinogrammes d’EPAT ; les courbes continues représentent les
mesures où chaque couleur représente une projection diﬀérente. En traits poin-
tillés rouges, les sinogrammes sont obtenus avec le modèle optimisé. (b) Locali-
sation 2D : on voit clairement le pic à la position de l’inclusion en (0, 15, 0).













Figure 4.20 (a) Sinogrammes d’EPAT ; les courbes continues représentent les
mesures où chaque couleur représente une projection diﬀérente. En traits poin-
tillés rouges, les sinogrammes sont obtenus avec le modèle optimisé. (b) Locali-
sation 2D : les localisations sont en bleus et les positions exactes en rouge.
Tableau 4.2 Résultats de localisation 2D avec 3 inclusions.
Inclusions (φ, r, z) Localization
φ r (mm) Erreur (mm)
A(0◦, 15) 3.1◦ 15.82 1.16
B(90◦, 15) 91.4◦ 14.36 0.74
C(225◦, 10) 231.2◦ 10.98 1.50
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La ﬁg. 4.20(a) montre les sinogrammes d’EPAT avec les sinogrammes du modèle direct en
rouge pointillé. On remarque qu’il y a des diﬀérences entre les sinogrammes des mesures
et du modèle. Cela peut s’expliquer en partie par la contamination laser dans les canaux
en ﬂuorescence. Toutefois, sur la reconstruction (ﬁg. 4.20(b)), les 3 pics représentant les
3 inclusions sont parfaitement identiﬁables. Cette robustesse est sans doute due à la redon-
dance dans les mesures acquises et l’approche d’optimisation utilisée qui tend compenser
les erreurs entre elles et atteindre un compromis. La précision de la localisation est de
l’ordre du millimètre avec une erreur maximale de 1.50 mm (tableau 4.2).
Localisation 3D
Cette section présente des résultats en 3D. Les expériences utilisent les paramètres sui-
vants : 6 projections sur 360◦, les détecteurs se déplaçant de 20◦ à 340◦ avec un pas de 5◦,
15 tranches de 20 mm à 61 mm avec un pas de 1.5 mm pour un total de 5850 mesures. Les
résultats de 2 expériences sont présentés : 2 inclusions (ﬁg. 4.21) et 4 inclusions (ﬁg. 4.22).
La localisation est eﬀectuée avec une erreur maximale de 1.7 mm (voir les tableaux 4.3


































Figure 4.21 Localisation 3D avec 2 inclusions dans le milieu : les localisations
sont en bleu et les positions exactes en rouge. (a) Vue 3D. (b) Vue du dessus.
Tableau 4.3 Résultats de localisation 3D avec 2 inclusions.
Inclusions (φ, r, z) Localization
φ r (mm) z (mm) Erreur (mm)
A(90◦, 15, 47) 94◦ 14.2 37.1 1.3
B(225◦, 10, 47) 230◦ 10.7 47.1 1.2


































Figure 4.22 Localisation 3D avec 4 inclusions dans le milieu : les localisations
sont en bleu et les positions exactes en rouge. (a) Vue 3D. (b) Vue du dessus.
Tableau 4.4 Résultats de localisation 3D avec 4 inclusions
Inclusions (φ, r, z) Localization
φ r (mm) z (mm) Erreur (mm)
A(10◦, 16, 37) 8◦ 16.9 37.1 1.1
B(110◦, 15, 50) 111◦ 15.8 50.0 0.8
C(180◦, 15, 37) 186◦ 15.6 37.1 1.7
D(270◦, 11, 48) 267◦ 11.7 47.1 1.3
4.5 Discussion
4.5.1 Fluorescence de fond
Un des problèmes de l’imagerie par ﬂuorescence est que le ﬂuorophore ne se concentrera pas
nécessairement parfaitement dans les régions d’intérêt (ex. tumeurs, métastases, etc.). Une
partie de la ﬂuorescence se répartira de manière plus ou moins uniforme dans le milieu
étudié. Le signal mesuré après l’excitation laser ne viendra plus seulement d’inclusions
ponctuelles, mais bien de partout dans le milieu. On parle alors de ﬂuorescence de fond ou
d’arrière plan (background ﬂuorescence - BF). Les temps NCFD seront donc aﬀectés par
ce signal de fond et le but ici est de déterminer jusqu’à quel point cela aﬀecte les résultats
de localisation.
Une série de mesures a été eﬀectuée aﬁn de comprendre l’eﬀet du BF. L’inclusion ﬂuo-
rescente était placée à 10 mm de rayon et à un angle de 225◦. L’Intralipid était dilué à
48:1 V/V. L’inclusion contenait 0.02 ml d’ICG concentré à 10 μ mol/l. Entre chaque me-
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Figure 4.23 FTPSF acquises en présence de ﬂuorescence de fond. Les concen-
trations d’ICG dans l’Intralipid utilisées sont : nulle (bleu), 8.0 × 10−10 mol/l
(vert), 1.6 × 10−9 mol/l (rouge) et 2.4 × 10−9 mol/l (turquoise). En (a) on a
l’inclusion et la ﬂuorescence de fond. En (b), on a le fond seul (le signal de
l’inclusion, en bleu, est montré à titre de référence).
sure, l’équivalent d’une inclusion d’ICG a été ajouté au milieu expérimental, soit 0.02 ml.
Les concentrations d’ICG utilisées dans l’Intralipid du milieu sont donc respectivement
de 0 mol/l (bleu), 8.0 × 10−10 mol/l (vert), 1.6 × 10−9 mol/l (rouge), 2.4 × 10−9 mol/l
(turquoise) et 3.2× 10−9 mol/l (mauve). Comme le montre la ﬁg. 4.23, les mesures ont été
prises avec et sans l’inclusion.
Une expérience a été eﬀectuée pour vériﬁer jusqu’à quel point l’algorithme fonctionne avec
la présence de BF. Quatre inclusions ont été placées dans le milieu avec une concentration
d’ICG de 3.2×10−9 mol/l dans l’Intralpid. La ﬁg. 4.24 présente les résultats de localisation.
Il a été possible de détecter les 4 inclusions. Le tableau 4.5 montre que les résultats ne sont
pas aussi précis qu’en l’absence de BF ; toutefois, la méthode demeure capable de fournir
des résultats de localisation même en présence de BF.
Tableau 4.5 Résultats de localisation 3D avec 4 inclusions en présence de BF.
Inclusions (φ, r, z) Localization
φ r (mm) z (mm) Erreur (mm)
A(0◦, 15, 35) 5◦ 14.4 36.8 2.3
B(100◦, 15, 51) 101◦ 14.2 49.5 1.8
C(180◦, 15, 36) 177◦ 16.4 34.6 2.1
D(280◦, 10, 50) 280◦ 12.6 51.6 3.0


































Figure 4.24 Localisation 3D de 4 inclusions en présence de ﬂuorescence de fond.
Les résultats de localisation sont en bleu et les positions réelles en rouge. (a)
Vue 3D. (b) Vue de dessus.
4.5.2 Photoblanchiment
Un des problèmes lié à l’utilisation de molécules ﬂuorescentes est le photoblanchiment, i.e.
la dénaturation de la molécule qui perd progressivement sa capacité à émettre de la ﬂuo-
rescence plus elle a absorbé de lumière d’excitation. Dans notre cas, le ﬂuorophore utilisé
est l’ICG. Au fur et à mesure de l’acquisition tomographique (qui peut durer plusieurs
heures), la réponse en ﬂuorescence diminue. Dans le cadre de l’utlisation des temps de
vol, l’amplitude du signal n’est pas importante. Cependant, la forme du signal l’est. Il ne
faudrait pas que le temps d’arrivée varie en fonction du niveau de photoblanchiment.
Une première expérience a été faite pour vériﬁer si les EPAT variaient en fonction du
photoblanchiment. Une inclusion ﬂuorescente a été placée à 10 mm de rayon et à un
angle de 225◦. L’Intralipid était dilué à 48:1 V/V. L’inclusion contenait 0.02 ml d’ICG
concentré à 10 μmol/l. Ainsi, 12 projections ayant chacune 57 positions de détecteur ont
été acquises, soit 684 mesures. L’expérience a été répétée 9 fois pour 6156 mesures. Pour
chacune d’entre elles, l’excitation laser a duré 2 secondes. C’est donc un photoblanchiment
sur une période d’environ 205 minutes. La ﬁg. 4.25(a) montre que l’amplitude des FTPSF
décroît d’une expérience à l’autre pour atteindre ﬁnalement 65% de l’amplitude de départ.
À la ﬁg. 4.25(b), les courbes sont normalisées et on voit que la forme demeure à toute ﬁn
pratique inchangée. D’ailleurs, les EPAT pour ces courbes sont en moyenne 3.03 ns avec
un écart type de 0.02 ns. On peut donc conclure que pour une expérience normale, l’eﬀet
du photoblanchiment ne posera pas de problème avec la méthode développée ici.
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Figure 4.25 Neuf (9) FTPSF acquises directement en face de l’inclusion (225◦).
(a) L’amplitude maximale de la courbe diminue d’une expérience à l’autre (bleu
à orange). (b) Une fois normalisées, les FTPSF demeurent de forme identique,
menant ainsi à des EPAT identiques.
4.5.3 Sensibilité aux vitesses Vex et Vfl
La méthode proposée exploite des ovoïdes pour localiser des inclusions. Un changement
dans les vitesses de propagation va résulter en de diﬀérents ovales. Quand les vitesses sont
bien calibrées, les ovales s’intersectent aux positions des inclusions en créant des maxima
bien marqués. En sous-estimant la vitesse, il est possible qu’ils ne s’intersectent plus :
les cartes obtenues ne permettent plus de localisation. Inversement, si l’on surestime la
vitesse, les intersections auront tendances à se déplacer vers le centre. Dans les deux cas,
les cartes présentent un faible contraste avec des maxima réduits et étalés.
Avec une erreur de ±15% sur les vitesses exactes, les localisations se dégradent signiﬁcati-
vement. Pour palier au problème et obtenir des localisations dans les cas où on a seulement
une idée de la plage de vitesses possibles et non une vitesse précise, on introduit un pa-
ramètre α pour faire un balayage sur la vitesse. On illustre cela avec 31 cartes de densité
calculées pour α variant de 0.85 à 1.15 avec des vitesses égales à αvex et αvfl. Les 31 cartes
obtenues sont alors superposées. La valeur à un pixel donné est la valeur maximale sur
toutes les cartes à ce pixel.
La méthode a été appliquée à l’expérience 2D à 3 inclusions (ﬁg. 4.20) et des résultats
comparables ont été obtenus : les erreurs de localisation pour les inclusions A à C sont
respectivement 0.49 mm, 0.46 mm et 2.63 mm (ﬁg. 4.26). Sur la carte obtenue par su-
perposition, les maxima de toutes les cartes sont aﬃchés avec une couleur correspondant
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Figure 4.26 Localisation 2D avec 3 inclusions dans le milieu. Les localisations
sont en bleu et les positions réelles en rouge. La barre de couleur montre la valeur
de α (se référer au texte) qui a été utilisée par pixel sur la carte de densité.
à la carte dont elle provient (chacune des 31 cartes à une diﬀérente couleur). Comme on
peut le voir, la carte est principalement en vert, correspondant à α environ égal à 1. Ceci
vient démontrer que pour un balayage sur la vitesse, seules les cartes obtenues avec les
bonnes vitesses présenteront un contraste marqué et contribueront à la carte superposée.
Ceci permet d’utiliser une plage de vitesse plutôt que l’utilisation d’une valeur spéciﬁque,
ajoutant ainsi de la ﬂexibilité et de la robustesse à l’algorithme.
4.5.4 Méthode décrémentale
Un des problèmes de la localisation par les méthodes présentées ci-dessus est qu’il faille
identiﬁer les pics sur une surface alors qu’il y une grande variation d’amplitude entre
eux. Certaines inclusions sont beaucoup plus visibles d’un point de vue géométrique aux
détecteurs que d’autres. Lorsqu’il y a un grand nombre d’inclusions dans le milieu, les
pics sont rapprochés les uns des autres. Cependant, on sait une chose : chacun des EPAT
ne provient que d’une seule inclusion à la fois. Si on peut facilement identiﬁer le pic
principal sur la carte, il est possible de sélectionner tous les ovales ayant contribué à
ce pic. Si on reconstruit alors le milieu sans ces ovales, le pic principal aura disparu. Il
deviendra alors facile d’identiﬁer le second pic majeur dans le milieu (qui sera le maximum
absolu à ce moment). En continuant ainsi de suite de façon exhaustive jusqu’à ce qu’il n’y
ait plus de pics ou plus de mesures, nous aurons identiﬁé une à une nos inclusions et
il aura été facile d’assigner leurs positions respectives puisque tour à tour, elles auront
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été le maximum absolu sur la carte de probabilité. Ceci permet aussi potentiellement de
trouver des inclusions qui ont été écrantées par d’autres. Par soucis de robustesse, on
utilise deux seuils pour arrêter l’algorithme : 1) en deçà d’un certains nombres d’ovales
(typiquement 5% du nombre de mesures total) et 2) si les ovales résiduels ne s’intersectent
pas (carte de densité sans pic net). L’amplitude des pics sur les cartes de densité n’est
pas représentative de la force du signal en ﬂuorescence. Si l’amplitude du pic est grande,
l’inclusion a simplement été reconstruite à partir d’un grand nombre d’ovales (un grand
nombre de mesures) : elle située à position qui avantage sa détection (i.e. faible profondeur,
peu d’inclusions autour). La méthode décrémentale permet de relier des FTPSF à une
inclusion particulière. L’analyse de ces FTPSF correspondantes pourront permettre une
analyse quantitative des inclusions localisées.
Tableau 4.6 Résultats de localisation décrémentale avec 4 inclusions.
Inclusions (x, y) Position (x, y) Erreur (mm) Ovales
A(-13,0) (-12.99,-0.31) 0.035 1520
B(-10,15) (-9.98,14.99) 0.023 955
C(0,10) (0.031,9.98) 0.037 895
D(18,-7) (17.99,-6.98) 0.024 1743
La ﬁg. 4.27 illustre les étapes successives de cette méthode décrémentale avec 4 inclusions
sur une seule tranche. La simulation a été eﬀectuée avec 72 projections contenant chacune
71 points de détection (5112 ovales). Au niveau de l’implémentation de la méthode, on
superpose les fonctions objectives pour reconstruire la carte de probabilité entre chaque
itération, mais pour identiﬁer les ovales ayant contribués à un pic dans le milieu, on
utilise les ovales sous forme de points. Il est facile d’identiﬁer de cette manière les ovales
intersectant une zone dans le milieu. La ﬁg. 4.27(a) montre le premier pic identiﬁé et la
ﬁg. 4.27(b) montre le milieu avec les 3 inclusions résiduelles (reconstruction faites sans les
ovales du premier pic). Graduellement, on voit les pics disparaître jusqu’à ce qu’il n’en reste
qu’un seul. La ﬁg. 4.28 montre que la reconstruction décrémentale permet aussi d’ajuster
l’amplitude de chacun des pics aﬁn qu’ils soient tous au même niveau. Le tableau 4.6
montre que la qualité de la localisation est limitée dans ce cas par la résolution de la carte
de probabilité. On a une erreur maximale de 0.035 mm, ce qui est excellent en imagerie
optique diﬀuse. Cette méthode est prometteuse du fait qu’elle permet d’isoler une à une
les inclusions.




Figure 4.27 Méthode décrémentale. Les pics isolés sont illustrés en couleur
cuivre dans les graphiques de gauche. À droite, on montre le résidu après avoir
enlevé les ovales correspondant à l’inclusion. On continue à identiﬁer les pics
jusqu’à ce qu’il ne reste qu’un seul pic.
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(a) (b)
Figure 4.28 À gauche : la superposition des pics isolés un à un ; on remarque que
l’amplitude de chaque pic est ainsi normalisée à l’unité. À droite : reconstruction
brute, sans la méthode décrémentale.
4.6 Sommaire
Ce chapitre présentait les diﬀérentes étapes pour obtenir un algorithme de localisation
d’inclusions ﬂuorescentes ponctuelles en milieu diﬀusant. Tout d’abord, la propagation des
ondes lumineuses diﬀuses a été analysée par simulation MC en intrinsèque et en ﬂuores-
cente : leur propagation peut être approximée par des fronts d’ondes sphériques avançant
à vitesse constante. À partir de là, un modèle mathématique décrivant le lieu géométrique
pour la localisation des inclusions a été dérivé : pour chaque EPAT mesuré, on peut faire
correspondre un ovale/ovoïde représentant la probabilité de présence d’une inclusion. La
superposition de ces derniers permet de construire une carte de probabilité de présence
des inclusions autant en 2D qu’en 3D. Des résultats ont été présenté pour les deux cas et
montrent que la précision de la localisation est de l’ordre du millimètre ; ce qui est excellent
en FDOT. Il a aussi été démontré que la méthode fonctionnait en présence de BF et que le
photoblanchiement n’aﬀectait pas les EPAT ; deux problèmes importants en ﬂuorescence.
Les travaux ont été présentés dans un article publié dans Applied Optics [Pichette et al.,
2013] (annexe A).
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CHAPITRE 5
ALGORITHMES POUR IMAGERIE INTRIN-
SÈQUE
Avec les algorithmes présentés au chapitre précédent, on comprend l’importance de connaître
la vitesse de propagation des ondes diﬀuses dans le milieu. Ces vitesses de propagation vex
et vfl sont déterminées pour des milieux homogènes ou supposés homogènes (Digimouse)
par une expérience de calibration en ﬂuorescence. Déterminer les vitesses de propagation
pour des milieux diﬀusants, et ce, sans passer par une expérience de calibration, devient
intéressant. Ce chapitre introduit une nouvelle méthode exploitant les EPAT aﬁn de re-
construire une carte spatiale de la vitesse de propagation des fronts d’ondes diﬀus dans
un milieu hautement diﬀusant et hétérogène.
Des algorithmes itératifs utilisant les éléments ﬁnis ou encore les diﬀérences ﬁnies pour
résoudre le problème direct ainsi que la minimisation d’une fonction coût ont été dévelop-
pés dans les domaines continu, temporel et fréquentiel pour résoudre le problème inverse
de reconstruction d’image en DOT [Dehghani et al., 2009b; Arridge et Schotland, 2009;
Bouza-Domínguez et Bérubé-Lauzière, 2012]. C’est l’avenue la plus explorée. Toutefois
ces méthodes sont numériquement coûteuses [Arridge et Schotland, 2009]. Ici, nous cher-
cherons à exploiter l’information contenue dans les EPAT pour reconstruire une carte de
vitesse de propagation (dépendante de μa et μs) tout en maintenant de courts temps de
calculs, qui est un aspect important en imagerie optique diﬀuse [Arridge et Schotland,
2009]. De telles cartes des vitesses fournissent un nouveau type de contraste pour l’ima-
gerie optique en milieux diﬀusants. Les résultats présentés font l’objet d’un article publié
dans Optics Letters [Pichette et al., 2014] (en annexe B).
Dans un premier temps, la problématique de la reconstruction intrinsèque sera présentée
en expliquant certaines similarités avec des algorithmes en CT. Ensuite, des expériences
ont été faites en simulation et en laboratoire pour démontrer la sensibilité des EPAT
aux variations de μs. Enﬁn, l’algorithme utilisé sera expliqué mathématiquement et des
résultats de localisation suivront. Une brève discussion viendra clore le chapitre.
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5.1 Problématique de reconstruction intrinsèque
Le problème de reconstruction est analogue à celui rencontré en CT. Toutefois, la dif-
férence principale est que les photons X suivent une trajectoire ballistique alors qu’en
DOT, la propagation est diﬀuse (ﬁg. 5.1) : diﬀérents parcours optiques sont possibles.
Ainsi, la solution analytique au problème implantée sous la forme de l’algorithme FBP
(ﬁltered backprojection) n’est pas applicable à la DOT, car en DOT, on ne peut savoir
exactement pour où est passé un photon détecté Malgré cela, l’algorithme par FBP a
(a) (b)
Figure 5.1 (a) Explication du calcul de la contribution à la reconstruction
d’image tomographique d’un parcours en CT. (b) Explication sur la reconstruc-
tion d’images avec les trajectoires des photons diﬀus en DOT.
(a) (b)
Figure 5.2 (a) Reconstruction CW. (b) Reconstruction en utilisant les premiers
photons seulement.
été appliqué au problème de la DOT par Colak et al. [Colak et al., 1997] en utilisant du
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time-gating : l’intégration des photons était permise pour une petite fenêtre de temps. Les
résultats semblaient encourageants, en particulier en utilisant seulement la contribution
des premiers photons (ﬁg. 5.2) : la méthode itérative utilisée pour compenser les trajec-
toires non-linéaires des photons rendait l’algorithme demandant au niveau des calculs et
peu pratique expérimentalement puisqu’une connaissance a priori des propriétés optiques
dans le milieu était nécessaire. De façon semblable à la tomodensitométrie, on utilisera ici
une méthode algébrique de reconstruction (ART - algebraic reconstruction technique) pour
résoudre le problème de reconstruction d’une carte des vitesses. La principale diﬀérence
réside dans le fait qu’ici la reconstruction sera faite en utilisant directement les temps
d’arrivée des premiers photons et non pas à partir de l’intensité du signal. On ne cherche
pas ici à déterminer l’absorption μa ou le coeﬃcient de diﬀusion μs, mais plutôt la vitesse
de propagation v. Le groupe de Feld a étudié l’utilisation de la méthode ART en DOT en
utilisant la contribution des premiers photons et les fonctions de Green associées [Chen
et al., 2000]. Un des avantages de la méthode ART est qu’il est plus facile de tenir en
compte des particularités du système de prise de mesure et des eﬀets physiques propres
à une méthode : par exemple en CT, le durcissement du faisceau, le rayonnement diﬀusé
et la dépendance en énergie et en DOT, les eﬀets de diﬀusion des photons qui ont des
trajectoires plus complexes. En utilisant l’approximation de la diﬀusion, Feld utilise les
fonctions de Green reliant un point d’injection laser à un point de détection en supposant
des propriétés optiques moyennes et homogènes dans le milieu (μa et μs de base). Ainsi,
il est possible de déﬁnir une distribution spatiale de probabilité de présence pour les pho-
tons entre un point de détection et un point d’injection laser permettant de relier par une
matrice les mesures aux paramètres du milieu. La reconstruction permet quant à elle de
trouver les variations de μa et μs (Δμa et Δμs) dans le milieu par rapport à des valeurs
moyennes de fond.
5.2 Preuve de concept pour l’imagerie intrinsèque
L’algorithme développé ici dépend de la sensibilité des EPAT aux propriétés optiques du
milieu. Dans cette section, l’eﬀet de variations de μs et de μa sur les EPAT intrinsèques
sera observé. Ceux-ci serviront à extraire la carte spatiale d’un paramètre intrinsèque
du milieu, en l’occurence ici la vitesse de propagation des ondes diﬀuses. La preuve de
concept se fera dans un premier par des simulations Monte Carlo sur Digimouse. Ensuite,
des mesures seront eﬀectuées sur un mire optique.
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5.2.1 Simulations Monte Carlo
Les diﬀérentes simulations ont été eﬀectuées sur le maillage de Digimouse en changeant
les propriétés optiques des reins (μs et μs). L’objectif ici est de tester la sensibilité des
fronts d’ondes aux variations des propriétés optiques du milieu.
Figure 5.3 Anneau de détection autour du modèle de souris (de 10◦ à 350◦ à
un rayon de 25 mm en bleu). La ﬂèche rouge rouge indique le point d’injection
laser pour les expériences décrites dans le texte. Les reins sont représentés en
magenta.
Une série de cinq expériences numériques par simulations MC a été eﬀectuée sur Di-
gimouse. Une expérience pour la souris homogène (μa = 0.02 mm−1, μs = 7.0 mm−1,
g = 0.9 et n = 1.37) servira de base de comparaison. Ensuite, les propriétés optiques des
reins ont été modiﬁées pour les 4 autres expériences : μ×2a = 0.04 mm−1, μ×5a = 0.10 mm−1,
μ×2s = 14.0 mm−1 et μ×5s = 35.0 mm−1.
Pour comparer l’eﬀet des variations dans les propriétés optiques, la ﬂuence est extraite
sur une tranche intersectant les 2 reins dans le plan x, z. Les EPAT sont calculés dans le
milieu à partir de la ﬂuence pour obtenir les fronts d’ondes dans le milieu. Pour simuler
les sinogrammes d’EPAT à la surface de la souris, une série de détecteurs est placée à un
rayon de 25 mm autour de Digimouse de 10◦ à 350◦ (ﬁg. 5.3). Le laser est injecté selon
l’axe −x en un point indiqué par une ﬂèche rouge sur la ﬁg. 5.3. Le point d’injection à la
surface de la souris se trouve en (4.42, 60.50, 10.95). La ﬁg. 5.3 montre la géométrie pour
l’acquisition des sinogrammes d’EPAT qui sont obtenus par seuillage : l’excitation lumi-
neuse étant temporellement une impulsion de Dirac, les courbes près du point d’injection
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sont extrêmement courtes (entre 5-10 incréments de temps) et la méthode NCFD avec le
décalage en temps ne permet pas d’obtenir un temps d’arrivée stable pour de si courtes
impulsions. Pour la suite du chapitre, on obtient les EPAT en utilisant un seuillage à 25%
du maximum (sur les simulations MC seulement).
La ﬁg. 5.4 compare les TPSF extraites pour chaque expérience à un angle de 250◦ (co-
ordonnées du point de détection associé données par (21.59, 60.50, 20.44)). Les fronts
montants de la courbe de référence (gris) et des courbes avec les variations de μa (mauve
et cyan) sont quasi-identiques : les EPAT seront donc insensibles aux variations de μa.
Cependant, dans le cas d’une variation de μs (bleu et vert), un changement majeur dans
les fronts montants est observable : les courbes s’étalent et les EPAT seront retardés.
La ﬁg. 5.5(a) montre les sinogrammes d’EPAT pour les diﬀérentes expériences. On re-
marque que seule une variation de μs eﬀecte les sinogrammes d’EPAT. La ﬁg. 5.5(b) illustre
les variations entre le sinogramme de référence (gris) et les 4 autres expériences : les varia-
tions sont importantes pour un changement de μs (bleu et vert) et quasi-inexistantes pour
μa (cyan et mauve). Pour les courbes bleu et verte de la ﬁg. 5.5(b), on peut clairement
voir une augmentation du temps d’arrivée à la position angulaire des reins.
La ﬁg. 5.6 représente les fronts d’ondes diﬀus pour chacune des simulations. Chaque front
est séparé de 30 ps. Pour chaque ﬁgure, on superpose les fronts extraits de l’expérience de
référence (gris). On constate qu’en (a) et (b), pour des variations de μa, les fronts d’ondes
ne se déforment pratiquement pas lors du passage dans les reins (maillage rouge). Dans le
cas du changement de μs ((c) et (d)), on voit clairement les fronts ralentir dans les reins
et être retardés. En conclusion, une variation de μa n’a pas d’impact sur la progression du
front tandis qu’une variation de μs aura un impact notable.
La sensibilité des EPAT aux variations de μs est mise en évidence. Il devient ainsi poten-
tiellement possible de reconstruire une carte des vitesses à partir de diﬀérentes projections
d’EPAT d’un milieu donné à la manière des algorithmes de CT en utilisant comme point
de départ les sinogrammes d’EPAT ; c’est l’objet des sections qui suivent.
5.2.2 Mise en évidence expérimentale
Pour valider expérimentalement, une mire cylindrique de 25 mm de diamètre remplie d’In-
tralpid 48:1 V/V est utilisée. Des inclusions cylindriques en verre y sont insérées (ﬁg. 5.7).
Les inclusions de type « A » ont 14.70 mm de diamètre avec une épaisseur de 1.17 mm et
celles de type « B » 9.70 mm avec une épaisseur de 0.90 mm. Les inclusions de type « C »,
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Figure 5.4 TPSF extraites à 250◦ : référence (gris), μ×2a (cyan), μ×5a (mauve),
μ×2s (bleu) et μ×5s (vert). (a) Vue d’ensemble. (b) Vue rapprochée.





































Figure 5.5 Sinogrammmes d’EPAT extraits : référence (gris), μ×2a (cyan), μ×5a
(mauve), μ×2s (bleu) et μ×5s (vert). (a) Sinogrammes. (b) Diﬀérence entre les
sinogrammes et la référence.
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(a) (b)
(c) (d)
Figure 5.6 Fronts d’ondes diﬀus extraits par seuillage. Les fronts d’ondes de
référence sont en gris. Chaque front est séparé de 30 ps. Les reins sont représentés
par le maillage rouge et la lumière laser est injectée du point rouge : (a) μ×2a ,
(b) μ×5a , (c) μ×2s et (d) μ×5s .
« D » et « E » ont 4.95 mm de diamètre avec une épaisseur de 0.45 mm. Elles peuvent être
remplies de diﬀérentes solutions pour simuler les hétérogénéités.
La ﬁg. 5.8 montre les résultats avec une inclusion placée en « A3 ». Une seule projection est
prise à un angle de 180◦ avec les détecteurs de −150◦ to 150◦. Une courbe de référence a été
prise avec le cylindre principal contenant seulement de l’Intralipid 48:1 V/V (en rouge).
Ensuite, une deuxième courbe a été prise avec l’inclusion en « A3 » contenant elle aussi
de l’Intralipid 48:1 V/V pour avoir la contribution du verre (cyan) ; la diﬀérence est alors
minime. Ensuite diﬀérentes concentration d’Intralipid ont été utilisées : 24:1 V/V (bleu),
96:1 V/V (magenta) et avec de l’air (jaune) : rappelons que plus le ratio est élevé, plus











Figure 5.7 Vue de dessus de la mire utilisée dans les expériences. Les inclusions
de type « A » ont 14.70 mm de diamètre avec une épaisseur de 1.17 mm et celles
de type « B » 9.70 mm avec une épaisseur de 0.90 mm. Les inclusions de type
« C », « D » et « E » ont 4.95 mm de diamètre avec une épaisseur de 0.45 mm.
l’Intralipid est dilué, donc la solution est moins diﬀusante. On peut facilement constater
que plus le milieu est diﬀusant, plus les EPAT sont longs.
Ainsi, on conclue que les EPAT sont sensibles aux variations des propriétés optiques du
milieu. La mise en évidence a été faite autant par simulation numérique qu’expérimenta-
lement.
5.3 Formulation mathématique
Avec la conﬁguration actuelle du tomographe, le traçage de rayons (ray tracing) peut être
comparé à une conﬁguration en faisceau (fan-beam). On considèrera ici que les premiers
photons suivent en bonne approximation des trajectoires balistiques. À l’aide de la ﬁg. 5.9,
le temps mesuré aux détecteurs D est fonction de la distance parcourue par le front d’onde
diﬀus du point d’injection laser L aux détecteurs D associés. On peut donc déﬁnir le temps
mesuré t comme étant la somme des distances parcourues dans chaque élement (dj) divisée
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Figure 5.8 a) Expérience pour la preuve de concept. L’inclusion « A3 » est
remplie de diﬀérente concentration d’Intralipid. Le laser est injecté à la ﬂèche
rouge et la détection se fait autour du milieu (ﬂèche bleue). b) Sinogrammes
d’EPAT avec un milieu d’Intralipid 48:1 V/V avec l’inclusion « A3 » à 0◦. En
rouge, courbe de référence (tout le milieu est rempli d’Intralipid 48:1 V/V).
En cyan, on ajoute l’inclusion en verre remplie d’Intralpid 48:1 V/V. En bleu,
l’inclusion est remplie d’Intralipid 24:1 V/V, magenta de 96:1 V/V et en jaune,
l’inclusion est remplie d’air.
On construit une matrice de distances parcourues dans chaque élément (triangle) du
maillage en utilisant un algorithme de traçage de rayons pour tous les couples laser-
détecteur. D’autres méthodes pourraient venir incorporer les contributions d’autres parties
de la courbe (comme Feld l’a fait avec les fonctions de Green). On aura alors un vecteur
pour les EPAT (t), une matrice rectangulaire pour la matrice des distances (D) et enﬁn un
second vecteur pour l’inverse des vitesses de propagation (b), N étant le nombre d’éléments
dans le milieu et M le nombre de mesures. On peut alors écrire l’équation suivante
t = D ·b, (5.2)
avec
t = [t0...tM ]
T , (5.3)
D =
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Figure 5.9 Le laser est injecté en L. Les points de détection D1 à D11 sont en
bleu. Pour chaque mesure, une ﬂèche est tracée entre le point d’injection laser et
le point de détection associé. Chaque rayon est alors intersecté avec le maillage
(vert) et la distance traversée dans chacun des triangles est calculée pour former
la matrice de poids.
On pourra trouver la solution en inversant la matrice D :
b = D−1 · t. (5.6)
On arrive alors à poser le problème de reconstruction comme un problème de solution d’un
ensemble d’équations linéaires (comme pour les methodes algébriques en CT). Diﬀérentes
méthodes de reconstruction algébriques pourront éventuellement être utilisées pour obtenir
la carte des vitesses, ici on se limitera à un approche simple.
5.4 Résultats
Aﬁn de valider la méthode proposée, diﬀérentes conﬁgurations 2D ont été testées avec
ou sans inclusion (ﬁg. 5.7). Pour toutes les expériences, les données proviennent d’une
seule tranche (2D). Le laser est injecté de 72 endroits répartis sur 360◦. Les détecteurs
sont déplacés de 20◦ à 340◦ à un pas de 2◦. Un total de 11 572 EPAT sont utilisés par
reconstruction. Le milieu est rempli d’Intralipid 48:1 V/V.
Une première étape est de valider la méthode avec un milieu homogène ; aucune inclusion
n’est insérée dans le cylindre. La ﬁg. 5.10(a) montre les sinogrammes obtenus lors de la
prise de mesures. Les courbes diﬀèrent en fonction du point d’injection de la lumière laser.
Puisque le milieu est homogène et symmétrique angulairement, on s’attendrait à obtenir
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Figure 5.10 (a) Sinogrammes obtenus expérimentalement pour le milieu ho-
mogène. (b) Diﬀérence entre le sinogramme de référence (φ = 0◦) et les autres
sinogrammes mesurés.
une série de sinogrammes identiques. Toutefois, ce n’est pas le cas : la ﬁg. 5.10(b) montre
l’écart entre les sinogrammes et un sinogramme de référence (φ = 0◦). Les variations
d’EPAT, de l’ordre de la dizaine de picosecondes, sont dues à un certain jeu dans les
composantes mécaniques du tomographe : l’erreur est fonction de la position angulaire de
l’objet et de l’angle de détection. Une étape de calibration est donc nécessaire pour obtenir
le décalage temporel absolu ainsi que la contribution du montage expérimental : t0(φ, θ)
sera fonction de la position de détection θ et de la position de l’injection du laser φ. Puisque
le milieu est homogène, on assumera une vitesse de propagation constante. Il suﬃt alors
pour chaque EPAT de calculer la distance parcourue par l’impulsion lumineuse (distance
entre le point d’injection de la lumière laser et le point de détection), de diviser par la
vitesse et de soustraire le EPAT mesuré : t0(φ, θ) = D(φ, θ)/v− tm(φ, θ) avec la vitesse de
propagation v et D(φ, θ) la distance parcourue par l’impulsion et tm(φ, θ) le EPAT mesuré.
On trouve alors la correction à appliquer aux EPAT en fonction de la position d’injection
laser et du point de détection (ﬁg. 5.11). Cette étape n’est eﬀectuée qu’une seule fois.
Pour la reconstruction comme tel, le milieu est modélisé par un maillage triangulaire de 513
éléments. Avec les équations développées à la section 5.3, on résoud les équations linéaires
en formulant un problème d’optimisation linéaire sous contrainte qu’on résoud avec un
algorithme trust-region-reﬂective (routine lsqlin sous Matlab). La ﬁg. 5.12(a) montre la
carte reconstruite pour le milieu homogène. On extrait ensuite les contours pour faciliter
la visualisation (ﬁg. 5.12(b)). La vitesse reconstruite est eﬀectivement homogène et située
entre 54.5 mm/ns et 55.5 mm/ns. On veut maintenant étudier l’eﬀet d’hétérogénéités
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Figure 5.11 Résultat de la calibration : un décalage temporel fonction de φ
et de θ. Le décalage varie −2.39 ns à −2.12 ns avec une valeur moyenne de
−2.20 ns.
sur la carte des vitesses : la ﬁg. 5.13 montre une reconstruction en utilisant l’inclusion
« A3 » remplie d’air (a) et d’Intralipid 24:1V/V (c) ; les parties (b) et (d) montrent les
sinogrammes correspondants. Il est facile de voir sur les reconstructions les variations de
vitesses de propagation. Dans les deux cas, la vitesse est toujours autour de 55.0 mm/ns
sauf à la position de l’inclusion. L’inclusion remplie d’air a une vitesse de 73.5 mm/ns
tandis que l’inclusion d’Intralipid 24:1V/V est à 50.2 mm/ns. Dans le cas de l’air, on se
serait attendu à ce que l’augmentation de vitesse soit beaucoup plus marquée (environ
10 fois). Toutefois, on se retrouve avec une augmentation de 1.34. On peut supposer que
le contraste se perd en partie dans le processus de diﬀusion : bien que les photons les
plus rapides soient utilisés pour déterminer les temps d’arrivée, ce ne sont pas des photons
ayant suivis une trajectoire balistique. Pour l’inclusion à 24:1V/V, puisqu’on double μs, on
s’attend à une diminution de vitesse d’environ 1.5 (section 4.1.1) : la réduction n’est que de
1.09. Dans ce cas, l’inclusion ayant une paroi de verre de 0.5 mm, cette dernière contribue
à augmenter la vitesse de propagation : le contraste est un peu plus faible qu’attendu dû à
cet artéfact. On obtient des résultats similaires en utilisant l’inclusion « E5 ». La ﬁg. 5.14
montre en (a) une vitesse de 58.5 mm/ns dans l’inclusion à 96:1V/V (une augmentation
de 1.06) et en (b) une vitesse de 51.2 mm/ns à 12:1V/V (une diminution de 1.07).
La ﬁg. 5.15 montre des reconstructions avec 2 et 3 inclusions. La ﬁg. 5.15(a) avec les inclu-
sions « A2 » remplie d’Intralipid 96:1 V/V et « A3 » d’Intralipid 24:1 V/V. La vitesse pour
le milieu est toujours à environ 55.0 mm/ns. L’inclusion à 96:1 V/V est à 62.7 mm/ns et
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Figure 5.12 (a) Carte des vitesses obtenue pour le milieu homogène sur le
maillage triangulaire original. (b) Cartes des vitesses lissées avec extraction des
contours.
celle à 24:1 V/V est à 50.7 mm/ns. La ﬁg. 5.15(c) avec les inclusions « B1 » remplie d’In-
tralipid 12:1 V/V, « B2 » remplie d’Intralipid 96:1 V/V et « E6 » d’Intralipid 96:1 V/V. La
vitesse reconstruite pour le milieu en général est encore d’environ 54.8 mm/ns. L’inclusion
« B1 » est à 48.6 mm/ns, « B2 » à 60.3 mm/ns et « E6 » est 56.3 mm/ns. Les ﬁg. 5.15(b)
et ﬁg. 5.15(d) présentent les sinogrammes correspondants aux expériences (a) et (c). Dans
tous les cas, on peut clairement distinguer les inclusions de par les variations de vitesses
sur la carte reconstruite : la méthode est validée et oﬀre un nouveau type de contraste en
DOT.
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Figure 5.13 (a) Carte des vitesses reconstruite avec l’inclusion « A3 » rem-
plie d’air. (b) Sinogrammes d’EPAT correspondant à (a). (c) Carte des vitesses
reconstruite avec l’inclusion « A3 » remplie d’Intralipid 24:1 V/V. (d) Sino-
grammes d’EPAT correspondant à (c).






























































Figure 5.14 (a) Carte des vitesses reconstruite avec l’inclusion « E5 » remplie
d’Intralipid 96:1 V/V. (b) Carte des vitesses reconstruite avec l’inclusion « E5 »
remplie d’Intralipid 12:1 V/V.
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Figure 5.15 (a) Carte des vitesses reconstruite avec les inclusions « A2 » rem-
plie d’Intralipid 96:1 V/V et « A3 » d’Intralipid 24:1 V/V. (b) Sinogrammes
d’EPAT correspondant à (a). (c) Carte des vitesses reconstruite avec les inclu-
sions « B1 » remplie d’Intralipid 12:1 V/V, « B2 » remplie d’Intralipid 96:1 V/V
et « E6 » d’Intralipid 96:1 V/V. (d) Sinogrammes d’EPAT correspondant à (c).
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5.5 Méthode alternative avec moments d’ordre 1
La méthode permet de reconstruire des cartes des vitesses pour la propagation des ondes
diﬀuses qui pourront être utilisées pour la localisation d’inclusions ﬂuorescentes avec les
méthodes précédemment décrites. Les vitesses de propagation des EPAT étaient nécessaires
pour la localisation d’inclusions en ﬂuorescence. Cependant, la méthode par EPAT ne
permet pas d’imager des variations de μa qui est souvent un contraste de grand intérêt
pour dans les tissus biologiques (injection d’un marqueur). Une expression pour la vitesse
de propagation dans les milieux diﬀusants en utilisant le moment d’ordre 1 des TPSF a




avec la constante de diﬀusion D = (3μ′s + 3μa)−1, le coeﬃcient de diﬀusion réduit
μ′s = μs(1− g), l’anisotropie g et cn la vitesse de la lumière dans le milieu. En regardant
l’équation 5.7, on remarque que la vitesse sera sensible à une variation de μa dans le
milieu : une augmentation de μa devrait résulter en une augmentation de la vitesse ou
encore d’une diminution du temps d’arrivée : en changeant la manière d’assigner le temps
d’arrivée (ici on considérerait le premier moment), on pourrait ajouter de la sensibilité au
paramètre μa, ce qui n’a pas encore été fait.








































































Figure 5.16 (a) Vitesse de propagation en fonction de μa (0.02 à 0.10 mm−1).
(b) Vitesse de propagation en fonction de μs (5 à 25 mm−1). (c) Vitesse de
propagation en fonction de μa et de μs.
En utilisant les paramètres utilisé sur Digimouse en simulation MC (μa = 0.02 mm−1,
μs = 7.0 mm−1, g = 0.9 et n = 1.37), on tracera la vitesse v en fonction d’une variation de
μa (ﬁg. 5.16(a)), de μs (ﬁg. 5.16(a)) et une variation μa et μs combinée (ﬁg. 5.16(c)). Pour
une augmentation de μa de 0.02 à 0.10 mm−1, la vitesse passe de 42.11 à 89.34 mm/ns :
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une augmentation de 2.12 pour une augmentation de μa d’un facteur 5. Pour une augmen-
tation de μs de 5 à 25 mm−1, la vitesse passe de 49.56 à 22.51 mm/ns : une diminution de
2.20 pour une augmentation de μs d’un facteur 5. Pour la variation combinée (ﬁg. 5.16(c)),
la vitesse varie de 22.51 à 103.24 mm/ns : une variation de 4.59. Dans le cas des premiers
moments, on ne peut plus parler des premiers photons, puisque le temps d’arrivée moyen se
situe typiquement passé le maximum de la courbe. Deux simulations MC ont été rajoutées






































Figure 5.17 TPSF extraites à 180◦ : référence (gris), μ×2a (magenta) et μ×2s
(rouge). (a) Vue d’ensemble. (b) Vue rapprochée.
pour des milieux homogènes : μa = 0.02 mm−1 (magenta) et μs = 14.0 mm−1 (rouge). On
étudiera les TPSF mesurées à des positions diamétralement opposées au point d’injection
de la lumière laser, soit à 180◦. La ﬁg. 5.17 montre les trois TPSF : on remarque que com-
paré à la référence (grise), la TPSF pour μ×2a a son maximum légèrement plus tôt, mais la
diﬀérence principale est dans la queue de la courbe qui est aﬀaissée (de là vient principa-
lement la sensibilité à μa). Si on étudie la question en fonction du temps d’arrivée moyen
(premier moment), le temps moyen sera plus court puisque moins de photons arrivent
tard (ils sont absorbés), même si le front montant de la courbe demeure quasi-identique
(jusqu’à environ 25% de l’amplitude de la TPSF). Dans le cas de μ×2s , toute la courbe
est décalée et étalée, le temps moyen d’arrivée sera évidemment alongé. Si on regarde les
sinogrammes des temps d’arrivée (ﬁg. 5.18), on remarque une sensibilité aux variations
non seulement de μs, mais aussi de μa maintenant. Les ﬁg. 5.18(a) et (b) montrent les
fronts d’ondes extraits pour ces milieux homogènes respectivement pour μ×2a (magenta) et
μ×2s (rouge). La ﬁg. 5.18(c) montre la progression du front le long des ﬂèches bleues : dans
le cas d’une augmentation de μa, la vitesse augmente et inversement, dans le cas d’une
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Figure 5.18 Sinogrammmes extraits avec les premiers moments : référence
(gris), μ×2a (magenta), μ×2s (rouge). (a) Sinogrammes. (b) Diﬀérence entre les
sinogrammes et la référence.
augmentation de μs, la vitesse diminue. En comparant les vitesses obtenues avec celles de
l’expression pour des cas homogènes on peut conﬁrmer la validité de l’équation.
Les pentes des droites de la ﬁg. 5.18(c) représentent les vitesses de propagation des ondes
diﬀuses : 48.35 mm/ns (référence), 59.52 mm/ns (μ×2a ) et 31.66 mm/ns (μ×2s ). On peut
donc comparer ces vitesses à celles obtenues par l’équation 5.7 : 42.14 mm/ns (référence),
58.78 mm/ns (μ×2a ) et 30.01 mm/ns (μ×2s ). Les résultats sont près de la théorie et l’écart
est probablement dû aux eﬀets de bord : le modèle de souris étant très petit, ces eﬀets
sont plus présents. L’intérêt de cette équation réside dans le lien qu’elle établit entre la
vitesse de propagation reconstruite et les propriétés optiques du milieu. Si on recalcule les
sinogrammes pour les expériences en simulations MC précédentes (sous-section 5.2.1), on
trouve alors que les sinogrammes présentent une sensibilité aux variations de μa tel que
prédit dans l’équation de Da Silva.
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Figure 5.19 Fronts d’ondes diﬀus extraits par seuillage. Les fronts d’ondes de
référence sont en gris. Chaque front est séparé de 15 ps. La lumière laser est
injectée du point rouge et la détection est au point bleu. (a) Homogène μ×2a . (b)
Homogène μ×2s . (c) Droites distances/temps extraites le long de la ﬂèche bleue.





































Figure 5.20 Sinogrammmes des temps d’arrivée extraits avec les premiers mo-
ments des TPSF : référence (gris), μ×2a (cyan), μ×5a (mauve), μ×2s (bleu) et μ×5s
(vert). Les sinogrammes d’EPAT obtenus par seuillage sont aﬃchés en pointillé.
(a) Sinogrammes. (b) Diﬀérence entre les sinogrammes et la référence.
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5.6 Discussion
Ce chapitre a introduit une nouvelle approche de reconstruction en DOT exploitant les
EPAT. La méthode permet d’exploiter l’information contenue dans les signaux tempo-
rels aﬁn d’obtenir un nouveau contraste : une carte de la vitesse propagation des fronts
d’ondes diﬀus dans un milieu hautement diﬀusant et hétérogène. Déterminer les vitesses
de propagation pour des milieux diﬀusant, et ce sans passer par une expérience de cali-
bration, devient intéressant pour les algorithmes présentés au chapitre 4. Une preuve de
concept a d’abord été eﬀectuée pour mettre en évidence numériquement (par simulations
MC) et expérimentalement que les EPAT sont bel et bien sensibles aux variations de μs ;
appuyant l’hypothèse que les hétérogénéités d’un milieu diﬀusant ont un impact sur les
sinogrammes d’EPAT extraits des TPSF. La sensibilité des temps d’arrivée extraits par
les premiers moments [Da Silva et al., 2010] aux variations de μa et μs a elle aussi été
établie, ouvrant ainsi la voie à un nouveau constraste en imagerie optique diﬀuse. Une
approche ART a été utilisée pour reconstruire la carte des vitesses, similairement à des
méthodes utilisées en CT avec une conﬁguration en faisceau. Par rapport aux avenues
explorées en DOT [Dehghani et al., 2009b; Arridge et Schotland, 2009], la méthode propo-
sée ici est facile à implémenter, rapide à exécuter. Elle oﬀre également un bon contraste.
Ici encore, la carte des vitesses (dépendante de μa et μs) pourrait être utilisée comme
point de départ à des algorithmes de reconstruction itératifs [Arridge et Schotland, 2009].
Des résultats en 2D ont ensuite été présentés pour diﬀérentes conﬁgurations d’inclusions.
Les résultats permettent la localisation des inclusions en plus de donner une estimation
de leurs propriétés optiques. Un article présentant cette approche novatrice publié dans
Optic Letters [Pichette et al., 2014].
CHAPITRE 6
CONCLUSION
La thématique centrale de la présente thèse est l’exploitation des premiers photons dé-
tectés lors de mesures optiques dans le domaine temporel à des ﬁns d’imagerie dans des
milieux hautement diﬀusants. Deux types d’imagerie ont été considérées, soit l’imagerie de
ﬂuorescence, plus spéciﬁquement d’inclusions ﬂuorescentes, et l’imagerie intrinsèque d’un
milieu diﬀusant via la vitesse de propagation de fronts d’ondes diﬀus. Nous revenons dans
ce qui suit sur les algorithmes développés dans cette thèse pour ces deux types d’imagerie,
ainsi que sur les contributions associées.
6.1 Algorithmes pour imagerie de ﬂuorescence
Une approche de localisation a été développée pour déterminer la position d’une pluralité
d’inclusions ﬂuorescentes ponctuelles discrètes dans un milieu hautement diﬀusant. Les
algorithmes de cette approche exploitent des mesures TD (FTPSF) acquises par un scanner
optique pour l’imagerie sur petits animaux conçu au laboratoire TomOptUS. Les temps
d’arrivée des premiers photons (EPAT) sont extraits des FTPSF en utilisant la méthode
NCFD. Les EPAT déﬁnissent des lieux géométriques (ovales en 2D et ovoïdes en 3D)
dans lesquels les inclusions ﬂuorescentes devraient se trouver. À l’aide de simulations
Monte Carlo utilisées comme modèle direct, il a été montré que ces lieux géométriques
sont une bonne approximation de la position des inclusions. Ces lieux permettent ainsi la
construction de cartes de probabilité de présence où les maxima correspondent à la position
des inclusions. Des résultats avec des données simulées et expérimentales démontrent que
l’algorithme permet de retrouver avec précision la positions de plusieurs inclusions : l’erreur
est typiquement en deça de 2 mm en 3D. Les cas de ﬂuorescence d’arrière-plan et du
photoblanchiement ont aussi été considérés : l’approche demeure valide dans les deux cas.
Des approches semblables ont été présentées dans la litérature. Toutefois, ici plusieurs
inclusions peuvent être localisées et ce, sans que, leur nombre ne soit connu a priori. En
principe, il n’y a pas de limite au nombre d’inclusions qui peuvent être imagées par cette
technique. Toutefois, lorsque des inclusions sont séparées de 1-2 mm, il devient diﬃcile
de les distinguer. Aussi, il faut noter que pour certaines conﬁgurations géométrique, une
inclusion peut être cachée par les autres, ce qui rendra sa localisation diﬃcile, voire im-
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possible. Un exemple serait une inclusion entourée d’autres inclusions. On ne détecte que
les temps d’arrivée les plus courts : l’inclusion centrale n’aura pas de contribution sur les
sinogrammes d’EPAT mesurés puisque son temps d’arrivée ne sera jamais le plus court.
Elle demeurera indétectée. Dans ce cas, il n’est pas possible d’obtenir un EPAT pour l’in-
clusion centrale puisque les photons des autres inclusions arriveront toujours plus tôt aux
lieux de détection situés en périphérie de l’objet. Une façon de contouner cette diﬃculté
serait de soustraire des FTPSF la contribution des inclusions localisées et de refaire une
localisation avec les TPSF résiduelles. C’est une avenue qui devra être investiguée dans
des travaux futurs.
Un des points fort de l’algorithme développé ici est sa rapidité d’exécution (de 10 à 20 s
pour obtenir une carte de localisation en utilisant du code Matlab non-optimisé) compa-
rativement aux approches utilisant des algorithmes itératifs basé sur un modèle de propa-
gation (MoBIIR - model-based iterative image reconstruction) qui elles peuvent prendre de
quelques minutes à plusieurs heures pour obtenir une image, même en utilisant du code
hautement optimisé sur processeur graphique (GPU - graphic processing unit) [Wang et al.,
2013]. Même si les cartes de localisation ne sont pas aussi complètes que les images obte-
nues par MoBIIR, les cartes peuvent être obtenues presqu’en temps réel sous Matlab et
le temps réel avec un eﬀort d’optimisation est envisageable, en utilisant par exemple le
langage C/C++ plutôt que Matlab. L’approche développée pourrait éventuellement être
utilisée comme première approche de reconstruction et fournir à l’usager de l’information
à savoir s’il devrait ou non poursuivre la reconstruction d’image avec une approche plus
exhaustive par le biais d’un algorithme tomographique complet.
Il sera intéressant dans le futur de développer notre approche pour des applications
concrètes, notamment sur les petits animaux où des marqueurs ﬂuorescencent sont utilisés
pour cibler des organes spéciﬁques qui pourraient alors être considérés comme des inclu-
sions ﬂuorescentes. Le problème de l’obtention de la concentration du ﬂuorophone ou du
FLT n’a pas encore été étudié. Puisque dans plusieurs applications ces paramètres sont
certainement importants (en particulier la concentration), il sera intéressant dans le futur
de s’y attarder. À partir du moment où les inclusions sont localisées, des approches déve-
loppée dans [Hall et al., 2004; Han et Hall, 2008] pourraient être utilisées pour quantiﬁer la
concentration du ﬂuorophore ou le FLT. Tel que décrit dans [Hall et al., 2004], obtenir une
quantiﬁcation ou une quantiﬁcation relative de la concentration requière premièrement de
connaître la profondeur d’une inclusion, ce que notre approche peut faire avec précision.
Une fois cette étape franchie, il est possible de calibrer la relation entre la concentration
absolue et la profondeur en utilisant des mesures CW (intégrale des FTPSF). Tel que
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discuté dans [Hall et al., 2004], une telle calibration pourrait être diﬃcile à obtenir in
vivo. On ne pourra alors qu’obtenir la concentration relative (en unités arbitraires) d’une
inclusion en utilisant l’intensité de son émission CW ; dans ce cas, on pourra seulement
dire qu’une inclusion est plus concentrée qu’une autre.
Finalement, l’algorithme proposé pourrait être utilisé pour générer de l’information a priori
pour des algorithmes tomographiques de reconstruction d’image plus complexes. Une telle
information pourrait se traduire en une carte des régions pouvant contenir des sources, ce
qui réduirait la dimensionalité du problème inverse pour la quantiﬁcation des concentra-
tions de ﬂuorophore, et/ou en un meilleur estimé initial de la solution (initial guess) qui
permettrait d’accélérer la convergence et d’améliorer l’image reconstruite. Aussi, il serait
intéressant d’investiguer si l’étalement des pics sur les cartes de densité pourraient être
corrélés avec les dimensions spatiales d’une inclusion étendue et ﬁnie. Deux cas peuvent
être considérés : 1) Des cibles complètement distribuées, tel qu’un ﬂuorophore diﬀusé dans
le milieu, où aucune frontière ne peut être déﬁnie clairement (la frontière est plutôt dans
ce cas un gradient de la concentration) ; 2) Des cibles ﬁnies avec des frontières clairement
déﬁnies, tel qu’un ﬂuorophore très spéciﬁque qui irait se concentrer dans un organe en
particulier où le gradient de concentration à la frontière serait très fort. Dans le premier
cas, il apparaît diﬃcile d’imager la distribution de ﬂuorescence en utilisant les EPAT. Pour
le second cas, toujours avec l’utilisation d’EPAT, il serait possible de détecter la surface
de la cible étendue puisque les premiers photons détectés seront ceux émis à la surface de
l’objet. Les pics seraient alors spatialement plus étendus sur les cartes de densité de pré-
sence ; il serait alors possible de faire correspondre l’étalement des pics avec les dimensions
des inclusions. Le cas des cibles étendues a été indirectement discuté dans [Han et Hall,
2008] où une inclusion cylindrique relativement grosse (diamètre de 15 mm et hauteur
de 8 mm) a été utilisée. Il a alors été conclu que la surface du dessus a été détectée (un
système de type épi-illumination détectant la lumière rétro-diﬀusée a été utilisé).
Les algorithmes développés en ﬂuorescence se distinguent à plusieurs niveaux : sur le
nombre d’inclusions localisées, la profondeur à laquelle elles se trouvent, l’étude de géomé-
trie complexe par simulation de Monte Carlo, la considération de la ﬂorescence d’arrière
plan et aussi de par le système d’acquisition utilisé. Si l’on compare aux autres groupes
travaillant sur des données résolues en temps et qui ont eux aussi développé leurs propres
approches de localisation permettant entre autre d’établir la profondeur d’inclusions ﬂuo-
rescentes [Wu et al., 1995, 1997; Hall et al., 2004; Han et Hall, 2008; Laidevant et al., 2007;
Da Silva et al., 2010], on constate que :
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1. La localisation d’une pluralité d’inclusions constitue une contribution notable au
domaine, et ce, sans qu’aucune information a priori ne soit utilisée, contrairement
aux travaux similaires [Laidevant et al., 2007; Da Silva et al., 2010] ;
2. La profondeur des inclusions localisées peut aller jusqu’à 1.5 cm comparativement
aux travaux de Laidevant où cette distance est approximativement de 0.5 cm [Lai-
devant et al., 2007; Da Silva et al., 2010] : au triple de la profondeur tel que rendu
possible ici, les signaux obtenus sont beaucoup plus faible et cela constitue un déﬁ
considérable ;
3. Des résultats sont présentés en présence de ﬂuorescence de fond qui constitue un
facteur important à considérer dans le cas d’applications réelles [Wu et al., 1997] :
la concentration de ﬂuorophore dans le milieu a été augmentée au point où le signal
d’arrière-plan était supérieur en amplitude aux signaux provenant des inclusions
prouvant la robustesse de l’algorithme ;
4. Une méthodologie pour simuler la propagation des fronts d’ondes lumineux en milieu
diﬀusant a été mise en oeuvre pour des milieux hétérogènes à géométrie complexe :
ces résultats n’avaient pas été obtenus pour des mesures résolues en temps puisque
les calculs sont très demandant numériquement (400 milliards de photons par simu-
lation). Ces simulations ont servi à soutenir et valider les hypothèses formulées pour
les travaux de la présente thèse ;
5. Les données expérimentales utilisées autant en intrinsèque qu’en ﬂuorescence se dis-
tinguent de celles des autres groupes puisqu’elles sont prises sans contact à la surface
de l’objet à imager plutôt qu’avec des ﬁbres en contact avec le milieu : ce qui est
signiﬁcativement moins limitant, en particulier dans le cas de l’imagerie des petits
animaux.
Avec ces considérations, le présent projet représente une contribution appréciable au do-
maine de la localisation de la ﬂuorescence à l’aide de mesures acquises dans le domaine
temporel.
6.2 Algorithmes pour imagerie intrinsèque
À la suite des travaux de localisation présentés en ﬂuorescence, les vitesses de propagation
des ondes diﬀuses dans les milieux diﬀusants deviennent importantes pour la localisation
des inclusions. Déterminer ces vitesses et ce, sans passer par une expérience de calibration,
devient avantageux. Dans une premier temps, des simulations Monte Carlo sur un modèle
réaliste de souris 3D sont venues montrer que les sinogrammes d’EPAT étaient sensibles
aux variations de μs et insensibles aux variations de μa. Une série de mesures expéri-
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mentales a ensuite été faite sur mire optique pour diﬀérentes concentrations d’Intralipid
(diﬀérents μs) pour venir appuyer les résultats de simulations numériques. En utilisant les
sinogrammes d’EPAT similairement à ceux qu’on obtient en CT, le problème de la recons-
truction d’une carte des vitesses a été ramené à un problème de reconstruction algébrique
(ART). Cela permet d’obtenir une carte spatiale de la vitesse de propagation des fronts
d’ondes diﬀus dans un milieu hautement diﬀusant en présence d’hétérogénéités. Le lien
avec l’algorithme par FBP appliqué au problème de la DOT par Colak et al. [Colak et al.,
1997] a été fait ; à la diﬀérence qu’on cherche ici à obtenir un contraste sur la vitesse de
propagation et non sur le coeﬃcient d’absorption μa.
La méthode proposée est facile à implémenter et rapide à exécuter en comparaison aux
avenues plus explorées en DOT [Dehghani et al., 2009b; Arridge et Schotland, 2009; Bouza-
Domínguez et Bérubé-Lauzière, 2012] qui font appel à des algorithmes itératifs utilisant
les éléments ﬁnis ou encore les diﬀérences ﬁnies pour résoudre le problème direct ainsi que
la minimisation d’une fonction coût. Des résultats en 2D (reconstruction par tranche) ont
ensuite été présentés pour diﬀérentes conﬁgurations d’inclusions. Les cartes des vitesses
obtenues permettent la localisation des inclusions en plus de donner une estimation de
leurs propriétés optiques, le tout en oﬀrant un bon contraste.
Dans leurs travaux, Da Silva et ses collaborateurs [Da Silva et al., 2010] dérivent une
expression pour la vitesse de propagation des ondes diﬀuses en fonction des propriétés
optiques dans le milieu (le coeﬃcient d’absorption μa, le coeﬃcient de diﬀusion μs, l’ani-
sotropie g et l’indice de réfraction n). Cette expression analytique pour la vitesse se base
sur des temps d’arrivée extraits en utlisant les moments d’ordre 1 des TPSF. Une série
de simulations MC a été eﬀectuée pour tester l’expression de la vitesse. On compare les
vitesses obtenues analytiquement à celles obtenues sur des simulations MC. On trouve que
les résultats numériques sont cohérents avec la théorie pour des variations de μs et de μa.
Ainsi, la sensibilité des temps d’arrivée extraits par des moments d’ordre 1 aux variations
de μa et μs a elle aussi été établie, ouvrant la voie à un nouveau constraste en imagerie
optique diﬀuse. La sensibilité aux variations de μa est important puisqu’il s’agit d’un des
contrastes principaux en DOT (contraste endogène lié à l’oxygénation sanguine et autres
chromophores et exogène lors de l’utilisation d’agents de contrastes exogènes). De plus,
ces cartes des vitesses (dépendantes de μa et μs) pourraient éventuellement être utilisées
comme point de départ à des algorithmes de reconstruction itératifs plus complexes pour
accélérer leur convergence et la qualité des reconstructions [Arridge et Schotland, 2009].
En conclusion, les temps d’arrivée extraits par la méthode NCFD (EPAT) dans le cas de
l’imagerie intrinsèque permettent la reconstruction de cartes de vitesses qui pourront être
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utilisée conjointement avec les méthodes de localisation par ovoïdes. Lorsqu’on utilise les
temps d’arrivée extraits des moments d’ordre 1 des TPSF, il devient possible de relier
analytiquement ces derniers aux propriétés intrinsèques du milieu : la carte des vitesses
reconstruite permettrait donc d’obtenir les propriétés optiques du milieu à partir des temps
de vol. Personne n’a reconstruit de telles cartes des vitesses à partir de sinogrammes
d’EPAT : cela en soit est une contribution importante au domaine avec les avantages
qui ont été précédemment mentionnés. La méthode décrite ouvre la voie à un nouveau
contraste en imagerie optique, soit celui de la vitesse des fronts d’ondes diﬀuses et pourra
aussi servir à la localisation de ﬂuorescence en milieu hétérogène. Au niveau des travaux à
venir, il faudra valider expérimentalement l’approche exploitant les moments d’ordre 1 des
TPSF. Des reconstructions pourront alors être eﬀectuées pour des inclusions présentant
des constrastes autant en diﬀusion qu’en absorption. La méthode pourra être utilisées sur
des géométries arbitraires ainsi que pour des reconstructions tridimensionnelles.
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We introduce a novel approach for localizing a plurality of discrete point-like fluorescent inclusions em-
bedded in a thick turbid medium using time-domain measurements. The approach uses early photon
information contained in measured time-of-flight distributions originating from fluorescence emission.
Fluorescence time point-spread functions (FTPSFs) are acquired with ultrafast time-correlated single
photon counting after short pulse laser excitation. Early photon arrival times are extracted from the
FTPSFs obtained from several source-detector positions. Each source-detector measurement allows
defining a geometrical locus where an inclusion is to be found. These loci take the form of ovals in
2D or ovoids in 3D. From these loci a map can be built, with the maxima thereof corresponding to
positions of inclusions. This geometrical approach is supported by Monte Carlo simulations performed
for biological tissue-like media with embedded fluorescent inclusions. To validate the approach, several
experiments are conducted with a homogeneous phantom mimicking tissue optical properties. In the
experiments, inclusions filled with indocyanine green are embedded in the phantom and the fluorescence
response to a short pulse of excitation laser is recorded. With our approach, several inclusions can be
localized with low millimeter positional error. Our results support the approach as an accurate, efficient,
and fast method for localizing fluorescent inclusions embedded in highly turbid media mimicking
biological tissues. Further Monte Carlo simulations on a realistic mouse model show the feasibility
of the technique for small animal imaging. © 2013 Optical Society of America
OCIS codes: (170.0170) Medical optics and biotechnology; (110.0113) Imaging through turbidmedia;
(170.6920) Time-resolved imaging; (170.5270) Photon density waves.
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1. Introduction
Optical molecular imaging, and specifically fluores-
cence imaging, has opened a path for clinical diagno-
sis, studying disease progression and physiology
as well as drug research [1–11]. In contrast to intrin-
sic imaging or diffuse optical tomography (DOT),
fluorescence light increases the measurement
sensitivity of experimental systems to specific biomo-
lecular targets or physiological processes [8]. In fluo-
rescence imaging, fluorescence DOT (FDOT) allows
obtaining tomographicmaps of the three-dimensional
(3D) distribution of the concentration of a fluorescent
agent [1,12,13]. FDOThasattracted strong interest in
recent years for small animal molecular imaging for
reporting specific biomolecular and cellular processes
in vivo [2,7,9]. Retrieving a full tomographic map of
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fluorescence in a turbid medium generally requires a
light propagation model (so-called forward model)
for predicting measurements of the light that has
propagated therein. Commonly used forward models
are the radiative transfer equation, the diffusion
equation (DE), and recently, the simplified spherical
harmonic equations [14–16]. Analytical solutions to
thesemodels are only available for simple geometries
and distributions of optical properties [17,18]. As
such, analytical solutions are very useful for valida-
tion purposes, but are of limited use for imaging com-
plex objects such as mice. Some approaches rely on
approximations and Green’s functions to compute
such predictions [19,20], while others use numerical
techniques for partial differential equations to di-
rectly solve the forwardmodel [16,21–23]. Algorithms
to recover full tomographicmaps closer in spirit to the
present work are those that exploit early gating of
time-domain signals [24–31]. In particular, [26,28]
clearly show that using early gate data improves
imaging resolution based on singular value analysis
and on experimental measurements on the photon
density sensitivity functions. Approaches that allow
retrieving full tomographicmaps require the solution
of large systems of equations and associated large
computation times compared to that presented here
(more on this below).
Distributions of fluorescent probes in biological tis-
sues are, however, commonly confined to specific or-
gans or regions where themolecular target is located,
taking the form of inclusions that can be assumed
point-like because of their small spatial dimensions
[32,33]. In addition, fluorescent sources can be con-
sidered as isotropic light emitters [34]. These facts
can be used to advantage to devise simpler and faster
algorithms for localizing fluorescence. Localizing
fluorescent inclusions is a problem of high interest
in biomedical optics with possible uses in small ani-
mal molecular imaging for disease development
studies and drug discovery [32,33,35], in prostate
cancer imaging [36], in breast tumor detection and
brain imaging [37,38]. In this work, time-domain
data [so-called time point-spread functions (TPSFs)]
are exploited in a geometrical approach for localizing
point-like fluorescence inclusions using early photon
arrival times. Monte Carlo simulations are con-
ducted for supporting the method, and experiments
for validating the approach are performed with an
optical phantom in which several fluorescent inclu-
sions are embedded. TD measurements of the fluo-
rescence emission are performed with a multiview
TD noncontact DOT scanner previously described
[39]. In short, our procedure is as follows: first, TD
measurements are made via time-correlated single
photon counting (TCSPC) electronics coupled with
photomultiplier tubes (PMTs). Next, early photon
arrival information is extracted from the measured
fluorescence TPSFs (FTPSFs) using a numerical
constant fraction discrimination (NCFD) technique.
This information is then fed to an image reconstruc-
tion algorithm that uses a geometrical constraint
linked to the arrival time of early photons. This con-
straint, that takes the form of the equation of an oval
in 2D or an ovoid in 3D (ellipse or ellipsoid in simpli-
fied cases), dictates possible locations where an
inclusion is to be found. Results demonstrate that
our approach allows accurate localization of a plural-
ity of inclusions in tissue-like media. This algorithm
is also very fast compared to model-based image
reconstruction (MOBIR) approaches that allow
obtaining full tomographic maps; localization maps
can be obtained in seconds, rather than minutes or
hours such as with full tomographic algorithms.
Speed can be a critical aspect in applications as
stressed in [36].
This work is rooted in previous work in our labo-
ratory [40–44]. Closest approaches previously devel-
oped by other groups to obtain depth information of
fluorescent inclusions from TD measurements are
those described in [33,35–38,45]. The present work
extends these in that our approach is able to localize
several fluorescent inclusions, which represents a
notable improvement. In particular, no prior infor-
mation on the possible inclusions locations is as-
sumed, as in [36,45]. Moreover, our measurements
are carried out on the surface of the object to be im-
aged, rather than inside, which is more convenient in
several situations, such as in small animal imaging
which is our main interest. We also do not assume an
infinite or semi-infinite medium. Indeed, finite
volume media are considered with possibly complex
geometries, and this is where Monte Carlo simula-
tions come into play as a validation tool. Further-
more, we demonstrate deeper probing down to
≈1.5 cm with respect to the source and detector, com-
pared to ≈0.5 cm in [36,45]. Similarly to [37,38], we
use early photon arrival times for localization, rather
than average arrival time (first moment of an
FTPSF). In these respects, the present work repre-
sents a significant step forward. We also present
results of our approach with the presence of back-
ground fluorescence, which is an important factor
to consider for real applications [38]. The outline of
the paper is as follows. Section 2 provides the moti-
vation for our approach. An overview of the scanner
and phantoms used to obtain experimental data,
along with a description of the methods (NCFD,
model for inclusion locus, Monte Carlo simulations,
and algorithm) are given in Section 3. Results
obtained on phantoms to demonstrate the validity
of the approach are presented in Section 4. A discus-
sion of the results obtained is given in Section 5, and
Section 6 concludes with a summary and avenues for
future work.
2. Motivation
A. Diffuse Photon Density Waves
Light propagation in thick scattering media can be
described in terms of diffuse photon density waves
(DPDWs) [12,46–48]. In particular, for an isotropic
point source located in a homogeneous medium,
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the DE’s solution takes on the form of a spherical
wave [12]. It has been demonstrated that DPDWs in-
terfere and refract as well as they diffract and scatter
from heterogeneities [12]. DPDWs have been exten-
sively used in imaging applications, including fluo-
rescence imaging [47]. To obtain a geometrical
representation of this process for fluorescence, we
can envision a tissue volume excited by external
short laser pulses and containing a point-like iso-
tropic fluorescent inclusion, see Fig. 1. At large dis-
tances r from the injection point of laser light (for
this, it is sufficient that r≫ ltr, where ltr is the trans-
port length [49]), the DPDW of the excitation light at
wavelength λex is described by a spherical wave
which reaches the fluorescent inclusion and contin-
ues its propagation through the medium. The transit
of the excitation light at the position of the inclusion
and absorption therein sets fluorescence on, and
there originates a secondary DPDW [the fluores-
cence DPDW (FDPDW)] at wavelength λfl (λfl > λex)
which also propagates through the medium as a
spherical wave. The arrival of the FDPDW is then
recorded at different detection points which will
see different arrival times due to their respective po-
sitions relative to the inclusion. From this geometri-
cal representation, a relationship can be obtained
between the time of arrival of the FDPDWat a detec-
tion position on the boundary of the object, the posi-
tion of the entry point of excitation light on that
boundary, and the position of the fluorescent inclu-
sion. In the next subsection, this relationship is
mathematically described.
B. Approach
Determining the arrival time of an FDPDW requires
measuring the arrival time of the first photons con-
tained therein, so-called early photons. Henceforth,
this time will be called the early photons arrival time
(EPAT). As depicted in Fig. 2, different delays con-
tribute to the measured arrival time of an FDPDW
[43,44]. Localizing an inclusion directly from
photon time-of-flights would require isolating the
propagation time (T3 in Fig. 2) from the inclusion
to the boundary points of the medium where the ex-
iting fluorescence light (T3) is measured. This is,
however, not possible; only the overall time spent
by optical signals inside the medium can ultimately
be measured (i.e., T2  T3). To account for this, and
since only the exiting fluorescence light can be mea-
sured, a geometrical approach is hereon proposed to
localize inclusions using the available temporal in-
formation. As per Fig. 2, we have that the total time
spent by light inside the medium and measured at a
given point is given by






where vex and vfl are the propagation speeds of
DPDWs at the excitation and fluorescence wave-
lengths, respectively, and jLAj and jADj are the
lengths of the straight geometrical segments from
the laser injection point to the inclusion and from
the inclusion to the detection point. These straight
segments approximate the trajectories of the fastest
photons ultimately giving rise to the early photons
arriving at a detection position. Using the geometri-
cal relation in Eq. (1), a localization algorithm is de-
veloped below. A similar equation to Eq. (1) is used in
[36] whose derivation is based on the DE and the
assumption of an infinite medium, and where the
time appearing on the left hand side denotes the first
moment of a measured FTPSF (average fluorescence
photons arrival time). This provides theoretical sup-
port for considering ovals/ovoids based on an analyti-
cal model. Here, the time appearing in the equation
is the EPAT, and the practical validity of Eq. (1) in
finite media will be demonstrated using Monte Carlo
simulations. Equation (1) is a constraint on the
position where the inclusion is to be found. Where
the speeds vex and vfl are equal, Eq. (1) would then
represent the equation of an ellipse in 2D or an
Fig. 1. Thought experiment. The laser is injected at L and a
series of detectors are recording the arrival time of a fluorescence
DPDW at different points D1, D2, D3, and D4 on the boundary.
Fig. 2. Times and delays contributing to the measurement of an
EPAT: time from the laser to the entry point L (T1), from the entry
point to the inclusion at A (T2), from the inclusion to the exit (or
detection) pointD (T3), from the exit point to the detector (T4), and
finally delays in the electronics and cables (T5 and T0).
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ellipsoid in 3D, for Eq. (1) says that the sum of the
lengths of two chords is constant, which is how an
ellipse is traced with pen and thread. However, since
the speeds are generally not equal, Eq. (1) represents
an oval in 2D or an ovoid in 3D. For a given pair of
entry and exit points, the corresponding oval/ovoid
defined by Eq. (1) gives the locus where the inclusion
is to be found. Using several such ovals correspond-
ing to several pairs of entry and exit points, the
inclusion will be located at their intersection. Thus,
in principle, to localize an inclusion, two ovals are
sufficient in 2D or three ovoids in 3D. This is the ap-
proach developed in [36]. However, exploiting several
ovals/ovoids (>2 in 2D and >3 in 3D) increases
redundancy and improves the localization; impor-
tantly, it will also allow localizing several inclusions
as will be shown later. Although Eq. (1) is very sim-
ilar to that used in [36], here it will be used with a
different meaning in that we consider it as corre-
sponding to a likelihood locus where the inclusion
is to be found based on a pair of entry and exit points
(source-detector pair). This will be further detailed
below, where such likelihood loci will be added in a
single map (to be called a density of presence map)
defining where fluorescent inclusions are likely to
be found. Finding the locations of maxima in this
map will provide inclusions positions.
3. Materials and Methods
A. Phantoms
A phantom was used to simulate tissue optical prop-
erties in the experiments presented below. It is made
of a 5 cm outer diameter (OD) cylindrical glass tube
(wall thickness  1.5 mm, height  12 cm, inner
surface of the glass tube depolished to prevent light
from being guided inside the glass) filled with a
48∶1 V∕V aqueous dilution of Intralipid 20%
(Baxter), see Fig. 3(a). This suspension liquid yields
a reduced scattering coefficient of μ0s  5 cm−1 [50].
In this scattering solution, fluorescent inclusions
are embedded, each made with a glass tube (OD 
4 mm, wall thickness  0.5 mm, length  3 mm,
capped at both ends) filled with indocyanine green
(ICG) (Fisher Scientific), a NIR fluorescent agent (ab-
sorption peak at 780 nm, emission peak at 830 nm),
at a concentration of 10 μmol∕l. Due to the poor sta-
bility of ICG in aqueous solution, sodium polyaspar-
tate was added to enhance fluorescence stability [51].
Finally, inclusions are attached at one end with a
very thin rod to allow fixing it at a constant and
known height along the vertical axis. The cap of
the phantom is endowed with holes that allow
positioning inclusions at precisely known positions
[Fig. 3(a)].
B. Opto-Mechanical Setup
The DOT scanner used to acquire the data is illus-
trated in Fig. 3(b), see [39] for more details. The scan-
ner has seven dual-wavelength detection channels
with an inter-channel angular spacing Δγ  40°. To
cover all possible angles around the subject, the
channels are mounted onto a turntable that can be
rotated independently from the subject via a motor-
ized rotation stage. The subject being imaged is
placed vertically in the scanner [Fig. 3(b)]. A motor-
ized stage serves to rotate the subject around the
vertical z axis. The subject can also be translated
vertically along the z axis with a motorized transla-
tion stage. This allows acquiring data for multiple
laser injection points at different heights all around
the subject. A tunable (700–1000 nm) mode-locked
Ti:Sapphire laser emitting short laser pulses (pulse
width 4 ps, repetition rate 80 MHz) is used to illumi-
nate the subject and excite fluorescence therein. The
laser power used is typically on the order of 10 mW.
To obtain the high sensitivity and high temporal res-
olution needed for measuring the short TPSFs typi-
cal of small animal imaging for which the scanner is
intended, TCSPC is resorted to (see [52,53] for a com-
prehensive treatment of TCSPC). This is achieved
with an SPC-134 stack of four PCI computer plug-
in cards [Becker&Hickl GmbH (bh), Germany], with
each card achieving an electrical temporal resolution
of 6.6 ps FWHM. The detectors used (14 in our scan-
ner) are PMC-100-20 PMT modules (bh) with a
transit time spread (TTS) specified at ≈180 ps
FWHM. The reference signal from the laser is ob-
tained with a fast PIN photodiode (PHD-400N, bh).
Four routers (HRT-41, bh), one for each card, which
allow connecting up to four PMT modules to each
card for a maximum of 16 detection channels.
C. Numerical Constant Fraction Discrimination
The localization algorithm described below, and
based on Eq. (1), requires determining stably and re-
liably the arrival time of a DPDW at a detection
position from the FTPSF measured thereat. Ideally,
this would correspond to a time point in the portion
of the FTPSF where it just starts rising. However,
this would be prone to noise in real measurements,
Fig. 3. (a) Experimental cylinder with embedded glass inclu-
sions. (b) Photograph of the actual DOT scanner used.
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since few photons are detected in that portion. Using
the rising edge of the FTPSF is a better alternative,
but a leading edge discriminator at a constant
threshold cannot be used since FTPSFs can vary
greatly in amplitude depending on the location of
the inclusion and the concentration of the fluoro-
phore. This difficulty is analogous to that met in
the electronic detection of single photon PMT pulses
in TCSPC systems [53]. To avoid the timing jitter
that would occur in determining an EPAT due to
amplitude variations, we resort to a NCFD technique
we developed [40]. Constant fraction discrimination
is a widely used technique in ultrafast analog elec-
tronics [53]. NCFD is designed to trigger on a certain
fraction of the height of an FTPSF. It results in a bi-
polar signal with a zero crossing independent of the
pulse amplitude. Such a zero crossing corresponds
to the arrival time we assign to the early arriving
photons. Figure 4 describes the steps and parame-
ters (delay and attenuation) used to implement the
NCFD. With these parameters, we trigger about
300 ps after the start of the rise of the FTPSF, at
which point the FTPSF has had time to build up
to about 20% of its maximum value. Only about
1.26% of the photons on average pass before the trig-
ger point (with standard deviation of 0.01% over
50,000 curves on which these statistics were com-
puted). We can thus speak of early photons in that
case. To measure FTPSFs, we typically use a TCSPC
collection time between 1 to 5 s to ensure sufficient
SNR at the trigger point (SNR ≈30∶1 in the worst
cases) based on photon counting Poisson statistics).
In this manner, we make sure we can reliably trig
on FTPSFs without SNR problems for media as thick
as 5 cm, which is a maximum for our applications,
notably mouse imaging, with mice typically having
thicknesses of 2.5 cm.
D. Model for Inclusion Locus
Figure 5 presents the reference frame used for the
ensuing mathematical developments. To simplify
calculations, the coordinates x0 and y0 are first used
to express the equation of an oval. In this new frame,
the laser L−xf ; 0 and detector Dxf ; 0 are equidis-
tant from the centerO0. One coordinate system can be
carried over to the other by a translation OO0 and a
rotation θ to obtain the oval in the original coordinate
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To draw the resulting oval, we compute y values for
a set of x. For 3D media, the calculations involve an
additional coordinate (z), but are otherwise the same
and are omitted here. In Fig. 6, the equivalent of
Eq. (3) is shown; the shape is in this case called
an ovoid.
E. Monte Carlo Simulations
To simulate light propagation in biological media,
the Monte Carlo method is resorted to here. In par-
ticular, the tetrahedra mesh-based Monte Carlo
(MMC) code described in [54–57] is employed. The
numerical experiments are carried out for 2 different
media: (1) a homogeneous cylinder in air with radius
r  25 mm, height h  50 mm, refractive index
n  1.4, reduced scattering coefficient μ0s  5 mm−1,


















Fig. 4. NCFD processing applied to a measured TPSF: normal-
ized TPSF (blue), delayed and attenuated TPSF (red), and the dif-
ference bipolar signal (magenta). The bipolar signal is analyzed to
find its zero crossing, which is taken as the arrival time (EPAT).
The delay and attenuation we use are, respectively, 0.244 ns (80
time bins on the TCSPC histogram) and 0.3. Note that TPSFs
are first smoothed with a digital Butterworth low-pass filter of
order 2 and cutoff frequency at 3 GHz prior to NCFD processing. Fig. 5. Coordinate system x0 and y0 for the calculation of the ovals.
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absorption coefficient μa  0.1 mm−1 (resembling our
experimental phantom, see Section 3) and (2) a 3D
mouse model (Digimouse) in which 21 organs with
different optical properties are segmented [57,58],
see Fig. 7. For the homogeneous cylinder, a mesh
with 53,004 nodes forming 319,943 tetrahedra is
built and used in the simulations. Similarly, the
mesh obtained from the mouse model contains
42,301 nodes forming 210,161 tetrahedra. The
MMC numerical experiments are carried out for each
medium as follows. First, a MMC simulation is per-
formed for a collimated beam incident on the boun-
dary of the medium with a Dirac delta function in
time dependence. With this, the excitation field at
the fluorescent inclusion is obtained. Considering
an isotropic point source located at the fluorescent
inclusion, a second MMC is carried out. Then, the
fluorescence response is determined by a convolution
of the excitation field at the inclusion, the fluores-
cence lifetime (FLT) decay response (the lifetime τ
of ICG was used (τ  0.56 ns), and the result from
the second MMC simulation. To achieve realistic ex-
periments, the resulting field is further convolved
with the system’s instrument response function
(IRF) (see Section 3.B) to obtain the measurements
in the form of simulated FTPSFs (Fig. 8). Since
EPATs are employed to infer the position of the
inclusions, the temporal resolution of the MMC
simulations is crucial. A time window of 6 ns with
a step of 5 ps (1200 bins) is employed in the simula-
tions. To obtain accurate results, near 400 billion
photons per experiment are launched in the medium.
The Mammouth supercomputer [59] is used to paral-
lelize the computations over 100 nodes, each contain-
ing 24 cores (AMD Opteron running at 2.1 GHz). The
simulation run time is typically 40 h on Mammouth,
meaning roughly 1000 days of calculations on a
quadcore personnal computer. The propagation of
DPDWs have been studied using MMC simulations
for increasingly complex experimental situations
corresponding to the two media described above.
Figure 9 shows the simulation results for a homo-
geneous medium (cylinder) for both a collimated
beam and an isotropic point source inside. Diffused
light wavefronts are depicted with a time step of
100 ps. As expected, light diffuses spherically, expect
for small deviations nearby the boundary (boundary
effects). Next, a similar MMC simulation is per-
formed for the mouse model. Results are presented
in Fig. 10 considering a time step of 100 ps as before.
As can be seen, diffused light wavefronts are in good
approximation spherical.
F. Algorithm
This section details a localization algorithm derived
from the geometrical constraint embodied in Eq. (1)
describing an oval/ovoid and resulting from a source-
detector pair measurement. The algorithm exploits
such source-detector pair measurements made aro-
und a medium to localize a plurality of point-like
fluorescent inclusions located therein. For this, the
individual ovals or ovoids are interpreted as likeli-
hood loci where inclusions are to be found. To materi-
alize this concept, a likelihood locus is represented by
a regular density of points along the locus. To achieve
localization, these point densities are first super-
posed (added) to generate a global cloud of points
in which the density of points is higher where inclu-
sions are located, see Fig. 11(a). The points in the
cloud are histogrammed (binned) to generate a den-
sity of presence map (density map for short). This
map possesses maxima where inclusions are located
[Fig. 11(b)]. There thus remains to find thesemaxima
Fig. 6. Example of an ovoid in 3D space. Such an ovoid will be
interpreted as a likelihood locus in the sense of a region where
an inclusion is likely to be found.
Fig. 7. (a) Cylinder’s mesh. Air shown in blue and the scattering medium in magenta. (b) Mouse mesh model. The mouse body is
segmented into 21 tissue types, each having its specific optical properties, see [57,58].
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to localize the inclusions. This forms the basis of the
localization algorithm. Referring back to Fig. 11(a),
showing a global cloud resulting from the superposi-
tion of likelihood loci, notice how the individual loci
can be guessed at. This figure was generated by
simulating EPATs using the model [Eq. (1)] and
Monte Carlo simulations. When there is more than
one inclusion in the medium, the shortest EPAT is
taken as the measured EPAT (NCFD is only able to
determine the shortest EPAT in a measured TPSF).
Figure 11(a) shows a result for 72 measurements (8
laser injection points, for each of which there are 9
detection points). Figure 11(c) shows the result for
the same situation but for a number of measure-
ments increased to 2556 (36 laser injection points,
71 detection points for each laser injection point).
The density maps in Figs. 11(b) and 11(d) are subdi-
vided into 200 × 200 square cells, each having dimen-
sions 0.25 mm × 0.25 mm (corresponding to an area
of 6.25 × 10−2 mm2). The calculated density maps
(normalized) indicate the inclusions’ positions. The

















Fig. 8. Simulated fluorescence signal (red) is the result of the
convolution of the field from the isotropic point source (fluorescent
inclusion) within the medium at the detection point (blue), the ex-
citation field from a collimated beam at the position of the inclu-
sion (magenta), the fluorescence decay curve (green), and the IRF
of the system (cyan); the lifetime τ of ICG was used with
τ  0.56 ns.
Fig. 9. Comparison of the extracted wavefronts (orange) with circles (black) at time steps of 40 ps for the cylindrical medium.
(a) Wavefronts originating from a collimated beam located at the boundary with Cartesian coordinates (24.9, 0, 0) (in mm). (b) Wavefronts
originating from an isotropic point source located at the Cartesian coordinates (0, 10, 0) (in mm).
Fig. 10. Comparison of the extracted wavefronts (orange) with circles (black) at time steps of 20 ps for the mouse model. (a) Wavefronts
originating from a collimated beam located at the boundary with Cartesian coordinates (4.5, 57.5, 7.5) (in mm). (b) Wavefronts originating
from an isotropic point source located at the Cartesian coordinates (18, 65, 10) (in mm).
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method is naturally extended to 3D media,
see Fig. 12.
4. Results
A. DPDW Propagation Speed and Offset Calibration
To apply our localization algorithm, the values of vex,
vfl, and the time offset of the system (being the sum of
T0, T1, T4, and T5, see Fig. 2) are needed. To deter-
mine these parameters, a single fluorescent inclusion
(ICG) is purposely placed inside the experimental
cylinder (radial position r  15 mm, angular position
ϕ  100°, and height z  51 mm). The cylinder is
filled with Intralipid 20% as described in Section 3.A.
For this experiment, eight projections were acquired
over 70° (laser injection points spaced 10° apart) with
detectors positioned from 20° to 340° in steps of 5°
(by a projection is meant the set of measurements
made for a given laser injection point, with the
measurements made at the height of that point).
Here, projections were acquired at the height corre-
sponding to the z-position of the inclusion. To obtain
vex and vfl, the model [Eq. (1)] is fitted to the
measured EPATs using nonlinear least squares
Fig. 11. (a),(c) Show clouds whose density maps are displayed in (b) and (d), respectively. (a), (b) were obtained from a simulation using 72
ovals, whereas (c), (d) were obtained from a simulation using 2556 ovals. The simulated fluorescent inclusions are shown in red and their
localizations in blue. See text for details.
Fig. 12. Ovoids (blue) drawn constructed from different EPATs are intersecting at the position of an inclusion (magenta). (a) 3D view.
(b) Top view.
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where r⃗A is the position of the inclusion, tmϕ; θ are
the measured EPATs, r⃗Lϕ and r⃗Dϕ; θ are, respec-
tively, the positions of laser injections points and the
detection points with ϕ ranging from 0° to 70° (10°
step) and with θ from 20° to 340° (20° step). For a
48∶1 V∕V dilution of Intralipid 20% (corresponding
to reduced scattering coefficient μ0s  5 cm−1) the
calibration gives the following speeds: vex 
73.0 mm∕ns and vfl  69.4 mm∕ns. These speeds
are on the same order of magnitude as the speeds
predicted by the formula given in [36]. Note that
in vivo calibration could be achieved using the same
technique by placing a fluorescent inclusion at a
known position in a dead mouse and measuring its
outer shape. Another option would be to use Digi-
mouse with MC simulations to extract the calibra-
tion parameters. As a test for validating the
calibration, Fig. 13(a) shows that measured EPATs
sinograms (displayed as solid color lines) match
the EPATs sinograms computed from the model (dot-
ted lines); here, what we call a sinogram corresponds
to a graph of measured EPATs as a function of
the detection angle at which they were acquired. As
can be seen, the model accurately fits the data. As a
further test, the reconstructed density map given in
Fig. 13(b) clearly shows the successful localization of
the inclusion. As a note, the purpose of calibrating
the propagation speeds as we do here is equivalent to
considering that the optical properties of the medium
(absorption, reduced scattering, and index of refrac-
tion) are known, as assumed in [36]. Moreover, cali-
brating the time offset somewhat fulfills the same
needs as the reference measurements used in [36].
However, here, once calibration is performed, our ap-
proach yields a more direct way of finding inclusions
positions as there is no further need for reference
measurements. Moreover, notice that here the
slightly more general case of unequal speeds at the
excitation and fluorescence wavelengths is consid-
ered, in distinction to [36].
B. 2D Localization
To validate our approach, the reconstruction of
three fluorescent inclusions is carried out in a two-
dimensional geometry with tissue-like properties
(to obtain a 2D geometry, laser injection points and
detection points are in the plane of the inclusion,
whose height is assumed to be known; of course, the
real problem is truly 3D in nature and results in
3D are the subject of the next subsection). In the cal-
culations, the parameters are obtained from the
aforementioned calibration. Three inclusions were
positioned on the same planar cross section of the ob-
ject (h  51 mm) in a 48∶1 V∕V dilution of Intralipid
20%, see Table 1 for the inclusion positions (a planar
cross section of an object at a given height z will be
called a slice, which is terminology borrowed from
x-ray-computed tomography). For this experiment,
6 projections were acquired over 360° (laser injection
points spaced 60° apart) with detectors positioned
from 20° to 340° at 5° steps for a total of 390measure-
ments. Figure 14(a) shows the various EPATs sino-
grams while Fig. 14(b) shows the reconstructed
density map; three peaks are clearly visible as ex-
pected. Localizing these maxima gives the positions
of the inclusions, see Table 1. The precision of the
approach is close to a millimeter with a maximum
error of 1.5 mm.













Fig. 13. (a) Measured EPATs sinograms used for calibration, each color representing a different projection. Computed sinograms from the
model with optimized values are shown in dotted red. (b) Reconstructed point density map where the peak gives the position of the
inclusion, validating the extracted calibration parameters. Localization is displayed in blue and exact position in red (both are
superimposed).
Table 1. Localization Results for the 2D Experiment with Three
Inclusions
Localization
Inclusions ϕ; r ϕ r (mm) Error (mm)
A (0°,15) 3° 15.8 1.2
B (90°,15) 91° 14.4 0.7
C (225°,10) 231° 11.0 1.5
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C. 3D Localization
Localization results for 3D tissue-like media will now
be presented. The experiments use the following
parameters: 6 projections spaced apart by 60° over
360°, detectors positioned from 20° to 340° in steps
of 5°, and 15 slices from 20 to 60 mm for a total of
5850 measurements. Two experiments were con-
ducted: two inclusions (Fig. 15) and four inclusions
(see Fig. 16). Localization in achieved with a maxi-
mum error of 1.7 mm (see Tables 2 and 3) which is
excellent considering that imaging through a highly
scattering and relatively large medium is carried,
and supports the validity of the approach in a 3D
geometry.
D. Background Fluorescence
The localization technique described here is eventu-
ally to be used for imaging real biological tissues
(such as a mouse, or specific human organs). In
such situations, after injection, the fluorophore
distribution inside the biological tissue can be
heterogeneous. For the present technique to be appli-
cable, it is assumed that the fluorophore has had
time to concentrate in the targeted tissues or other-
wise, that its concentration is higher in regions of in-
terest. Then, the remaining fluorophore is considered
as a possible background fluorescence distributed
source. As discussed in [38], it is important to study
the ability of imaging in the presence of such back-
ground fluorescence.
A series of measurements have been carried out to
understand the effect background fluorescence has
on measured FTPSFs, and thus on the localization
technique. To analyze this, a single inclusion is
placed in the medium (radial position r  10 mm,
angular position ϕ  225°, Intralipid 20% 48∶1 V∕V
dilution). The inclusion contains 0.02 ml of
ICG 10 μmol∕l. Between each measurement, the
equivalent of one inclusion of ICG is injected in
the medium. The background fluorescence concen-
tration was varied in this manner from 0 to













Fig. 14. (a) EPATs sinograms for a single slice, each color representing a different projection. (b) 2D localization with three inclusions in
the medium. Localizations are displayed in blue and exact positions in red.
Fig. 15. 3D localization with two inclusions in the medium: local-
izations in blue and exact positions in red. (a) 3D view. (b) Top view.
Fig. 16. 3D localization with four inclusions in the medium: local-
izations in blue and exact positions in red. (a) 3D view. (b) Top view.
Table 2. 3D Localization Results with Two Inclusions
Localization
Inclusions ϕ; r; z ϕ r (mm) z (mm) Error (mm)
A (90°,15,47) 94° 14.2 37.1 1.3
B (225°,10,47) 230° 10.7 47.1 1.2
Table 3. 3D Localization Results with Four Inclusions
Localization
Inclusions ϕ; r; z ϕ r z Error
A (10°,16,37) 8° 16.9 37.1 1.1
B (110°,15,50) 111° 15.8 50.0 0.8
C (180°,15,37) 186° 15.6 37.1 1.7
D (270°,11,48) 267° 11.7 47.1 1.3
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3.2 × 10−9 mol∕l. Figure 17(a) shows the different
TPSFs with the inclusion inside the medium,
whereas Fig. 17(b) shows the background alone. For
the last measurement (purple curve) in Fig. 17(a),
the background signal shown in Fig. 17(b) is
stronger than the signal from the inclusion itself.
The important fact to notice here is that the rising
edge of the FTPSF remains the same even in the
presence of background fluorescence. Since the
NCFD triggers on that edge, the EPATs remain
almost unchanged in the presence of a strong
background.
Next, an experiment is conducted with four
inclusions and an ICG background concentration of
3.2 nmol∕l. As shown in Fig. 18, the four inclusions
are still localized. Table 4 shows, however, that the
localization accuracy is not as good as without the
background. Nonetheless, localization results show
that the technique remains capable of acceptably
localizing the inclusions.
E. Photobleaching
Photobleaching, whereby the fluorescence signal
slowly decays due to degradation of a fluorophore
caused by exposition to light, is a common problem,
especially with organic fluorophores. An experiment
was conducted to measure the effect of photobleach-
ing on the assignated EPATs. A single inclusion
containing 0.02 ml of ICG (10 μmol∕l) is placed at a
radius of 10 mm and angle of 225°. Intralipid 20%
dilution was the same as before. A set of 12 projec-
tions was acquired, each using 57 detector positions
with a 2 s exposition of the medium with 21.55 mWof
laser light for each measurement. That experiment
was repeated 9 times yielding a total exposure time
of the medium of 205 min. Figure 19(a) shows the
FTPSFs amplitude decreasing after each experi-
ment. In the end, the fluorescence lost 35% of its ini-
tial intensity. Figure 19(b) shows that the FTPSFs
are the same when normalized to a common maxi-
mum, thus yielding identical EPATs. Therefore, as
anticipated, photobleaching is not a problem with
this approach since the shape of the FTPSFs is
exploited, and not their amplitude.
F. Sensitivity to Speed Calibration
The proposed method exploits ovals in order to
achieve localization. A change in propagation speeds
will result in different ovals. When the speeds are
properly chosen, the ovals intersect at the loci of
the inclusions creating salient maxima in the density
map. Underestimating the speed too much may lead
to a point where there are no intersections anymore,
leading to inconclusive density maps. On the other
hand, if the speed is overestimated, intersections
tend to move toward the center of the medium. In
both cases, resulting density maps display low con-
trast with reduced maxima. Beyond 15% of the
exact speeds, we found that localization degrades
significantly. To mitigate the effect of variations on






























Fig. 17. Measurements in the presence of background fluorescence. (a) Corresponds to the inclusion plus background. ICG background
concentrations are 0 mol∕l (blue), 8.0 × 10−10 mol∕l (green), 1.6 × 10−9 mol∕l (red), 2.4 × 10−9 mol∕l (cyan), and 3.2 × 10−9 mol∕l (magenta).
(b) Shows the background alone, with the blue solid curve showing the signal from the inclusion alone as a reference.
Fig. 18. 3D localization with four inclusions in the medium with
background fluorescence: localizations in blue and exact positions
in red. (a) 3D view. (b) Top view.
Table 4. Localization of Four Inclusions with Background
Fluorescence; Background ICG Concentration of 3.2 × 10−9 mol∕l
(Worst Case in Fig. 17)
Localization
Inclusions ϕ; r; z ϕ r (mm) z (mm) Error (mm)
A (0°,15,35) 4° 16.2 34.3 1.7
B (100°,15,51) 108° 16.2 48.6 3.4
C (180°,15,36) 179° 16.8 37.1 2.4
D (280°,10,50) 285° 14.0 51.4 4.3
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speeds, we introduce a parameter α to sweep speeds.
We computed density maps for 31 different values of
α ranging from 0.85 to 1.15 with speeds equal to αvex
and αvfl (variations of 15% on the calibrated
speeds). The 31 resulting density maps are then
superposed. For this, the value at a given pixel is
taken as the maximum over all maps at that pixel.
For the 2D experiment described previously (Fig. 14),
localization using this sweeping and superposition
approach is achieved with comparable accuracy. Er-
rors for the inclusions A, B, and C are, respectively,
0.5, 0.5, and 2.6 mm (Fig. 20). In the map obtained
from the superposition, the maximum over all maps
at each pixel is displayed in Fig. 20 with a color
according to from which map it comes (each of the
31 maps is assigned a different color). As can be seen,
most of the superposition map is drawn in green,
which represents the maps with an α near to one.
This means that by sweeping over speeds and super-
posing maps as described will single out what should
be obtained from the true speed or near to it. This
allows using a range of speeds instead of having a
specific value, thus adding flexibility to our algo-
rithm. In the event that there are no inclusions, no
maxima will be found whatever the speed since the
density map remains flat; hence eliminating the
possibility of false positives.
Ultimately we know what the expected range of
speeds should be in biological tissues, and we can
sweep over this range instead of using a single spe-
cific speed. Thus, even if the method is sensitive to
calibration errors, reconstruction by sweeping over
a range of speeds allows for getting around that
problem as shown.
5. Discussion
The approach developed herein concentrated on the
localization of point-like fluorescent inclusions. It is a
significant step forward compared to others [33,35–
38,45] in its ability to localize several inclusions,
whose number is a priori unknown, and this, in 3D
with millimeter accuracy. This is achieved through
the use of EPATs and the interpretation of ovals/
ovoids as likelihoods where inclusions are to be
found. This is important, because compared to a
method based on first moments of FTPSFs [36], this
allows construction of a density of presence map in
which maxima correspond to locations of inclusions.
In contrast, localization of several inclusions appears
very difficult to achieve in a moments-based ap-
proach because information about the inclusions
positions is smeared out by the very process of calcu-
lating amoment. This can also be said of an approach
based on using maxima of FTPSFs [33,35], since the
position of the maximum will be altered depending
on the number of inclusions. Here, by exploiting
the first arriving photons, we can at least keep infor-
mation about the inclusion for which the total travel
time for excitation and ensuing fluoresced light is
shortest, thereby allowing its localization. Herein,
we furthermore do not place restrictions on where in-
clusions may be located, so scanning is needed as will
ultimately be required in any realistic application.
For comparison, in [36], acquiring a minimum
number of measurements is strived for, but if the
position of the inclusion in unknown, scanning will






































Fig. 19. Nine TPSFsmeasured directly in front of the inclusion (225°). In (a): the amplitude is decreasing from one experiment to the next
(blue to orange) due to photobleaching. In (b): once normalized, the shape of the TPSFs remain the same, leading to identical EPATs.
Fig. 20. 2D localization with three inclusions in the medium.
Localizations are displayed with blue rings and exact positions
with red rings. The colorbar shows the value of α (see text) that
was used for displaying each height on this graph.
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in any case ultimately be necessary. Our work bears
some similarity to that in [37] in exploiting early pho-
tons as well as in assuming that EPATs are propor-
tional to the distance traveled. However, in the latter,
justification for this proportionality is not discussed,
and details on calibration issues are not provided.
Moreover, in [37], a fitting procedure (based on polar
coordinates for modeling what is called here a projec-
tion) is used to find the position of an inclusion in a
slice, and, as hinted at in [37] this procedure, even in
2D, appears difficult to be amenable to the localiza-
tion of several inclusions. This has been pursued fur-
ther in [38] for two inclusions using the Laplace
transform applied to a convolutive model of light
propagation using Green’s functions. In these two
works, the number of inclusions needs to be known
a priori. We point out that once data is acquired,
obtaining an image is very fast with our approach.
This is because constructing the density of presence
map consists in histogramming ovals in 2D or ovoids
in 3D and finding maxima in this map, which can
both be carried out fast on a general purpose
computer. As an indication, the two inclusions locali-
zation case shown in Fig. 15 is based on 3762 differ-
ent measurements (11 slices, 6 projections per slice
with 57 detector positions in each projection) and re-
quired 14.5 s for reconstruction using Matlab; the
case with four inclusions (4032 measurements
resulting from 8 slices, 6 projections per slice, 84
detector positions per projection) required 17.2 s.
Compared to other work [35,36,38], the error in
recovering the exact position of inclusions is compa-
rable, which is an excellent outcome of the present
work considering the depths at which inclusions
can be located, and the fact that several inclusions,
whose number is a priori unknown, can be localized,
and this in 3D. In the case of localizing four inclu-
sions, the maximum 3D error was 1.7 mm. With
background fluorescence, performances are expected
to degrade as fluorescent objects can only become
less delineated; here, in the case of four inclusions,
a maximum error of 4.3 mm in 3D was obtained,
which can be considered satisfactory given the size
and turbidity of the medium and the depth of the in-
clusion (1.5 cm) associated with that error. For
comparison, in [38], 2D localization errors of 0.3 mm
without background fluorescence and 1.5 mm with
backgound fluorescence are reported. In [35], errors
ranging from 0.2 to 2.8 mm are reported on the depth
(lateral errors are not specified; no background fluo-
rescence). In [36], the global accuracy in 3D localiza-
tion is estimated to be on the order of 2 mm.
6. Summary, Conclusions, and Outlook
In this work, a localization approach for retrieving
the positions of a plurality of discrete point-like fluo-
rescence inclusions embedded in a highly turbid
medium is developed. The associated algorithm
employs TD data (FTPSFs) collected by an optical
scanner developed in our laboratory for small animal
imaging. Early photon arrival times (EPATs) are
extracted from the FTPSFs using NCFD. EPATs de-
fine constraints in the form of geometrical loci (ovals
in 2D or ovoids in 3D) where the fluorescent inclu-
sions are to be found. We showed, with support from
Monte Carlo simulations, that such loci are to a good
approximation valid in finite media. These loci allow
constructing a map whose maxima correspond to the
inclusions positions. Results with simulated and
experimental data demonstrate that the algorithm
allows accurately finding the positions of several
inclusions (typically to within 2 mm in 3D). This is
comparable to other similar approaches, with the dis-
tinction that here several inclusions can be localized,
and furthermore their number does not need to be
assumed beforehand. There is no limit in principle
as to how many targets can be imaged with the tech-
nique developed herein, although when inclusions
are to within 1–2 mm from one another, it becomes
difficult to resolve them. Also, note that for some con-
figurations, an inclusion may be shadowed by others,
making it difficult or impossible to localize it. An ex-
ample is an inclusion surrounded by others. In this
case, it is not possible to get an EPAT for the center
inclusion since there are always photons for the other
inclusions that arrive earlier at a detection point,
wherever that detection point is on the periphery
of the imaged object. One way to get around this dif-
ficulty would be to subtract that part of the FTPSFs
that come from the surrounding inclusions once they
have been localized, and then do another round of
localization with the remainder FTPSFs. This is
an avenue that will require further investigation.
A strong point of the algorithm developed here is that
it runs very fast (about 10–20 s to obtain a localiza-
tion map using nonoptimized Matlab code) compared
to MOBIR approaches (minutes to hours to obtain an
image, even with highly optimized code on graphics
processing units (GPUs) [60]). So even though the
localization maps may not be as complete as images
that can be obtained from MOBIR, the localization
maps can be obtained in quasi-real-time, and with
some further programming efforts in our algorithms
real-time is achievable, for example by using C/C++
instead of Matlab. Our approach could eventually be
used for pre-screening and provide information to the
user as to whether or not he should pursue with a
more exhaustive image reconstruction using a full
tomography algorithm.
Looking out from the present state, it will be inter-
esting to develop the use of our approach in concrete
applications, notably in small animal studies in
which fluorescent tracers are used to target specific
sites, which can then be considered as fluorescent
inclusions. The issue of obtaining fluorophore con-
centration and/or lifetime at inclusions sites has not
been dealt with here. This is certainly important in
applications, in particular concentration. Once the
positions of the inclusions are found, the approaches
developed in [33,35] could be resorted to for quanti-
fying fluorophore concentration or lifetime thereat.
As per [35], obtaining quantification or relative
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quantification of concentration requires first to ob-
tain the depth of an inclusion, which our approach
is able to provide accurately. Once this is done, one
can calibrate the absolute concentration versus
depth using the measured CW emission (integral
of the FTPSF). As discussed in [35], such calibration
may be unsuitable (or difficult to perform) for in vivo
experiments, in which case one is bound to obtain a
relative concentration (in arbitrary units) at an in-
clusion by using the strength of the CW emission;
in this case, since the value is relative, one can only
say that an inclusion is more concentrated than an-
other. Finally, the algorithm proposed herein could
also possibly be used to generate a priori information
in more complex model-based tomographic image
reconstruction algorithms. Such prior information
could be in the form of permissible source regions
which would reduce the inverse problem dimension-
ality for quantifying fluorescence concentration and
lifetime, and/or in the form of a better initial guess to
speed-up convergence and improve the reconstructed
image. Furthermore, it will be of interest to further
investigate whether the extent of the peaks seen in
the density maps we obtain can be correlated to the
spatial dimensions of a finite extent fluorescent tar-
get. Two cases can be distinguished: (1) completely
distributed targets, such as a fluorophore diffused
in a medium, whereby since it is diffused, there is
no clearly defined boundary (the boundary would
rather be a slowly decaying gradient of concentra-
tion) and (2) targets with finite extent and clearly de-
fined (i.e., “hard”) boundaries, which is somewhat an
idealization, but nevertheless representative of a
well localized target with a sharp gradient of concen-
tration defining its boundary, which is themost inter-
esting case as it is what is aimed at with a fluorescent
labeling agent with high specificity. In the first case,
it would appear difficult to image the distribution us-
ing EPATs. In the second case, since we are using
EPATs, we would detect the surface (or boundary)
of the distributed target, because the earliest fluores-
cence photons arriving at a detection position will be
those emitted at the surface of the target. What we
expect in this case is to see more spatially extended
peaks in our density of presence maps, with the ex-
tent of peaks correlating with the dimensions of in-
clusions. The issue of extended targets is indirectly
addressed in [33], where a relatively large cylindrical
inclusion (15mm diameter, 8 mm height) was used; it
was argued that its upper surface was detected (an
epi-illumination system detecting backscattered
light was used).
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An imaging algorithm is implemented for tomographically reconstructing contrast maps of the space variant speed
of diffuse photon density wavefronts (DPDWFs) propagating in biological tissue-like diffusing media. This speed
serves as a novel contrast not previously exploited in the literature. The algorithm employs early photon arrival
times (EPATs) extracted from a set of time domain measurements. A relationship between EPATs and the speed
of DPDWFs is exploited as the forwardmodel. The forwardmodel and its use in an inverse problem are supported by
experimental results. These are carried out for 3D media with tissue-like optical properties. The resulting inverse
problem is formulated as a set of algebraic equations and solvedwithin a constrained linear least squares framework.
The results indicate that the algorithm provides tomographic information on heterogeneities locations and
distributions. © 2014 Optical Society of America
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In diffuse optical tomography (DOT), one seeks to
reconstruct an image of the absorption and scattering
coefficients of a tissue when time-domain (TD) or fre-
quency-domain data are used [1], or some combination
thereof, for continuous-wave data [2]. Here, we present
a technique using TD data for tomographically recon-
structing a novel parameter of a tissue, that is the space
variant speed of diffuse photon density wavefronts
(DPDWFs) propagating therein. This speed, obtained
from early photon arrival times (EPATs), can serve as
a new contrast to obtain images, as will be shown.
There is general agreement that TDmeasurements pro-
vide for information-richest data [3], and use of TD data
has been recurrent throughout the development of DOT.
Without being exhaustive, some approaches seek to di-
rectly exploit full time point-spread function (TPSF) pro-
files [4,5]. Others, to reduce the computational burden,
resort to so-called measurement types obtained from
such profiles (e.g., time-gated integrated intensity (TGII),
temporal moments, etc. [1]), or work with selected points
on such profiles [6]. TD data allow exploiting of early ar-
riving photons, which are the least scattered and, thus,
travel near-ballistic paths. Approaches exploiting TGII
to improve spatial resolution and image quality have
been developed based on x ray computed tomography
(CT)-like algebraic reconstruction techniques to obtain
images of the absorption coefficient of a diffusive
medium [7–9].
The arrival time of early photons (not to be confused
with TGII) extracted from the rising edge of a measured
photon time-of-flight curve (so-called time point-spread
function—TPSF). has recently shown potential as a
measurement type sensitive to changes in tissue optical
properties [10]. Current DOT absorption and scattering
imaging involves high computational costs through use
of nonlinear iterative reconstruction algorithms requiring
repetitive solution of a forward model [1]. Herein, an
algorithm with low computational cost and benefiting
from TD data is introduced for obtaining contrast maps
of DPDWF speeds. A geometrical forward model relating
EPAT values to DPDWFs speed is exploited to account
for heterogeneities with different optical properties. Ex-
perimental results for 3D media support the forward
model and show EPATs sensitivity to changes in tissue
optical properties. The proposed algorithm involves a
ray-tracing element-intersecting step and the solution
of an inverse algebraic reconstruction problem casts
as a nonnegative linear least squares problem. Experi-
ments involving optical heterogeneities embedded in a
homogeneous medium are performed. In these, contrast
maps of DPDWF speeds clearly show the presence and
correct localization of the heterogeneities.
Because of strong scattering in biological tissues, light
propagates as diffuse photon density waves (DPDWs)
therein [11]. An ultrashort collimated laser pulse injected
into such a medium rapidly develops as a diffusive
wavefront expanding in all directions [12]. The speeds
of points on such wavefronts ultimately depend on the
absorption and scattering properties of the diffusive
medium. Intuitively, one expects wavefronts to propa-
gate more slowly in regions displaying high scattering,
for then photons spend more time therein. Photons in dif-
fusive media can be thought of as propagating along 3
different regimes that can be discriminated by way of
TD measurements [13]. First are ballistic photons which,
by definition, propagate in straight lines, only suffering
absorption without being scattered. Such photons are,
however, too few to be used in tissue imaging as soon
as the propagation distance exceeds a few millimeters
(≈2–3 mm), beyond which practically all photons have
suffered a scattering event [13]. Second are so-called
snake, or early, photons that suffer few scattering events
and are of interest here. With TD measurements made at
the boundary of a medium, these are the photons
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detected early and contribute to the rising edge of the
TPSF. The time of arrival of that rising edge will be taken
as the time of arrival of these early photons (i.e., the
EPAT), which can be obtained from measured TPSFs us-
ing numerical constant fraction discrimination (NCFD)
as previously reported [12,14]. The propagation of snake
photons inside a medium defines an expanding diffusive
wavefront (DPDWF) (we hereby distinguish between
DPDWs and DPDWFs, as the former are defined for
frequency-domain measurements, whereas here, TD
measurements are considered). Finally, diffused photons
are following highly meandering paths. These are of
lesser interest for imaging, as their paths are completely
random, making unknown the regions that they probe.
The imaging approach developed here relies on the hy-
pothesis that measured EPATs are sensitive to changes in
the medium’s optical properties. To validate this exper-
imentally, a phantom composed of a primary glass
cylinder, with inner diameter ID  50 mm and outer
diameter OD  52 mm (wall thickness 1 mm), filled with
a 1∶48 V∕V aqueous dilution of intralipid is used (back-
ground medium corresponding to μ0s  5 cm−1). Inclu-
sions of different sizes consisting of smaller glass
cylinders to be filled with various dilutions of intralipid
can be inserted in the background medium via slots in the
cap at the top of the cylinder, see Fig. 1 for details.
In the sequel, we resort to the notion of a projection of
EPATs, which is a set of EPATs measured at different
detection angles for a given laser injection point (this
is similar to a projection as defined in x ray CT—such
projections will serve as data for solving the inverse
problem later on). Figure 2 shows projections obtained
with different intralipid concentrations in an A3 inclusion
(Fig. 1). These were all acquired with the laser injected at
90° for detection angles ranging from 210° to 330° in steps
of 2°. The projection displayed in red serves as reference
for comparison as it was acquired without any inclusion.
The cyan projection was obtained with the inclusion
filled with 1∶48 V∕V intralipid (same as background).
EPATs are slightly shorter in this case, since glass is
replacing intralipid, yielding slightly greater speed.
Filling the inclusion with more diluted 1∶96 V∕V intrali-
pid yields even shorter EPATs (magenta). With the inclu-
sion filled with air, EPATs are the shortest (yellow); the
opposite occurs with the inclusion filled with denser
1∶24 V∕V intralipid (blue). These measurements clearly
show the sensitivity of EPATs to changes in the medium’s
scattering properties.
To build an EPAT-based forward model that will serve
to reconstruct a spatial map of DPDWF speeds, we
exploit 2 basic facts. The 1st is that early arriving snake
photons may only suffer a few scattering events (other-
wise they would not arrive early). Thus, for such photon
traveling from a given laser injection position (source
position) to a given detection position, both on the boun-
dary of the medium considered, the well-known banana
shape representing the ensemble of paths they follow will
be narrow (such ensembles can be visualized using
Monte Carlo simulations and banana shape analytical
models can be derived using Green’s function theory [7]).
In this case, the banana shape is well represented by its
average (or central) path. For sufficiently remote source-
detector positions (1 cm apart as in our experiments
suffices—Fig. 3), this central path is, to a good approxi-
mation, a straight line segment to be called an EPAT ray.
We will thus consider, in our model detailed below, that
early photons travel along this ray; this is what makes
this approximate model linear. The second fact is that,
as we have shown both experimentally and with Monte
Carlo simulations for a homogeneous medium, the speed
of snake photons is a well-defined quantity very well ap-
proximated by a constant [12,14]. Thus, by partitioning a
nonhomogeneous medium into small elements, we may
assume the speed along the EPAT rays to be constant
within each element (as similarly done in x ray CT for
the attenuation coefficient). Based on these considera-
tions, to implement the forward model a 3D diffusive
medium, V , is partitioned into planar sections, each sec-
tion being, in turn, partitioned into a set of nonoverlap-
ping triangular elements τk; k  1;…; Ne (Ne denoting
the number of elements), joined at the P vertex nodes
(Fig. 3 shows an example). The problem here can be for-
mulated in a planar 2D geometry, since early photons are
considered along with straight lines as their trajectories.
The possibility of working in 2D is highly attractive as it
allows for keeping the computational and memory
Fig. 1. Top view of the phantom that can accommodate
type “A” inclusions (OD  14.7 mm, ID  12.35 mm), type
“B” (OD  9.7 mm, ID  7.9 mm), and types “D” & “E”
(OD  4.95 mm, ID  4.05 mm).















Fig. 2. EPAT projections for an inclusion in which intralipid
concentration was varied; see text for details.
Fig. 3. Partition of a planar section of a cylindrical medium
with triangular elements; laser light injected at the red point;
detection positions shown in blue. For each measurement,
a ray (dotted black) is traced between the corresponding detec-
tion position and the laser injection point. Each ray is inter-
sected with the mesh (green) and the distance crossed in
each element is computed to be used in the weight matrix.
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requirements for reconstructing an image at much lower
levels than working in 3D.
Now, consider a TPSF measured at position rd, follow-
ing short pulse laser illumination at source position rs,
and the associated EPAT, ti, obtained by NCFD, with i an
index labeling the corresponding EPAT ray. This EPAT
can then be expressed as the sum of the times spent
by its corresponding DPDWF within each element inter-
sected by the ray. But, the time within each element is
simply the length of the ray intersecting the element
divided by the speed in that element. Mathematically, this
can be written as a sum over all elements of the partition










where dik is the distance crossed by EPAT ray i within
element k of the partition and vk is the DPDWF speed
within element k (dik is set to 0 for elements not crossed
by the ray). Rather than working with the speed, it will be
easier to work with its inverse, bk  1∕vk, as indicated in
Eq. (1); bk will be dubbed the “slowness”.
Considering EPATs for a number, Nsd, of different
pairs of source-detector positions, we arrive at a set of
linear algebraic equations, which can be written in matrix
form,
t  D · b; (2)
with vector t  t1; t2;…; tNsd T containing the whole set
of EPATs and vector b  b1; b2;…; bNe T containing the
slownesses in all elements of the medium’s partition.
From algebraic reconstruction techniques (ART) termi-
nology, the distances, dik, defined above and contained
in matrix D are called the weights, and D, having dimen-
sions Nsd × Ne, is called the weight or system matrix. The
system of linear equations [Eq. (2)] allows for calculating
EPATs if the speeds in all elements partitioning a medium
are known (forward problem). Conversely, having mea-
sured EPATs, one can reconstruct a speed map within
the medium (inverse problem). The reconstruction
problem formulated here is analogous to an algebraic
reconstruction problem for a fan beam geometry in x
ray CT since, in our measurements, we have several de-
tection positions for a given source position (Fig. 3).
The solution to Eq. (2) for b, given a vector, t, of mea-
sured EPATs can be obtained by inverting the system of
equations as allowed by the properties of matrix D. This
system can be under- or over-determined (the latter
occurring for dense sets of source-detector pairs). D is
generally sparse and can be dimensionally large (for a
fine partition of the medium and for large sets of source-
detector pairs). Here, owing to the positivity of the
speeds (bk > 0), the inverse problem is cast as a nonneg-
ative linear least squares problem,
b  argmin
bj>0; ∀ j
‖D · b − t‖L2 ; (3)
where ‖‖L2 is the standard L2 norm in n-dimensional
Euclidean space.
Using the approach developed above, 2D
reconstruction results of DPDWF speed maps based
on experimental data will now be presented. Data was
acquired with the imaging scanner developed in our lab-
oratory [10] for which laser light injection and detection
are performed in the same plane defining a “slice”
through the object to be imaged. Scanning an object lon-
gitudinally through that plane allows for the imaging of
different slices. The results described next were obtained
with the cylindrical phantom previously described
(1∶48 V∕V intralipid as the background) into which inclu-
sions providing scattering contrast were embedded. Data
were acquired on a single slice with laser light injected
over 360° around the medium at 5° steps. For each laser
injection point, detectors were moved in 2° steps scan-
ning a range from 20° to 340°. A total of 11,592 EPATs
were thus acquired {≈3 hrs total acquisition time—the
long time is due to the low number of detection channels
(7) in our current system [10]}. For reconstruction, a slice
was partitioned with Ne  296 nodes, resulting in 533 tri-
angles. The reconstruction time with such data and par-
titions was typically 10 s using MATLAB on a laptop
computer [Intel i7 2.6 GHz processor, MATLAB function
lsqlin was used to solve Eq. (3)]. Figures 4 and 5 show
reconstructions of DPDWF speed maps for various inclu-
sion configurations (see figure captions for details). The
approach is seen to provide contrast maps of DPDWF
speeds consistent with the expected behavior of the
speeds with respect to the amount of scattering (i.e.,
lower speed where scattering is higher and conversely).
Further, inclusions are localized where they should be.
Noticeably, the approach is able to localize small 4 mm
inclusions (typical resolution limit of DOT was obtained
with other approaches); Figs. 4(c), 4(d), and 5(c) show
such cases. Figure 4(d) is a more difficult case as the
inclusion is toward the center, deep inside the medium;
some contrast is lost, but the inclusion is never-
theless found.
This work is, to our knowledge, the first to develop a
tomographic approach for imaging diffusive biological

























































































Fig. 4. (a) DPDWF speed map with inclusion A3 filled with a
1∶24 V∕V dilution of intralipid (lower speed than the back-
ground). (b) EPATs projections for (A); the bumps in the set
of projections are due to the presence of the inclusion and
the lower speed in it. (c) DPDWF speed map with E5 filled with
1∶12 V∕V intralipid. (d) DPDWF speed map with deep seated
D2 filled with air (higher speed).
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contrast. It exploits EPATs obtained from TD measure-
ments, and relies on the fact that early photons follow
approximately straight paths. Experimental results dem-
onstrate the ability of the approach to generate maps of
the medium that are sensitive to scattering. More pre-
cisely, what is seen in these maps is the effect of scatter-
ing on speed. It is of high interest to find a theoretical
relationship of speed versus the scattering coefficient.
This is yet an open question that would help with under-
standing the small but nevertheless clearly visible speed
contrast observed between inclusions with relatively
large differences in scattering. This would also allow di-
rect quantifying of scattering maps, which is important
for studying a tissue. If finding such a relationship proves
intractable, an alternative would be to experimentally
measure that relationship and establish a calibration
curve. Also of high interest will be to establish the ulti-
mate spatial resolution limit of our imaging approach,
which has shown to be able to localize small 4 mm inclu-
sions. The method is insensitive to absorption, since the
arrival time of early photons is not influenced by it (only
their number is; absorption alters very little the shape of
the rising edge of a TPSF). Obtaining absorption contrast
maps exploiting early arriving photons is the subject of
future work. A strength of our approach is that
reconstruction can be formulated as a planar 2D prob-
lem, which reduces the computational burden. Obtaining
an image with this approach takes a few seconds on a
small laptop computer. A 3D image of an object can
ultimately be obtained as in x ray CT by stacking 2D im-
ages. The results presented here have been obtained for a
simple cylindrical geometry medium. A next step will be
to adapt the approach to handle more complex geom-
etries (e.g., a small animal).
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