Optimal error intervals for properties of the quantum state by Li, Xikun et al.
ar
X
iv
:1
60
2.
05
78
0v
4 
 [q
ua
nt-
ph
]  
14
 D
ec
 20
16
Optimal error intervals for properties of the quantum state
Xikun Li,1 Jiangwei Shang,1, ∗ Hui Khoon Ng,1, 2, 3 and Berthold-Georg Englert1, 3, 4
1Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, Singapore 117543, Singapore
2Yale-NUS College, 16 College Avenue West, Singapore 138527, Singapore
3MajuLab, CNRS-UNS-NUS-NTU International Joint Research Unit, UMI 3654, Singapore
4Department of Physics, National University of Singapore, 2 Science Drive 3, Singapore 117542, Singapore
(Posted on the arXiv on September 12, 2018)
Quantum state estimation aims at determining the quantum state from observed data. Estimating
the full state can require considerable efforts, but one is often only interested in a few properties
of the state, such as the fidelity with a target state, or the degree of correlation for a specified
bipartite structure. Rather than first estimating the state, one can, and should, estimate those
quantities of interest directly from the data. We propose the use of optimal error intervals as a
meaningful way of stating the accuracy of the estimated property values. Optimal error intervals
are analogs of the optimal error regions for state estimation [New J. Phys. 15, 123026 (2013)]. They
are optimal in two ways: They have the largest likelihood for the observed data and the pre-chosen
size, and are the smallest for the pre-chosen probability of containing the true value. As in the state
situation, such optimal error intervals admit a simple description in terms of the marginal likelihood
for the data for the properties of interest. Here, we present the concept and construction of optimal
error intervals, report on an iterative algorithm for reliable computation of the marginal likelihood
(a quantity difficult to calculate reliably), explain how plausible intervals — a notion of evidence
provided by the data — are related to our optimal error intervals, and illustrate our methods with
single-qubit and two-qubit examples.
PACS numbers: 03.65.Wj, 02.50.-r, 03.67.-a
I. INTRODUCTION
Quantum state estimation (QSE) — the methods, pro-
cedures, and algorithms by which one converts tomo-
graphic experimental data into an educated guess about
the state of the quantum system under investigation [1]
— provides just that: an estimate of the state. For high-
dimensional systems, such a state estimate can be hard
to come by. But one is often not even interested in all
the details the state conveys and rather cares only about
the values of a few functions of the state. For example,
when a source is supposed to emit quantum systems in
a specified target state, the fidelity between the actual
state and this target could be the one figure of merit we
want to know. Then, a direct estimate of the few prop-
erties of interest, without first estimating the quantum
state, is more practical and more immediately useful.
The full state estimate may not even be available in the
first place, if only measurements pertinent to the quan-
tities of interest are made instead of a tomographically
complete set, the latter involving a forbidding number
of measurement settings in high dimensions. Further-
more, even if we have a good estimate for the quantum
state, the values of the few properties of interest com-
puted from this state may not be, and often are not, the
best guess for those properties (see an illustration of this
point in Sec. III). Therefore, we need to supplement QSE
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with SPE — state-property estimation, that is: methods,
procedures, and algorithms by which one directly arrives
at an educated guess for the few properties of interest.
Several schemes have been proposed for determining
particular properties of the quantum state. These are
prescriptions for the measurement scheme, and/or esti-
mation procedure from the collected data. For example,
there are schemes for measuring the traces of powers of
the statistical operator, and then perform separability
tests with the numbers thus found [2–4]. Alternatively,
one could use likelihood ratios for an educated guess
whether the state is separable or entangled [5]. Other
schemes are tailored for measuring the fidelity with par-
ticular target states [6–8], yet another can be used for
estimating the concurrence [9]. Schemes for measuring
other properties of the quantum state can be found by
Paris’s method [10].
Many of these schemes are property specific, involv-
ing sometimes ad-hoc estimation procedures well-suited
for only those properties of interest. Here, in full anal-
ogy to the state error regions of Ref. [11] for QSE,
we describe general-purpose optimal error intervals for
SPE, from measurement data obtained from generic to-
mographic measurements or property-specific schemes
like those mentioned above. Following the maximum-
likelihood philosophy for statistical inference, these error
intervals give precise “error bars” around the maximum-
likelihood (point) estimator for the properties in ques-
tion consistent with the data. According to the Bayesian
philosophy, they are intervals with a precise probability
(credibility) of containing the true property values. As is
the case for QSE error regions, these SPE error intervals
are optimal in two ways. First, they have the largest like-
2lihood for the data among all the intervals of the same
size. Second, they are smallest among all regions of the
same credibility. Here, the natural notion of the size of an
interval is its prior content, i.e., our belief in the interval’s
importance before any data are taken; the credibility of
an interval is its posterior — after taking the data into
account — content.
We will focus on the situation in which a single prop-
erty of the state is of interest. This is already sufficient
for illustration, but is not a restriction of our methods.
(Note: If there are several properties of interest and a
consistent set of values is needed, they should be esti-
mated jointly, not one-by-one, to ensure that constraints
are correctly taken into account.) The optimal error
interval is a range of values for this property that an-
swers the question: Given the observed data, how well
do we know the value of the property? This question
is well answered by the above-mentioned generalization
of the maximum-likelihood point estimator to an inter-
val of most-likely values, as well as the dual Bayesian
picture of intervals of specified credibility. Our error in-
terval is in contrast to other work [12] based on the fre-
quentists’ concept of confidence regions/intervals, which
answer a different question pertaining to all possible data
that could have been observed but is not the right con-
cept for drawing inference from the actual data acquired
in a single run (see Appendix A).
As we will see below, the concepts and strategies of the
optimal error regions for QSE [11, 13, 14] carry over natu-
rally to this SPE situation. However, additional methods
are needed for the specific computational tasks of SPE. In
particular, there is the technical challenge of computing
the property-specific likelihood: In QSE, the likelihood
for the data as a function over the state space is straight-
forward to compute; in SPE, the relevant likelihood is the
property-specific marginal likelihood, which requires an
integration of the usual (state) likelihood over the “nui-
sance parameters” that are not of interest. This can be
difficult to compute even in classical statistics [15]. Here,
we offer an iterative algorithm that allows for reliable
estimation of this marginal likelihood.
In addition, we point out the connection between our
optimal error intervals and plausible intervals, an elegant
notion of evidence for property values supported by the
observed data [16]. Plausible intervals offer a comple-
mentary understanding of our error intervals: Plausibil-
ity identifies a unique error interval that contains all val-
ues for which the data are in favor of, with an associated
critical credibility value.
Here is a brief outline of the paper. We set the stage in
Sec. II where we introduce the reconstruction space and
review the notion of size and credibility of a region in the
reconstruction space. Analogously, we identify the size
and credibility of a range of property values in Sec. III.
Then, the flexibility of choosing priors in the property-
value space is discussed in Sec. IV. With these tools at
hand, we formulate in Sec. V the point estimators as
well as the optimal error intervals for SPE. Section VI
explains the connection to plausible regions and inter-
vals. Section VII gives an efficient numerical algorithm
that solves the high-dimensional integrals for the size and
credibility. We illustrate the matter by simulated single-
qubit and two-qubit experiments in Secs. VIII and IX,
and close with a summary.
Additional material is contained in several appendixes:
The fundamental differences between Bayesian credible
intervals and the confidence intervals of frequentism are
the subject matter of Appendix A. Appendixes B and
C deals with the limiting power laws of the prior-content
functions that are studied numerically in Sec. IX. For ease
of reference, a list of the various prior densities is given
in Appendix D and a list of the acronyms in Appendix
E.
II. SETTING THE STAGE
As in Refs. [11, 13, 14], we regard the probabilities
p = (p1, p2, . . . , pK) of a measurement with K outcomes
as the basic parameters of the quantum state ρ. The
Born rule
pk = tr{Πkρ} = 〈Πk〉 (1)
states that the kth probability pk is the expectation value
of the kth probability operator Πk in state ρ. Together,
the K probability operators constitute a probability-
operator measurement (POM),
Πk ≥ 0 ,
K∑
k=1
Πk = 1 , (2)
where 1 is the identity operator.
The POM is fully tomographic if we can infer a unique
state ρ when the values of all pks are known. If the mea-
surement provides partial rather than full tomography,
we choose a suitable set of statistical operators from the
state space, such that the mapping p↔ ρ(p) is one-to-
one; this set is the reconstruction space R0. While there
is no unique or best choice for the “suitable set” that
makes up R0, the intended use for the state, once esti-
mated, may provide additional criteria for choosing the
reconstruction space. As far as QSE and SPE are con-
cerned, however, the particulars of the mapping p→ ρ(p)
do not matter at all. Yet, that there is such a mapping,
permits viewing a region R in R0 also as a region in
the probability space, and we use the same symbols in
both cases whenever the context is clear. Note, however,
that while the probability space — in which the numeri-
cal work is done — is always convex, the reconstruction
space of states may or may not be. Examples for that
can be found in [17] where various aspects of the map-
ping p↔ ρ(p) are discussed in the context of measuring
pairwise complementary observables.
The parameterization of the reconstruction space in
terms of the probabilities gives us
(dρ) = (dp)w0(p) (3)
3for the volume element ≡ prior element in R0, where
(dp) = dp1dp2 . . . dpK wcstr(p) , (4)
is the volume element in the probability space. The factor
wcstr(p) accounts for all the constraints that the proba-
bilities must obey, among them the constraints that fol-
low from the positivity of ρ(p) in conjunction with the
quantum-mechanical Born rule. Other than the mapping
p↔ ρ(p), this is the only place where quantum physics
is present in the formalism of QSE and SPE. Yet, the
quantum constraints in wcstr(p) are the defining feature
that distinguishes quantum state estimation from non-
quantum state estimation.
Probabilities p that obey the constraints are called
“physical” or “permissible”. wcstr vanishes on the unphys-
ical ps and is generally a product of step functions and
delta functions. The factor w0(p) in Eq. (3) is the prior
density of our choice; it reflects what we know about
the quantum system before the data are taken. Usually,
the prior density w0(p) gives positive weight to the finite
neighborhoods of all states in R0; criteria for choosing
the prior are reviewed in appendix A of Ref. [11] — “use
common sense” is a guiding principle. Although not re-
ally necessary, we shall assume that w0(p) and wcstr(p)
are normalized,∫
(dp) = 1 and
∫
R0
(dρ) = 1 , (5)
so that we do not need to exhibit normalizing factors in
what follows. Then, the size of a region R ⊆ R0, that is:
its prior content, is
SR =
∫
R
(dρ) =
∫
R
(dp)w0(p) ≤ 1 , (6)
with equality only for R = R0. This identification of size
and prior content is natural in the context of state esti-
mation; see [11] for a discussion of this issue. While other
contexts may very well have their own natural notions of
size, such other contexts do not concern us here.
After measuring a total number of N =
∑K
k=1 nk
copies of the quantum system and observing the kth out-
come nk times, the data D are the recorded sequence of
outcomes (“detector clicks”). The probability of obtain-
ing D is the point likelihood
L (D|p) = pn11 pn22 · · · pnKK . (7)
In accordance with Sec. 2.3 in Ref. [11], then, the joint
probability of finding ρ(p) in the region R and obtaining
data D is
Pr
(
D ∧ {ρ ∈ R}) = ∫
R
(dp)w0(p)L(D|p)
= L(D|R)SR = CR(D)L(D) , (8)
with (i) the region likelihood L(D|R), (ii) the credibility
— the posterior content — CR(D) of the region,
CR(D) =
1
L(D)
∫
R
(dp)w0(p)L(D|p) , (9)
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FIG. 1. Schematic sketch of a sector in the probability space
or the reconstruction space. The wave-like lines indicate iso-
F hypersurfaces; any two lines mark the boundaries of an
F interval, a region specified by a range of F values. The
thicker red lines mark the borders of a smallest credible in-
terval (SCI). The dashed red line inside the SCI indicates the
hypersurface of the maximum-likelihood estimator F̂
ml
. The
purple cross marks the maximum-likelihood estimator ρ̂
ml
of
the quantum state, with the closed purple curve marking the
boundary of the smallest credible region (SCR) with the same
credibility as the SCI. The first equation in (36) states that
the purple cross is usually not on the dashed red line, as the
plot shows. Note that the SCR contains F values from a
larger range than the SCI; see also Fig. 4.
and (iii) the prior likelihood for the data
L(D) =
∫
R0
(dp)w0(p)L(D|p) . (10)
III. SIZE AND CREDIBILITY OF A RANGE OF
PROPERTY VALUES
We wish to estimate a particular property, specified as
a function f(p) of the probabilities, with values between
0 and 1,
0 ≤ f(p) ≤ 1 ; (11)
the restriction to this convenient range can be easily
lifted, of course. Usually, there is at first a function f˜(ρ)
of the state ρ, and f(p) = f˜
(
ρ(p)
)
is the implied func-
tion of p. We take for granted that the value of f˜(ρ)
can be found without requiring information that is not
contained in the probabilities p. Otherwise, we need to
restrict f˜(ρ) to ρs in R0.
By convention, we use lower-case letters for the func-
tions on the probability space and upper-case letters for
the function values. The generic pair is f(p), F here; we
will meet the pairs φ(p),Φ and γ(p),Γ in Sec. VIII, and
the pairs θ(p),Θ and θopt(p),Θopt in Sec. IX.
A given f(p) value — F = f(p), say— identifies hyper-
surfaces in the probability space and the reconstruction
space, and an interval F1 ≤ f(p) ≤ F2 corresponds to a
4region; see Fig. 1. Such a region has size∫
R0
(dρ)
[
η
(
F2 − f˜(ρ)
)− η(F1 − f˜(ρ))]
=
∫
(dp)w0(p)
[
η
(
F2 − f(p)
)− η(F1 − f(p))]
=
∫
(dp)w0(p)
∫ F2
F1
dF δ
(
F − f(p)) (12)
and credibility
1
L(D)
∫
R0
(dρ)L(D|p)
[
η
(
F2 − f˜(ρ)
)− η(F1 − f˜(ρ))]
=
1
L(D)
∫
(dp)w0(p)L(D|p)
∫ F2
F1
dF δ
(
F − f(p)) , (13)
where η( ) is Heaviside’s unit step function and δ( )
is Dirac’s delta function. For an infinitesimal slice,
F ≤ f(p) ≤ F + dF , the size (12) identifies the prior el-
ement dF W0(F ) in F ,
dF W0(F ) =
∫
(dp)w0(p) dF δ
(
F − f(p)) , (14)
and the credibility (13) tells us the likelihood L(D|F ) of
the data for given property value F ,
1
L(D)
dF W0(F )L(D|F )
=
1
L(D)
∫
(dp)w0(p)L(D|p) dF δ
(
F − f(p)) . (15)
Of course, Eqs. (14) and (15) are just the statements of
Eqs. (6) and (9) in the current context of infinitesimal re-
gions defined by an increment in F ; it follows thatW0(F )
and L(D|F ) are positive everywhere, except possibly for
a few isolated values of F . To avoid any potential confu-
sion with the likelihood L(D|p) of Eq. (7), we shall call
L(D|F ) the F -likelihood.
In passing, we note that L(D|F ) can be viewed as the
marginal likelihood of L(D|p) with respect to the prob-
ability density δ
(
F − f(p))/W0(F ) in p. For the compu-
tation of L(D|F ), however, standard numerical methods
for marginal likelihoods, such as those compared by Bos
[15], do not give satisfactory results. The bench mark-
ing conducted by Bos speaks for itself; in particular, we
note that none of those standard methods has a built-in
accuracy check. Therefore, we are using the algorithm
described in Sec. VII.
In terms of W0(F ) and L(D|F ), a finite interval of F
values, or the union of such intervals, denoted by the
symbol I, has the size
SI =
∫
I
dF W0(F ) (16)
and the credibility
CI =
1
L(D)
∫
I
dF W0(F )L(D|F ) , (17)
where
L(D) =
∫
I0
dF W0(F )L(D|F ) (18)
has the same value as the integral of Eq. (10). I0 denotes
the whole range 0 ≤ F ≤ 1 of property values, where we
have SI0 = CI0 = 1.
Note that the F -likelihood L(D|F ) is the natural
derivative of the interval likelihood, the conditional prob-
ability
L(D|I) = Pr
(
D ∧ {F ∈ I})
Pr(F ∈ I) (19)
=
1
SI
∫
(dp)w0(p)L(D|p)
∫
I
dF δ(F − f(p)) .
If we now define the F -likelihood by the requirement
L(D|I) = 1
SI
∫
I
dF W0(F )L(D|F ) , (20)
we recover the expression for L(D|F ) in Eq. (15).
IV. FREE CHOICE OF PRIOR
The prior density W0(F ) and the F -likelihood L(D|F )
have an implicit dependence on the prior density w0(p)
in probability space, and it may seem that we cannot
choose W0(F ) as we like, nor would the F -likelihood be
independent of the prior for F . This is only apparently
so: As usual, the likelihood does not depend on the prior.
When we restrict the prior density w0(p) to the hyper-
surface where f(p) = F ,
w0(p)
∣∣∣
f(p)=F
= W0(F )uF (p) , (21)
we exhibit the implied prior density uF (p) that tells us
the relative weights of ps within the iso-F hypersur-
face. As a consequence of the normalization of w0(p)
and W0(F ),∫
(dp)w0(p) = 1 ,
∫ 1
0
dF W0(F ) = 1 , (22)
which are more explicit versions of SR0 = 1 and SI0 = 1,
uF (p) is also normalized,∫
(dp)uF (p) δ(F − f(p)) = 1 . (23)
In a change of perspective, let us now regard uF (p) and
W0(F ) as independently chosen prior densities for all iso-
F hypersurfaces and for property F . Since F is the co-
ordinate in p-space that is normal to the iso-F hyper-
surfaces (see Fig. 1), these two prior densities together
define a prior density on the whole probability space,
w0(p) = W0(f(p))uf(p)(p) . (24)
5The restriction to a particular value of f(p) takes us back
to Eq. (21), as it should.
For a prior density of the form (24), the F -likelihood
L(D|F ) = 1
W0(F )
∫
(dp)w0(p)L(D|p)δ
(
F − f(p))
=
∫
(dp)uF (p)L(D|p)δ
(
F − f(p)) (25)
does not involve W0(F ) and is solely determined by
uF (p). Therefore, different choices for W0(F ) in Eq. (24)
do not result in different F -likelihoods. Put differently, if
we begin with some reference prior density wr(p), which
yields the iso-F prior density
uF (p) =
wr(p)
∣∣∣
f(p)=F∫
(dp′)wr(p′) δ
(
F − f(p′)) (26)
that we shall use throughout, then
w0(p) =
wr(p)W0(f(p))∫
(dp′)wr(p′) δ
(
f(p)− f(p′)) (27)
is the corresponding prior density for the W0(F ) of our
liking. Clearly, the normalization of wr(p) is not impor-
tant; more generally yet, the replacement
wr(p)→ wr(p)g
(
f(p)
)
(28)
with an arbitrary function g(F ) > 0 has no effect on the
right-hand sides of Eqs. (26), (27), as well as (29) be-
low. One can think of this replacement as modifying the
prior density in F that derives from wr(p) upon proper
normalization.
While the F -likelihood
L(D|F ) =
∫
(dp)wr(p) δ
(
F − f(p))L(D|p)∫
(dp)wr(p) δ
(
F − f(p)) (29)
is the same for all W0(F )s, it will usually be different
for different uF (p)s and thus for different wr(p)s. For
sufficient data, however, L(D|p) is so narrowly peaked
in probability space that it will be essentially vanishing
outside a small region within the iso-F hypersurface, and
then it is irrelevant which reference prior is used. In other
words, the data dominate rather than the priors unless
the data are too few.
Typically, we will have a natural choice of prior density
w0(p) on the probability space and accept the induced
W0(F ) and uF (p). Nevertheless, the flexibility offered
by Eq. (27) is useful. We exploit it for the numerical
procedure in Sec. VII.
In the examples below, we employ two different refer-
ence priors wr(p). The first is the primitive prior,
wprimitive(p) = 1 , (30)
so that the density is uniform in p over the (physical)
probability space. The second is the Jeffreys prior [18],
wJeffreys(p) ∝ 1√
p1p2 · · · pK , (31)
which is a common choice of prior when no specific prior
information is available [19]. For ease of reference, there
is a list of the various prior densities in Appendix D.
In Sec. VIII, we use wprimitive(p) and wJeffreys(p) for
w0(p) and then work with the induced priors W0(F ) of
Eq. (14), as this enables us to discuss the difference be-
tween direct and indirect estimation in Sec. VIII B. The
natural choice of W0(F ) = 1 will serve as the prior den-
sity in Sec. IX.
V. POINT ESTIMATORS AND OPTIMAL
ERROR INTERVALS
The F -likelihood L(D|F ) is largest for the maximum-
likelihood estimator F̂
ml
,
max
F
{L(D|F )} = L(D|F̂
ml
) . (32)
Another popular point estimator is the Bayesian mean
estimator
F̂
bm
=
1
L(D)
∫ 1
0
dF W0(F )L(D|F )F . (33)
They are immediate analogs of the maximum-likelihood
estimator ρ̂
ml
for the state,
ρ̂
ml
= ρ(p̂
ml
) with max
p
{L(D|p)} = L(D|p̂
ml
) , (34)
and the Bayesian mean of the state,
ρ̂
bm
=
1
L(D)
∫
(dρ)L(D|p) ρ . (35)
Usually, the value of f˜(ρ) for one of these state estimators
is different from the corresponding estimator,
f˜(ρ̂
ml
) 6= F̂
ml
, f˜(ρ̂
bm
) 6= F̂
bm
, (36)
although the equal sign can hold for particular data D;
see Fig. 1. As an exception, we note that f˜ (ρ̂
bm
) = F̂
bm
is always true if f(p) is linear in p.
The observation of Eq. (36) — the best guess for the
property of interest may not, and often does not, come
from the best guess for the quantum state — deserves
emphasis, although it is not a new insight. For exam-
ple, the issue is discussed in Ref. [20] in the context of
confidence regions (see topic SM4 in the supplemental
material). We return to this in Sec. VIII B.
For reasons that are completely analogous to those for
the optimal error regions in Ref. [11], the optimal error
6intervals for property F = f˜(ρ) = f(p) are the bounded-
likelihood intervals (BLIs) specified by
Iλ =
{
F
∣∣ L(D|F ) ≥ λL(D|F̂
ml
)
}
with 0 ≤ λ ≤ 1 .
(37)
While the set of Iλs is fully specified by the F -likelihood
L(D|F ) and is independent of the prior density W0(F ),
the size and credibility of a specific Iλ do depend on the
choice of W0(F ). The interval of largest F -likelihood for
given size s— the maximum-likelihood interval (MLI) —
is the BLI with s = SIλ ≡ sλ, and the interval of small-
est size for given credibility c — the smallest credible
interval (SCI) — is the BLI with c = CIλ ≡ cλ, where
SIλ and CIλ are the size and credibility of Eqs. (16) and
(17) evaluated for the interval Iλ. We have Iλ ⊆ I0,
sλ ≤ s0 = 1, and cλ ≤ c0 = 1 for λ ≤ λ0, with λ0 ≥ 0
given by minF {L(D|F )} = λ0L(D|F̂ml). As λ increases
from λ0 to 1, sλ and cλ decreases monotonically from 1
to 0. Moreover, we have the link between sλ and cλ,
cλ =
λsλ +
∫ 1
λ
dλ′ sλ′∫ 1
0
dλ′ sλ′
, (38)
exactly as that for the size and credibility of bounded-
likelihood regions (BLRs) for state estimation in
Ref. [11]. The normalizing integral of the size in the
denominator has a particular significance of its own, as
is discussed in the next section.
As soon as the F -likelihood L(D|F ) is at hand, it is a
simple matter to find the MLIs and the SCIs. Usually, we
are most interested in the SCI for the desired credibility c:
The actual value of F is in this SCI with probability c.
Since all BLIs contain the maximum-likelihood estimator
F̂
ml
, each BLI, and thus each SCI, reports an error bar
on F̂
ml
in this precise sense. In marked contrast, F̂
bm
plays no such distinguished role.
VI. PLAUSIBLE REGIONS AND INTERVALS
The data provide evidence in favor of the ρs in a region
R ⊂ R0 if we would put a higher bet on R after the data
are recorded than before, that is: if the credibility of R
is larger than its size,
CR(D) =
∫
R
(dp)w0(p)
L(D|p)
L(D)
>
∫
R
(dp)w0(p) = SR .
(39)
In view of Eq. (8), this is equivalent to requiring that the
region likelihood L(D|R) exceeds L(D), the likelihood
for the data.
Upon considering an infinitesimal vicinity of a state
ρ ↔ p, we infer from Eq. (39) that we have evidence in
favor of ρ(p) ∈ R0 if L(D|p) > L(D), and we have evi-
dence against p, and thus against ρ(p), if L(D|p) < L(D).
The ratio L(D|p)/L(D), or any monotonic function of it,
measures the strength of the evidence [16]. It follows that
the data provide strongest evidence for the maximum-
likelihood estimator.
Further, since cλ > sλ for all BLRs, there is evidence in
favor of each BLR. The larger BLRs, however, those for
the lower likelihood thresholds set by smaller λ values,
contain subregions against which the data give evidence.
The ρ(p)s with evidence against them are not plausible
guesses for the actual quantum state. We borrow Evans’s
terminology [16] and call the set of all ρs, for which the
data provide evidence in favor, the plausible region — the
largest region with evidence in favor of all subregions. It
is the SCR Rλ for the critical value of λ,
λcrit ≡ L(D)
Lmax(D)
=
∫ 1
0
dλ sλ (40a)
with Lmax(D) = max
p
{
L(D|p)} . (40b)
The equal sign in Eq. (40a) is that of Eq. (21) in Ref. [11].
In a plot of sλ and cλ, such as those in Figs. 4 and 5 of
[11] or in Figs. 2 and 9 below, we can identify λcrit as the
λ value with the largest difference cλ − sλ.
This concept of the plausible region for QSE carries
over to SPE, where we have the plausible interval com-
posed of those F values for which L(D|F ) exceeds L(D).
It is the SCI Iλ for the critical λ value,
λcrit ≡ L(D)
Lmax(D)
=
∫ 1
0
dλ sλ (41a)
with Lmax(D) = max
F
{
L(D|F )} , (41b)
where now Lmax(D) and sλ refer to the F -likelihood
L(D|F ). Usually, the values of Lmax(D) in Eqs. (40b)
and (41b) are different and, therefore, the critical λ val-
ues are different.
After measuring a sufficient number of copies of the
quantum system — symbolically: “ N ≫ 1 ” — one can
invoke the central limit theorem and approximate the F -
likelihood by a gaussian with a width ∝ N−1/2,
N ≫ 1 : L(D|F ) ≃ Lmax(D) e−
N
2α2
(F − F̂
ml
)2 , (42)
where α > 0 is a scenario-dependent constant. The weak
N -dependence of α and F̂
ml
is irrelevant here and will be
ignored. Then, the critical λ value is
N ≫ 1 : λcrit ≃W0(F̂ml)α
√
2π
N
, (43)
provided thatW0(F ) is smooth near F̂ml, which property
we take for granted. Accordingly, the size and credibility
of the plausible interval are
N ≫ 1 :

sλcrit ≃ 2λcrit
(
1
π
log
1
λcrit
) 1
2
,
cλcrit ≃ erf
((
log
1
λcrit
) 1
2
) (44)
7under these circumstances. When focusing on the domi-
nating N dependence, we have
N ≫ 1 : λcrit , sλcrit , 1− cλcrit ∝
1√
N
, (45)
which conveys an important message: As more and more
copies of the quantum system are measured, the plausible
interval is losing in size and gaining in credibility.
VII. NUMERICAL PROCEDURES
The size element of Eq. (14), the credibility element of
Eq. (15), and the F -likelihood of Eqs. (25) and (29), in-
troduced in Eq. (15), are the core ingredients needed for
the construction of error intervals for F . The integrals
involved are usually high-dimensional and can only be
computed by Monte Carlo (MC) methods. The expres-
sions with the delta-function factors in their integrands
are, however, ill-suited for a MC integration. Therefore,
we consider the antiderivatives
Pr,0(F ) =
∫
(dp)wr(p) η
(
F − f(p)) (46)
and
Pr,D(F ) =
1
L(D)
∫
(dp)wr(p)L(D|p) η
(
F − f(p)) . (47)
These are the prior and posterior contents of the interval
0 ≤ f(p) ≤ F for the reference prior with density wr(p).
The denominator in the F -likelihood of Eq. (29) is the
derivative of Pr,0(F ) with respect to F , the numerator
that of L(D)Pr,D(F ).
Let us now focus on the denominator in Eq. (29),
Wr,0(F ) =
∂
∂F
Pr,0(F ) =
∫
(dp)wr(p) δ
(
F−f(p)) . (48)
For the MC integration, we sample the probability space
in accordance with the prior wr(p) and due attention to
wcstr(p) of Eq. (4), for which the methods described in
Refs. [13] and [14] are suitable. This gives us Pr,0(F )
together with fluctuations that originate in the random
sampling and the finite size of the sample; for a sample
with Nsample values of p, the expected mean-square error
is
[
Pr,0(F )
(
1 − Pr,0(F )
)
/Nsample
]1/2
. We cannot differ-
entiate this numerical approximation of Pr,0(F ), but we
can fit a several-parameter function to the values pro-
duced by the MC integration, and then differentiate this
function and so arrive at an approximation W˜r,0(F ) for
Wr,0(F ).
How can we judge the quality of this approximation?
For the prior density w0(p) in Eq. (27) with any chosen
W0(F ) [21], the antiderivative of the integral in Eq. (14)
yields
P0(F ) =
∫
(dp)w0(p) η
(
F − f(p))
=
∫
(dp)
wr(p)W0
(
f(p)
)
Wr,0
(
f(p)
) ∫ F
0
dF ′ δ
(
F ′ − f(p))
=
∫ F
0
dF ′W0(F ′)
Wr,0(F ′)
∫
(dp)wr(p) δ
(
F ′ − f(p))
=
∫ F
0
dF ′W0(F ′) (49)
upon recalling Eq. (48). When the approximation
w˜0(p) =
wr(p)W0
(
f(p)
)
W˜r,0
(
f(p)
) (50)
is used instead, we find
P˜0(F ) =
∫
(dp) w˜0(p) η
(
F − f(p))
=
∫ F
0
dF ′
Wr,0(F
′)
W˜r,0(F ′)
W0(F
′) . (51)
It follows that W˜r,0(F ) approximates Wr,0(F ) well if
P˜0(F ) ≃
∫ F
0 dF
′W0(F ′) is sufficiently accurate. If it is
not, an approximation W˜0(F ) for
∂
∂F
P˜0(F ) provides
W˜r,0(F )
∣∣∣
new
= W˜r,0(F )W˜0(F )/W0(F ), which improves
on the approximation W˜r,0(F ). It does not give us
Wr,0(F ) exactly because the integral in Eq. (51) also re-
quires a MC integration with its intrinsic noise.
Yet, we have here the essence of an iteration algorithm
for successive approximations of Wr,0(F ). Since the F -
likelihood L(D|F ) does not depend on the prior W0(F ),
we can chooseW0(F ) = 1 so that P0(F ) = F in Eq. (49),
and the nth iteration of the algorithm consists of these
steps:
S1 For given W
(n)
r,0 (F ), sample the probability space in
accordance with the prior w
(n)
0 (p) = wr(p)/W
(n)
r,0
(
f(p)
)
.
S2 Use this sample for a MC integration of
P
(n)
0 (F ) =
∫
(dp)w
(n)
0 (p) η
(
F − f(p)) .
S3 Escape the loop if P
(n)
0 (F ) ≃ F with the desired ac-
curacy.
S4 Fit a suitable several-parameter function to the MC
values of P
(n)
0 (F ).
S5 Differentiate this function to obtain
W
(n)
0 (F ) ≃
∂
∂F
P
(n)
0 (F ) ;
8update n→ n+ 1 and
W
(n)
r,0 (F )→W (n+1)r,0 (F ) = W (n)r,0 (F )W (n)0 (F ) ;
return to step S1.
The sampling in step S1 consumes most of the CPU time
in each round of iteration. It is, therefore, economic to
start with smaller samples and increase the sample size
as the approximation gets better. Numerical codes for
sampling by the Hamiltonian MC method described in
Ref. [14] are available at a website [22], where one also
finds large ready-for-use samples for a variety of POMs
and priors.
Similarly, we compute the numerator Wr,D(F ) in
Eq. (29). With the replacements W
(n)
r,0 (F )→W (n)r,D(F )
and wr(p)→ wr(p)L(D|p), the same iteration algorithm
works. Eventually, we get the F -likelihood,
L(D|F ) = Wr,D(F )
Wr,0(F )
, (52)
and can then proceed to determine the BLIs of Sec. V.
In practice, it is not really necessary to iterate un-
til P
(n)
0 (F ) equals F to a very high accuracy. A few
rounds of the iteration are usually enough for establish-
ing a w
(n)
0 (p) for which the induced prior densityW
(n)
r,0 (F )
is reliable over the whole range from F = 0 to F = 1.
Then a fit to Pr,D(F ), obtained from a MC integration
with a sample in accordance with the posterior density
∝ w(n)0 (p)L(D|p), provides an equally reliable posterior
density W
(n)
r,D(F ), and so gives us the F -likelihood of
Eq. (52). Regarding the fitting of a several-parameter
function in step S4, we note that, usually, a truncated
Fourier series of the form
P
(n)
0 (F ) ≃ F + a1 sin(πF ) + a2 sin(2πF )
+ a3 sin(3πF ) + · · · , (53)
with the amplitudes a1, a2, a3, . . . as the fitting parame-
ters, is a good choice, possibly modified such that known
properties of P
(n)
0 (F ) are properly taken into account.
These matters are illustrated by the examples in Sec. IX;
see, in particular, Fig. 6.
VIII. EXAMPLE: ONE QUBIT
As a first application, let us consider the single-qubit
situation. The state of a qubit can be written as
ρ(r) =
1
2
(1+ r · σ), (54)
where σ = (σx, σy, σz) is the vector of Pauli opera-
tors, and r = (x, y, z) is the Bloch vector with x = 〈σx〉,
y = 〈σy〉, and z = 〈σz〉. The tomographic measurement
is taken to be the four-outcome tetrahedron measurement
of Ref. [23], with outcome operators
Πk =
1
4
(1+ ak · σ) with k = 1, 2, 3, 4 . (55)
Here, the four unit vectors ak are chosen such that they
are respectively orthogonal to the four faces of a symmet-
ric tetrahedron (hence the name). We orient them such
that the probabilities pk =
1
4 (1 + r · ak) for the four out-
comes are
p1 =
1
4
(1 − z) , p2 = 1
4
(
1 +
√
8
3
y +
1
3
z
)
,
p3
p4
}
=
1
4
(
1±
√
2
3
x−
√
2
3
y +
1
3
z
)
. (56)
The tetrahedron measurement is tomographically com-
plete for the qubit and so allows the full reconstruction
of the state, which we accomplish with the aid of
r = 3
4∑
k=1
pkak . (57)
This tomographic completeness is useful for our discus-
sion, since it permits both the estimation of a property of
interest directly from the pks, as well as estimating that
property by first estimating the density operator ρ; see
Sec. VIII B.
A. SCIs for fidelity and purity
We construct the SCIs for two properties: the fidelity
with respect to some target state, and the normalized
purity. Both have values between 0 and 1, so that the
concepts and tools of the preceding sections are immedi-
ately applicable.
The fidelity
φ = tr{|√ρ√ρtar|} (58)
is a measure of overlap between the actual state ρ and
the target state ρtar. For these two qubit states, we ex-
press the fidelity in terms of the Bloch vectors r and
t = tr{σρtar},
φ =
[
1
2
(1 + r · t) + 1
2
√
1− r2
√
1− t2
] 1
2
≥
√
1− t
2
,
(59)
where r = |r | and t = |t |, and the lower bound is reached
for r = −t/t. When the target state is pure (ρtar =
|tar〉〈tar|, t = 1), (59) simplifies to φ = [12 (1 + r · t)] 12 =
〈tar|ρ|tar〉 12 . In particular, for |tar〉 = |0〉, the +1 eigen-
state of σz , we have t = ez , and the fidelity is a function
of only the z-component of r , namely φ =
[
1
2 (1 + z)
] 1
2 .
The purity tr
{
ρ2
}
is a measure of the mixedness of a
state, with values between 12 (for the completely mixed
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FIG. 2. Single-qubit fidelity (with respect to |0〉) and normalized purity for a simulated tetrahedron measurement of 36 copies.
Top plots: The Φ-likelihood L(D|Φ) and the Γ-likelihood L(D|Γ) for, respectively, the Jeffreys prior and the primitive prior
on the probability space. Bottom plots: The size sλ (cyan curves) and the credibility cλ (green curves) for the resulting BLIs
as functions of λ. The black dots mark values obtained from the Hamiltonian Monte Carlo algorithm for evaluating the size
and credibility integrals. The cyan lines are fitted to the sλ values using a Padé approximant, while the green lines for cλ are
obtained from the cyan lines with the aid of Eq. (38). The red vertical lines in the bottom plots mark the critical values of λ
at λcrit = 0.1085 and λcrit = 0.7406, respectively.
state) and 1 (for pure states). We define the normalized
purity by γ = 2 tr
{
ρ2
}− 1, so that γ = r2 is simply the
squared length of the Bloch vector. Expressed in terms
of the tetrahedron probabilities in Eq. (56), we have
γ(p) = 12
4∑
k=1
p2k − 3 and φ(p) =
√
1− 2p1 (60)
for the normalized purity and the fidelity with ρtar =
1
2 (1 + σz), respectively.
In a simulated experiment, the state used to gener-
ate the data is ρ = 12 (1+ 0.9 σz). This state has fidelity
Φ =
√
0.95 = 0.9747 (for target state |0〉) and normalized
purity Γ = 0.81 — the “true” values for the two proper-
ties to be estimated from the data. A particular simula-
tion measured 36 copies of this state using the tetrahe-
dron measurement, and gave data D = (n1, n2, n3, n4) =
(2, 10, 11, 13), where nk is the number of clicks registered
by the detector for outcome Πk.
In this low-dimensional single-qubit case, the induced
priorsW0(Φ) andW0(Γ), both for the primitive prior (30)
and the Jeffreys prior (31), are obtained by an analyti-
cal evaluation of the analogs of the integral in Eq. (14).
While a MC integration is needed for the analogs of the
integral in Eq. (15), one can do without the full ma-
chinery of Sec. VII. The top plots in Fig. 2 report the
F -likelihoods L(D|Φ) and L(D|Γ) thus obtained for the
Jeffreys prior and the primitive prior, respectively.
The bottom plots show the size sλ and the credibil-
ity cλ for the resulting BLIs, computed from these F -
likelihoods together with the respective induced priors.
The dots mark values obtained by numerical integration
that employs the Hamiltonian Monte Carlo algorithm for
sampling the quantum state space [14] in accordance with
the prior and posterior distributions. Consistency with
the relation in Eq. (38) between sλ and cλ is demon-
strated by the green curves through the credibility points,
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FIG. 3. Optimal error intervals for (a) fidelity Φ, and (b)
normalized purity Γ, for a qubit state probed with the tetra-
hedron measurement. The red curves labeled ‘a’ are for the
primitive prior; the blue curves labeled ‘b’ are for the Jef-
freys prior. These curves delineate the boundaries of the
SCIs for different credibility values; the cusps are located at
the maximum-likelihood estimates Φ̂ml and Γ̂ml, respectively.
For illustration, the plausible intervals for the primitive prior,
which are the SCIs with respective credibility 0.932 and 0.697,
are indicated by the black bars. The true values of Φ = 0.9747
and Γ = 0.81, marked by the down-pointing arrows (↓), hap-
pen to be inside these SCIs. Although, only N = 36 qubits are
measured in the simulated experiment, the SCIs are almost
the same for the two priors.
which is obtained by integrating over the cyan curve fit-
ted to the size points.
The SCIs resulting from these sλ and cλ are reported
in Fig. 3 for fidelity Φ and normalized purity Γ, both
for the primitive prior (red lines ‘a’) and for the Jeffreys
prior (blue lines ‘b’). The SCI with a specific credibility
is the horizontal interval between the two branches of the
curves; see the plausible intervals marked on the plots.
An immediate observation is that the choice of prior has
little effect on the SCIs, although the total number of
measured copies is not large. In other words, already
for the small number of N = 36 qubits measured, our
conclusions are dominated by the data, not by the choice
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FIG. 4. Direct and indirect state-property estimation: Er-
ror intervals for (a) fidelity Φ and (b) normalized purity Γ
by ISPE (purple curves ‘a’) and DSPE (red curves ‘b’), for
the same simulated data as in Figs. 2 and 3. The horizon-
tal lines indicate the intervals for credibility 0.8 — credibil-
ity of the interval in the case of DSPE but credibility for
the reconstruction-space region in the case of ISPE. Consis-
tent with what the sketch in Fig. 1 suggests, the intervals
obtained from ISPE are larger than the actual SCIs that re-
sult from proper DSPE. In plot (a), one can also clearly see
that the maximum-likelihood fidelity Φ̂ml is not the fidelity of
the maximum-likelihood state ρ̂
ml
: The cusps of the red and
purple curves are at different Φ values.
of prior.
B. Direct and indirect estimation of state
properties
As mentioned in the Introduction and also in Sec. V,
the best guess for the properties of interest may not, and
often does not, come from the best guess for the quan-
tum state. For an illustration of this matter, we compare
here the two approaches for our qubit example. The er-
ror intervals are either constructed by directly estimating
the value of the property from the data, as we have done
in the previous section, or by first constructing the error
11
regions (SCRs specifically; see Ref. [11]) for the quan-
tum state, and the error interval for the desired property
is given by the range of property values for the states
contained in the error region of states; see Fig. 1. We
refer to the two respective approaches as direct and indi-
rect state-property estimation, with the abbreviations of
DSPE and ISPE. Of course, DSPE is simply SPE proper.
Figure 4 shows the error intervals for fidelity Φ and
normalized purity Γ for the single-qubit data of Figs. 2
and 3. The purple curves labeled ‘a’ are obtained via
ISPE and the red curves labeled ‘b’ via DSPE. Here,
the primitive prior of Eq. (30) is used as w0(p) on the
probability space, together with the induced prior den-
sities W0(Φ) and W0(Γ) for the fidelity and the normal-
ized purity. Clearly, the error intervals obtained by these
two approaches are quite different in this situation and,
in particular, DSPE reports smaller intervals than ISPE
does. More importantly, the intervals obtained via ISPE
and DSPE are also rather different in meaning: The cred-
ibility value used for constructing the interval from DSPE
(the SCI) is the posterior content of that interval for the
property itself; the credibility value used in ISPE, how-
ever, is the posterior content for the state error region,
and often has no simple relation to the probability of
containing the true property value. This is the situation
depicted in Fig. 1, where the range of F values across the
SCR is larger than the range of the SCI.
IX. EXAMPLE: TWO QUBITS
A. CHSH quantity, TAT scheme, and simulated
experiment
In our second example we consider qubit pairs and, as
in Sec. 4.3 in Ref. [14], the property of interest is the
Clauser-Horne-Shimony-Holt (CHSH) quantity [24, 25],
θ = tr{(A1 ⊗B1 +A2 ⊗B1 +A1 ⊗B2 −A2 ⊗B2)ρ} ,
(61)
where Aj = aj · σ and Bj′ = bj′ · σ with unit vectors
a1, a2, b1, and b2 are components of the Pauli vector
operators for the two qubits. We recall that |θ| cannot
exceed
√
8, and the two-qubit state is surely entangled
if |θ| > 2. Therefore, one usually wishes to distinguish
reliably between |Θ| < 2 and |Θ| > 2.
A standard choice for the single-qubit observables is
A1 = σx , A2 = σz ,
B1
B2
}
= − 1√
2
(σx ± σz) , (62)
for which
θ = −
√
2〈σx ⊗ σx + σz ⊗ σz〉 . (63)
The limiting values θ = ±√8 are reached for two of the
“Bell states”, viz. the maximally entangled states ρ =
1
4 (1∓ σx ⊗ σx)(1∓ σz ⊗ σz), the common eigenstates of
σx ⊗ σx and σz ⊗ σz with same eigenvalue −1 or +1.
One does not need full tomography for the experimen-
tal determination of this Θ; a measurement that explores
the xz planes of the two Bloch balls provides the neces-
sary data. We use the trine-antitrine (TAT) scheme (see
Ref. [26] and Sec. 6 in Ref. [11]) for this purpose. Qubit 1
is measured by the three-outcome POM with outcome
operators
Π
(1)
1 =
1
3
(1+ σz) ,
Π
(1)
2
Π
(1)
3
}
=
1
3
(
1±
√
3
2
σx − 1
2
σz
)
,
(64)
and the Π
(2)
j′ s for qubit 2 have the signs of σx and σz
reversed. The nine probability operators of the product
POM are
Πk = Π
(1)
j ⊗Π(2)j′ with k = 3(j− 1)+ j′ ≡ [jj′] , (65)
that is 1 = [11], 2 = [12], . . . , 5 = [22], . . . , 8 = [32],
9 = [33], and we have
θ(p) =
√
8
[
3(p1 + p5 + p9)− 1
]
(66)
for the CHSH quantity in Eq. (63).
With the data provided by the TAT measurement, we
can evaluate θ for any choice of the unit vectors a1, a2,
b1, b2 in the xz plane. If we choose the vectors such that
θ is largest for the given ρ, then
θopt = 2
[
〈σx ⊗ σx〉2 + 〈σx ⊗ σz〉2 + 〈σz ⊗ σx〉2
+ 〈σz ⊗ σz〉2
] 1
2
(67)
for the optimized CHSH quantity. In terms of the TAT
probabilities, it is given by(
θopt(p)
4
)2
= 1+ 9
9∑
k=1
p2k (68)
− 3
[
(p1 + p2 + p3)
2 + (p4 + p5 + p6)
2
+ (p7 + p8 + p9)
2 + (p1 + p4 + p7)
2
+ (p2 + p5 + p8)
2 + (p3 + p6 + p9)
2
]
.
Whereas the fixed-vectors CHSH quantity in Eq. (66) is
a linear function of the TAT probabilities, the optimal-
vectors quantity is not.
The inequality |θ| ≤ θopt holds for any two-qubit state
ρ, of course. Extreme examples are the Bell states ρ =
1
4 (1± σx ⊗ σx)(1∓ σz ⊗ σz), the common eigenstates of
σx⊗ σx and σz ⊗ σz with opposite eigenvalues, for which
θ = 0 and θopt =
√
8. The same values are also found for
other states, among them all four common eigenstates of
σx ⊗ σz and σz ⊗ σx.
The simulated experiment uses the true state
ρtrue =
1
4
(1− xσx ⊗ σx − yσy ⊗ σy − zσz ⊗ σz) (69)
12
with (x, y, z) = 120 (18,−15,−14), for which the TAT
probabilities are p1 p2 p3p4 p5 p6
p7 p8 p9
 = 1
60
 2 9 99 10 1
9 1 10
 (70)
and the true values of Θ and Θopt are
Θ =
√
2(x+ z) =
1
5
√
2 = 0.2828 ,
Θopt = 2
√
x2 + z2 =
√
26
5
= 2.2804 . (71)
When simulating the detection of N = 180 copies, we
obtained the relative frequencies
1
180
 9 28 3028 27 3
29 1 25
 =
 p1 p2 p3p4 p5 p6
p7 p8 p9

+
1
180
 3 1 31 −3 0
2 −2 −5
. (72)
If we estimate the probabilities by the relative frequen-
cies and use these estimates in Eqs. (66) and (68), the
resulting estimates for Θ and Θopt are
√
2/30 = 0.0471
and 16
√
39/45 = 2.2204, respectively.
This so-called “linear inversion” is popular, and one
can supplement the estimates with error bars that re-
fer to confidence intervals [20], but the approach has
well-known problems [27]. Instead, we report SCIs for
Θ and Θopt, and for those we need the Θ-likelihoods
L(D|Θ) and L(D|Θopt). We describe in the following
Sec. IXB how the iteration algorithm of Sec. VII is imple-
mented, and present L(D|Θ) and L(D|Θopt) thus found
in Sec. IXC together with the resulting SCIs.
B. Iterated MC integrations
Rather than F = 12
(
Θ/
√
8 + 1
)
or F = Θopt/
√
8,
which have values in the range 0 ≤ F ≤ 1, we shall use
Θ and Θopt themselves as the properties to be estimated,
with the necessary changes in the expressions in Secs. III–
VII. For the MC integration of P0(Θ), say, we sample the
probability space with the Hamiltonian MC algorithm
described in Sec. 4.3 in [14].
In this context, we note the following implementa-
tion issue: The sample probabilities carry a weight
proportional to the range of permissible values for
〈(σx ⊗ σx)(σz ⊗ σz)〉 = −〈σy ⊗ σy〉, i.e., parameter q in
(C3). It is expedient to generate an unweighted sam-
ple by resampling (“bootstrapping”) the weighted sam-
ple. The unweighted sample is then used for the MC
integration.
The histograms in Fig. 5(a) show the distribution of Θ
and Θopt values in such a sample, drawn from the prob-
ability space in accordance with the primitive prior of
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FIG. 5. (a) Histogram of CHSH values in a random sam-
ple of 500 000 states in accordance with the primitive prior
of Eq. (30). For Θ of Eq. (66) we have the full range of
−√8 ≤ Θ ≤ √8, whereas Θopt of Eq. (68) is positive by con-
struction. — (b) Corresponding histogram for a random
sample drawn from the posterior distribution for the sim-
ulated data in Eq. (72). — In plot (a), the black-line en-
velopes show the few-parameter approximations of Eq. (74)
with Eq. (75) for Θ and Eqs. (C16)–(C18) for Θopt. In plot
(b), the envelopes are the derivatives of the fits to Pr,D(Θ)
and Pr,D(Θopt).
(30). These prior distributions contain few values with
Θopt > 2 and much fewer with |Θ| > 2. In Fig. 5(b), we
have the histograms for a corresponding sample drawn
from the posterior distribution to the simulated data of
Eq. (72). In the posterior distributions, values exceed-
ing 2 are prominent for Θopt, but virtually non-existent
for Θ.
We determine the Θ-likelihoods L(D|Θ) and
L(D|Θopt) by the method described in Sec. VII.
The next five paragraphs deal with the details of
carrying out a few rounds of the iteration.
The green dots in Fig. 6(a) show the P0(Θ) values ob-
tained with the sample of 500 000 sets of probabilities
that generated the histograms in Fig. 5(a). We note that
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FIG. 6. Consecutive functions P (n)0 (Θ) for n = 0, 1, 2, 3 as
obtained byMC integration. The green dots (n = 0) represent
values for P0(Θ), computed with the primitive prior (30). The
flat regions near the end points at Θ = ±√8 are a consequence
of the 11
2
power in Eq. (73). The black curve through the
green dots is the graph of the four-parameter approximation
P
(0)
0 (Θ) of Eq. (74). The blue, cyan, and red dots are the MC
values for n = 1, 2, and 3, respectively, all close to the straight
line Θ 7→ 1
2
(
Θ/
√
8 + 1
)
. The cyan dots are difficult to see
between the blue and red dots in plot (a). They are well visible
in plot (b), where the straight-line values are subtracted. The
curves through the dots in plot (b) show the few-term Fourier
approximations analogous to Eq. (53).
the MC integration is not precise enough to distinguish
P0(Θ) & 0 from P0(Θ) = 0 for Θ < −2 or P0(Θ) . 1 from
P0(Θ) = 1 for Θ > 2 and, therefore, we cannot infer a re-
liable approximation for W0(Θ) =
d
dΘP0(Θ) for these Θ
values; the sample contains only 144 entries with |Θ| > 2
and no entries with |Θ| > 2.49. The iteration algorithm
solves this problem.
As discussed in Appendix B, we have
d
dΘ
P0(Θ) = W0(Θ) ∝
(√
8− |Θ|
) 11
2
for |Θ| .
√
8
(73)
near the boundaries of the Θ range in Fig. 6(a). In con-
junction with the symmetry property W0(Θ) = W0(−Θ)
a
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FIG. 7. Fourier coefficients of Eq. (53) for P (1)0 (Θ) (≡ blue
dots in Fig. 6). All amplitudes with odd index vanish,
a1 = a3 = a5 = · · · = 0, and are not included in the figure.
The “low-pass filter” set at k = 9 keeps only the four ampli-
tudes a2, a4, a6, and a8 in order to remove the high-frequency
noise in P (1)0 (Θ). Each of the discarded amplitudes is less than
1% in magnitude of the largest amplitude a2; the gray strip
about the horizontal axis indicates this 1% band.
or P0(Θ) + P0(−Θ) = 1, this invites the four-parameter
approximation
P0(Θ) ≃ P (0)0 (Θ) = w1Bα1(Θ) + w2Bα2(Θ)
+ w3Bα3(Θ) , (74)
where
Bα(Θ) =
(
1
32
)α+ 1
2
(2α+ 1)!
(α!)2
∫ Θ
−√8
dx
(
8− x2)α (75)
is a normalized incomplete beta function integral with
Bα(−
√
8) = 0 and Bα(
√
8) = 1; α2 and α3 are fitting pa-
rameters larger than α1 =
11
2 ; and w1, w2, w3 are weights
with unit sum. A fit with a root mean squared error
of 2.7 × 10−4 is achieved by α2 = α1 + 1.6700, α3 =
α1 + 5.4886, and (w1, w2, w3) = (0.4691, 0.2190, 0.3119).
The graph of P
(0)
0 (Θ) is the black curve through the green
dots in Fig. 6(a); the corresponding four-parameter ap-
proximation for W0(Θ) is shown as the black envelope
for the green Θ histogram in Fig. 5(a).
The subsequent approximations P
(1)
0 (Θ), P
(2)
0 (Θ), and
P
(3)
0 (Θ), are shown as the blue, cyan, and red dots in
Fig. 6(a) and, after subtracting 12
(
Θ/
√
8 + 1
)
, also in
Fig. 6(b). We use the truncated Fourier series of Eq. (53)
with F = 12
(
Θ/
√
8 + 1
)
for fitting a smooth curve to the
noisy MC values for P
(1)
0 (Θ), P
(2)
0 (Θ), and P
(3)
0 (Θ). As
a consequence of P0(Θ) + P0(−Θ) = 1, all Fourier ampli-
tudes ak with odd k vanish.
For an illustration of the method, we report in Fig. 7
the amplitudes ak of a full Fourier interpolation between
the blue dots (n = 1) in Fig. 6(b). Upon discarding
all components with k > 8 and thus retaining only four
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FIG. 8. Likelihood function for Θ and Θopt. The plot of
L(D|Θ) shows the Θ-likelihood obtained for the three subse-
quent iterations in Fig. 6(b), with a blow-up of the region near
the maximum. The colors blue, cyan, and red correspond to
those in Fig. 6. — The plot of L(D|Θopt) is analogous.
nonzero amplitudes, the resulting truncated Fourier se-
ries gives the smooth blue curve through the blue dots.
Its derivative contributes a factor W
(1)
0 (F ) to the refer-
ence prior density Wr,0(F ), in accordance with step S5
of the iteration algorithm in Sec. VII. In the next round
we treat P
(2)
0 (Θ) in the same way, followed by P
(3)
0 (Θ)
in the third round.
C. Likelihood and optimal error intervals
After each iteration round, we use the current reference
prior and the likelihood L(D|p) for a MC integration of
the posterior density and so obtain the corresponding
P
(n)
D (Θ) as well as its analytical parameterization analo-
gous to that of P
(n)
0 (Θ); the black envelopes to the his-
tograms in Fig. 5(b) show the final approximations for
the derivatives of Pr,D(Θ) and Pr,D(Θopt) thus obtained.
The ratio of their derivatives is the nth approximation
to the Θ-likelihood L(D|Θ); and likewise for L(D|Θopt),
see C. Figure 8 shows the sequence of approximations.
We note that the approximations for the Θ-likelihood
hardly change from one iteration to the next, so that
we can stop after just a few rounds and proceed to the
calculation of the size sλ and the credibility cλ of the
BLIs. These are shown in Fig. 9 for the flat priors in Θ
and Θopt, respectively.
The plots in Figs. 5–9 refer to the primitive prior of
Eq. (30) as the reference prior on the probability space.
The analogous plots for the Jeffreys prior of Eq. (31) are
quite similar. As a consequence of this similarity, there is
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FIG. 9. Size and credibility of bounded-likelihood intervals for
the CHSH quantities, computed from the likelihood functions
in Fig. 8. (a) Fixed measurement of Eq. (66) with the flat
prior density W0(Θ) = 1/
√
32; (b) optimized measurement of
Eq. (68) with the flat prior density W0(Θopt) = 1/
√
8. The
red vertical lines mark the critical λ values at λcrit = 0.2488
and λcrit = 0.1267.
not much of a difference in the SCIs obtained for the two
reference priors, although the number of measured copies
(N = 180) is not large; see Fig. 10. The advantage of
Θopt overΘ is obvious: Whereas virtually allΘ-SCIs with
non-unit credibility are inside the range −2 < Θ < 2, the
Θopt-SCIs are entirely in the range Θopt > 2 for credibil-
ity up to 95% and 98% for the primitive reference prior
and the Jeffreys reference prior, respectively.
X. SUMMARY AND OUTLOOK
In full analogy to the likelihood L(D|p) of the data D
for the specified probability parameters p of the quan-
tum state, which is the basic ingredient exploited by all
strategies for quantum state estimation, the F -likelihood
L(D|F ) plays this role when one estimates the value F
of a function f(p) — the value of a property of the quan-
tum state. Although the definition of L(D|F ) in terms of
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FIG. 10. Optimal error intervals for (a) Θ and (b) Θopt. The
blue and red curves (labeled ‘a’ and ‘b’, respectively) delineate
the boundaries of the SCIs in the same manner as in Figs. 3
and 4. The true values of Θ = 0.0471 and Θopt = 2.2204,
marked by the down-pointing arrows (↓), are inside the indi-
cated plausible intervals for the primitive reference prior with
credibility 0.910 and 0.956, respectively. — The primitive
prior of Eq. (30) and the Jeffreys prior of Eq. (31) solely serve
as the reference priors on the probability space for the compu-
tation of the Θ-likelihoods (shown in Fig. 8 for the primitive
prior), whereas flat priors for Θ and Θopt are used for estab-
lishing the boundaries of the SCIs from these Θ-likelihoods.
L(D|p) relies on Bayesian methodology and, in particu-
lar, needs a pre-selected reference prior on the probability
space, the prior density for F can be chosen freely and
the F -likelihood is independent of this choice.
As soon as the F -likelihood is at hand, we have a
maximum-likelihood estimator for F , embedded in a fam-
ily of smallest credible intervals that report the accuracy
of the estimate in a meaningful way. This makes op-
timal use of the data. The dependence of the smallest
credible regions on the prior density for F is irrelevant
when enough data are available. In the examples stud-
ied, “enough data” are obtained by measuring a few tens
of copies per outcome.
Not only is there no need for estimating the quantum
state first and finding its smallest credible regions, this
is not even useful: The F value of the best-guess state is
not the best guess for F , and the smallest credible region
for the state does not carry the meaning of the smallest
credible interval for F .
The reliable computation of the marginal F -likelihood
L(D|F ) from the primary state-conditioned likelihood
L(D|p) is indeed possible. It requires the evaluation
of high-dimensional integrals with Monte Carlo tech-
niques. It can easily happen that the pre-selected prior
on the probability space gives very little weight to size-
able ranges of F values, and then the F -likelihood is am-
biguous there. We overcome this problem by an iterative
algorithm that replaces the inadequate prior by suitable
ones, and so yields a F -likelihood that is reliable for all
values of F . The two-qubit example, in which we esti-
mate CHSH quantities, illustrates these matters.
From a general point of view, one could regard values
F of functions f(p) of the quantum state as parameters
of the state. The term quantum parameter estimation is,
however, traditionally used for the estimation of parame-
ters of the experimental apparatus, such as the emission
rate of the source, efficiencies of detectors, or the phase
of an interferometer loop. A forthcoming paper [28] will
deal with optimal error regions for quantum parameter
estimation in this traditional sense — smallest credible
regions, that is. In this context, it is necessary to ac-
count, in the proper way, for the quantum systems that
are emitted by the source but escape detection.
There are also situations, in which the quantum state
and parameters of the apparatus are estimated from the
same data, often referred to as self-calibrating experi-
ments [29, 30]. Various aspects of the combined opti-
mal error regions for the parameters of both kinds are
discussed in [31] and are the subject matter of ongoing
research.
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Appendix A: Confidence vs credibility
It is common practice to state the result of a mea-
surement of a physical quantity in terms of a confidence
interval. Usually, two standard deviations on either side
of the average value define a 95% confidence interval for
the observed data. This is routinely interpreted as assur-
ance that the actual value (among all thinkable values)
is in this range with 95% probability. Although this in-
terpretation is temptingly suggested by the terminology,
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it is incorrect — one must not have such confidence in a
confidence interval.
Rather, the situation is this: After defining a full set
of confidence intervals for quantity F , one interval for
each thinkable data, the confidence level of the set is its
so-called coverage, which is the fraction of intervals that
cover the actual value, minimized over all possible F val-
ues, whereby each interval is weighted by the probability
of observing the data associated with it. Upon denoting
the confidence interval for data D by CD, the coverage of
the set C = {CD} is thus calculated in accordance with
cov(C) = min
F
∑
D
L(D|F )
{
1 if F ∈ CD
0 if F 6∈ CD
}
. (A1)
We emphasize that the coverage is a property of the set,
not of any individual confidence interval; the whole set
is needed for associating a level of confidence with the
intervals that compose the set.
A set C of confidence intervals with coverage cov(C) =
0.95 has this meaning: If we repeat the experiment very
often and find the respective interval CD for each data
D obtained, then 95% of these intervals will contain the
actual value of F . Confidence intervals are a concept
of frequentism where the notion of probability refers to
asymptotic relative frequencies — the confidence inter-
vals are random while the actual value of F is whatever
it is (yet unknown to us) and 95% of the confidence in-
tervals contain it. Here we do statistics on the intervals,
not on the value of F . It is incorrect to infer that, for
each 95% confidence interval, there are odds of 19:1 in
favor of containing the actual value of F , an individual
confidence interval conveys no such information.
It is possible, as demonstrated by the example that fol-
lows below, that the confidence interval associated with
the observed data contains the actual value of F cer-
tainly, or certainly not, and that the data tell us about
this. This can even happen for each confidence interval
in a set determined by standard optimality criteria [32]
(see also Example 3.4.3 in [16]).
The example just alluded to is a scenario invented by
Jaynes [33] (see also [34]). We paraphrase it as follows:
A certain process runs perfectly for duration T , after
which failures occur at a rate r, so that the probability
of observing the first failure between time t and t+dt is
dt r e−r(t− T )η(t− T ) . (A2)
We cannot measure T directly; instead we record first-
failure times t1, t2, . . . , tN when restarting the process N
times. Question: What do the data D = {t1, t2, . . . , tN}
tell us about T ?
One standard frequentist approach begins with noting
that the expected first-failure time is
E(t) =
∫ ∞
−∞
dt r e−r(t− T )η(t− T ) t = T + 1
r
. (A3)
Since the average tav of the observed failure times,
tav =
1
N
N∑
n=1
tn , (A4)
is an estimate for E(t), we are invited to use
T̂ = tav − 1
r
(A5)
as the point estimator for T . In many repetitions of the
experiment, then, the probability of obtaining the esti-
mator between T̂ and T̂ + dT̂ is∫ ∞
T
dt1 r e
−r(t1 − T )
∫ ∞
T
dt2 r e
−r(t2 − T ) · · ·
×
∫ ∞
T
dtN r e
−r(tN − T )δ
(
T̂ − tav + 1
r
)
dT̂
= dT̂ fN (T̂ − T ) (A6)
with
fN(t) = Nr
[N(rt + 1)]N−1
(N − 1)! e
−N(rt+ 1)η(rt+ 1) . (A7)
Accordingly, the expected value of T̂ is T ,
E(T̂ ) =
∫ ∞
−∞
dT̂ fN(T̂ − T ) T̂ = T , (A8)
which says that the estimator of Eq. (A5) is unbiased. It
is also consistent (the more important property) since
fN (T̂ − T ) N→∞−−−−→ δ(T̂ − T ) . (A9)
Next, we consider the set CN (t1, t2) of intervals spec-
ified by
T̂ − t1 < T < T̂ + t2 (A10)
and establish its coverage,
cov
(
CN (t1, t2)
)
= min
T
∫ ∞
−∞
dT̂ fN(T̂ − T )
× η(T − T̂ + t1)η(T̂ − T + t2)
=
∫ y1
min{0, y2}
dy
yN−1
(N − 1)! e
−y (A11)
with y1 = N(rt1 + 1) and y2 = N(1− rt2) < y1. Of the
y1, y2 pairs that give a coverage of 0.95, one would usually
not use the pairs with y1 =∞ or y2 = 0 but rather opt
for the pair that gives the shortest intervals — the fre-
quentist analog of the smallest credible intervals. These
shortest intervals are obtained by the restrictions
0 < y2 < N − 1 < y1 <∞
with yN−12 e
−y2 = yN−11 e
−y1 (A12)
on y1 and y2 in Eq. (A11).
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When N = 3, we have y1 = 6.400 and y2 = 0.3037, and
the shortest confidence intervals with 95% coverage are
given by
1
3
(
3∑
n=1
tn − 6.400
r
)
< T <
1
3
(
3∑
n=1
tn − 0.3037
r
)
.
(A13)
There is, for instance [34], the interval associated with
the data t1 = 10/r, t2 = 12/r, and t3 = 15/r,
10.2
r
< T <
12.2
r
. (A14)
Most certainly, the actual value of T is not inside this
95% confidence interval since T must be less than the
earliest observed failure time,
T < tmin = min
n
{tn} , (A15)
here: T < 10/r. By contrast, the 95% confidence inter-
val for the data t1 = 1.9/r, t2 = 2.1/r, and t3 = 2.3/r,
namely
− 0.03
r
< T <
2.00
r
, (A16)
contains all values between T = 0 and T = tmin = 1.9/r,
so that the actual value is certainly inside.
These examples illustrate well what is stated above:
The interpretation “the actual value is inside this 95%
confidence interval with 95% probability” is incorrect.
Jaynes’s scenario is particularly instructive because the
data tell us that the confidence interval of Eq. (A14) is
completely off target and that of Eq. (A16) is equally
useless. Clearly, these 95% confidence intervals do not
answer the question asked above: What do the data tell
us about T ?
This is not the full story, however. The practic-
ing frequentist can use alternative strategies for con-
structing sets of shortest confidence intervals. There is,
for example, another standard method that takes the
maximum-likelihood point estimator as its starting point.
The point likelihood for observing first failures at times
t1, t2, . . . , tN is
L(D|T ) =
N∏
n=1
rτ e−r(tn − T )η(tn − T )
= Lmax(D)e
−Nr(tmin − T )η(tmin − T ) (A17)
where τ ≪ 1/r is the precision of the observations and
the maximal value
Lmax(D) = L(D|T = T̂ml) = (rτ)N e−Nr(tav − tmin)
(A18)
is obtained for the maximum-likelihood estimator T̂
ml
=
tmin. In this case, fN (T̂ − T ) of Eqs. (A6) and (A7) is
replaced by
T̂ = tmin : fN (T̂ − T ) = Nr e−Nr(T̂ − T ) η(T̂ − T ) ,
(A19)
which, not accidentally, is strikingly similar to the likeli-
hood L(D|T ) in Eq. (A17) but has a completely different
meaning. Since Eq. (A9) holds, this estimator is consis-
tent, and it has a bias,
E(T̂ ) =
∫ ∞
−∞
dT̂ fN (T̂ − T ) T̂ = T + 1
Nr
6= T , (A20)
that could be removed. The resulting shortest confidence
intervals are specified by
tmin − 1
Nr
log
1
1− cov(C) < T < tmin , (A21)
where cov(C) is the desired coverage of the set C thus
defined. Here, we obtain the 95% confidence intervals
9.0
r
< T <
10.0
r
and
0.90
r
< T <
1.90
r
(A22)
for the N = 3 data that yielded the intervals in
Eqs. (A14) and (A16).
While this suggests, and rather strongly so, that the
confidence intervals of this second kind are more reason-
able and more useful than the previous ones, it confronts
us with the need for a criterion by which we select the
preferable set of confidence intervals among equally legit-
imate sets. Chernoff offers pertinent advice for that [35]:
“Start out as a Bayesian thinking about it, and you’ll get
the right answer. Then you can justify it whichever way
you like.”
So, let us now find the corresponding SCIs of the
Bayesian approach, where probability quantifies our be-
lief — in colloquial terms: Which betting odds would we
accept? For the point likelihood of Eq. (A17), the BLI
Iλ is specified by
max
{
0, tmin − 1
Nr
log
1
λ
}
< T < tmin . (A23)
Jaynes recommends a flat prior in such applications —
unless we have specific prior information about T , that is
— but, without a restriction on the permissible T values,
that would be an improper prior here. Instead we use
dT κ e−κT η(T ) for the prior element and enforce “flat-
ness” by taking the limit of κ→ 0 eventually. Then, the
likelihood for the observed data is
L(D) =
∫ ∞
0
dT κ e−κt L(D|T )
= Lmax(D)
κ
Nr − κ
(
e−κtmin − e−Nrtmin
)
(A24)
and the credibility of Iλ is
cλ =
∫ ∞
0
dT κ e−κt
L(D|T )
L(D)
η
(
T − tmin + 1
Nr
log
1
λ
)
κ→0−−−→ min
{
1,
1− λ
1− e−Nrtmin
}
(A25)
after taking the κ→ 0 limit. We so arrive at
tmin − 1
Nr
log
1
(1− c) + e−Nrtminc < T < tmin (A26)
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for the SCI with pre-chosen credibility c. For example,
the SCIs for c = 0.95 that corresponds to the confidence
intervals in Eqs. (A14) and (A16), and also to the confi-
dence intervals in Eq. (A22), are
9.0
r
< T <
10.0
r
and
0.92
r
< T <
1.90
r
. (A27)
These really are useful answers to the question of what
do the data tell us about T : The actual value is in the
respective range with 95% probability.
Regarding the choice between the set of confidence in-
tervals of the first and the second kind — associated with
the point estimators T̂ = tav and T̂ = tmin, respectively
— Chernoff’s strategy clearly favors the second kind. Ex-
cept for the possibility of getting a negative value for the
lower bound, the confidence intervals of Eq. (A21) are
the BLIs of Eq. (A23) for λ = 1 − cov(C), and they are
virtually identical with the SCIs of Eq. (A26) — usually
the term e−Nrtminc is negligibly small there. Yet, these
confidence intervals retain their frequentist meaning.
Such a coincidence of confidence intervals and credi-
ble intervals is also possible under other circumstances,
and this observation led Jaynes to the verdict that “confi-
dence intervals are satisfactory as inferences only in those
special cases where they happen to agree with Bayesian
intervals after all” (Jaynes’s emphasis, see p. 674 in [36]).
That is: One can get away with misinterpreting the con-
fidence intervals as credible intervals for an unspecified
prior.
In the context of the example we are using, the coin-
cidence occurs as a consequence of two ingredients: (i)
We are guided by the Bayesian reasoning when choosing
the set of confidence intervals; (ii) we are employing the
flat prior when determining the SCIs. The coincidence
does not happen when (i) another strategy is used for the
construction of the set of confidence intervals, or (ii) for
another prior, as we would use it if we had genuine prior
information about T ; the coincidence could still occur
when N is large but hardly for N = 3.
In way of summary, the fundamental difference be-
tween the confidence intervals of Eqs. (A14) and (A16),
or those of Eq. (A22), and the credible intervals of
Eq. (A27), which refer to the same data, is this: We
judge the quality (= confidence level = coverage) of the
confidence interval CD by the company it keeps (= the full
set C = {CD}), whereas the credible interval is judged
on its own merits (= credibility). It is worth repeating
here that the two types of intervals tell us about very
different things: Confidence intervals are about statistics
on the data; credible intervals are about statistics on the
quantity of interest. If one wishes, as we do, to draw reli-
able conclusions from the data of a single run, one should
use the Bayesian credible interval and not the frequentist
confidence interval.
What about many runs? If we take, say, one hundred
measurements of three first-failure times, we can find the
one hundred shortest 95% confidence intervals of either
kind and base our conclusions on the properties of this
set. Alternatively, we can combine the data and regard
them as three hundred first-failure times of a single run
and so arrive at a SCI with a size that is one-hundredth
of each SCI for three first-failure times.
Misconceptions such as “confidence regions have a nat-
ural Bayesian interpretation as regions which are cred-
ible for any prior” [37], as widespread as they may be,
arise when the fundamental difference in meaning be-
tween confidence intervals and credible intervals is not
appreciated. While, obviously, one can compute the cred-
ibility of any region for any prior, there is no point in this
“natural Bayesian interpretation” for a set of confidence
regions; the credibility thus found for a particular confi-
dence region has no universal relation to the coverage of
the set. It is much more sensible to determine the SCRs
for the data actually observed.
On the other hand, it can be very useful to pay at-
tention to the corresponding credible regions when con-
structing a set of confidence regions. In the context of
QSE, this Chernoff-type strategy is employed by Chris-
tandl and Renner [38] who take a set of credible regions
and enlarge all of them to produce a set of confidence
regions; see also [39].
Another instance where a frequentist approach benefits
from Bayesian methods is the marginalization of nuisance
parameters in [12] where a MC integration employs a flat
prior, apparently chosen because it is easy to implement.
The histograms thus produced — they report differences
of Pr,D(F ) in Eq. (47) between neighboring F values, just
like the binned probabilities in Fig. 5 — depend on the
prior, and so do the confidence intervals inferred from the
histograms.
There is also a rather common misconception about
the subjectivity or objectivity of the two methods. The
frequentist confidence regions are regarded as objective,
in contrast to the subjective Bayesian credible regions.
The subjective nature of the credible regions originates in
the necessity of a prior, privately chosen by the scientist
who evaluates the data and properly accounts for her
prior knowledge. No prior is needed for the confidence
regions, they are completely determined by the data —
or so it seems. In fact, the choice between different sets
of confidence regions is equally private and subjective; in
the example above, it is the choice between the confidence
intervals of Eqs. (A10)–(A12), those of Eq. (A21), and
yet other legitimate constructions which, perhaps, pay
attention to prior knowledge. Clearly, either approach
has unavoidable subjective ingredients, and this requires
that we state, completely and precisely, how the data
are processed; see Sec. 1.5.2 in [16] for further pertinent
remarks.
Appendix B: Prior-content function P0(Θ) near
Θ = ±√8
In this appendix, we consider the sizes of the regions
with θ(p) & −√8 and θ(p) . √8. It is our objective to
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justify the power law stated in Eq. (73) and so motivate
the approximation in Eq. (74).
We denote the kets of the maximally entangled states
with θ = ±√8 by |±〉, that is
|+〉 = |↑↓〉 − |↓↑〉√
2
and |−〉 = |↑↑〉+ |↓↓〉√
2
, (B1)
where |↑↓〉 = |↑〉 ⊗ |↓〉, for example, has σz = 1 for the
first qubit and σz = −1 for the second. Since
σx⊗1|±〉 = ∓1⊗σx|±〉 and σz⊗1|±〉 = ∓1⊗σz|±〉 ,
(B2)
we have [recall Eq. (65)]
Πk|±〉 = Π[jj′ ]|±〉 = Π(1)j ⊗Π(2)j′ |±〉
=
1
9
(1 + tj · σ)⊗ (1− tj′ · σ)|±〉
=
1
9
(1 + tj · σ)(1± tj′ · σ)⊗ 1|±〉
=
1
9
[
(1± tj · tj′)1
+ (tj ± tj′ ± itj × tj′) · σ
]
⊗ 1|±〉 , (B3)
where
t1 = ez , t2 =
√
3
2
ex − 1
2
ez , t3 = −
√
3
2
ex − 1
2
ez
(B4)
are the three unit vectors of the trine.
States in an ǫ-vicinity of |±〉〈±| are of the form
ρǫ =
(|±〉〈±|+ ǫA†)(|±〉〈±|+ ǫA)
1 + ǫ〈±|(A† +A)|±〉+ ǫ2tr{A†A}
= |±〉〈±|+ ǫ (A†± +A±) +O(ǫ2) , (B5)
where A is any two-qubit operator and
A± = |±〉〈±|A
(
1− |±〉〈±|) (B6)
is a traceless rank-1 operator with the properties
A±|±〉 = 0 and |±〉〈±|A± = A± . (B7)
The TAT probabilities are
pk = tr{ρǫΠk}
= 〈±|Πk|±〉+ ǫ tr
{
(A†± +A±)Πk
}
+O(ǫ2)
=
1
9
(
1± tj · tj′
)
+ ǫ
[
(tj ± tj′ ) · α± ∓ (tj × tj′) · β±
]
+O(ǫ2) (B8)
with the real vectors α± and β± given by
2
9
tr
{
σ ⊗ 1A±
}
= α± + iβ± . (B9)
Owing to the trine geometry, the x and z components of
α± and the y component of β± matter, but the other
three components do not. In the eight-dimensional prob-
ability space, then, we have increments ∝ ǫ in three di-
rections only, and increments ∝ ǫ2 in the other five direc-
tions. For the primitive prior, therefore, the size of the
ǫ-vicinity is ∝ ǫ3×1+5×2 = ǫ13.
The sum of probabilities in Eq. (66) is
p1+p5+p9 = p[11]+p[22]+p[33] =
1
3
(1±1)+O(ǫ2) , (B10)
so that Θ = ±√8 [1−O(ǫ2)] or √8− |Θ| ∝ ǫ2. Accord-
ingly, we infer that
P0(Θ) ∝
(√
8 + Θ
) 13
2
near Θ = −√8 (B11)
and
1− P0(Θ) ∝
(√
8−Θ
) 13
2
near Θ =
√
8 , (B12)
which imply Eq. (73).
Appendix C: Prior-content function P0(Θopt) near
Θopt = 0 and Θopt =
√
8
In this appendix, we consider the sizes of the regions
with Θopt & 0 and Θopt .
√
8. We wish to establish the
Θopt analogs of Eqs. (73) and (74).
In the context of P0(Θopt), it is expedient to switch
from the nine TAT probabilities p1, p2, . . . , p9 to the ex-
pectation values of the eight single-qubit and two-qubit
observables that are linearly related to the probabilities,
p1 p2 p3p4 p5 p6
p7 p8 p9
 linear←− −→
relation
 〈1⊗ σx〉 〈1⊗ σz〉〈σx ⊗ 1〉 〈σx ⊗ σx〉 〈σx ⊗ σz〉
〈σz ⊗ 1〉 〈σz ⊗ σx〉 〈σz ⊗ σz〉
 ≡
 x3 x4x1 y1 y2
x2 y3 y4
. (C1)
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The Jacobian matrix associated with the linear relation does not depend on the probabilities and, therefore, we have
(dρ) = (dp) = (dx) (dy)wcstr(x, y) (C2)
for the primitive prior, where (dx) = dx1 dx2 dx3 dx4 and (dy) = dy1 dy2 dy3 dy4, and wcstr(x, y) equals a normalization
factor for permissible values of x = (x1, x2, x3, x4) and y = (y1, y2, y3, y4), whereas wcstr(x, y) = 0 for unphysical values.
Thereby, the permissible values of x and y are those for which one can find q in the range −1 ≤ q ≤ 1 such that [40]
1 + x1 + x3 + y1 x2 + y3 x4 + y2 y4 − q
x2 + y3 1− x1 + x3 − y1 y4 + q x4 − y2
x4 + y2 y4 + q 1 + x1 − x3 − y1 x2 − y3
y4 − q x4 − y2 x2 − y3 1− x1 − x3 + y1
 ≥ 0 . (C3)
While the implied explicit conditions on x and y are rather involved, the special cases of interest here — namely x = 0
and y = 0, respectively — are quite transparent. We have
wcstr(x, 0) = 0 unless
(
x21 + x
2
2
) 1
2 +
(
x23 + x
2
4
) 1
2 ≤ 1 (C4)
and
wcstr(0, y) = 0 unless the two characteristic values
of
(
y1 y2
y3 y4
)
are ≤ 1. (C5)
The sum of the squares of these characteristic values is y21 + y
2
2 + y
2
3 + y
2
4 ; it determines the value of θopt(p),
θopt = 2
(
y21 + y
2
2 + y
2
3 + y
2
4
) 1
2 . (C6)
C.1. The vicinity of Θopt = 0
We obtain θopt = 0 for y = 0 and
(
x1
x2
)
=
(
cosϕ1 − sinϕ1
sinϕ1 cosϕ1
)(
r1
0
)
=
(
r1 cosϕ1
r1 sinϕ1
)
,
(
x3 x4
)
=
(
r2 0
)(
cosϕ2 sinϕ2
− sinϕ2 cosϕ2
)
=
(
r2 cosϕ2 r2 sinϕ2
)
,
(dx) = dr1 r1 dϕ1 dr2 r2 dϕ2 (C7)
with 0 ≤ r1 ≤ 1− r2 ≤ 1 and 0 ≤ ϕ1, ϕ2 ≤ 2π. These x
values make up a four-dimensional volume∫
(dx) = (2π)2
∫ 1
0
dr1 r1
∫ 1−r1
0
dr2 r2 =
π2
6
(C8)
but, since there is no volume in the four-dimensional y
space, the set of probabilities with θopt = 0 has no eight-
dimensional volume — it has no size.
The generic state in this set has r1 + r2 < 1 and full
rank. A finite, if small, four-dimensional ball is then
available for the y values. All y values on the three-
dimensional surface of the ball have the same value of
θopt, equal to the diameter of the ball. The volume of
the ball is proportional to θ4opt and, therefore, we have
P0(Θopt) ∝ Θ4opt for 0 . Θopt ≪ 1 . (C9)
C.2. The vicinity of Θopt =
√
8
We reach Θopt =
√
8 for all maximally entangled states with 〈σy ⊗ σy〉2 = 1. Then, x = 0 and both characteristic
values of the 2× 2 matrix in Eq. (C5) are maximal. More generally, when x = 0, the permissible y values are(
y1 y2
y3 y4
)
=
(
cosφ1 − sinφ1
sinφ1 cosφ1
)(
ϑ1 0
0 ϑ2
)(
cosφ2 sinφ2
− sinφ2 cosφ2
)
(C10)
=
(
ϑ1 cosφ1 cosφ2 + ϑ2 sinφ1 sinφ2 ϑ1 cosφ1 sinφ2 − ϑ2 sinφ1 cosφ2
ϑ1 sinφ1 cosφ2 − ϑ2 cosφ1 sinφ2 ϑ1 sinφ1 sinφ2 + ϑ2 cosφ1 cosφ2
)
21
with 0 ≤ ϑ1 ≤ 1, −1 ≤ ϑ2 ≤ 1, 0 ≤ φ1, φ2 ≤ 2π, where ϑ1
and |ϑ2| are the characteristic values. The determinant
ϑ1ϑ2 can be positive or negative; we avoid double cover-
age by restricting ϑ1 to positive values while letting φ1
and φ2 range over a full 2π period.
The Jacobian factor in
(dy) = dϑ1 dϑ2 dφ1 dφ2 |ϑ
2
1 − ϑ22| (C11)
vanishes when ϑ1 = |ϑ2| = 1 and Θopt = 2
(
ϑ21 + ϑ
2
2
) 1
2 =√
8. Therefore, there is no nonzero four-dimensional vol-
ume in the y space for Θopt =
√
8. More specifically, the
y-space volume for ϑ21 + ϑ
2
2 >
1
4Θ
2
opt is
(2π)2
∫ 1
0
dϑ1
∫ 1
−1
dϑ2 |ϑ
2
1 − ϑ22| η
(
4
(
ϑ21 + ϑ
2
2
)−Θ2opt)
= (2π)2
[
2
3
− 1
32
Θ4opt +
1
6
(
Θ2opt − 4
) 3
2 η
(
Θ2opt − 4
)]
=
√
8π2
3
(√
8−Θopt
)3
+O
((√
8−Θopt
)4)
for Θopt .
√
8 . (C12)
With respect to the corresponding x-space volume, we
note that the maximally entangled states with(
y1 y2
y3 y4
)
=
(
cos(φ1 − φ2) sin(φ1 − φ2)
− sin(φ1 − φ2) cos(φ1 − φ2)
)
or
(
y1 y2
y3 y4
)
=
(
cos(φ1 + φ2) sin(φ1 + φ2)
sin(φ1 + φ2) − cos(φ1 + φ2)
)
(C13)
are equivalent because local unitary transformations turn
them into each other. It is, therefore, sufficient to con-
sider an ǫ-vicinity of one such state, for which we take
that with y1 = y4 = −1 and y2 = y3 = 0. This is |+〉〈+|
of Eq. (B1), with ρǫ in Eq. (B5).
As a consequence of Eq. (B2), we have
x1 + x3 ∝ ǫ2 , x1 − x3 ∝ ǫ
and x2 + x4 ∝ ǫ2 , x2 − x4 ∝ ǫ , (C14)
so that the x-space volume is proportional to ǫ6. Since
we know from (B12) that
√
8−Θopt ∝ ǫ2, it follows that
the x-space volume is proportional to
(√
8−Θopt
)3
. To-
gether with the y-space volume in (C12), we so find that
1−P0(Θopt) ∝
(√
8−Θopt
)6
for 0 .
√
8−Θopt ≪ 1 .
(C15)
C.3. Analog of (74) and (75) for P0(Θopt)
Just like Eq. (73) suggests the approximation Eq. (74)
for P0(Θ), the power laws for P0(Θopt) near Θopt = 0
and Θopt =
√
8 in (C9) and (C15), respectively, invite
the approximation
P0(Θopt) ≃ P (0)0 (Θopt) =
∑
l
wlBαl,βl(Θopt)
(C16)
with
∑
l
wl = 1 and
Bα,β(Θopt) =
(
1
8
) 1
2
(α+β+1)
(α+ β + 1)!
α! β!
×
∫ Θopt
0
dxxα(
√
8− x)β . (C17)
One of the powers αl is equal to 3 and one of the βls is
equal to 5, and the other ones are larger. For the sam-
ple of 500 000 sets of probabilities that generated the red
Θopt histograms in Fig. 5(a), a fit with a mean squared
error of 4.2× 10−4 is achieved by a five-term approxima-
tion with these parameter values:
l wl αl βl
1 0.2187 3 5.2467
2 0.2469 5.2238 5
3 0.3153 14.1703 11.7922
4 0.2478 7.9878 11.8061
5 −0.0287 37.5270 15.7518
(C18)
There are 12 fitting parameters here. The black curve to
that histogram shows the corresponding approximation
for W0(Θopt) =
d
dΘopt
P0(Θopt).
Appendix D: List of prior densities
The various prior densities introduced in Secs. II–IV
are
w0(p) = probability-space prior density in
Eq. (3);
W0(F ) = prior density for property value F
in Eq. (14);
uF (p) = prior density on an iso-F hyper-
surface in Eq. (21);
wr(p) = reference prior density in Eq. (26);
wprimitive(p) = primitive prior of Eq. (30);
wJeffreys(p) = Jeffreys prior of Eq. (31).
There is also the probability-space factor wcstr(p) in
Eq. (4) that accounts for the constraints.
If we choose w0(p) to our liking, thenW0(F ) and uF (p)
are determined by Eqs. (14) and (21), respectively. Al-
ternatively, we can freely chooseW0(F ) and either uF (p)
or wr(p) ∝ uf(p)(p), and then obtain w0(p) from Eq. (24)
or (27). For given uF (p), the F -likelihood L(D|F ) does
not depend on W0(F ).
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Appendix E: List of acronyms
BLI bounded-likelihood interval
BLR bounded-likelihood region
CHSH Clauser-Horne-Shimony-Holt
CPU central processing unit
DSPE direct state-property estimation
ISPE indirect state-property estimation
MC Monte Carlo
MLI maximum-likelihood interval
POM probability-operator measurement
QSE quantum state estimation
SCI smallest credible interval
SCR smallest credible region
SPE state-property estimation
TAT trine-antitrine
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