We consider a production=inventory system consisting of M machines and K (K6M ) repair crews in which machines are subject to timedependent failures. The repair operations on each machine require one repair crew during the whole operation. In this production=inventory system, each machine is assigned to produce a di erent item according to a make-to-stock routine. Inventories of each item service a Poisson demand process, and the unsatisÿed demands are lost. The objective is to minimize the sum of the average holding and lost-sales penalty costs.
INTRODUCTION
Machine unreliability plays an important role in the behavior of manufacturing systems; therefore, an e cient maintenance and repair system is essential for high productivity. However, also important is the e ective management of inventory to plan and compensate for this unreliability. This paper considers the problem of simultaneously managing inventory and scheduling repair crews to repair failed machines.
We consider a system of M heterogeneous machines and K (K6M ) repair crews, where each machine produces a di erent type of item. The produced items are stored in di erent inventories from which they are removed by arriving demand. Items are subject to a holding cost and a lost-sale penalty cost. The repair crews have no production related costs but since K6M , there is limited repair capacity.
The literature on unreliable manufacturing systems has considered two types of failures, namely (1) operationaldependent failures, which can only occur when the machine is working; and (2) time-dependent failures, which can occur at any time including when the machine is not working (e.g., Buzacott and Haniÿn 1978 and Dallery and Gershwin 1992) . In this paper we consider time-dependent failures. The typical situation where time-dependent failures occur is when, because of start-up costs, machines are kept running even if no material is being processed. For example, the spindles on a lathe are frequently kept rotating even if no parts are being produced, yet the lathe may overheat (and thus breakdown) any time the spindles are rotating. A second example of time-dependent failures is an oven where the temperature is kept constant even if no parts are being baked because it takes a long time to bring the oven up to the required temperature. Frequently, the only data that will in practice be kept on failures will be time based rather than operation based. Therefore, algorithms based on time-based failures will be more readily implementable.
The subproblem of just scheduling the repair crews without considering inventory is known as the machineinterference problem. There is a large body of literature on the machine-interference problem with identical machines (see Stecke and Aronson 1985) . These papers are concerned with either (1) optimization such as ÿnding the optimal repair policy, the optimal number of required repair crews, or the optimal assignment of the repair crews to machines; or (2) performance analysis of the model, such as ÿnding the average interference times of the machines or the availability of the system. However, as described below, there are few papers that deal with a system of heterogeneous machines, and even fewer papers that combine the repair aspect of the machine-interference models with production=inventory decisions.
Performance analysis of systems with heterogeneous machines and a single repair crew has been studied in Agnihothri (1989) , Kameda (1982) , Chandra and Shanthikumar (1983) , Chandra and Sargent (1983) , Chandra (1986) , and Tosirisuk and Chandra (1990,1995) . To our knowledge, the only study of the machine-interference model which deals with multiple repair crews and heterogeneous machines is presented in Agnihothri. He focuses on understanding the interrelationships between the steady-state performance measures rather than evaluation of these performance measures. Van Dijk (1996 , 1998 develops bounds and monotonicity results for networks with machines subject to breakdowns. However, his focus is on developing results for the number of machines or subsystems that are up (performability of the network or a subsystem).
Most papers on production=inventory systems assume that the facility that produces items is completely reliable (e.g., Srinivasan and Lee 1979) . However, there have been a few studies with unreliable machines. Papers dealing with a single production=inventory system that is serviced by a single repair crew have included Meyer et al. (1979) , Parthasarathy and Sharafali (1987) , Sharafali (1984) , Hsu and Tapiero (1987) , Posner and Berg (1989) , and Srinivasan and Lee (1996) . Berg et al. (1994) consider a system of identical machines each producing the same type of item at a ÿxed production rate. Each machine is assumed to have a dedicated repair crew, and the focus is on performance analysis. Mitrani and Puhalskii (1993) also focus on a system of identical machines where each of the processors is subject to independent random breakdowns and repairs and develop limiting results for queue size. This paper also assumes that each processor has its own dedicated repair crew. Chakka and Mitrani (1994) focus on a system of N parallel processors subject to failures and repairs. They use the spectral expansion method to determine the joint distribution of the state of the processors and the number of jobs in the queue. They also suggest several heuristic policies for prioritization of repairs when the number of repair crews is fewer than the number of processors. As all the processors in Chakka and Mitrani process the same type of jobs in a make-to-order fashion, there is no decision of how much inventory to keep. On the other hand, our focus is on the joint problem of how to schedule repair crews as well as how much inventory to keep against machine failures and demand variability. Also, in this paper each processor serves a di erent demand process.
Most practical manufacturing systems hedge against machine failures by keeping some amount of inventory in the system. It is usual to collect data on mean time between failures and mean time to repair. However, in most cases the time to repair data re ects the time interval between the machine's failure and the machine's eventual repair. In cases where the facility has a limited repair crew, a significant proportion of this time is actually spent waiting for the crew to ÿnish their work at other machines. The lack of data di erentiating between actual repair time and the time spent by machines waiting for repairmen has serious consequences for many facilities. For example, one would expect that having a much larger repair force would decrease the wait that machines experience for repairmen when they fail and would therefore result in decreased amounts of inventory to be kept for hedging against machine failures. However, because current models do not explicitly estimate how long machines will have to wait for a repairman as a function of the number of repairmen available, such an analysis cannot becarried out. Furthermore, the decision on how to prioritize repairs cannot be made when the only data collected are mean time to repair data. (In fact, in all the factories with which we are familiar, such decisions are made in a completely ad-hoc manner.)
We address the relationship between the size of the repair crew and the decisions on how much inventory to keep and how to prioritize the allocation of repairmen to failed machines in the context of a simple M machine make-tostock system. In this setting, our system consists of M machines each producing a di erent product and sales are lost if demand arrives for one of the items and the item is not in inventory. The objective is the minimization of the total average inventory holding and lost sales penalty costs.
We note that the model in this paper would be very close to reality in cases where the factory consists of several assembly lines, each producing a di erent product. Most such systems have little or no inventory between the di erent stations in the line so that one can model the whole line as a single station. Our goal in analyzing this system is to gain insight into the joint problems of repair crew size and allocation and inventory level determination. In particular, we want to build simple models that consider these two decisions simultaneously so that we can evaluate the signiÿcance of joint decision making. Given this aim, we model this problem in this simple context assuming exponential processing times, failure times, and repair times. It is possible to extend the analysis here to more complicated systems or more general distributions at the cost of more complicated analysis but without large gains in insight. We therefore focus on this simpler case.
In §2, we formulate the problem of deciding how much inventory to carry and how to dynamically assign repair crews to failed machines using a Markov decision process. Even for problems with only two machines and one repair crew, the optimal policy is described by four di erent switching curves, which are functions of the states of the two machines and the inventory levels. In general, for M machines and K repair crews problems, there will be at least 2 M switching curves, each expressed in terms of the ÿnished goods inventory levels. Because of this complicated structure, applying the optimal policy in systems with large number of machines requires a comprehensive information support system. This system must be able to rapidly report the state of the system to a control mechanism (e.g., a production manager) after any changes in inventories, any breakdowns, or any repair completions in the system. In addition, the system must have the ability to report the new repair and production policy to the repair crews and operators, respectively. The practical Make-to-stock production=inventory system with unreliable machines.
di culty of implementing the optimal policy motivates us to analyze the performance of easily implementable production and repair policies.
In § §3 and 4, we consider a simpler policy that uses a base-stock policy as the production policy and ÿrst-break-ÿrst-repair (FBFR) or preemptive priority (PPRI) as the repair policy. In §3, we present exact performance evaluation results for base-stock and FBFR or PPRI policies for systems with machines that have identical failure and repair rates. In §4, we focus on systems with di erent machines and present two heuristics that approximate the optimal policy. Lastly, in §5, we present the results of a numerical study that (1) evaluates the performance of the two heuristics for setting base-stock levels; and (2) compares the performance of the base-stock, FBFR and PPRI policies to the optimal production and repair policies. The paper concludes in §6.
PROBLEM FORMULATION
We consider a production=inventory system consisting of M machines that are subject to breakdowns. Repair times at machine m; m = 1; 2; : : : ; M are independent and distributed exponentially with mean 1=r m . After a repair completion on machine m; m = 1; 2; : : : ; M , the time until the next breakdown is taken to be distributed exponentially with mean 1=' m (m = 1; 2; : : : ; M ). This time is considered to be independent of the amount of time that each machine was busy or idle after its last repair. The repair operation on each machine requires one repair crew during the whole operation and there are K (K6M ) repair crews available to maintain the production system (see Figure 1) .
Machine m is assigned to produce type m items according to a make-to-stock routine. The production times of type m items are independent exponential random variables with mean 1= m . When a type m item is produced, it is placed in ÿnished goods inventory FG m , where a holding cost h m is charged per unit time for each item. A Poisson demand with rate m removes items from FG m (16m6M ). Demands that cannot be met from FG m inventory are lost with a penalty cost of C m per item.
The problem is to minimize the total average holding and penalty costs by ÿnding the optimal assignment of the K repair crews among broken machines, as well as ÿnding the optimal production policy for each machine. To show the complicated structure of this optimization problem, we present the formulation of the problem as a semi-Markov decision process for the simplest case that involves two machines, one repair crew, and preemptions in the production and repair policies. In the semi-Markov decision process:
• The decision epochs are: (1) production completion epochs, (2) demand arrival epochs at nonempty FG m inventory, (m = 1; 2), (3) repair completion epochs, and (4) machine break-down epochs.
• The state of the system at any decision epoch is represented by a vector (n 1 ; u 1 ; n 2 ; u 2 ), where n m ¿0 is the number of items in FG m , and u m = 0 (or 1) if machine m is broken (not broken), m = 1; 2.
• The actions are: (1) RP m : start (or continue) to repair machine m (if there is at least one broken machine in the system), (2) PR m : produce an item of type m (if machine m is not broken), and (3) ID m : let machine m be idle (m = 1; 2).
It should be noted that we only consider nonidling repair policies, where the repair crews never idle as long as there is at least one broken machine waiting for repair in the system. Because we are considering preemptive policies, this is clearly optimal.
Following Lippman (1975) and deÿning the indicator function I x = 1 when x = 0, and I x = 0 otherwise, the optimality equation for the semi-Markov decision process with the objective of minimizing the total average holding and penalty cost is g + V (n 1 ; u 1 ; n 2 ; u 2 ) = 1 {(h 1 n 1 + C 1 1 I n1 + h 2 n 2 + C 2 2 I n2 )
+ u 1 1 V (n 1 ; u 1 ; n 2 ; u 2 ) + u 2 2 V (n 1 ; u 1 ; n 2 ; u 2 );
(1 − u 1 )(1 − u 2 )r 1 V (n 1 ; 1 − u 1 ; n 2 ; u 2 ) + u 1 1 V (n 1 + 1; u 1 ; n 2 ; u 2 ) + u 2 2 V (n 1 ; u 1 ; n 2 ; u 2 );
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(1 − u 1 )(1 − u 2 )r 2 V (n 1 ; u 1 ; n 2 ; 1 − u 2 ) + u 1 1 V(n 1 +1; u 1 ; n 2 ; u 2 )+u 2 2 V(n 1 ; u 1 ; n 2 +1; u 2 )}};
, and we assume n 1 ¿0 and n 2 ¿0, and g denotes the average cost per unit time. The right-hand side of the ÿrst line of the optimality equation includes the holding and penalty costs incurred, and the second line corresponds to the next event being a demand arrival for a type 1 or type 2 item. The remainder depends on which machines are up and denotes the choices facing the decision maker. For example, suppose machine 1 is up and machine 2 is down. In this case u 1 = 1 and u 2 = 0, and lines 3 through 7 become ' 1 V (n 1 ; 0; n 2 ; 0) + r 2 V (n 1 ; 1; n 2 ; 1) + 1 min{V (n 1 + 1; 1; n 2 ; 0); V (n 1 ; 1; n 2 ; 0)} + (r 1 + 2 + ' 2 )V (n 1 ; 1; n 2 ; 0):
We will explain the above in terms of arrival of "events" following Lippman. The ÿrst term corresponds to the next event being a failure at machine 1 and the second term to a repair completion at machine 2. The third term corresponds to the next event being a production completion opportunity and the decision maker has the choice to increase inventory by 1 or to choose idling (see Lippman 1975 for a further explanation). Finally, the last term refers to arrival of events that do not change the system's state in this case.
If the inventory levels in FG 1 and FG 2 are truncated to n, then the number of states in the semi-Markov decision process is 4(n + 1) 2 . In general, if the inventory level of type m items is truncated to N m − 1, then the truncated semiMarkov decision process will have (
M states, and this number increases exponentially with M . Furthermore, as M increases, the structures of the optimal repair and the optimal production policies become more complicated, and signiÿcantly more di cult to implement.
As an example, consider a simple case of two identical machines with parameters i = 10; i = 20; ' i = 2; r i = 4; h i = 20 and C i = 100 (i = 1; 2). Applying the value iteration algorithm, the optimal policy has the structure shown in Figure 2 .
As Figure 2 depicts, and as described in the introduction, the optimal policy would be very di cult to implement. Therefore, in this paper we analyze systems with easily implementable production and repair policies. We consider a base-stock policy as the production policy and FBFR or PPRI as the repair policy. Under a base-stock policy with parameters N m (16m6M ), machine m continues to produce item m as long as the inventory level FG m is below N m . When the FBFR policy is applied, the next machine to be repaired is always the machine that has been waiting the longest for repair. Under the PPRI repair policy, machines are ordered such that the mth machine has higher preemptive priority than the (m + 1)st machine.
EXACT ANALYSIS FOR SYSTEMS HAVING MACHINES WITH IDENTICAL FAILURE AND REPAIR RATES
This section presents an exact analysis for systems that have machines that have identical failure and repair rates. All other variables for each machine, such as mean demand rate, mean processing time are allowed to be di erent. This analysis can be useful in situations where the ÿrm has bought a lot of similar machinery and machine manufacturer's data indicates that MTBF and MTTR for the machines are pretty similar. Furthermore, the analysis in this section will be used in developing the heuristics in the next section for the more general case with di erent MTBF and MTTR for each machine. We consider a model with breakdown rates ' m = ' and repair rates r m = r. Machine m operates according to a base-stock policy with parameter N m (m = 1; 2; : : : ; M ). If K = M , then each machine operates independently in the system and their repairs start immediately after their breakdowns. However, in systems where K¡M , when a machine breaks down, its repair operation might be delayed until a repair crew becomes available. We analyze systems where the repair crews operate under a FBFR policy and systems where they operate under a PPRI policy. In both cases, a general analysis is provided for systems with M machines and K repair crews and explicit formulae are provided for a model with two machines and one repair crew.
FBFR Repair Policy
Applying an FBFR policy, the delay before starting a repair is a ected by the number of machines in the system that are already broken. When a machine breaks down, the probability that there are already i broken machines in the system, q i , can be obtained by using the results for a ÿnite source queue with M sources (i.e., an M=M=K==M queue) with arrival and service rates of ' and r, respectively. Therefore (see Gross and Harris 1985) 
where p i is the steady-state probability of having i broken machine in the system at any time, L is the average number of broken machines. The exact expressions for p i , L and L q (the average number of broken machines waiting for repair) are
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Optimal dynamic policy in a two-machine, one-repair-crew model.
To analyze the inventory in FG m , ÿrst for n = 0; 1; 2; : : : ; N m , let (m) n be the steady-state probability that the mth machine is not broken and there are n items in FG m ; ÿ (m)
nK − be the steady-state probability that there are at most K broken machines including the mth machine in the system and there are n items in FG m ; and ÿ (m)
nJ be the steady-state probability that the mth machine is the jth broken machine waiting for repair ( j = K + 1; K + 2; : : : ; M ), and there are n items in FG m .
Also let the generating functions (m) (z) and B (m)
Then we have the following lemma.
LEMMA 1.
(m) (z)
where
Furthermore;
PROOF. The proof is in Iravani et al. (1999, appendix A) .
The denominator of (8) is a polynomial of order M −K+3, which has (M − K + 3) roots j , j = 1; 2; : : : ; M − K + 2, where M −K+3 = 1. Substituting the ÿrst (M − K + 2) roots into the numerator of (8) yields the following system of equations for j = 1; 2; : : : ; M − K + 2:
Deriving (m) (1) from (8) by using l'Hôpital's rule along with (17) yields an equation that can be used along with (20) to obtain the unknown probabilities
Nm be the average number of items in FG m when FBFR and a base-stock policy with parameter N m are applied, we have
Therefore, the optimal parameter of the base-stock policy is the solution to the following optimization problem:
Because of the complicated structure of the generating functions, L ( f)
Nm cannot be expressed in a compact and explicit form although they can be computed algorithmically. However, in the next subsection we derive a more explicit expression for L ( f) Nm in the one-machine, one-repairman model. This is of interest only because we will use the explicit equations we derive in our heuristics for the more complicated cases in §4. In Iravani et al. (1999) , we also provide the exact analysis for the case with two machines and one repairman.
3.1.1. One Machine and One Repair Crew. Consider the case of one machine and one repair crew. Using (13) and (14) in (8) and (12), we get
The two roots of denominator (23), 1 and 2 ; are
Setting the numerator of (23) equal to zero, by substituting 1 and 2 into it, provides two equations that can be used along with (1) = r=(r + ') and
to obtain the unknown probabilities 0 ; Nm ; and ÿ 01 . After taking the ÿrst derivative of (24), the average number of items in the ÿnished good inventory when a base-stock policy with parameter N is applied, L
On the other hand, using (14), (1) can be summarized as
Therefore, other than the three equations that need to be solved for 0 ; N ; and ÿ 01 , we have presented an explicit expression for L
N .
PPRI Repair Policy
In this section, we consider a system of M machines with identical breakdown and repair rates ' and r. There are K IRAVANI, DUENYAS, AND OLSEN / 957 repair crews in charge of maintaining this system and they work according to a PPRI. Applying PPRI, the mth machine has preemptive priority over the (m + 1)st machine. A basestock policy with parameter N m is used for producing items on machine m. In this sort of priority model, the optimization analysis of machines 1; 2; : : : ; K can be performed independently of the other machines because they always receive their repairs immediately after their break downs. Therefore, the one machine and one repair crew model of Subsection 3.1.1 can be used to analyze the inventory in FG m (m = 1; 2; : : : ; K). On the other hand, the inventory in FG m (m = K + 1; K + 2; : : : ; M ) is independent of the inventories and states of machines m + 1; m + 2; : : : ; M . Thus, a preemptive priority model with m machines and K repair crews can describe the behavior of the mth machine and inventory FG m (m = K + 1; K + 2; : : : ; M ). Consequently, this section is devoted to the analysis of the mth machine in a model with m machines and K repair crews (K + 16m6M ).
We let ÿ nj ( nj ) be the steady-state probability that j machines are broken including (not including) the mth machine, and there are n items in inventory FG m , and we deÿne the generating functions j (z) and B j (z) as follows: LEMMA 2.
(z); j = 0; 1; : : : ; K−1;
j ; j = 1; 2; : : : ; K; (31)
where −1 (z) = 0, and
PROOF. The proof is similar to the proof of Lemma 1 and is omitted.
Considering the complex structure of Equations (25) - (28), a nice, closed form for the generating functions is not to be expected although numerical solutions can be obtained in an e cient manner. We investigate the simple case of two identical machines and one repair crew, and derive an expression for the average number of items in FG 2 in Iravani et al. (1999) . Given the complexity of exact solutions even in cases where all machines are assumed to have identical failure and repair rates, in the next section we focus on heuristic algorithms for FBFR and PPRI models with di erent machines.
HEURISTIC ALGORITHMS FOR FBFR AND PPRI MODELS WITH HETEROGENEOUS MACHINES
In §2, we showed that the structure of the results under both FBFR and PPRI policies become very complicated as the number of machines increases. Therefore, a nice, closed form for the average inventory in FG m cannot be obtained.
On the other hand, even if the production=inventory aspect of the model is eliminated (therefore the problem becomes a machine-interference model with di erent machines), the simpliÿed model still presents immense algebraic di culties (see Agnihothri 1989) . This led us to develop two heuristics H (f) and H (p) to ÿnd the base-stock policy under FBFR and PPRI. By deÿning a new repair rate for each machine, H (f) and H (p) analyze each machine independently of the others and approximate the parameters of the optimal basestock policy. Both the H (f) and the H (p) algorithms consist of three phases: (1) decomposing the model into M one machine one repair crew models, (2) approximating the e ective repair rate for each decomposed model, and (3) obtaining the optimal base-stock policy for each decomposed model. The ÿrst and the third phases are similar in both H (f) and H (p) algorithms; however, the algorithms follow di erent approaches to approximate the e ective repair rates.
Phase 1: Decomposition
Both H (f) and H (p) decompose the model into M one-machine, one-repair crew models. The analysis of Subsection 3.1.1 can then be used to analyze each machine in the model independently. The production, demand and failure rates, ( m ; m ; ' m ) for machine m do not change under the decomposition scheme. However, the repair rate in each decomposed model is di erent from the original repair rates. This is because the e ective repair rater m accounts for the availability of the repairman when the machine is down (i.e., when a machine fails, if a repairman is not available, the machine must wait until a repairman becomes available and therefore the e ective repair rate is adjusted to take this into account). We use two di erent approaches to approximater m in the FBFR and PPRI cases, which we describe in the next section.
This comes from the fact that the e ective repair time in the mth decomposed model is equal to the waiting time of the mth machine for its repair crew, plus its repair time. If W (m) is the average time elapsed between the break down epoch of the mth machine and its next repair completion epoch then the e ective repair rater m in the one-machine, one-repair crew model can be deÿned as r m = 1 W (m) ; m = 1; 2; : : : ; M:
Therefore, to start the analysis of each decomposed model, the next step for both H (f) and H (p) is to obtain the e ective repair rates for each model.
Phase 2: Effective Repair Rates
As we mentioned, our approach for computing e ective repair rates is di erent for the FBFR and PPRI cases. We present each below.
E ective Repair Rates Under H (f)
. Suppose W (m) is the average time elapsed between the breakdown epoch of the mth machine and its next repair completion epoch. Then we approximate the e ective repair rate, in this case asr m = 1=W (m) . Because all machines are subject to breakdowns even during the time that they are not in production mode (time dependent failures), W (m) is equal to the average waiting time in the system in a machine-interference problem with M di erent machines and K repair crews. However, ÿnding the average waiting time for the mth machine even in a system of M machines with one repair crew gets extremely complicated as the number of machines increases (see Chandra and Shanthikumar 1983) . Thus, in this section we approximate W (m) for a system of M di erent machines and K repair crews using the standard ÿnite source M=M=K==M queue.
We approximate by setting the failure and repair rates of all machines at ' = (1=M ) r m , and we use the M=M=K==M queue to ÿnd the average number of machines in the queue for repair,L q (from Equation (5)) and the e ective sum of the failure rates of all machines, '. Using these approximations, we obtain the following expression for the e ective repair rate for machine m (where this e ective repair rate accounts both for the actual repair time and the queueing time), which we will later feed into a single-machine, single-repair crew model:
; m = 1; 2; : : : ; M:
E ective Repair Rates Under H (p)
. The approach in the previous section needs to be changed under PPRI to be able to re ect the e ect of di erent priorities for repair on e ective repair rates for di erent machines. When the preemptive priority policy is applied in a system with M machines and K (K6M ) repair crews, the ÿrst K machines (having higher priority than the others), behave like a single machine single repair crew model in which their e ective repair ratesr m are equal to r m ; m = 1; 2; : : : ; K. Now consider the (K+1)st machine. Because the (K+1)st machine has priority over machines K + 2; K + 3; : : : ; M , it acts independently of those machines. Therefore, the e ective repair rater K+1 can be obtained by considering only the system of the ÿrst K+1 machines and K repair crews. In this new system, when the (K+1)st machine breaks down, there is always a chance that no repair crew is available to start its repair operation. Therefore, if P (K+1) is deÿned as the probability that there is at least one repair crew available for the (K+1)st machine at any time, then the e ective repair rate of the (K + 1)st machine is
On the other hand, if N K is the number of broken machines at any given time in a model with K machines, then
where ' m =(' m + r m ) is the probability that the mth machine is broken. The e ective repair rate of the (K + 2)nd machine,r K+2 , can also be approximated using the same approach but in the system of (K +2) machines and K repair crews in which the ÿrst (K + 1) machines have repair ratesr 1 ;r 2 ; : : : ;r K ;r K+1 . In general, if this approach is used sequentially, the e ective repair rate of the mth machine (m = K + 1; K + 2; : : : ; M ) is obtained by considering the system of the ÿrst m − 1 machines with repair ratesr 1 ;r 2 ; : : : ;r m−1 . Hence, 
If C M n indicates the set of all combinations produced by choosing n numbers from among 1; 2; : : : ; M (n6M ), and if c i (M; n) is the ith combination in this set, then
where ' j =(' j +r j ) is equal to the probability that the jth machine is broken when j = 1; 2; : : : ; K, and it approximates this probability when j = K + 1; K + 2; : : : ; m − 1. Now that the e ective repair rates have been approximated, the next section shows how the H (f) and H The algorithm starts by computing L Nm ; 0 and ÿ 01 as in Subsection 3.1.1, and then it is only a matter of searching for optimal parameter of the base-stock policy N * m by ÿnding the value of N m that minimizes h m L Nm + m C m ( 0 + ÿ 01 ).
Having derived a heuristic for the FBFR and PPRI cases, we next describe the results of a numerical study we performed to evaluate the performance of our heuristics.
NUMERICAL RESULTS
In this section, we report the results of a numerical study we conducted. The purpose of our study was twofold: (1) We wanted to ÿnd out whether the PPRI and FBFR policies, for which we developed our analysis, are in fact close to the optimal dynamic policy; and (2) whether our heuristics actually compute close to the optimal base-stock policies under FBFR and PPRI. Thus, we determined: (1) if we actually need to consider extremely complicated dynamic policies or simpler static policies such as PPRI and FBFR are su ciently close to the optimal, and (2) how successful we are in quickly telling managers what base-stock inventory values and which static repair policy to use. We ÿrst report the results of the study we performed to evaluate how well the base-stock values obtained using our heuristics perform compared to the optimal base stock values under FBFR and PPRI. In our numerical study, to obtain the optimal base stock values under FBFR and PPRI for problems with two machines, one repair crew and identical MTBF and MTTR, we used the exact closed-form results provided in Iravani et al. (1999) . For the cases with heterogeneous machines, we generated the continuous-time Markov chain induced by each candidate base-stock value and repair policy. We computed the required performance measures from the Markov chain (i.e., average inventory, probability of zero inventory, etc.) and then computed the average cost under each base-stock value, and picked the best base-stock level (our search was limited to base-stock values up to 99, but in all our experiments the optimal base-stock values were much lower than 99 and the cost function increased from the optimal base stock to 99).
We studied problems with three and four machines and one or two repair crews to evaluate how well our heuristics estimate the best base-stock policy. We used all the combinations of the values for ( m ; m ); (' m ; r m ), and (h m ; C m ) listed in Table 1 . The criterion for our evaluation was the Table 1 .
The values used in the experimental design.
( ; ) ( '; r) ( h; C) 10  10  5  5  10  100  10  15  1  6  20  100  15  10  1  3  30  100  10  20  2  4  50  100 relative error Nm , which was deÿned as
where TC(N * m ) is the exact total average cost of operating machine m based on a base-stock policy with parameterN * m obtained by heuristic algorithms, and TC(N * m ) is the exact total average cost of operating machine m based on the optimal base-stock policy with parameter N * m obtained by the exact model.
The following describes our experiments and the results we obtained.
1. We considered an FBFR model with four machines, all having the same failure and repair rates, and two repair crews. If we ÿx the values of ' and r using any of the four sets of values in Table 1 , then for each case we can create 16 di erent sets of values for ( ; ) and (h; C). This creates a total of 64 di erent cases. We looked at the percentage di erence between the holding and penalty costs obtained by using the heuristic policy and the optimal cost (relative error) for each machine separately. (Note that the percentage di erence between the sums of the costs when the system of four machines is considered is even less.) As we report in Table 2 , which summarizes our results for all the experiments we performed, in this case our heuristic found the optimal base-stock value in all but 11 of the 64 cases. For those 11 cases, the average and maximum relative error were 0.002% and 0.053%, respectively. 2. We then considered an FBFR model where each of the four machines had di erent failure and repair rates. The failure and repair rates for machine 1 were 5 and 5. The failure and repair rates for machine 2 were 1 and 6, and so on, using the values in Table 1 . Having set the failure and repair rates in this manner, we again looked at all 64 possible combinations using the rest of the values in Table 1 . Once again, as Table 4 indicates, our heuristic policy performed extremely well, ÿnding the optimal base-stock values in all but 12 of the 64 cases, with the average relative error in those 12 cases equaling 0.040%. 3. We next considered a PPRI model with three machines with identical failure and repair rates and two repair crews. In this case, we focused only on the third machine because the ÿrst and second machines would always have repairmen as soon as they fail, and therefore estimating the best base-stock values for those is trivial. We generated 64 cases using the values in Table 1 for the third machine. Our heuristic found the optimal base-stock values in all but 13 cases, and the average and maximum relative errors were under 0.1%. In a similar manner, we created 192 di erent cases for the third machine in a three-machine, two-repair-crew model where all the failure and repair rates were di erent, using the values in Table 1 . The average relative error was again under 0.1%, and the heuristic obtained the optimal base-stock values in 157 of 192 cases. 4. We next considered four-machine and one-and tworepair-crew problems under the PPRI repair policy. We looked at examples where the machines had identical failure and repair rates as well as examples where they were di erent. We report the relative error only for the fourth machine because these were highest. However, the heuristic again performed very well, with the average relative error less than 0.2% in all cases. We again note that the relative error in the sum of costs for all machines is much lower. Table 3 provides detailed results (including optimal and heuristic base-stock values) for some of the 192 cases with four machines and two repair crews. In all of the 16 cases in Table 3 , the failure and repair rates for machines 1-4 were (5; 5); (1; 6); (1; 3), and (2,4). Table 3 demonstrates how close the base-stock values obtained by the heuristic are to the optimal values.
We did not test our heuristic for examples with more than four machines because computing the optimal base-stock values using the continuous-time Markov chains was extremely time-consuming. In contrast, our heuristic found the best base-stock values in a matter of seconds (on a Pentium 90). The speed and accuracy with which our heuristics ÿnd the best base-stock values indicates that they can be used in practice to decide which static repair policy to use and what base-stock values to set.
To test our heuristic in cases where the failure and repair rates are di erent in magnitude to the demand and production rates, we considered a machine with failure and repair rates (' = 0:1; r = 0:5) in place of the machine with failure and repair rates (' = 2; r = 4). Our motivation was to examine cases where the failure and repair rates are much smaller than demand and production rates. First, we considered a four-machine, two-repairmen, FBFR model with the four machines having failure and repair rates {(0:1; 0:5); (1; 3); (1; 6); (5; 5)}. Using the ( ; ) and (h; C) values in Table 1 , we again created 64 cases; and our Table 3 .
Performance evaluation of H (p) in a [4; 2; PPRI ] with di erent machines when the fourth machine (machine x) has failure and repair rate (2; 4).
No.
('x; rx) heuristic once again found the optimal base stock policy in all but 14 cases, with the average relative error in those 14 cases under 0.2%. We also examined a system with four machines and two repairmen where all machines were identical and had ' = 2; r = 4. Using the values in Table 1 , we generated 16 di erent cases, and the heuristic found the optimal policy in 15 of those cases, and the relative error in the remaining case was under 0.01%. We next addressed the question of how well static repair policies perform compared to optimal dynamic policies. We used the dynamic programming formulation given in §2 for the case with two machines and one repairman to compare PPRI and FBFR to the optimal dynamic policy. We truncated the inventory at 99 for each machine, resulting in 40,000 states for the two-machine dynamic program. Unfortunately, solving the DP for examples with more machines is not practical at this point because even a three-machine problem will have 8,000,000 states under the same truncation scheme.
We examined a total of 36 examples: 20 with machines having identical failure and repair rates, and 16 with machines having di erent rates. The test cases were created using the set of data ('; r) ∈ {(1; 6); (2; 2)}; ( ; )∈{ ( For each case in Tables 4 and 5 , we computed the performance of three static policies: FBFR. PPRI.1 (in which machine 1 has higher priority) and PPRI.2 (machine 2 having higher priority). The comparison for each case is made in terms of the relative error TC as follows:
where TC(N * ) is the total average cost when the optimal base-stock policy is used under FBFR or PPRI. TC(op:) is the average cost obtained by solving the DP by truncating at inventory levels of 99 for each machine (we veriÿed that this truncation does not a ect the results.) Tables 6 and 7 provide the results for each case considered, while Table 8 summarizes the results. In particular, Table 8 depicts the maximum and average relative error for the 56 cases depicted in Tables 6 and  7 . The column entitled "The Best" refers to the cases where the policy with the lowest cost among FBFR, PPRI1, and PPRI2 is compared against the optimal policy. As all these tables demonstrate, the best repair policy (that is, the one with the lowest cost among FBFR, PPRI.1, and PPRI.2) performs very well. The average di erence between using the best static policy and the extremely complicated dynamic policy was under 1%. This indicates that using static repair policies can be very e ective. Because the optimal dynamic policy would be impossible to obtain for large problems, let alone describe to repairmen and inventory managers, the performance of the static policies is very encouraging. We further note that the examples in Tables 6 and 7 show that it is easy to ÿnd examples where any of the three static repair policies is best, depending on the data. Our practical experience indicates that most repair and inventory level decisions in many ÿrms are made in a very ad-hoc manner. For example, it is common to set basestock inventory levels and repair policies based on arbitrary "rules of thumb" rather than on any mathematical analysis. However, it is easy to see that making these decisions by using the analysis we provided in the previous sections can result in signiÿcant impact on cost. Consider Case 33 from Table 7 as an example. A manager could arbitrarily decide Table 5 .
Parameters of two di erent machines one repair crew system. always to use FBFR or to give priority to machine 2 when it fails because machine 2 fails more often. Table 7 indicates that even if the manager then somehow came up with the optimal base-stock values to use, he would still face significant costs (nearly a 27% di erence between using PPRI.2 and PPRI.1 and a 17% di erence between using FBFR and PPRI.1). Other cases in Table 7 show that even larger differences in cost (up to 32%) might appear when commonly used FBFR policy is applied. We expect that for larger problems and when the base-stock values are not set optimally, performance of such rules of thumb would be even worse. However, using the heuristic policies we derived, the manager could very quickly compute which policy to use and the best base-stock values.
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CONCLUSIONS
We considered a production=inventory system with multiple heterogeneous machines in which machines are subject to time-dependent failures. The integration of the limited repair capacity and the production=inventory aspect of this system creates a complicated structure for the optimal repair=production policy, even in the simplest case of two machines and one repair crew. In fact, for more than three machines, the number of switching curves and their structure are so complicated that it would be impossible to implement the optimal policy without a very expensive information system that keeps track of inventory and machine state at all times. Even then, one would need to solve the DP, which is not practical for large problems. These facts make simply structured production and repair policies more attractive because they are easy to apply and require a less costly support system. Therefore, in this paper, we considered a base-stock policy as the production policy and FBFR and PPRI as the repair policies. We developed exact and heuristic models to obtain the optimal base-stock policy in systems with identical and di erent machines, respectively. Finally, through a numerical study we found that (1) the heuristics are very close to the optimal base-stock policy, and (2) computing the optimal base-stock policy for both FBFR and PPRI policies and choosing the best yields a solution that is very close to the optimal dynamic policy. The results indicate that simple static but integrated inventory and repair policies can perform very e ectively. The simplicity and the demonstrated performance of the suggested heuristics make them good candidates for practical implementation. Another managerial reason for implementing our suggested policies is that ad-hoc policies for setting inventory levels and repair policies can perform arbitrarily badly. We showed examples in the paper where a manager picking the repair policy arbitrarily but doing everything else optimally would still end up with costs 30% over optimal for a simple case with two machines. Furthermore, without the tools we provide in this paper, it is not clear how a manager would make decisions on how large a repair crew she needs because there is a tradeo between larger repair crews and lower lost sales and inventory costs. However, without the tools we provide, the decision on the size of the repair crew would also need to be made arbitrarily. In conclusion, we believe that our paper makes a case for explicitly considering the interactions between inventory and repair decisions.
Further research should investigate how simple heuristic inventory=repair crew allocation policies can be developed for more complicated systems than that addressed in this paper. For example, tandem queueing systems or assemblylike structures should be considered because such systems are prevalent in practice.
