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Abstract 
 
With the increase of computer power and advancement of modeling software, the study of 
turbulent gas-particle flow problems using computational fluid dynamics (CFD) techniques 
is gradually becoming attractive in the engineering field. Two basic CFD approaches are 
used to simulate the gas-particle flow, i.e. the Eulerian-Lagrangian model and the Eulerian-
Eulerian model. The aim of this thesis is three-fold: i) to investigate the performance of 
both the Eulerian-Lagrangian model and the Eulerian-Eulerian model to simulate the 
turbulent gas-particle flow; ii) to investigate the indoor airflows and contaminant particle 
flows using the Eulerian-Lagrangian model; iii) to develop and validate particle-wall 
collision models and a wall roughness model for the Eulerian-Lagrangian model and to 
utilize these models to investigate the effects of wall roughness on the particle flows. 
 
In the first part of this thesis, the Eulerian-Lagrangian model in the software package 
FLUENT (FLUENT Inc.) and the Eulerian-Eulerian model in an in-house research code 
were employed to simulate the gas-particle flows. The validation against the measurement 
for two-phase flow over backward facing step and in a 90-degree bend revealed that both 
CFD approaches provide reasonably good prediction for both the gas and particle phases.  
 
Then, the Eulerian-Lagrangian model was employed to investigate the indoor airflows and 
contaminant particle concentration in two geometrically different rooms. For the first room 
configuration, the performances of three turbulence models for simulating indoor airflow 
were evaluated and validated against the measured air phase velocity data. All the three 
turbulence models provided good prediction of the air phase velocity, while the Large 
Eddy Simulation (LES) model base on the Renormalization Group theory (RNG) provided 
the best agreement with the measurements. As well, the RNG-based LES model is able to 
provide the instantaneous air velocity and turbulence that are required for the evaluation 
and design of the ventilation system. In the other two-zone ventilated room configuration, 
contaminant particle concentration decay within the room was simulated and validated 
against the experimental data using the RNG-based LES model together with the 
Lagrangian particle tracking model. The numerical results revealed that the particle-wall 
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collision model has a considerable effect on the particle concentration prediction in the 
room. 
 
This research culminates with the development and implementation of particle-wall 
collision models and a stochastic wall roughness model in the Eulerian-Lagrangian model. 
This Eulerian-Lagrangian model was therefore used to simulate the gas-particle flow over 
an in-line tube bank. The numerical predictions showed that the wall roughness has a 
considerable effect by altering the rebounding behaviours of the large particles and 
consequently affecting the particles motion downstream along the in-line tube bank and 
particle impact frequency on the tubes. Also, the results demonstrated that for the large 
particles the particle phase velocity fluctuations are not influenced by the gas-phase 
fluctuations, but are predominantly determined by the particle-wall collision. For small 
particles, the influence of particle-wall collisions on the particle fluctuations can be 
neglected. Then, the effects of wall roughness on the gas-particle flow in a two-
dimensional 90-degree bend were investigated. It was found that the wall roughness 
considerably altered the rebounding behaviours of particles by significantly reducing the 
‘particle free zone’ and smoothing the particle number density profiles. The particle mean 
velocities were reduced and the particle fluctuating velocities were increased when taking 
into consideration the wall roughness, since the wall roughness produced greater 
randomness in the particle rebound velocities and trajectories. 
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Chapter 1  
Introduction 
 
1.1 Background and objectives  
 
Turbulent gas-particle flows are commonly found in many engineering applications. Some 
typical examples include indoor airflow and contaminant particle transport in buildings 
(Fogarty and Nelson, 2003), flue gas and flue ash flows in pulverized coal-fired boilers (Tu 
et al., 1997), and medicine particles delivered in inhalers (Tang et al., 2004).   The research, 
optimal design and malfunction diagnose of these engineering systems require a 
fundamental understanding and detailed information of both the gas and particle phases.  
 
With the increase of computer power and advancement of commercial modeling software, 
computational fluid dynamics (CFD) technique to study turbulent gas-particle flow 
problems is gradually becoming an attractive investigative tool. CFD has the capacity of 
providing the “microscopic” or “local” information, for instance, the maximum and 
minimum gas and particle velocity, local particle concentration, individual particle 
trajectory, and particle-wall collision procedure. It can also give the “macroscopic” or 
“global” parameters such as mean gas and particle velocity, turbulence intensity, and total 
mass flow rate. In most situations, CFD is more cost effective and time efficient than the 
physical model testing approach. Another feature of CFD approach is the graphical 
presentation of the flow geometry, velocity, pressure and particle concentration fields. 
These features facilitate scientists and engineers to gain more insights into the gas-particle 
behaviors in the many engineering applications. 
 
Currently, there are two basic CFD approaches, the Eulerian-Eulerian model and the 
Eulerian-Lagrangian model, which are used to predict the gas-particle flows. In the 
Eulerian-Eulerian model, both the gas and particle flows are treated as continuous fluid 
flow and regarded as interacting with each other. This enhances the ease of implementation 
of the approach in CFD codes. It can be handled efficiently through current state-of-the-art
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solvers resulting in a relatively less computational time of mean parameters for the particle 
flow. However, the Eulerian-Eulerian model has some inherent limitations in modelling 
the turbulent gas-particle flows. The current Eulerian formulation is still deficient in 
correctly describing the aerodynamics drag force on the particle phase in the vicinity of a 
solid wall. Another problem with the Eulerian-Eulerian model is the justification of the 
continuum assumption as the particle equilibrates with neither local fluid nor other 
particles when flowing through the flow field (Shirolkar et al., 1996). The Eulerian model 
describes the averaged local particle parameters instead of the individual particle 
trajectory. This introduces the problem of “crossing trajectories” (Slater et al., 2001), and 
the lost of the particle properties could be significant when considering the local reaction 
rate of a particle that is essential for reacting flow systems (Shirolkar et al., 1996). 
 
In Eulerian-Lagrangian approach, the Eulerian equations of the gas phase are solved and 
the Lagrangian equations of particle motion are integrated by tracking individual particle 
through the flow field. For Eulerian-Lagrangian approach, the large computational expense 
may be experienced because of the requirement to track substantial number of the particles 
to successfully attain good statistical information of the particle phase. Lengthy 
computational times have prevented the use of the Eulerian-Lagrangian model in the past. 
With the progress of computer speeds, the time expense has been significantly reduced and 
this makes the Eulerian-Lagrangian model an affordable tool to predict the turbulent gas-
particle flows.  
 
Although encouraging simulations of turbulent gas-particle flows by both the Eulerian-
Eulerian model and the Eulerian-Lagrangian model have been reported in literature, no in-
depth investigations have been performed on the comparison of their performance with 
measurements on benchmark problems such as gas-particle flow over a backward facing 
step and gas-particle flow through a 90-degree bend. 
 
Furthermore, some uncertainties of CFD approach for turbulent gas-particle flows still 
prevail in particular the approximation of turbulence models for gas phase that requires 
further resolution. Turbulence models play a significant role in accurately predicting both 
the gas and particle flows. It has been found that standard k-ε model, which is the most 
used turbulence model in simulation of engineering applications, to be inadequate in a 
variety of flows. For instance, standard k-ε model is not able to accurately predict the 
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indoor air flows that are characterized by low-Reynolds-number (LRN) turbulence. The 
improper handle of LRN flows and turbulence can contribute to inaccurate calculations of 
the indoor airflows and consequently the contaminant particle concentration, since the 
particle concentration is strongly affected by the air phase velocity and turbulent 
fluctuations.  
 
Many variants of k-ε models including Renormalization Group (RNG) k-ε model and 
realizable k-ε model have been developed to improve the performance of the standard k-ε 
model. In addition, the Large Eddy Simulation (LES) approach to computing turbulent 
flow has seen a veritable renaissance in recent years due to the availability of faster 
computers and a continued desire for higher fidelity of predictive capabilities. 
Nevertheless, evaluation and validation of these turbulence models for gas-particle flows 
in particular engineering applications are lacking. For example, no literature has been 
found reporting the prediction of the indoor contaminant particle transport by LES model.  
 
Another uncertainty with regard to the Eulerian-Lagrangian approach is the particle-wall 
collision model, especially when particles are relatively large. The accurate descriptions of 
particle-wall interaction are fundamental to correctly understanding and predicting the gas-
particle flows. Despite the many experimental and computational investigations, the 
success in properly modeling the particle-wall collision process remains elusive due to its 
complex nature. The particle-wall collision model should take into consideration of several 
physical parameters that govern the particle-wall collision process. Among these 
parameters are the particle incident velocity, particle initial angular velocity, incident 
angle, diameter and shape of the particle as well as its material properties. The particle-
wall collision model should also consider the wall roughness and the resulting stochastic 
nature of the process, since experimental investigations (Grand and Tabakoff, 1975; Govan 
et al., 1989) have found that the particle restitution coefficient is subject to some scatter 
due to wall roughness and non-spherical particles (Sommerfeld, 1992).  
 
Three main objectives were accomplished in the thesis. Firstly, this research aimed to 
perform the model validation through the numerical studies of the gas-particle flow over 
backward facing step and in a 90-degree bend using both an Eulerian-Lagrangian model in 
a generic CFD code FLUENT and an Eulerian-Eulerian model in an in-house code. 
Secondly, the performance of different turbulence models and the Eulerian-Lagrangian 
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model was evaluated in the indoor air and contaminant particle flows in two room 
configurations. The FLUENT code was used to assess the performance of standard k-ε 
model, RNG k-ε model and a RNG-based LES model. The influences from the turbulence 
models and particle-wall collision model to the particle phase prediction were also 
investigated. Thirdly, two particle-wall collision models that account for the effects of 
particle incident velocity, initial angular velocity and wall roughness on the particle-wall 
collision procedure was developed and validated. The algebraic particle-wall collision 
model of Brach and Dunn (1992, 1998) and the stochastic wall roughness model of 
Sommerfeld (1992) were combined and implemented into the Eulerian-Lagrangian model 
in FLUENT code via the User-defined subroutines. This allows the flexibility for 
extending the collision model to handle complex engineering flows. The new Eulerian-
Lagrangian model was employed to investigate gas-particle flow through an in-line tube 
bank. Also, the effects of wall roughness on a gas-particle flow in a two-dimensional 90-
degree bend were studied via another particle-wall collision model developed by 
Sommerfeld (1992) and the stochastic wall roughness model. 
 
1.2 Outline of this thesis 
 
The contents of the remaining six chapters are as follows: 
 
In Chapter 2, the basic concepts of turbulent gas-particle flows are reviewed, followed by 
the review of the two numerical approaches for gas-particle flow, i.e. the Eulerian-Eulerian 
model and Eulerian-Lagrangian model. The literature review of turbulence models and the 
particle-wall collision model then follow.  
 
Chapter 3 addresses the mathematical and numerical methodology. Standard k-ε model, 
RNG k-ε model, realizable k-ε model, and a RNG-based LES model are firstly described 
and discussed. Then, the numerical details of the Eulerian-Eulerian model and the 
Eulerian-Lagrangian model used in this thesis are given. The third part of this chapter is 
mathematical description of the particle-wall collision models used in this thesis.  
 
Chapter 4 covers the numerical simulations of the gas-particle flow over the backward 
facing step and in a three-dimensional 90-degree bend. The performance of both the 
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Eulerian-Eulerian model and the Eulerian-Lagrangian model is validated, compared and 
discussed.  
 
In chapter 5, the indoor airflow and contaminant particle concentration in two 
geometrically different rooms are investigated using the Eulerian-Lagrangian model. For 
the first room configuration, the performances of three turbulence models for simulating 
indoor airflow are evaluated and validated against the measured air phase velocity data 
obtained by Posner et al. (2003). In the other two-zone ventilated room configuration (Lu 
et al., 1996), contaminant particle concentration decay within the zones are simulated and 
validated using the RNG-based LES model together with a Lagrangian particle tracking 
model. The influences from the turbulence models and particle-wall collision model to the 
particle phase prediction are also discussed.  
 
In chapter 6, the physical characteristics of gas-particle flow in an in-line tube bank are 
firstly numerically investigated. The algebraic particle-wall collision model (Brach and 
Dunn, 1992, 1998) and the stochastic wall roughness model (Sommerfeld, 1992) are 
implemented into the FLUENT code via the User-defined subroutines. The predicted mean 
flow fields for both gas and particle phase are validated against experimental data of Tu et 
al. (1998). Then, the effects of wall roughness on the gas-particle flow in a two-
dimensional 90-degree bend are simulated using the particle-wall collision model and the 
stochastic wall roughness model.  
 
Finally, the conclusion and recommendations are made in Chapter 7. Further research 
direction is also suggested.  
 
 
 Chapter 2  
Literature Review 
 
2.1 Basic concepts of turbulent gas-particle flow  
 
The turbulent gas-particle flows investigated in this thesis are all dilute. According to Loth 
(2000), the gas-particle flow is considered ‘dilute’ when the effects of particle-particle 
interactions are not significant. The effects include two separate mechanisms: particle-
particle collisions and particle-particle dynamic interactions. The effect of particle-particle 
collisions can be neglected if the time-scale of particle-particle collisions is much longer 
than either the fluid dynamic particle relaxation time pτ  or the time-scale of turbulent 
particle-eddy interactions intτ . The second criteria of dilute gas-particle flows is that 
particles do not influence each other with respect to fluid dynamic forces, i.e. such 
influence will only occur a small fraction of the time (Loth, 2000).  
 
When the gas-particle flow is dilute, the influence of the particle phase on the gas phase 
may be negligible and this is referred as to ‘one-way coupling’. In other words, only the 
effects from gas phase to particle phase are taken into consideration. Elghobashi (1994) 
proposed a relationship between the related parameters of volume fraction and particle-
turbulence interaction. He suggested that the particles will not influence the carrier phase 
when the particle phase volume fraction pα  is less than 10-6. Here, pα  is defined as  
 
p
p
p
m
ρα
&=  (2.1) 
 
where  is the mass of particles in per unit volume of the mixture and pm& pρ  is the particle 
density. For volume fraction between 10-6 and 10-3 the effects from particles to carrier 
phase should be considered. It is so-called ‘two-way coupling’. For flow with volume 
fraction above 10-3, the particle-particle interactions will occur as well as two-way 
coupling.  
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For gas-particle flows, the dimensionless number, Stokes number, presents an important 
criteria towards understanding the state of the particles whether they are in kinetic 
equilibrium with the surrounding gas. Stokes number is defined as the ratio between the 
particle relaxation time and fluid time scale, i.e.  
 
 
f
pSt τ
τ=  (2.2) 
 
where pτ  is the particle relaxation time that is the time for a particle, falling from rest in a 
quiescent fluid, to reach (1-1/e) of its terminal velocity. pτ  is calculated as: 
 
( )
g
pgp
p
d
µ
ρρτ
36
2 2+=  (2.3) 
 
where  is the particle diameter and ρpd p is the gas phase density. gµ  denotes the gas phase 
dynamic viscosity. As the particle densities are much larger than the gas phase density in 
this study, Equation (2.3) can be written as: 
 
g
pp
p
d
µ
ρτ
18
2
=  (2.4) 
 
In Equation (2.2), a macroscopic Stokes number can be defined when the fluid time scale 
fτ  is determined from the characteristic length (Ls) and the characteristic velocity (Vs) of 
the system under investigation: 
 
s
s
f V
L=τ  (2.5) 
 
In contrast, one can obtain the microscopic Stokes number when the fluid time scale fτ  is 
calculated as a function of turbulence time scale, ggk ε . For example, in the study of Tu 
and Fletcher (1995), fτ  is defined as: 
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g
g
f
k
ετ 125.0=  (2.6) 
 
where kg denotes the gas phase turbulent kinetic energy, and εg is the dissipation rate of 
turbulent kinetic energy. The Stokes number indicates how readily a particle follows the 
fluctuations of an eddy. For Stokes number much smaller than unity, the particle acts 
nearly as a passive tracer as it can quickly respond to the gas phase fluctuations. If Stokes 
number is much larger than unity, particle is mainly controlled by mean gas phase 
convection and gravity and does not respond to the gas phase fluctuations. For mediate 
Stokes number, particles that have higher density than gas can centrifuge out of eddy cores 
(Loth, 2000).  
 
2.2 Numerical approaches for gas-particle flow 
 
2.2.1 Eulerian-Eulerian model 
 
The Eulerian-Eulerian model simulates the particle phases via fluid-like equations. One of 
its advantages is that it is easy to implement, solve and interpret along with the fluid phase 
equations (Shirolkar et al., 1996). As well, it can be handled efficiently through current 
state-of-the-art solvers resulting in a relatively less computational time of mean parameters 
for the particle flow. These advantages make the Eulerian-Eulerian model attractive and 
lately, there are possible considerations of extending the two-fluid model adopting the LES 
approach (Pandya et al., 2002) to circumvent the problems associated with current 
turbulence modelling.  
 
Nevertheless, there are some inherent difficulties in the use of Eulerian-Eulerian model for 
gas-particle flows. The first difficulty arises in the modelling of the surface boundary 
conditions for the particle phase. The current Eulerian formulation is still deficient in 
correctly describing the aerodynamics drag force on the particle phase in the vicinity of a 
solid wall. The attempt of properly quantifying the incident and reflected particles during 
the process of particle-wall collision in a control volume at the boundary surface is still far 
from adequate resolution. More information regarding the particle behaviours is still 
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required to develop suitable models to better represent the particle-wall impaction process 
(Tu, 2000, Tu et al., 2004).  
 
To overcome the problem of modelling particle-wall collision, Tu and Fletcher (1995) 
established a set of Eulerian formulation with generalised wall boundary conditions and 
developed a particle-wall collision model to better represent the particle-wall momentum 
transfer. Here, good agreement with the experimental data was achieved using this model 
to investigate the gas-particle flow in an in-line tube bank. Later, Tu (1997) employed this 
model with overlapped grids to simulate the gas-particle flow over a backward facing step 
and in a T-junction channel. The model also yielded encouraging results where good 
agreements between the predictions and experimental data were found. 
 
Another problem with the Eulerian-Eulerian model is the justification of the continuum 
assumption as the particles equilibrate with neither local fluid nor each other when flowing 
through the flow field (Shirolkar et al., 1996). The Eulerian-Eulerian model describes the 
averaged local particle parameters instead of the individual particle trajectory. This 
introduces the problem of “crossing trajectories” (Slater et al., 2001), and the lost of the 
particle properties could be significant when considering the local reaction rate of a 
particle that is essential for reacting flow systems (Shirolkar et al., 1996).  
 
Also, the problem of numerical diffusion exists when the finite difference scheme is used 
to discretize the partial differential equations in Eulerian-Eulerian model (Shirolkar et al., 
1996). Fine mesh schemes that cost expensive CPU time are required to solve this 
problem. When the particle phase is poly-dispersed, i.e. the non-uniform particle diameter, 
each size group is treated as a separate continuous field. This requires more CPU time and 
storage (Shirolkar et al., 1996). 
 
2.2.2 Eulerian-Lagrangian model 
 
For the Eulerian-Lagrangian approach, the Eulerian equations of the gas phase are solved 
and the Lagrangian equations of particle motion are integrated by tracking individual 
particle through the flow field (Morsi et al. 2004). It provides detailed description of the 
particle motion including the effects of history and takes into consideration all the forces 
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acting on the particles (Zhang et al., 2002). Eulerian-Lagrangian model is typically much 
more robust when the following flow properties are of interest: particle reflection from 
surfaces; counter-flowing particles; significant poly-dispersion of size, velocity or 
temperature; and turbulent diffusion (Loth, 2000). In addition, non-physical numerical 
diffusion of Eulerian particle density in regions of high gradients can be eliminated by 
employing Eulerian-Lagrangian model (Loth, 2000).  
 
Several models in the Lagrangian framework have been developed recently, such as the 
deterministic separated flow (DSF) model (Faeth, 1987), stochastic model, and particle 
cloud tracking model (Baxter and Smith, 1993). Among these models, DSF and Stochastic 
model have been widely used in predicting particle dispersion (Zhang et al., 2002), since 
they are easy to implement and able to take into consideration the complex particle 
phenomena (Crowe et al., 1998).   
 
In DSF model, the influence of gas phase turbulence on the particle phase is neglected by 
using the time-averaged fluid velocity, , at the particle location as the instantaneous 
fluid velocity to calculate the particle trajectory.  This model is deterministic as once the 
average Eulerian fluid velocity is known, the particle trajectories can be directly computed 
(Shirolkar et al., 1996).  The DSF model is easy to implement in CFD codes and does not 
require a large number of trajectories for a statistical solution (Zhang et al., 2002). 
Nevertheless, DSF has the inherent difficulty when the effect of gas phase turbulence on 
the particle dispersion is not negligible.  
g
iu
 
The main idea in the application of stochastic method is to introduce a large number of 
particles into the flow of interest and to generate a ‘synthetic’ turbulence with some known 
statistical properties, such as the mean and variance of the fluid fluctuating velocity 
(Mashayek and Pandya, 2003). Two kinds of stochastic models have been proposed: (i) 
random walk model; (ii) stochastic differential equations (SDE) model. The SDE model 
typically does not require the drift correction for non-homogeneous flows as its first-
moment is identical to the Eulerian momentum equation (MacInnes and Bracco, 1992). 
Nevertheless, the SDE model requires the Reynolds-stress transport description of the 
turbulence, typically including modelling of triple-moments. It has not been tested 
extensively in particle-laden flows (Shirolka et al., 1996). Furthermore, it becomes 
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complicated for wall interactions as it requires Eulerian-type boundary conditions which 
cannot robustly handle wall reflection (Loth, 2000). Therefore, SDE model can not be 
generally recommended for engineering application yet (Shirolka et al., 1996).  
 
First proposed by Taylor (1920) and implemented in the numerical simulation by 
Hotchkiss and Hirt (1972), the random walk model specifies the gas velocity as the sum of 
the time-averaged velocity and a random fluctuating velocity, or fluctuating velocity 
increment in some models, selected from a Gaussian distribution having zero mean and a 
variance related to the turbulent velocity scale coming from the turbulence model used in 
the Eulerian gas phase solution. Such Random walk model may be either continuous or 
discrete, according to the scheme for simulating the tendency of the current velocity 
fluctuation to change with time or position (Macinnes and Bracco, 1992).  
 
 
2Le
Particle 
trajectory 
Time= ti Time= ti+1
Eddy 
eu
Particle  
Figure 2.1 Eddy-particle interaction model. 
 
With the discrete random walk (DRW) models, the turbulent dispersion of a particle is 
considered based on the concept of energy containing eddies. Here, the broad spectrum of 
turbulent eddies are simplified by local mean eddies which are characterized by a single 
eddy strength (base on turbulence intensity), the eddy lifetime eτ  , an eddy length scale Le, 
and a time-averaged velocity (Loth, 2000). When the particles move through the turbulent 
gas flow field, they are assumed to interact with the local turbulent gas eddies, which are 
represented by an instantaneous gas velocity consisting of a time-averaged velocity and a 
fluctuating velocity (Chan et al., 2000). Therefore, these models are also referred to as 
eddy-interaction models (EIMs). Figure 2.1 illustrates the fundamental idea of the DRW or 
EIM model. At the beginning of an eddy-particle interaction (t = ti), the particle, with 
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velocity up0, is assumed to located at the centre of an eddy with an instantaneous fluid 
velocity . The instantaneous eddy velocity, , which is the sum of a mean part and a 
fluctuating part, remains constant during the interaction temporally and spatially within the 
eddy. After some time (for example, t = t
eu eu
i+1), the eddy has moved to the new location with 
the instantaneous fluid velocity. The particle normally has another trajectory according to 
its own velocity. If either the eddy lifetime is over or the particle crosses the eddy (the 
distance between the particle and eddy centre is larger than the eddy length scale, Le), a 
new interaction starts.  
 
The gas phase fluctuation velocity is obtained by sampling a random number which 
satisfies a predefined probability density function, usually Gaussian distribution. It is 
discrete or ‘discontinuous’ as the random number is independent of each other from one 
eddy to another eddy (Gao, 2003). In DRW models, concerns are mainly focused on how 
to determine the eddy lifetime eτ , eddy length scale Le, and the interaction time between 
the particle and eddies intτ .  One early DRW model was found in the study of Gosman and 
Ioannides (1981).  In their model, the gas phase turbulence was assumed to be isotropic. 
The fluctuating velocity components that prevail during the lifetime of the turbulent eddy 
are sampled by assuming that they obey a Gaussian probability distribution which has a 
zero mean and variance with value of 3
2 gk . The eddy length scale is determined as 
following: 
 
g
gkCLe ε
µ 3
2
4
3
=                     (2.7) 
 
And the eddy lifetime is then calculate by: 
 
gg
g
g
e u
kC
u
Le
′=′= ετ
µ 3
2
4
3
 (2.8)  
 
The eddy crossing time is computed by: 
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where Cµ is a constant. pg uu −  is the magnitude of the relative velocity. 
 
The eddy-particle interaction time is the smaller of the eddy lifetime or the eddy crossing 
time that accounts for the crossing trajectory effect, i.e. 
 
( ecross )τττ ,minint =  (2.10) 
 
The above model and many of its variants have been used to simulate the gas-particle 
flows. Faeth and coworkers (Shuen et al., 1983; Shuen et al., 1985) employed this model to 
investigate the particle-laden jet and found the good agreement between the prediction and 
experimental data.  Azevedo and Pereira (1990) utilized a variant of this model to simulate 
the both the free and confined particle-laden jet flows. In their model, the eddy lifetime is 
calculated as 
g
g
e
k
ετ 3.0=  and the eddy crossing time is defined as 
pg
eg
cross uu
k
−=
τ
τ 3
2
. 
 
The original DRW model of Gosman and Ioannides (1981) was capable of accounting for 
the crossing trajectories effect (CTE), which was first specified by Yudine (1959). The 
CTE means that a particle migrates from one eddy to another eddy, due to the turbulence 
of the original eddy, before the original eddy decays.  
 
The original DRW model uses the constraint that eddy-particle interaction times can never 
exceed the corresponding interaction times for fluid particles (Graham, 1998). This leads 
to the prediction that heavy particles will be dispersed less rapidly, in the long-time limit, 
than fluid particles. Actually, it is contrary to the analytical and experimental results 
(Reeks, 1977; Squires and Eaton, 1991) which show that dispersivity can increase with 
particle inertia, a phenomenon called the inertia effect (Graham, 1998). Graham (1996) 
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proposed a modified DRW model that has two different time scales to overcome this 
problem. In this modified model, the finite-inertia particles can interact with eddies up to a 
maximum interaction time maxτ  that can be larger than the interaction time for fluid 
particles.  
 
Also, the original DRW model of Gosman and Ioannides (1981) does not take into 
consideration of directional anisotropy in anisotropic flows. Some modifications have been 
proposed to remedy this problem. Wang and James (1999) introduced damping functions 
into the original DRW model, within the framework of  k-ε model, to handle the anisotropy 
in near wall regions. Chen and Pereira (1991) used the Reynolds-Stress model (RSM) for 
the fluid phase. The normal stresses iiuu ′′  are used instead of 3
2 gk  to calculate the 
fluctuating velocity.  
Another shortcoming of DRW model is that it may give non-physical results in strongly 
inhomogeneous diffusion-dominated flows, where small particles (such as scalar particles) 
should become uniformly distributed. Instead, the DRW will show a tendency for such 
particles to concentrate in low-turbulence regions of the flow (MacInnes and Bracco, 1992). 
Underwood (1993) found that it can lead to an order of magnitude error in particle 
deposition rates for turbulent channel flow.  Bocksell and Loth (1998) suggested correcting 
this artificial drift by shifting the random DRW velocity by using a summation to integrate 
overall previous timestep: 
 
( ) dtutdu driftidrifti /,, ∑ ′∆=′  (2.11) 
 
This correction gave superior results with respect to scalar conservation (Loth, 2000).  
Some continuous random walk (CRW) models have been developed to avoid the 
discontinuity (Berlemont et al., 1990; Zhou and Leschziner, 1991). Including the 
turbulence correlations, CRW models improve the representation of the turbulence as the 
velocity fluctuations are continuous in time.  
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However, the DRW models have been widely used (Faeth, 1987, Crowe et al., 1998) due 
to its simplicity and computational efficiency, and have shown remarkable performance in 
complex flows (Loth, 2000). This study employs the DRW model that is available in the 
CFD package FLUENT. 
 
2.3 Turbulence models for gas phase 
 
Many, if not most, flows of engineering significance are turbulent in nature. The turbulent 
flow regime is, therefore, not just of theoretical interest among the academics. Engineers 
that are interested in fluid flows need access to viable tools capable of representing the 
effects of turbulence. 
 
There are three techniques currently available to numerically solve the turbulence flow. 
They are: direct numerical simulation (DNS), Reynolds averaged Navier-Stokes (RANS) 
and LES.  
 
DNS directly solves the Navier-Stokes equations of the gas phase. It provides the most 
accurate solutions as all of the motions contained in the flow are resolved. DNS of gas-
particle flows have been conducted in three configurations (Mashayek and Pandya, 2003): 
(i) isotropic homogeneous flow (Boivin et al., 1998); (ii) anisotropic homogeneous flow 
(Ahmed and Elgohbashi, 2001); (iii) inhomogeneous flow (Pedinotti et al., 1992). 
However, extremely fine meshes and small time steps are required by DNS to solve the 
smallest eddies. The total number of grid points necessary to solve a turbulent flow by 
DNS is proportional to  in three dimensions (Tennekes and Lumley, 1976). For 
example, the smallest eddies in an indoor airflow are typically within the size of 0.1 to 1 
mm. In order to solve these small eddies by DNS, the total grid number for a three-
dimensional indoor airflow is around 10
3Re L
11 to 1012 (Spengler et al., 2001). That is impossibly 
expensive in view of the computational standing for engineering flows. Thus, DNS is only 
useful as a basic research tool for flows with very low Reynolds number and simple 
geometry (Ferziger and Peric, 2002).  
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The descriptions of large eddy motions are of main interest in complex flows as larger 
eddies generally transport most of the momentum or thermal energy. LES has been 
developed to take advantage of this fact. In LES, large-scale quantities of flow from the 
filtered Navier-Stokes equations are solved directly and the small eddies are modeled by 
the subgrid-scale (SGS) model. Therefore, it requires much less computing expense than 
DNS.  
 
Many SGS models have been developed such as the Smagorinsty and related models 
(Smagorinsky, 1963) and dynamic models (Pierre, 1998). Amongst these SGS models, a 
SGS model based on the RNG theory has been formulated by Yakhot et al. (1989). This 
RNG-based LES model is able to provide the description of the low-Reynolds-number and 
near wall flows that are always encountered in indoor air flows.  Karniadakis et al. (1990) 
employed this RNG-based LES model to simulate flows over a backward facing step 
geometry at different Reynolds numbers (Re = 2222, 4444, 8888, respectively). They 
validated the simulation results against experimental data and found that the discrepancy 
was less than 10%.  
 
In the RANS approach for modeling turbulence, an approximation is introduced that all the 
flow unsteadiness is averaged out and the nonlinearity of the Navier-Stokes equations 
gives rise to terms that must be modeled. RANS model is quick, simple and possesses 
good numerical stability. When the model is properly applied, it provides reasonable 
results (Chen, 1997). The two-equation k-ε model is the most popular and used RANS 
turbulence model for the numerical simulation of gas-particle flows. It is easy to program 
and modify whilst giving reasonable results in many applications (Chen, 1997).  
 
2.4 Particle-wall collision models 
 
It is necessary to apply detailed physical models for the particle-wall interaction in 
numerical simulations of confined, wall-bounded gas-particle flows, since the particle wall 
collision is one of the governing phenomenon in such flows (Sommerfeld and Huber, 
1999). When reaching a wall surface, a particle either deposits on or rebounds from the 
wall. If the particle incident velocity is below a certain value, called the capture (or critical) 
velocity, it may remain attached to the wall (Brach and Dunn, 1998). If the particle 
Chapter 2: Literature Review  17 
 
incident velocity is above the capture velocity, it may bounce with a momentum loss. 
Several physical parameters govern the particle-wall collision process. Among these 
parameters are the particle incident velocity, initial angular velocity, incident angle, 
diameter and shape of the particle as well as its material properties. Other parameters such 
as the surface characteristics and roughness can also contribute to significantly influence 
the particle impacting on and rebounding away from the wall surface (Li et al., 2000; 
Sommerfeld, 1992). Despite the many experimental and computational investigations 
conducted by Matsumoto et al. (1970), Dahneke (1975), Grand and Tabakoff (1975), Tsuji 
et al. (1987), Sommerfeld (1992), Brach and Dunn (1992, 1998), Sommerfeld and Huber 
(1999) and many others, the success in properly modeling the particle-wall collision 
process remains elusive due to its complex nature.  
 
For dilute gas-particle flows, three basic categories of particle-wall collision models are 
currently used in Lagrangian particle-tracking models: 
 
• In the first kind of model, the normal and tangential coefficients of 
restitution are taken as constants, i.e. 1tan tconsu
ve p
n
p
n
n =−= ,    
2tan tconsu
ve p
t
p
t
t ==  (see Figure 2.2).  The subscript n and t represent the normal 
and tangential direction, respectively. And up and vp refers to the particle incident and 
rebounding velocity components, respectively. 
• The second kind of collision model treats the values of normal and 
tangential coefficients of restitution as the correlations of particle incident angles, θ, 
( )θnn fe =  and ( )θtt fe = . 
• The third kind of collision model comprises a set of equations that are based 
on the particle impulse and moment equations (Sommerfeld, 1992).  In this model, 
the normal restitution coefficient, the static friction coefficient and the dynamic 
friction coefficient are obtained from experiments. 
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Figure 2.2 Particle-wall collision configuration 
 
The first kind of collision model is based on the laws of mechanics and the two 
suppositions. Here, the contact area between a particle and a wall surface is treated as a 
point. It assumes that the normal particle restitution coefficient is a constant that is 
independent on the particle incident velocity, particle incident angle and the surface 
materials (Tsirkunov and Panfilov, 1998).  And this kind of model sometimes assumes that 
there is no tangential force acting from a wall on a particle. When the perfectly elastic 
impacts are assumed, the normal and tangential particle restitution coefficients are set to 
unity (Tsirkunov and Panfilov, 1998).  This kind of model is easy to understand and to be 
implemented into CFD code. Further, no extensive experiments are required to obtain the 
restitution coefficients. It may be used for the gas-particle flows when the particle-wall 
bouncing is not important for particle phase simulation. One example of is the gas-particle 
flow with relatively small particles, since the small particles promptly follow carrier fluid 
after a collision (Sommerfeld, 1992).  
 
The second kind of model is purely empirical, since all parameters in the correlations are 
determined through experiments. The rebound dynamics of particles are described in a 
statistical sense. Grant and Tabakoff (1975) explained this as the results of eroded wall 
surface and irregular particle surface. The target wall surface will become pitted with 
craters after a given incubation period. Further after a slightly longer time, a regular ripple 
pattern may form on the eroded surface. As a result, the local incident angle between the 
particle and eroded surface may deviate considerably from the geometric average (Grant 
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and Tabakoff, 1975). The irregular particle shape may also considerably influence the 
particle rebounding performance. However, this is not within the focus of this study as all 
particles herein are assumed to be sphere.  
 
Tabakoff and co-workers conducted a series of experiments to obtain the parameters in the 
correlations for several particle-wall collision cases. Grand and Tabakoff (1975) measured 
the restitution and erosion parameters using high-speed photography. The mean normal 
and tangential restitution coefficients of 200 µm quartz particles impacting on 2024 
aluminum surface were fitted by least squares polynomial curves.  The equations are as 
following: 
 
32 49.056.176.1993.0 θθθ −+−=−= p
n
p
n
n u
ve  
32 67.011.266.1988.0 θθθ −+−== p
t
p
t
t u
ve  (2.12) 
 
where θ is the particle incident angle (degrees).  
 
The equations for the standard deviation of the normal and tangential restitution 
coefficients were also calculated to handle the effect of incident angle on the statistical 
behavior. Later, Tabakoff et al. (1987) employed the laser Doppler velocimetry (LDV) to 
investigate the dynamic impact characteristics of erosive fly ash particles impacting on 
2024 aluminum and 6A1-4V titanium surface. As well, mean restitution coefficients were 
analyzed and represented by least squares polynomial curve fits. Eroglu and Tabakoff 
(1991) carried out three-dimensional LDV measurements of particle-wall collision and 
found that three-dimensional rebound characteristics did not differ from the two-
dimensional rebound characteristics.  Tabakoff et al. (1996) measured the restitution 
characteristics of 150 µm silica sand particles colliding on the different materials including 
2024 aluminum, 6A1-4V titanium, AM 355 steel and RENE 41. A similar trend in rebound 
characteristics was showed for all four materials.  
 
Though the second kind of collision model is not universally applicable (Sommerfeld, 
1992), it has been widely used to numerically investigate the gas-particle flows and surface 
erosion in various applications.  Jun and Tabakoff (1994) simulated the dilute gas-particle 
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flow over tube banks using the parameters obtained in Grand and Tabakoff (1975). 
Employing the same parameters, Jin et al. (2001) studied the dilute gas-particle flow over 
staggered tube banks. Fan et al. (2002) investigated the performance of ribbed bend 
protection, a new method to protect duct bends against erosion, in gas-particle flows via 
the same model.   
 
The third kind of collision model is based on the momentum equations and Coulombs law 
of friction. For a particle-wall collision procedure, two types of collision are distinguished: 
a collision with and without sliding (Mastumoto and Saito, 1970; Sommerfeld, 1992). At 
the end of contact with a wall, a particle is rolling when the following conditioned is 
satisfied: 
 
( ) pnn0pppt ue12
7
2
d
u +µ<ω−  (2.13) 
 
where ωp is the particle initial angular velocity. µ0 is the static friction coefficient.   
 
Under conditions of rolling collision, the rebound velocity components are as following 
 
p
nn
p
n uev −=  
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2=Ω           (2.14)  
 
If the particle is not rolling in the collision, it must be sliding and the rebound velocity 
components are defined as: 
 
p
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p
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Chapter 2: Literature Review  21 
 
  pn0nd
p
t
p
t u)e1(uv ε+µ−=
( )
p
p
n
0ndpp d
ue15 ε+µ+ω=Ω  (2.15) 
 
Here, µd is the dynamic friction coefficient.  ε0 is the direction of the relative velocity 
between particle surface and wall obtained by: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ω−=ε pppt0 2
d
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The empirical values required in the above equations are the normal restitution coefficient, 
en ,  the static friction coefficient, µ0. The static friction coefficient and the dynamic friction 
coefficient are generally known for certain material combinations. However, depending on 
the properties of wall surfaces, some scatter may be possible (Sommerfeld, 1992).  
              
Beside the above models, an algebraic particle-wall collision model has been developed by 
Brach and Dunn (1992, 1998). Based on Newton’s laws in the form of impulse and 
momentum (Brach et al., 2000), this algebraic collision model has the ability to deal with 
oblique collision and calculate the particle angular velocities (Brach and Dunn, 1998). 
Another distinguished feature of this model is that it can account for the particle deposition 
on the surfaces by introducing a critical or capture velocity. When the impact velocity is 
lower than the critical velocity, the particle is assumed to deposit on the surface.  
 
For particles with diameters in the range of 1 µm ~ 100 µm and relatively high incident 
velocity, the particle rebound velocity follows the same trend, i.e. the restitution coefficient 
is almost constant when the particle incident velocity varies. Nonetheless, when the 
incident velocities become relatively low (below ~ 10 m/s), the rebound velocities decrease 
remarkably. In other words, the normal restitution coefficients decline dramatically when 
the incident velocities reduce (Brach and Dunn, 1992). Thus, the fluency from the incident 
velocities onto the coefficients of restitution is not negligible. This algebraic particle-wall 
collision model has been developed to account for this phenomenon by formulating the 
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overall restitution coefficient as a function of the incident velocity. The details of this 
model will be given in Chapter 3.3.  
 
dpγmas
 Hr
Lr
(a)  
 
 
dp
γmas
Hr
Lr
(b) 
Figure 2.3 Particle-wall collision with wall roughness: (a) particle diameter larger than cycle of 
roughness and (b) particle diameter less than cycle of roughness. 
 
The particle-wall collision model should also consider the wall roughness and the resulting 
stochastic nature of the process, since experimental investigations (Grand and Tabakoff, 
1975; Govan et al., 1989) have found that the particle restitution coefficient is subject to 
some scatter due to wall roughness and non-spherical particles (Sommerfeld, 1992). 
Several models had been proposed to account for the effect of ‘wall roughness’ 
(Matsumoto and Saito, 1970; Tsuji et al., 1987; Sommerfeld, 1992). One notable finding 
whilst employing a traditional particle-wall collision model without incorporating wall-
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roughness was that particles eventually deposited at the bottom of the channel, which had 
been demonstrated in the numerical study of gas-particle flow in the horizontal channel by 
Tsuji et al. (1987). That appeared to be inconsistent with experimental observation since it 
clearly showed that the particles continued to be suspended in the free-stream flow.  
 
The wall roughness can be characterized by two important parameters, the mean roughness 
depth (Hr) and the mean cycle of roughness (Lr), that are illustrated in Figure 2.3 
(Sommerfeld, 1992). When the diameter of a small particle is less than the cycle of 
roughness (dp<Lr), the maximum change of collision angle due to the roughness can be 
calculated as:  
 
Lr
Hr2arctanmax =γ  (2.17) 
 
When the diameter of the particle is lager than the cycle of roughness, the maximum 
roughness angle is reduced. For example, if assuming that the minimum roughness height 
is about H/2, the maximum roughness angle is  
Lr
Hr
2
arctanmax =γ (Sommerfeld, 1992). 
 
Matsumoto and Saito (1970) first took into account the effect of wall roughness in 
numerical simulation of gas-particle flows. In their paper, the irregular collision caused by 
the roughness was modeled as a sine function. Tsuji et al. (1985) used a ‘virtual wall’ 
model to simulate the gas-particle flow in a pipe. When the particle incident angle is less 
than a certain value, the plane wall was replaced by the virtual wall, (see Figure 2.4) i.e. 
the collision angle was increased by a value of γ  : 
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with  
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u
Fr g=  (2.19) 
 
where Fr is the Froude number, h is the pipe height and g is the gravitational constant. 
Later, Tsuji et al. (1987) treated the value of δ as a randomly distributed coefficient: 
 
)1231913.2(5 32
4
FrFrFr
R +−=δ  (2.20) 
 
where R is a random number in the range [0,1]. One major limitation of this roughness 
model is that it does not take into consideration of roughness effects when the collision 
angle is larger than 7º (Sommerfeld, 1992).  
 
 
p
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p
rev n n'
θ
γ
Figure 2.4 Virtual wall model for particle-wall collision.  
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3.1 Gas phase modeling 
 
Several turbulence modeling techniques are used to handle the gas phase turbulence in this 
thesis: k-ε models that are in the framework of RANS model and a RNG-based LES model. 
 
3.1.1 General conservation equations for gas phase 
 
CFD is fundamentally based on the governing equations of fluid dynamics. They represent 
mathematical statements of the conservation laws of physics. These laws have been 
derived from the fact that certain measures must be conserved in a particular volume, 
which is called control volume. The gas phase conservation equations of a scalar Φ can be 
cast in a general form: 
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φ
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   (1)             (2)                (3)          (4) 
 
where t is time and  represents gas velocity. Γ is the diffusivity of the scalar and  is a 
general source term. The term (1) in Equation (3.1) is the local acceleration term and term 
(2) is the advection term. The term (3) on the right hand side is the diffusion term and term 
(4) is the source term.  
g
iu φq
 
This equation is usually used as the starting point for computational procedures in either 
the finite difference or finite volume methods. Algebraic expressions of this equation for 
the various transport properties are formulated and hereafter solved. By setting the 
transport property φ equal to 1, , T, and selecting appropriate values for the diffusion 
coefficient Γ and source terms , one ban obtain the special forms presented in Table 3.1 
for each of the partial differential equations for the conservation of mass, momentum and
gu
φq
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energy. 
 
Table 3.1 The Governing Equations for Gas phase in Cartesian Coordinates 
 
 Conservation of mass (φ = 1) 
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 For incompressible flow  
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Conservation of Momentum (φ = ) giu
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Energy Equation (φ = T) 
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3.1.2 k-ε models 
 
Many engineering applications require computational procedure that can supply adequate 
information about the time-averaged properties of the flow (such as mean velocities, mean 
pressures, mean stresses etc.), but which avoid the need to predict all the effects associated 
with each and every eddy in the flow. Therefore, by adopting a suitable time-averaging 
operation on the momentum equations, one is able to discard all details concerning the 
state of the flow contained in the instantaneous fluctuations. Osborne Reynolds first 
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introduced the notation of splitting the instantaneous flow variables into their mean and 
fluctuating components (Hinze, 1975): 
  
( ) ( )txxtx iii ,),( φφφ ′+=  (3.5) 
 
Note that the overbar in Equation (3.5) denotes the time-averaged qualities. For an 
incompressible fluid, this process that is performed on the continuity Equation (3.2) and 
the conservation form of momentum Equations (3.3) produces the time-averaged 
governing equations or more popularly known as the RANS equations: 
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where 
g
iu and iu′  are gas phase mean velocity and gas phase fluctuating velocity, 
respectively. The ijτ  are the mean viscous stress tensor components: 
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The time-averaged equations can be solved if the unknown Reynolds stresses, jig uu ′′ρ  in 
Equation (3.7) can be related to the mean flow quantities. It was proposed that the 
Reynolds stresses could be linked to the mean rates of deformation (Hinze, 1975): 
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where tg ,µ  is the eddy viscosity or turbulent viscosity.  
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Since the complexity of turbulence in most engineering flow problems precludes the use of 
any simple formulae, it is possible to develop similar transport equations to accommodate 
the turbulent quantity kg and other turbulent quantities such as the rate of dissipation of 
turbulent energy εg. Here, kg be defined and expressed in Cartesian tensor notation as: 
 
iig uuk ′′= 2
1  (3.10) 
 
and εg 
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From the local values of  kg and εg, a local turbulent viscosity tg ,µ can be evaluated as: 
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By substituting the Reynolds stress expressions in Equation (3.9) into the governing 
Equation (3.6) and (3.7), and removing the overbar that is indicating the time-averaged 
quantities, one obtains the following equations: 
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The additional differential transport equations that is required for the standard k-ε model, 
which for the case of a constant fluid property and expressed in non-conservation form are: 
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here, the rate of production of turbulent kinetic energy 
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and  
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The equations contain five adjustable constants Cµ, σk, σε, C1ε and C2ε. These constants 
have been arrived at by comprehensive data fitting for a wide range of turbulent flows 
(Launder and Spalding, 1974): 
 
 Cµ  = 0.09, σk = 1.0, σε = 1.3, C1ε = 1.44, C2ε = 1.92. 
 
Yakhot et al. (1984) developed a k-ε model based on the Re-Normalization Group (RNG) 
theory. The transport equations for k and ε  are given as following: 
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One of difference between the standard and RNG turbulence models is the turbulent 
viscosity. The scale elimination procedure in RNG theory results in a differential equation 
for turbulent viscosity :  effµ
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where 
g
effv µ
µ=∧  and Cv=100.  
 
Another difference between the standard and RNG k-ε models is the presence of an 
additional strain rate term R in the ε-equation (3.19) for the RNG k-ε model. The term is 
modeled as: 
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Here, β and ηo are constants with values of 0.015 and 4.38. The significance of the 
inclusion of this term is its responsiveness towards the effects of rapid rate strain and 
streamlines curvature, which cannot be properly represented by the standard k-ε model. 
According to the RNG theory, the constants in the turbulent transport equations are given 
by σk = 0.718, σε = 0.718, C1ε = 1.42 and C2ε = 1.68 respectively (Yakhot et al., 1984).  
 
The realizable k-ε model proposed by Shih et al. (1995) is intended to address deficiencies 
experienced in the standard and RNG k-ε models. The term “realizable” means that the 
model satisfies certain mathematical constraints on the normal stresses, consistent with the 
physics of turbulent flows. The k-equation is the same as that in the standard k-ε model 
except for model constants. The development involved the formulation of a new eddy-
viscosity formula involving the variable Cµ in the turbulent viscosity relationship 
(Equation (3.12)) and a new model for the ε-equation based on the dynamic equation of the 
mean-square vorticity fluctuation. The following are the kg and εg transport equations for 
the realizable k-ε model: 
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where S is the mean strain rate ijij SSS 2= .  The variable C1 can be expressed as: 
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The variable Cµ, no longer a constant, is computed from: 
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while the model constant A0 and As are determined by: 
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Other constants in the turbulent transport equations are given to be C2 = 1.9, σκ = 1.0 and 
σε = 1.2 respectively (Shih et al., 1995).  
 
3.1.3 RNG-based LES model 
 
In LES models, the small eddies are separated by filters from large eddies that contain 
most of the energy. The resulting equations thus resolve only the dynamics of large eddies 
and these large-scale variables that can be achieved by the filtering operation: 
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Here, ∆V is the control volume (the finite-volume cell). Applying the filtering operation to 
the conservation equations, the governing equations for the large-scale variables are: 
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where gu is the resolved gas phase velocity. That is different from the overbar in RANS 
modeling techniques (equation 3.6, 3.7), where it represents the Reynolds-averaged 
qualities.  The effect of the small scales upon the resolved part of turbulence appears in the 
SGS stress term: gi
g
jg
g
i
g
jgij uuuu ρρτ −= . Yakhot et al. (1989) derived a subgrid model by 
applying the RNG theory to the SGS eddy viscosity. In this RNG-based SGS model, the 
stress is modelled according to: 
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Here, is the SGS turbulent viscosity given as: seffµ
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 H(x) is the ramp function defined by:  
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1=µ . Based on the RNG theory, 
the constants CRNG and C are 0.157 and 100, respectively. 
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3.2  Particle phase modeling 
 
3.2.1 Eulerian-Eulerian model 
 
The Eulerian-Eulerian model developed by Tu and Fletcher (1995) and Tu (1997) was 
employed in this study. The RNG k-ε model was used to handle the gas-phase turbulence. 
And a two-way coupling was achieved between the continuum gas and particle phase. For 
the confined two-phase flow, the two-way coupling effects of the particle phase on the 
turbulence of the gas phase are accounted through additional source terms in the kg and εg 
equations: 
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in the kg equation and 
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in the εg equation, where kgp and εgp are provided below from the particle turbulence model 
and f is the correction factor selected from Schuh et al. (1989). 
 
The particle phase conservation equations are expressed by: 
Continuity equation:  
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Momentum equation: 
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Particle turbulent fluctuating energy equation:  
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Gas particle correlation  equation: 
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The forces ,  and  are the Favre-averaged aerodynamic drag, gravity and wall-
momentum transfer due to particle-wall collision respectively. The aerodynamic force  
due to the slip velocity between the two phases is given by: 
DiF GiF WMiF
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The turbulent viscosity of the particle phase is computed through the following 
relationship: 
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The characteristic length  is obtained by:  with  is given as: tp,l )L,lmin(l S
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The characteristic length of the system Ls provides a limit to the characteristic length of the 
particle phase. In Equation (3.41), θ denotes the angle between the velocity of the particle 
and velocity of the gas to account for the crossing trajectories effect (Huang, 1993) while 
Bgp denotes a constant determined experimentally, which yields a value of 0.01. The 
relative fluctuating velocity in Equation (3.41) can be written as:  
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Applying the modulus on Equation (3.42) yields the following: 
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The turbulent Prandtl-Schmidt number σp for the particle turbulent fluctuating energy 
(Equation (3.38)) has a value of 0.7179. The turbulence production of the particle phase is 
formulated as: 
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while the turbulence interaction between the gas and particle phases is: 
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The turbulence production by the mean velocity gradients of two phases is given by: 
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while the interaction term between the two phases yields: 
 
( )[ ]pggp kkkΠ 2m22m1t2f ppgp −−+= ρ                  (3.47)                 
   
Here, m is the ratio of particle to gas density, m = ρp/ρg. The dissipation term due to the gas 
viscous effect is given as: 
⎟⎟⎠
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g
ggp κ
εεε ε ptBexp                                                   (3.48) 
             
where B ε = 0.4. 
 
The particle boundary conditions at the solid wall were consistent with the Lagrangian 
description. For Lagrangian treatment, the rebound velocity components of the individual 
particles can be described as: 
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where the subscripts n and t denote the normal and tangential directions. The superscript L 
denotes the Lagrangian quantity. In order to derive the Eulerian formulation of boundary 
conditions for the particle phase, a finite control volume adjacent to the wall surface is 
considered (Figure 3.1) and the following assumptions are made (Tu and Fletcher, 1995): 
 
(1) The length of the control volume is much larger than the height, i.e. L>>h.  
(2) Incident particles at the top of control volume arrive with different velocities and 
directions.  
(3) Due to the wall surface roughness, reflected particles arrive at the top surface from 
underneath with different velocities and directions.  
(4) The flow is steady.  
 
The mean particle rebounding velocity components can be expressed approximately by the 
mean restitution coefficients ( ne and te ) and average velocities with Lagrangian 
components (incident and reflected parts): 
 
Lp
hnn
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, −=  (3.50a) 
Lp
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T, ξ 
Figure 3.1 A finite control volume adjacent to a solid wall for deriving wall boundary conditions 
of particle phase 
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for steady flow, when imposing the mass conservation for the control volume and 
exploiting assumption 1, the following equation is obtained: 
 
0,,
,
, =− LphnprLphnpi vNuN  (3.51) 
 
and: 
 
p
r
p
i NNN += ,    ,     (3.52) NNn pipi /= pipr nn −=1
 
where  is the number of incoming particles per volume arriving in the control volume 
and  the number of reflected particles per volume leaving the control volume. From 
Equation (3.50a) and Equation (3.51) one can obtain the following equation: 
p
iN
p
rN
 
n
p
r
p
i enn =/  (3.53) 
 
And with Equation (3.52), one can have: 
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The Eulerian quantities can be connected with Lagrangian quantities (incident and 
reflected parts) at the top of the control volume 
 
( )( ) ( )( ) ( )( )qLphnnLphnpiqLphnnLphnpiqEphnnEphn vAvNuAuNuAuN ,,,,,,,,,,,, +=  (3.55a) 
 
Chapter 3: Mathematical and Numerical Methodology 39
( ) ( ) ( )( )( )[ qnnpiprpiqLphnqEphn eennnuu −+= ++ /11,,1,, ] (3.55b) 
 
where the superscript E denotes the Eulerian average quantity.  As Lphn
Lp
hn uv
,
,
,
, ≤  when 
1≤ne , Ephnu ,,  is in the same direction with Lphnv ,, . From Equation (3.50a), (3.53) and (3.54), 
one can get: 
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where q is a factor required for the averaging process, 21 ≤≤ q .  refers to a 
momentum average and corresponds to an energy average. An equivalent formula to 
Equation (3.55b) applies to the tangential component of velocity and, using (3.30b), (3.53) 
and (3.54), one obtains: 
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by analogy to the flow of gas molecules, the normal and tangential Eulerian velocities of 
the particle phase at h=η  from the wall surface can be linked to the Eulerian solution at 
0=η  using a Taylor’s expansion: 
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At the wall the equivalent of Equation (3.55a) is used to link the Eulerian and Lagrangian 
solution, except that  for the steady flow: 5.0== pipr nn
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and: 
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One can link the Lagrangian solution at h=η  with the Lagrangian solution at 0=η  and 
assume: 
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Equation (3.61) is a good approximation for high inertia particles. For low inertial particles, 
a local Knudsen number Kn which is defined by a gas-particle interaction length, , 
divided by the system characteristics length, , to connect to the change due to the 
aerodynamic drag between 
gpl
sl
0=η  and h=η . For turbulent flow, Rpgp Wtl ′=  as defined 
by Soo where RW ′  is the modulus of the relative turbulence intensity. Herein, the slip 
velocity RW  is taken instead of the relative turbulence. Then, one can use 
( ) hKnDlhKn gph == /  to replace h in Equation (3.58) (where , i.e. when Kn is 
larger than unity, it can be imposed that 
hKnh <
1=hKn  because it is just adjusted for low inertial 
particles). Combining Equations from (3.56) to (3.61), one obtains: 
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The condition of zero  mass flux at the wall may be written as: 
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From Equation (3.62) and (3.64) one obtains: 
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Therefore, the generalized wall boundary conditions for the particle phase can be written in 
a generic form: 
 
,cba
w
w =⎥⎦
⎤⎢⎣
⎡
∂
∂+ η
φφ            [ ]pEptEpn uu ρφ ,, ,,=  (3.66) 
 
The coefficients in the equation are: 
 
NN
N BAa −= ;       ;         hNN KnAb = 0=Nc  
TT
T BAa −= ;       ;         hTT KnAb = 0=Tc  (3.67) 
NN ABa −=ρ ;       ;         hN KnAb =ρ 0=ρc   
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Figure 3.2 Solution procedures for Eulerian two-fluid model  
 
In the Eulerian model, all the governing equations for both gas and particle phase are 
solved sequentially at each iteration, this has been depicted with the aid of a flow chart 
(Figure 3.2). The solution process starts by solving the momentum equations of the gas 
phase followed by the pressure-correction through continuity. This is then followed by 
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solution of turbulence equations for the gas phase, whereas the solution process for the 
particle phase starts by solving the momentum equations followed by the concentration 
and then by the gas-particle turbulence interaction and ends by solving the turbulence 
equation for the particulate phase. At each global iteration, each equation is iterated, 
typically 3 to 5 times, using a strongly implicit procedure (SIP).The above solution process 
is marched towards a steady state and is repeated until a converged solution is obtained. 
 
3.2.2 Eulerian-Lagrangian model 
 
A Lagrangian-formulated particle equation of motion is solved using FLUENT. The 
trajectory of a discrete particle phase is determined by integrating the force balance on the 
particle. This force balance equates the particle inertia with the forces acting on the particle. 
Appropriate forces such as the drag and gravitational forces have been incorporated into 
the equation of motion. The equation can be written as 
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where ( )pgD uuF −
 
is the drag force per unit particle mass, and FD is given by: 
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where ρp denotes the density of particle material and dp is the particle diameter.  
presents the particle velocity. Re
pu
p is the relative Reynolds number defined as: 
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The drag coefficient (CD) is correlated as a function of the Rep: 
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The CFD code, FLUENT, handles the turbulent dispersion of particles by integrating the 
trajectory equations for individual particles, using the instantaneous fluid velocity, 
, along the particle path during the integration process. Here, a stochastic method, 
discrete random walk or “eddy lifetime” model, is utilized where the fluctuating velocity 
components  that prevail during the lifetime of the turbulent eddy are sampled by 
assuming that they obey a Gaussian probability distribution, so that 
( )tuu g ′+
u′
2uu ′=′ ζ . Here ζ  
is a normally distributed random number, and the remaining right-hand side is the local 
root mean square (RMS) velocity fluctuations can be obtained (assuming isotropy) 
by 32u 2 gk=′ . The interaction time between the particles and eddies is smaller of the 
eddy lifetime eτ  and the particle eddy crossing time crossτ . The particle interacts with the 
fluid eddy over the interaction time. When the eddy lifetime is reached, a new value of the 
instantaneous velocity is obtained by applying a new value of ζ . 
 
3.3 Particle-wall collision model for Eulerian-Lagrangian model 
 
The algebraic particle-wall collision model (Brach and Dunn, 1992 and 1998) and the 
stochastic wall roughness model (Sommerfeld, 1992) were implemented into the FLUENT 
code via the User-defined subroutines. This allows the flexibility for extending the 
collision model to handle complex engineering flows. In the algebraic particle-wall 
collision model, it is assumed that the majority of the energy loss due to deformation of 
particle and wall surface is lost during approach (establishment of contact), while the 
majority of energy loss due to molecular level forces, such as adhesion, is irreversible and 
occurs primarily during rebound (Brach and Dunn, 1998). Base on these assumptions, the 
kinematic restitution coefficient (overall restitution coefficient), e, can be expressed as: 
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Chapter 3: Mathematical and Numerical Methodology 45
where  is the normal incident velocity and is the normal reflected velocity. Rpnu
p
nv 1 
presents the restitution coefficient in the absence of adhesion. And ρ1 denotes the adhesion 
coefficient that is defined as: 
  
A
D
R
A
P
P−=1ρ  (3.73) 
 
where  is the normal impulse due to adhesion during rebound and  is the normal 
impulse generated by deformation during approach. If ρ
R
AP
A
DP
1 = 1, the adhesion impulse 
completely counteracts the elastic restoring impulse, so the particle sticks on the wall. 
When ρ1 = 0, there is, however, no energy loss due to adhesion, and the impact is 
equivalent to a macroimpact (Brach and Dunn, 1998).  
 
Based on the above assumptions and the laws of impulse and momentum, the particle-wall 
collision model comprises of the following equations: 
 
p
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        (3.74) 
 
where µ1 is the ratio of tangential and normal impulse, ωp is the particle angular velocity 
before the collision and Ωp is the particle angular after collision. The above model allows 
the consideration of particle sliding or rolling throughout the contact duration on the 
surface. Under the sliding condition, µ1 has the same value as the coefficient of friction. 
For the collision without sliding that the particle is rolling at the end of contact, µ1 is given 
by: 
 
( )e+= 17
2
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βµ
 (3.75) 
 
where β can be expressed as:  
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The algebraic expressions for the impact coefficients based on (Brach and Dunn, 1998) 
will be experimentally determined through: 
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The constants k, l, a, b and uc (capture velocity or critical velocity) are to be obtained 
through experiments.   
 
This study employed the roughness model developed by Sommerfeld, (1992) Here, the 
incident angle θ ′  comprises of the particle incident angle θ and a stochastic contribution 
due to the wall roughness, viz., 
 
γξθθ +=′  (3.79) 
 
From the above, ξ is a Gaussian random variable with mean of 0 and a standard deviation 
of 1. The value of γ, which is dependent on the structure of the wall roughness and 
additionally on the particle sized (Sommerfeld and Huber, 1999), can be obtained through 
experiment. 
 
When the absolute value of the negative γξ  is larger than the incident angle, particles may 
not impact on the lee side of a roughness structure (See Figure 3.3). This so-called shadow 
effect leads to a higher probability for particles to collide on the luff side and a shift of the 
probability distribution function of γξ  towards positive values. Sommerfeld and Huber 
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(1999) pointed out that three regimes of the effective roughness angle distribution function 
can be identified for a given combination of θ and γ: 
 
(i) The probability for particle to hit a roughness structure with θγ >+  is 
zero, i.e. ( ) 0, =γθf . 
(ii) The probability for particle to hit a roughness structure with a negative 
inclination in the interval the interval θγ << +0  is smaller than that to 
hit the plane surface by the factor: ( ) ( )θ
γθγθ
sin
sin, −=f . 
(iii) The probability to hit a positive inclined wall roughness structure is 
higher than to hit the plane surface by the facture: ( ) ( )θ
γθγθ
sin
sin, −=f . 
n 
 
( )ii
( )iii
( )i  
 
Figure 3.3 Illustration of shadow effect due to wall roughness. 
 
A program procedure proposed by Sommerfeld and Huber (1999) has been implemented to 
handle the shadow effect (Figure 3.4). In this procedure, the roughness angle γξ∆  is firstly 
sampled from a normal distribution function. If a negative roughness angle with an absolute value 
being larger than the particle incident angle θ is sampled, an unphysical collision results, i.e. the 
particle would come behind the wall. Then, a new roughness angle is sampled (Sommerfeld and 
Huber, 1999). This procedure shifts the distribution function of γξ∆  towards the positive side and 
avoids the unphysical situation that particles hit the roughness structure with a negative angle.  
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Figure 3.4 Flowchart of the roughness wall model. 
 
 
 
  
Chapter 4  
Numerical Studies of Gas-particle Flow over a Backward 
Facing Step and in a 90-degree Bend 
 
This chapter describes the numerical investigation of the turbulent gas-particle flow over a 
backward facing step and the turbulent gas-particle flow through a 90º bend, using both the 
Eulerian-Eulerian model in described in Chapter 3.2.1 and the Eulerian-Lagrangian model 
described in Chapter 3.2.2. In the framework of the Lagrangian model, the discrete random 
walk (DRW) model in the generic CFD code FLUENT was employed here. Tu and 
Fletcher (1995) established a set of Eulerian formulation with generalised wall boundary 
conditions and developed a particle-wall collision model to better represent the particle-
wall momentum transfer. This set of Eulerian formulation has been implemented in an in-
house Eulerian-Eulerian CFD code and used in this study. 
 
4.1 Turbulent gas-particle flow over a backward facing step 
 
The backward facing step (see Figure 4.1) presents one of the basic geometry in many 
engineering applications where the presence of turbulent flow over the backward facing 
step allows the determination and fundamental understanding of important flow features 
such as flow separation, flow reattachment and free shear jet phenomena. Tremendous 
numerical and experimental studies of gas-particle flow over the backward facing step 
have been reported in literature. However, to the best of the authors’ knowledge, no in-
depth investigations have been performed on the comparison of the Eulerian-Eulerian 
model and Eulerian-Lagrangian model performance with measurements on the benchmark 
problem of gas-particle flow over a backward facing step problem. Hallman et al. (1995) 
focused on the computation of turbulent evaporating sprays using the Eulerian and 
Lagrangian approaches. Recently, Lee et al. (2002) simulated the gas-particle flow in a 45° 
ramp and an isolated single tube using Eulerian-Lagrangian and Eulerian-Eulerian methods 
and both approaches have been found to yield good agreement with measured results. 
Bourloutski et al. (2002) later verified both approaches in turbulent gas-particle flows with 
heat transfer in a pipe. 
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In this part, the turbulent gas-particle flow over backward facing step were simulated using 
both a Lagrangian particle tracking model (DRW model) and an Eulerian two-fluid model 
with overlapped grid system (Tu, 1997). The simulation results were validated against 
experimental data obtained by Ruck et al. (1988).  
 
 
Figure 4.1 Schematic drawing of the backward facing step geometry (h = 0.025m) 
 
4.1.1 Numerical procedure 
 
Particles with corresponding diameters of 1 µm (ρp = 810 kg/m3) and 70 µm (ρp = 1500 
kg/m3) were simulated under the flow condition of two Reynolds numbers (based on the 
step height h): Re = 64000 and Re = 15000. The numerical exercise was performed in a 
two-dimensional (2D) environment since only 2D representative measurements are 
available. 
 
The governing transport equations were discretised using the finite-volume approach. 
Third order QUICK scheme was used to approximate the convective terms while second 
order accurate central differencing scheme was adopted for the diffusion terms. The 
pressure-velocity coupling was realized through the SIMPLE method. The simulations 
were marched towards steady state. 
 
50h 
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For the Lagrangian particle tracking model, a computational domain has a size of 12h × 1h 
before the step and 50 h × 2 h after the step to ensure the flow was fully developed at the 
exit. Within the length of 12 h before the step, 120 (in the streamwise direction) × 20 (in 
the lateral direction) uniform grid points have been allocated. Further downstream, the 
mesh is with 500 uniform grid points in the streamwise direction and 40 uniform grid 
points in the lateral direction. Grid independence was checked by refining the mesh system 
through doubling the number of grid points along the streamwise and 50 uniform grid 
points in the lateral directions. Simulations using RNG k-ε model revealed that the 
difference of the reattachment length between the two mesh schemes is less than 3%. The 
coarser mesh was therefore applied in order to embrace the increase of computational 
efficiency towards achieving the final results.  The convergence criteria for the gas phase 
properties (velocities, pressure, k and ε) were achieved when the iteration residuals 
reduced by six order of magnitude. The Non-Equilibrium wall function was employed for 
the gas phase flow because of its capability to better handle complex flows where the mean 
flow and turbulence are subjected to severe pressure gradients and rapid change, such as 
separation, reattachment and impingement. The distance y+ is a dimensionless parameter 
defined as 
g
PTg yuy
µ
ρ
=
+
.   Here, gTu ρτω=   is the friction velocity, yp is the distance 
from point P to the wall, ωτ  is the wall shear stress, and µg is the fluid viscosity at point P.  
The ranges of y+ of boundary cells along the top wall, bottom wall and inlet bottom wall 
(see Figure 4.1) investigated are listed in Table 4.1. Figure 4.2 depicts the distribution of 
y+ obtained by the RNG k-ε model. It was observed that in the recirculation region and 
recovering region, low values of y+ were found along the bottom wall. 
 
Wall RNG k-ε model Realizable k-ε model Standard k-ε model 
Top wall 35<y+<81 31<y+<81 37<y+<81 
Bottom wall 2<y+<45 2 <y+<47 2<y+<45 
Inlet bottom 59<y+<73 59<y+<79 75<y+<59 
 
Table 4.1 y+ of boundary cells along the top wall, bottom wall and inlet bottom wall. 
 
The particle transport using the DRW model was computed from the converged solution of 
the gas flow. For the DRW model, a total of 20000 particles were released from 10 
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uniformly distributed points across the inlet and they were individually tracked within the 
backward facing step geometry. The independence of statistical particle phase prediction 
from the increase of particle number was tested using 10,000, 20,000 and 50,000 particles 
for 70 µm. The difference of the maximum positive velocities of 20,000 and 50,000 
particles was less than 1%.   
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Figure 4.2  Distribution of y+ of boundary cells (RNG  k-ε model) 
 
For the Eulerian two-fluid model, computations were performed using an overlapped grid 
system with three computational zones: 100 (in the streamwise direction) and 60 (in the 
lateral direction) uniform grid points are allocated for the region of x/h = 10 behind the 
step. There are a total of 162 grids in the streamwise direction, while three grids in the 
span-wise direction that comprise two symmetric walls. All the transport equations for 
both phases were discretized by a finite-volume formulation using an overlapped grid 
system. The QUICK scheme was used for the convective terms, while three-point 
symmetric formulas were used for the second-order derivatives. The SIMPLE algorithm 
was used for the velocity-pressure coupling. More details the overlapped grid system can 
be found in Tu (1997).  
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All the calculations were performed on a PC workstation having the following hardware 
specifications: 2.66 GHz CPU and 512 Mega-bytes of RAM. To investigate the 
computational performance for Lagrangian and Eulerian approaches, CPU times for both 
of the methods were recorded and normalized with the CPU time for Eulerian model in the 
case of   Re = 15000, dp = 70 µm. Table 4.2 illustrates the normalized CPU time for 
Lagrangian model using 20,000 particles and 50,000 particles accompanied by the CPU 
time for the Eulerian model. The CPU times described here comprise both the convergence 
time for the gas phase and the calculation time for the particles phase. It clearly 
demonstrated that more computational time is required for the Lagrangian approach than 
the Eulerian approach.  
 
Model Case 
Normalized CPU 
time 
Grid 
Re=15000, dp=1µm 1.75 Lagrangian  
(20,000 particles) Re=15000, dp=70µm 1.7 
Re=15000 dp=70µm 3.3 Lagrangian  
(50,000 particles) Re=64000, dp=70µm 3.2 
500×40×1 
+120×20×1 
=22400 
 
Re=15000, dp=1µm 1.15 
Re=15000, dp=70µm 1 
Re=64000, dp=1µm 1.15 
Eulerian 
Re=64000, dp=70µm 1 
162×60×3 
=29160 
 
 
Table  4.2 Normalized CPU times of Eulerian-Lagrangian and Eulerian-Eulerian approaches 
 
4.1.2 Results and discussions 
 
For gas-particle flows, the dimensionless number – Stokes number, which is defined as the 
ratio between the particle relaxation time and system response time, i.e. sp /tSt τ= , 
presents an important criteria towards understanding the state of the particles whether they 
are in kinetic equilibrium with the surrounding gas. The system relaxation time τp in the 
Stokes number definition has been determined from the characteristic length (Ls) and the 
characteristic velocity (Vs) of the system under investigation, i.e. sss VLt /= .  
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Figure 4.3 Comparison between the experimental data and numerical simulation of (a) particle 
velocities, (b) particle turbulent fluctuations (Re = 64000, dp = 1 µm) 
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For the case of particles with a diameter size of 1µm (categorized as small particles) with 
gas flows of Reynolds numbers of 15000 and 64000, the Stokes numbers evaluated for 
these particles were found to be very much less than unity. This particle flow could be 
considered to act more like fluid traces in the gas flow, which provided the necessary 
means of assessing the prediction accuracy of the gas phase turbulent models since they 
played an important role in affecting the particle flow across the backward facing step 
geometry. A parametric study was performed using three available turbulent k-ε models in 
FLUENT: standard k-ε, realizable k-ε and RNG k-ε whilst employing the Lagrangian 
particle tracking model. Figure 4.3(a) presents the computed particle velocity profiles 
against measurements for a Reynolds number of 64000, at locations of x/H = 0, 1, 3, 5, 7 
and 9 respectively behind the step. The velocity profiles are normalized by the free stream 
velocity u0 that is with value of 40 m/s.  Good agreement was achieved with the realizable 
k-ε and RNG k-ε models while significant deviations were found employing the standard 
k-ε model at downstream locations of x/H = 5, 7 and 9. Figure 4.3(b) gives the comparison 
of predicted and measured particle turbulent fluctuation. The predicted particle turbulent 
fluctuations downstream of x/H=3 are lower than the experiment data. Under the same 
flow condition, the maximum negative velocity profiles of the particles in the recirculation  
Figure 4.4 Maximum negative velocity U-max (normalized with free stream velocity Uo) in the 
recirculation zone of particles of different k-ε models (Re = 64000, dp = 1 µm) 
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(b) 
Figure 4.5 (a) the computed turbulent kinetic energy k (normalized by the inlet mean k) at x/H=5, 
(b) the computed turbulent dissipation rate ε (normalized by the inlet mean ε) at 
x/H=5 
 
0
0.4
0.8
1.2
1.6
2
0 2 4 6 8 10
Normalized turbulence kinetic energy 
Y/
H
RNG k-e
Realizable k-e
Standard k-e
Chapter 4: Gas-particle Flows over a Backward Facing Step and in a 90-degree Bend 57 
zone are illustrated in Figure 4.4. All the three turbulent models yielded lower maximum 
values of the maximum negative velocities. Nevertheless, the realizable k-ε model gave the 
best prediction of the particle reattachment length of x/H = 8.2 comparing to the measured 
value of x/H = 8.1 while the standard k-ε model severely under predicted the reattachment 
length by value of x/H = 6.9. The RNG k-ε model predicted the particle reattachment 
length of x/H = 8.5. 
 
The standard k-ε model generally over predicts the gas turbulence kinetic energy k in the 
recirculation region, which leads to a high turbulent viscosity νg,t . Figure 4.5 (a) 
demonstrates the profile of the turbulent kinetic energy k normalised by the mean k at inlet 
at location of X/h = 5 while Figure 4.5 (b) provides the profile of the turbulent dissipation 
rate ε normalised by the mean ε at inlet at the identical location. It is evidently clear that 
the standard k-ε model yielded excessive normalised turbulent kinetic energy k values 
while the predicted normalised turbulent dissipation rate ε values at the same locations 
were, however, just marginally higher below the step height of 0.025 m. This therefore 
resulted in the over prediction of νg,t and the production of excessive mixing in the 
standard k-ε model, which significantly reduced the recirculation zone (confirmed also 
through  Murakami,  1993). Another possible cause could be the ε transport equation of the 
standard k-ε model.  For example, in the RNG k-ε model, additional term such as a strain 
dependent term R is included to aid the model in dealing with flows that experience large 
rates of deformation (Wright, 2003). In Equation (3.19), it can be observed that in regions 
where 0ηη < , R is positive. When 0ηη > , R turns negative. The negative value of R 
decreases both the rate of production of k and rate of destruction of ε, leading to smaller 
eddy viscosity (Orzag, 1994). For rapidly strained flows, the RNG k-ε model yields a 
lower turbulent viscosity than the standard k-ε model.  Figure 4.6 illustrates the turbulent 
viscosity profiles obtained by three models. It is clearly seen that the standard k-ε model 
predicts much higher νg,t than the other two models in the region from X/H = 3.5 to X/H = 
7.3 and in the region downstream X/H = 9.  
 
Figure 4.7(a) and (b) present the velocity profile of particles with diameter size of 70 µm 
(large particles), in the flows of Re = 64000 and Re = 15000, respectively. Here, the larger 
particle results have been obtained via the Eulerian-Lagrangian model. Since the Stokes 
number is much greater than one, the fluency from the fluid phase fluctuations the particles 
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Figure 4.6 The turbulent viscosity profiles predicted by three models 
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(b) 
Figure 4.7 Comparison between the experimental data and numerical simulation of particle velocities: (a) 
Re=64000, (b) Re=15000 (dp = 70 µm) 
Chapter 4: Gas-particle Flows over a Backward Facing Step and in a 90-degree Bend 60 
 
(a) 
(b) 
Figure 4.8 Comparison between the experimental data and numerical simulation results with Lagrangian and 
Eulerian models: (a) particle velocities, (b) particle turbulent fluctuations (Re = 64000, dp=1 µm) 
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was negligible. In Figure 4.7(a), all three turbulent k-ε models gave identical velocity 
profile. The predictions are close to the measured data upstream of x/H = 5. At x/H > 5, the 
models clearly over-predicted the particle velocity. Similar results can be found in Figure 
4.7(b): three models gave predictions that were higher than the experimental data 
downstream of x/H = 5.  However, the standard k-ε model didn’t predict the particles in the 
recirculation region while the other two models successfully predicted.  
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Figure 4.9 Maximum negative velocity U-max (normalized with Uo) in the recirculation zone of 
particles; Lagrangian and Eulerian models ( Re = 64000, dp=1 µm) 
 
Figure 4.8 illustrate the particle velocity profiles and particle turbulent fluctuation 
respectively, obtained using the Lagrangian particle tracking and Eulerian two-fluid 
models for the flow condition of Re = 64000 and particles of diameter size of 1 µm. The 
model predictions have been attained through both methodologies employing the RNG k-ε 
turbulent model. Good agreement was achieved between the model results and measured 
data. A closer investigation revealed that the Eulerian model was, however, seen to provide 
better results than the Lagrangian approach especially near the geometry exit. Comparison 
of the numerical and measured profiles of the particle maximum negative velocity is 
presented in Figure 4.9.  It is evidently clear that better prediction was achieved through 
the Eulerian model by the excellent matching of its predicted profile shape and 
reattachment length with the experimental profile. For small particles, the discrete random 
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walk model used in this study is with a deficiency. In strongly inhomogeneous diffusion-
dominated flows where small particles should become uniformly distributed, DRW will 
predict high concentration in low-turbulence regions of the flow (MacInnes and Bracco, 
1992).  
 
Figure 4.10(a) shows the mean particle velocity profiles using the Lagrangian particle 
tracking and Eulerian two-fluid models for the flow condition of Re = 15000 and 70 µm 
particles. For these lower inertial particles, particle penetration into the recirculation zone 
was identified. For larger size particles in high Reynolds number flow, Lagrangian model 
predicted particle-free zone in the recirculation zone (also see Figure 4.7) while the 
Eulerain two-fluid model revealed particles entering the recirculation zone. Slater and 
Young (2001) explained that the cause was derived from the ill posedness of the particle 
equation of the Eulerian method where it saved all the information in the whole domain 
including the particle-free zone. However, it should be noted that the reported particle 
concentration using the Eulerian approach in the particle zone was decreasing with 
increasing particle size.   When the particles were taken to 45µm, the particle concentration 
at the center of the recirculation zone dropped to about 1 × 10-5. When the particle sample 
number was increased to 5 × 104, several particles were found to exist in the recirculation 
zone. Hence, the predictions of the Eulerian model were consistent with the Lagrangian 
model in as far as the particles were flowing in the particle-free zone. Figure 4.10 (b) 
presents the simulation and experimental results of particle turbulent fluctuation velocity 
profiles for flow condition of Re = 15000 and particle size of 70µm. The Lagrangian 
model significantly under predicted the particle turbulent fluctuation. Fessler et al. (1997) 
drew the conclusion that when k-ε turbulence computations were performed alongside with 
the Lagrangian particle tracking, the methodology was unable to properly account the 
interactions of the particle movement with the large-scale instantaneous flow structure. 
Another possible cause of error could be the absence of accurately quantifying the particle 
inlet fluctuation for the Lagrangian model. 
 
Comparison of the maximum positive velocity profile between measurements and 
computations is demonstrated in Figure 4.11. Here, both models yielded identical results 
that were marginally higher than those measured.  
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(b) 
Figure 4.10 Comparison between the experimental data and numerical simulation results with Lagrangian and 
Eulerian models: (a) particle velocities, (b) particle turbulent fluctuations (Re = 15000, dp=70 µm) 
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 Figure 4.11  Maximum positive velocity U+max (normalized with Uo) in the streamwise 
portion of the velocity profile of particle (Re = 15000, dp = 70 µm) 
 
 
4.1.3 Summary  
 
The physical behavior of a turbulent gas-particle flow over the backward facing step 
geometry was numerically investigated via a Lagrangian particle tracking model (DRW 
model) and an Eulerian two-fluid model combining with an overlapped grid technique (Tu, 
1997).  A substantial amount of work was undertaken in this paper to further elucidate the 
understanding of the particle flow under the influence of particle inertia (Stokes number). 
For the case where the particles acted like fluid traces (St << 1), the prediction accuracy of 
the gas phase turbulence was strongly affected by the application of turbulent k-ε models 
for the particular geometry concerned. For a backward facing geometry, the RNG k-ε and 
realizable k-ε models gave the better prediction especially for the particle reattachment 
length than the standard k-ε model. Similarly, for the flow of heavier particles (St >> 1), 
the RNG k-ε model and realizable k-ε were still seen to provide marginally better 
performance than the standard k-ε model.  The computational results obtained by both the 
Eulerian-Lagrangian model and the Eulerian-Eulerian model were compared against 
benchmark experimental data. The comparison revealed that both approaches provided 
Chapter 4: Gas-particle Flows over a Backward Facing Step and in a 90-degree Bend 65 
reasonable good predictions of the velocities and turbulent fluctuations for the gas and 
particle phases.  Nevertheless, the closer numerical investigation showed that this Eulerian-
Eulerian model gave marginally better performance than the Eulerian-Lagrangian model. It 
also has been demonstrated that more computational time is required for Eulerian-
Lagrangian approach than Eulerian-Eulerian approach. In engineering applications, the 
Eulerian-Lagrangian approach is recommended when the detailed physics for the particle 
phase are required. For complex flows that require large computational resources for the 
Lagrangian model, the Eulerian-Eulerian model is an attractive alternative.  
 
4.2 Turbulent gas-particle flow in a 3-dimensional 90-degree bend 
 
Gas-particle flows in curved ducts are commonly found in many engineering applications. 
Air-coal flows in coal combustion equipments, coal liquefaction-gasification pipe systems, 
gas-particle flows in turbo machinery, contaminant particle flows in ventilation ducts are 
just some typical examples. With the development of computer power and advancement of 
commercial modeling software, CFD technology has been used as an attractive tool to 
investigate particle-gas flows in curved ducts. Tu and Fletcher (1995) employed an 
Eulerian-Eulerian model to simulate a gas-particle flow in a square-sectioned 90° bend. 
This two-fluid model includes a set of Eulerian formulation with generalized wall 
boundary conditions and a particle-wall collision model to better represent the particle-wall 
momentum transfer. Comparison of both gas and particle phase velocities computations 
against the limited experimental measurements of Kliafas and Holt (1987) were reasonable 
good. Shimomizuki et al. (1993) investigated the gas-particle flows in a bend of 
rectangular duct using an Eulerian-Lagrangian model in which particle-wall collision was 
calculated by a semi-empirical model by Tabakoff (1984). Naik and Bryden (1999) 
computed the trajectories of particles with different diameters in a 90° bend using an 
Eulerian-Lagrangian model. They utilized a simple particle-wall impact model assuming 
that the normal and tangential restitution coefficients were 0.9 and 0.8 respectively. The 
commercial CFD package, FLUENT, was used by McFarland et al. (1997) to study the 
aerosol particles penetrating through bends. They tracked the particle trajectories via a 
‘Random Walk’ model and assumed aerosol particles deposited when impacting the walls.  
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
Figure 4.12 Computational domain for the 3-D 90 degree bend (a) bend and (b) inlet 
Chapter 4: Gas-particle Flows over a Backward Facing Step and in a 90-degree Bend 67 
The numerical studies of the turbulent gas-particle flow in a square-sectioned 90 degree 
bend using both the Eulerian-Lagrangian model and the Eulerian-Eulerian model (Tu, 
1997) are presented. The simulation results of both the numerical approaches are compared 
against the experimental data (Kliafas and Holt, 1987). 
 
4.2.1 Numerical procedure  
 
In this study, particles are made of glass with a material density (ρp) of 2990 kg/m3 and 
diameter size of 50 µm. A nonorthogonal boundary fitted coordinate grid was employed 
for the study.  The sample grid used for the computations is illustrated in Figure 4.12. The 
computational domain starts 10D upstream from the bend entrance and extends up to 12D 
downstream from the bend exit; there is also a uniform distribution of 45 control volumes 
placed at every 2 degree interval along the bend.        
 
The governing transport equations were discretized using a finite-volume approach. The 
equations were solved on a nonstaggered grid system. Third-order QUICK scheme was 
used to approximate the convective terms, while second-order accurate central difference 
scheme was adopted for the diffusion terms. The velocity correction was realized to satisfy 
continuity through SIMPLE algorithm, which couples velocity and pressure. Uniform 
velocity was imposed at the top inlet plane of the bend with wall boundary conditions 
imposed on the top and bottom and also along the sides of the 90o square duct. The 
computational domain remains the same for both the approaches. The particle-wall 
collision model of Sommerfeld (1992) was used for the Eulerian-Lagrangian model but the 
wall roughness effects were not considered in the current case. Chapter 6.2 presents a more 
detailed investigation into effects of wall roughness on the gas-particle flow in a 90-degree 
bend that has the same geometry as the current one but is two-dimensional.  
 
4.2.2 Results and Discussions 
 
The mean quantities of both the gas and particulate phases i.e., their velocity, concentration 
and fluctuation distributions along the bend are compared, as mean quantities are of utmost 
interest in engineering applications. The results obtained from both approaches were 
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recorded from the mid plane of the duct geometry.  All the values reported here (unless or 
otherwise stated) are normalized using the inlet bulk velocity (u0=52.19 m/s). 
 
Figure 4.13 presents the predicted pressure distribution on the duct middle plane. In the 
region of the inner wall of the bend entrance, an initially favorable (positive) longitudinal 
pressure gradient existed, while an unfavorable (negative) longitudinal pressure gradient 
presented near the outer wall of the bend entrance. The presence of the favorable and 
unfavorable pressure gradients was caused by the balance of centrifugal force and radial 
pressure gradient in the bend.  
 
 
Figure 4.13 Calculated static pressure distribution 
 
Figure 4.14(a) shows the comparison of the numerical results against the experimental data 
for means streamwise gas velocity along various sections of the bend. It can be seen that 
there is a good quantitative comparison with both numerical models against the data from 
Kliafas and Holt (1987). At the entrance of the bend, the numerical simulation successfully 
predicted the acceleration of the gas phase near the inner-wall. In the region near the outer 
wall, the fluid deceleration caused by the unfavorable pressure gradient was also captured. 
The predictions of streamwise turbulence intensity of the carrier phase in the Eulerian and  
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Figure 4.14 (a) Mean streamwise gas velocities along the bend; (b) Mean streamwise gas 
turbulence along the bend 
 
Lagrangian models are compared in Figure 4.14(b), wherein a very small Stokes number of 
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particle phase was used as the seed. High turbulence intensity can be seen near the walls, 
due to high shear rate, when compared to the core region of the flow. There was a general 
under prediction by both methods towards the outer wall in the 30 & 45 degree sections. 
 
 
O Experimental Data                    Eulerian                    Lagrangian 
 
Figure 4.15   Mean streamwise particle velocities along the bend 
 
Figure 4.15 shows the comparison of mean particle velocities; it is evident that there is a 
generally good agreement between the experimental and predicted data using both Eulerian 
and Lagrangian numerical approaches. The Stokes number for the experimental case was 
found to be about 12.87 (i.e., St>>1) and there by flatter profiles were noted for the 
dispersed phase. This proves that they are not affected by gas pressure gradients. It can 
also be observed that the particle velocities are lower than the fluid velocities. This is 
similar to the observations made by Kulick et al. (1994) where the particles in the channel 
flow show a negative slip velocity due to cross-stream transport. 
 
In order to better understand the particle behavior around the carrier gas phase, further 
simulations for various Stokes numbers were presented using Eulerian two-fluid 
formulation against the carrier gas phase velocity. It can be seen from Figure 4.16 that 
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particles act as ‘gas tracers’ for a Stokes number of 0.01 as they are found be fully in 
equilibrium with the carrier phase and this phenomenon becomes less pronounced as the 
Stokes number is increased. It can also be seen from the 0 and 45 degree bend sections that 
there exists a positive slip velocity between the particulate and gas phase at the outer walls 
along with the velocities of the gas peaking at the inner walls due to the presence of a 
favorable pressure gradient. This ‘gas tracing’ phenomena of the particles become less 
pronounced as we approach the bend exit, as the flow regains the energy it lost due to slip. 
It can also be observed that for flows with St ≥ 1 the positive slip velocity between the 
particle and gas velocity keeps decreasing along with the bend radius and turns negative at 
the bend exit where the gas leads the particle. This is attributed to the fact that the particles 
are not able to keep up with the gas due to its own inertia in addition to its energy loss 
attributed towards particle wall collisions. To understand the particle paths along the bend 
for the above cases of Stokes number, their paths using Lagrangian formulation are 
depicted in Figure 4.17, it can be seen that as the Stokes number is increased the particles 
show a general movement towards the outer bend. 
 
 
Figure 4.16 Streamwise velocities along the bend for varying Stokes number. 
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4.2.3 Summary  
 
The current study investigated the turbulent particle-laden flow in a square sectioned 90o 
bend through the comparison made by two approaches: Eulerian two-fluid model and 
Lagrangian particle tracking model (DRW model). The computational results were 
compared against the benchmark experimental data. The results revealed that both 
approaches provided reasonably good comparison for gas and particle velocities together 
with the fluctuation for the gas phase. For the particle concentration distribution along the 
bend, a remarkable qualitative agreement with the measured data has been shown using the 
Eulerian-Eulerian model. The Eulerian-Eulerian model provided useful insights into the 
particle concentration and turbulence behavior when compared to the Eulerian-Lagrangian 
approach, while Eulerian-Lagrangian model can give detailed particle trajectories.  
St=0.01 St=0.25 
St=1.00 St=12.87 
Figure 4.17 Lagrangian particle paths for varying Stokes number. 
Chapter 5  
Numerical Investigation of Indoor Airflow and Particle 
Concentration 
 
5.1 Introduction  
 
The fundamental function of a ventilation system in a building is to maintain a healthy and 
comfortable indoor air environment with acceptable energy consumption. Two major 
concerns in ventilation system design, operation and malfunction diagnosis have been 
identified: (i) indoor air quality (IAQ) and thermal comfort, (ii) energy consumption and 
efficiency.  
 
The issue of IAQ is gaining interest as it has significant influences on the occupants’ health. 
People spend most of their time in indoor environments such as residences, offices, schools, 
workshops, etc. In Australia, more than 90% of the workforce works in an indoor 
environment and more than 50% of the workforce is employed in office environments 
(Jamiriska et al., 2003). The presence of contaminant particles may cause discomfort to the 
eyes, irritation of the respiratory system, and may even spread disease (Holmberg and 
Chen, 2003). In addition, an unhealthy indoor environment may decrease employees’ 
productivity. It is estimated that lost productivity in the USA is nearly five times than that 
of direct medical costs (DTIR, 1995). To keep the indoor air healthy and clean, it is 
necessary to maintain a sufficient air exchange rate (ASHRAE, 2001). Here, the energy 
consumption and efficiency need to be taken into consideration. In modern society, energy 
consumption is increasing in buildings and it is predicted that this escalating trend may 
continue (OECD, 2003). In developed countries, it is estimated that 30~40% of energy is 
consumed in buildings and between 10% and 60% of this is used for air-conditioning and 
ventilation (Ellis and Mathews, 2002).  For instance, ventilation and air-conditioning 
account for about 43% of energy consumed in commercial buildings in Australia 
(Langston, 1997) 
 
To maintain a healthy IAQ and low energy consumption, the detailed information of 
indoor airflow and particles’ concentration is essential for engineers' and scientists' study. 
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Several approaches have been employed to study indoor airflows and the motion of 
particles: experimental investigation, the zonal model and CFD. The experimental 
approach provides reliable information but it is rather expensive and impractical as a 
design tool. The zonal model approach gives a quick approximation of the overall flow but 
fails to provide the required detailed information. With increasing computational resources 
and the widespread availability of commercial code, CFD techniques are gaining in 
popularity and being used to predict indoor airflows and contaminant concentration. CFD 
has the capacity to provide “microscopic” information on the indoor air environment, like 
the air velocity, pressure, temperature and pollutants’ concentration distribution which are 
useful to derive the relevant “macroscopic” parameters for engineering purposes (Chow, 
1996). Furthermore, CFD produces the graphical presentation of the building configuration, 
velocity, pressure and contaminant concentration fields (Chow, 1996). Coupled with other 
building design tools such as Energy Simulation (ES), CFD helps engineers to modify the 
design towards achieving an optimal solution (Zhai and Chen, 2005)  
 
There are basically two categories of computational approaches that are currently used to 
predict the gas-particle flows: the Eulerian-Eulerian model and the Eulerian-Lagrangian 
model. In the Eulerian-Eulerian model, both the gas and particle flows are treated as 
continuous fluid flow and regarded as interacting with each other. It is also found that in 
most of the CFD studies of indoor air-particle flows, the drift-flux multiphase model, 
which is in the framework of Eulerian-Eulerian approach, has been used rather than the 
fully coupled Eulerian model (Holmberg and Li, 1998). Murakami et al. (1992) studied the 
diffusion characteristics of airborne particles in a conventional flow-type clean room via 
the drift-flux model and the standard k-ε model. Validations against the measurements 
showed that the drift-flux model reasonably reproduced the concentration distribution of 
small airborne particles. By employing the drift-flux model and a Low-Reynolds-Number 
k-ε model, Chen et al. (1992) investigated the influence of location of airborne particle 
source, ventilation rate, air inlet size, air velocity, air outlet location, and heat source on the 
particle concentration distribution. They found that the particle concentration distributions 
in the recirculating zone are very sensitive to the location of the particle resource and 
airflow patterns. Shimada et al. (1996) studied the transport and dispersion of contaminant 
particles in a ventilated room via the standard k-ε model and the drift-flux model. From 
their calculations the concentrations were found to be in qualitative agreement with the 
measured results except in regions near the room floor and the walls. Holmberg and Li 
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(1998) also utilised the standard k-ε model and the drift-flux model to simulate the particle 
transportation for indoor environment. It is shown that the particle deposition on indoor 
surfaces in an indoor environment plays a significant role towards the total pollutant 
balance even in the presence of low or no ventilation flow rate. 
 
For the Eulerian-Lagrangian approach, the gas phase is solved by Eulerian equations and 
was then integrated with the Lagrangian equations for particle motion thereby tracking 
individual particle through the flow field. Chung (1999) investigated the air movement and 
contaminant transport in a partitioned enclosure provided with ventilation using the 
standard k-ε and Lagrangian particle-tracking model. The computed results of temperature 
and velocity fields agreed well with the measured data. The results also show that the 
predicted data of contaminant particle’s trajectories gave valuable information to better 
evaluate the indoor air quality design procedure. Lu et al. (1996) simulated the air 
movement and aerosol particle deposition and distribution in a ventilated two-zone 
chamber consisting of a small opening between two compartments. Satisfactory agreement 
of the average particle concentrations between the Lagrangian predictions and 
measurements were obtained in both the zones. Buchanan and Dunn-Rankin (1998) 
investigated the particle transport characteristics in a hospital operating room using two of 
the commonly available cross-flow and impinging-flow ventilation configurations. From 
the analysis they concluded that numerical simulations can be a valuable design tool to 
control the transport of airborne contaminant particles. Recently, Zhao et al. (2003) 
numerically studied the air movement, aerosol particle concentration and its deposition in a 
displacing and mixing ventilation room using the Lagrangian model.  
 
Despite the many encouraging results, some uncertainties still prevail in particular the 
approximation of turbulence models that requires further resolution (Chen, 1997). The 
indoor air flows are always characterized by low-Reynolds-number turbulence. The 
improper handling of LRN turbulence can contribute to inaccurate calculations of the 
airflows and consequently the contaminant concentration, since the particle dispersion and 
distribution are strongly affected by the air phase velocity and turbulent fluctuations. There 
are three techniques currently available to numerically solve the turbulence flow, which is 
the dominant flow pattern in indoor airflow: DNS, RANS and LES. DNS directly solves 
the Navier-Stokes equations of the gas phase. It provides the most accurate solutions. 
However, extremely fine meshes is required to solve the smallest eddies that are within the 
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size of 0.1 to 1 mm in an indoor flow (Spengler, 2001). Hence, the DNS approach is 
impossibly expensive in view of the computational standing for engineering flow and is 
only useful as a basic research tool for flows with low Reynolds number and simple 
geometry.  
 
In the RANS approach for modeling turbulence, an approximation is introduced that all the 
flow unsteadiness is averaged out and the nonlinearity of the Navier-Stokes equations 
gives rise to terms that must be modeled. Although RANS model probably is the least 
accurate, it is quick, simple and possesses good numerical stability. When the model is 
properly applied, it provides reasonable results. The two-equation k-ε model is the most 
popular and used RANS turbulence model for the prediction of room air movement 
(Sorensen and Nielsen, 2003). It is easy to program and modify whilst giving reasonable 
results in many applications (Chen, 1997).  
 
In contrast to RANS, LES takes advantage of the fact that larger eddies transport most of 
the momentum or thermal energy. In LES, large eddies are solved directly and the small 
eddies are modeled by the subgrid-scale (SGS) model, so it requires much less computing 
expense than DNS and it provides better results than RANS models in many cases. A SGS 
model based on the RNG theory has also been formulated through Yakhot et al. (1989). 
This RNG-based LES model is able to provide description of the low-Reynolds-number 
and near wall flow that are always encountered in indoor air flows. 
 
LES is being increasingly employed as a tool to study turbulent flow for configurations in 
which RANS equations are not sufficiently accurate. Davidson and Nielsen (1996) 
employed Smagorinsky SGS LES model and a dynamic SGS model to simulate the flow in 
a three-dimensional ventilated room. They found that results of the dynamic SGS model 
were in good agreement with experimental data while Smagorinsky model gave poor 
performance. Emmerith and McGrattan (1998) utilized Smagorinsky SGS model to the 
ventilation airflow in a three-dimensional room. Their results were in good agreement with 
both experimental data and the LES results of Davidson and Nielsen (1996) except for the 
region near the floor and ceiling. Interaction between Smagorinsky constant and grid 
resolution was also reported. Zhang and Chen (2000) have applied a dynamic SGS model 
to calculate natural, forced and mixed convection air flows in enclosures. They have 
obtained reasonable agreement between the calculated air velocity, temperature and 
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turbulence distribution and corresponding experimental data. Recently, Jiang et al. (2003) 
used LES models to study the nature ventilation in buildings and found good agreement 
between the numerical results and experimental data. Kato et al. (2003) further employed 
the LES model to analyze the visitation frequency through particle tracking method and 
their simulation results were validated against a model experiment. Nevertheless, the in-
depth investigations of the prediction of the indoor contaminant particle dispersion and 
concentration distribution using LES model are lacking. 
 
The indoor airflow and contaminant particle concentration in two geometrically different 
rooms were investigated using the Eulerian-Lagrangian model in this chapter. For the first 
room configuration, the performances of three turbulence models, standard k-ε, RNG k-ε 
and the RNG-based LES model, for simulating indoor airflow were evaluated. The 
measured air phase velocity data obtained by Posner et al. (2003) were used to validate the 
simulation results. In the other two-zone ventilated room configuration (Lu et al. 1996), 
contaminant particle dispersion and distribution within the room were simulated using the 
RNG-bade LES model together with a Lagrangian particle tracking model. Corresponding 
experimental data of particle concentration decay from (Lu et al. 1996) were used to 
validate the simulation results. Several factors that may lead to the discrepancy between 
the CFD predicted results and the measured particle concentration were investigated and 
analysed.  
 
5.2 Numerical procedure 
 
The generic CFD code, FLUENT, is utilized to predict the air and particle flows under 
unsteady-state conditions. The Lagrangian particle tracking model is used to predict 
contaminant particle dispersion and concentration. Two-way coupling between the air and 
particle phases is achieved through the momentum exchange that appears as a sink term in 
the air phase momentum equations.  
  
The transport equations are discretised using the finite-volume method. The time-
dependent terms are handled through an implicit second order backward differencing in 
time. The QUICK scheme was used to approximate the convective terms at the faces of the 
control volumes for k-ε models. LES model is sensitive to the spatial disretization errors 
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because eddies near the cut-off wave-number is still energetic (Park et al., 2004). It has 
been reported that the truncation error overwhelms the contribution of SGS force for 
Upwind and Upwind-biased schemes (Mittal and Moin, 1997). So the central differencing 
scheme was used for LES model. The SIMPLE algorithm is employed as the pressure-
velocity coupling method. This study employed an enhanced wall treatment which is a 
near-wall modeling method combining a two-layer model with enhanced wall functions. 
For LES model, if the wall layer is resolved, very fine mesh scheme is required. That is too 
computationally expensive for engineering applications. So, a wall model is adopted to 
reduce the computational expense, as described in FLUENT (2003).  
 
The convergence criteria for the air phase properties (resolved velocities and pressure) are 
10-5. The CFD code FLUENT normally has the default convergence criteria set at 10-3. The 
convergence of the solution is assumed when the residual is below the default convergence 
criteria (Sorensen and Nielsen, 2003). However, since the manner in which the non-linear 
equations reach the final solution is strongly problem dependent, the default convergence 
criteria may not ensure the numerical simulation is close to the final solution (Sorensen 
and Nielsen, 2003).  The sufficiency of the convergence criteria is further checked by 
comparing the LES simulation of airflows in room 1 with the convergence criteria values 
of 10-5 and 10-7. The difference of air velocity profile between the two simulations is 
negligible.   
 
5.3 Numerical results for the first room  
 
Figure 5.1 illustrates the geometrical structure of room 1. The geometry has a floor area of 
91.4 cm × 45.7 cm with a height of 30.5 cm. A partition with a height of 15 cm is located 
in the middle of the room. The inlet has the same size as the outlet, 10 cm × 10 cm. 
According to the experimental boundary condition (Posner et al., 2003), the inlet velocity 
(Uinlet) is 0.235 m/s with a uniform profile.  Since the majority of the inlet air velocity 
profile is a laminar plug flow (Posner et al., 2003), the turbulent intensity is expected to be 
very low and assumed to be 1%. Based on the inlet velocity and the inlet width, the 
Reynolds number of the inlet airflow is determined to be 1500. The numerical simulations 
are obtained from a mesh density of 118 × 58 × 38 grids (structured mesh) for the whole 
domain. The grid-independency is achieved by refining the mesh to have a mesh density of  
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Figure 5.1 (a) Configuration of room #1, (b) mesh for the mid-plane, (c) mesh for the room top  
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(a) 
(b) 
Figure 5.2 Comparison between simulation and measured results of the vertical velocity component: 
(a) along the vertical inlet jet axis and (b) along the horizontal line at mid-partition height. 
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180 × 58 × 38 grids with the difference of the air phase velocity less than 1% predicted by 
RNG k-ε model. 12 × 12 grid points are allocated in the inlet and the outlet. The initial 
condition of the flow field in the room is assumed to be randomly perturbed about the 
mean velocity Uinlet. A non-dimensional time step of 0.0385 is used, which is defined by t’ 
= Uinlet t / H where Uinlet is the inlet air velocity, t is the physical time step (0.05 seconds) 
and H is the room height. To ensure that the solution achieved sufficient statistical 
independence from the initial state, time-averaged results are obtained from the 
instantaneous values after the airflow simulation is marched for 2000 non-dimensional 
time steps, representing 100 seconds in physical time. After this time, the instantaneous 
values such as the airflow velocities are averaged over 10000 non-dimensional time steps, 
or 500 seconds in physical time. No visible difference is found between the time-averaged 
velocities when the simulation is continued after 500 seconds.  
 
Figure 5.2(a) presents the comparison of the vertical air velocity along the vertical inlet jet 
axis (line 1 in Figure 5.1) predicted through the three turbulence models against the 
experimental data. Good agreement was achieved between all three turbulence model 
predictions and measurements. Nevertheless, the result from the RNG-based LES models 
provides the best agreement in the middle region from the distance of 0.15 m to 0.25 m. 
Herein, the velocities determined through the present standard k-ε model simulations were 
slightly under-predicted from those of RNG k-ε model, which were consistent with the 
computer investigations performed by Posner et al.(2003).  
 
In the previous study of particle-gas flow over a backward facing step (Chapter 4), the 
performance of standard k-ε model and RNG k-ε model were investigated and analysed. It 
is found that standard k-ε model generally over predicts the gas turbulence kinetic energy k 
in the flow, which leads to a high turbulent viscosity  defined as  tg ,ν
g
g
tg
k
C εν µ
2
, =  . Figure 
5.3(a) shows the predicted turbulent kinetic energy k normalised by 0.005 kg/ms along the 
vertical inlet jet axial (line 2 in Figure 5.1), and Figure 5.3(b) demonstrates the profile of 
the turbulent dissipation rate ε normalised by 0.01m2/s3. It is evidently clear that the 
standard k-ε model yielded excessive normalised turbulent kinetic energy values while the 
predicted normalised turbulent dissipation rate ε values at the same locations were almost 
the same as RNG k-ε model. This therefore resulted in the over prediction of  and the tg ,ν
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production of excessive mixing in the standard k-ε model, which reduced jet velocity. 
Another possible cause could be the ε transport equation of the standard k-ε model 
(discussed in Chapter 3). Figures 5.4(a) and (b) illustrate the turbulent viscosity profiles 
obtained by the standard k-ε and RNG k-ε models at the mid-plane of zone 1. It is 
evidently clearly that the standard k-ε  model predicted higher turbulent viscosity values 
than those of the RNG k-ε model in the central region.  
 
Figure 5.2(b) shows the comparison between the predicted and measured vertical air 
velocity component along the horizontal line at mid-partition height. From the location x = 
0 m to the partition, all the three turbulence models yielded almost similar results, while 
RNG-base LES model gave slightly better prediction in the region from x = 0.2 m to the 
partition. In the near-wall regions about the locations x = 0.46 m and x = 0.9 m, the RNG-
based LES model was seen to successfully captured the highest positive vertical velocities 
while k-ε models significantly under-predicted the velocities. From these results, it was 
clear that better prediction was achieved through the RNG-based LES model as 
demonstrated through the excellent agreement with the experimental results in the region 
from the partition to x = 0.6 m. Significant under-prediction of the negative vertical 
velocity by k-ε models, found in the region right beneath the inlet, could be attributed to 
the over-diffusion caused the eddy-viscosity modelling. Marginal discrepancy between the 
measured data and the simulation results could be found in the region about the location x 
= 0.85 m where k-ε models results were marginally better than the RNG-based data. 
Overall, all the three turbulence models performed well; good agreement has been 
achieved between the predictions and measured data and the flow trends have been 
successfully captured through the three turbulence models. One important finding in this 
investigation was that the RNG-based LES model has shown to provide significantly better 
results especially in zone 2 because the model better accommodated the flow behaviour 
within the model room. 
 
Based on the parametric study performed above, there are three principle advantages that 
RNG-based LES model has demonstrated to perform better over the two-equation k-ε 
models. Firstly, RNG-based LES model explicitly solves the large eddies that transport the 
momentum energy and turbulence, and only models the small subgrid-scale eddies. As a 
result, RNG-based LES model is less sensitive to the modelling errors than the k-ε models 
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(see Figures 5.2(a) and (b)). Secondly, RNG-based LES is suited for LRN turbulent flows 
that are of importance for indoor airflows. It is well known that the Smagorinsky SGS LES 
model, which is based on high Reynolds number flow, predicts non-zero turbulence 
viscosity in laminar flows. RNG-based LES model remedies this problem by introducing a 
ramp function in Equation 3.32. In low turbulent flow regions (for instance the laminar 
flows), the argument of the ramp function becomes negative and the effective viscosity 
recovers the molecular viscosity. This enables the RNG-based SGS eddy viscosity to 
model the low-Reynolds-number effects encountered in transitional, laminar flows and 
near-wall regions that are always encountered in indoor airflows. Semi-empirical models 
such as the standard and RNG k-ε models tend to better handle high-Reynolds-number 
flows as their constants were tuned by the experimental data of fully developed turbulent 
flows. Thirdly, RNG-based LES captures the instantaneous turbulences, i.e. it can properly 
account for the history and transport effects on turbulence; the k-ε models are incapable 
because of the inherent time-averaging modelling approach. This can be clearly shown in 
Figure 6.5 that compares the statistic root-mean-square (RMS) velocity profiles in the 
room middle-plane obtained by three models. RNG-based LES model predicted 
significantly higher RMS velocities than the others, that coincides with the above analyse. 
With the injection of contaminant particle into the enclosed environment, it is anticipated 
that the RNG-based LES model is expected to provide better prediction of the contaminant 
particle dispersion and concentration distribution that are strongly affected by gas-phase 
flow and time-dependant.   
 
The time-mean velocity fields simulated by the three turbulence models at the mid-plane of 
the model room are compared in Figure 5.6. All the three models successfully predicted 
the strong recirculation cell in the region about the location x = 0.85 m. k-ε models 
predicted larger recirculation zone than the RNG-based LES model indicating a larger 
dispersion of the airflow. 
 
As mentioned previously, one of the advantages of the LES model is that it can account for 
the historical and the transport effects on turbulence, i.e. it captures the instantaneous 
turbulences. Figure 5.7(a) illustrates the instantaneous velocity profile at the mid plane. 
Four recirculation structures are seen in zone 1, which indicate the strong mixing of the air 
and particles there. However, these circles are not shown in the time-mean velocity profile 
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Figure 5.3 (a) the computed turbulent kinetic energy k (normalized by 0.005 kg/ms) and (b) the 
computed turbulent dissipation rate ε (normalized by 0.01m2/s3) along the vertical inlet jet axis. 
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(a) 
 
 
(b) 
 
Level  1 2 3 4 5 
Turbulent viscosity (kg/ms) 0.0002 0.0004 0.0006 0.0008 0.001 
 
Figure 5.4 The turbulent viscosity profiles predicted by (a) standard k-ε model and (b) RNG k-ε 
model. 
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Figure 5.5 Comparison of predicted RMS velocity in the mid-plane of the room. 
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Figure 5.6 Comparison of the predicted time-mean velocity field in the mid-plane of room 1. 
 
Chapter 5: Indoor Airflow and Particle Concentration 88
 
(a) 
 
 
(b) 
Level  1 2 3 4 5 
Total Pressure 0.02 0.0095 0.017 0.0245 0.032 
 
Figure 5.7 LES prediction (a) instantaneous velocity field of the mid-plane, (b) instantaneous total 
pressure profile of the mid-plane. 
 
in Figure 5.6. It is noted that the lack of instantaneous information may lead to 
inappropriate evaluation and design of the ventilation systems. This has been confirmed 
through the LES investigation of natural ventilation in a building with a large opening 
(Jiang et al., 2003). In that study, it was found that fresh-air streamlines reached the wall 
opposite to the opening in the instantaneous prediction. Nevertheless, the streamlines in the 
mean flow field presented a recirculation zone indicating that the fresh air could not have 
penetrated so profoundly into the enclosure. LES certainly thereby provides a way to 
account for the instantaneous information. The instantaneous total pressure profile along 
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the mid plane is given in Figure 5.7(b). Higher total pressure is found in the inlet jet region 
and the low pressure is seen in zone 1.  
 
In indoor air-pollution problems, concerns are mainly focused on fine particles 
(aerodynamic diameter that is smaller than 2.5 µm), this study investigated the prediction 
of particle (with diameter of 1 µm having a density of 800 kg/m3) concentration by the 
three turbulence models. From the elapsed time of 70 seconds, 144 particles, evenly-
spaced, were injected at the inlet vent, with the same velocity as the inlet air, until the 
simulation time has reached 100 seconds. In total, there were 86400 particles introduced in 
the room until the elapsed time of 100 seconds. The particle injections were subsequently 
stopped, and only the sample particles remained in room were tracked until the time 
reached 160 seconds. Indoor airflows are always a feature with low characteristic 
velocities and the contaminant particles are with small diameters. So in most cases, the 
Stoke aumber for the contaminant particles flow indoor is far less than unity and the 
particles act like gas tracers. 
 
Figure 5.8 presents the comparison of tracked sample particles numbers obtained from the 
different turbulence models for the particle size, dp = 1 µm. After an elapsed time of 85 
seconds, the three turbulence models tracked almost the same number of contaminant 
particles. Here, the contaminant particles were just entering the room. Majority of the 
particles were concentrated in Zone 1 of the model room with very few particles flowing 
out through the outlet vent. At times t = 100 seconds and t = 115 seconds, the RNG-based 
LES model were seen to track more contaminant particles than the k-ε models, i.e. more 
contaminant particles were predicted to be suspended in the room through the RNG-based 
LES model. Here, since the size of the particles were small (St << 1), the particles acted 
like fluid traces thereby the prediction results of the gas phase velocity and turbulence 
strongly affected the contaminant particle dispersion. For the RNG-based LES model, the 
velocity fields were correctly calculated and the three-dimensional instantaneous 
turbulence was adequately simulated, which strongly influenced the particle phase 
resulting in more realistic particle dispersion than the k-ε models. In Figure 5.9, the 
simulated contaminant particle concentrations at the mid-plane of the model room at time t 
= 100 seconds were compared. The k-ε models predicted higher concentration in the inlet 
jet region than the RNG-based LES model. In the regions next to the right side wall, the 
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RNG-based LES model predicted higher particle concentration. Also, in Zone 1 of the 
model room, where the air phase velocity was low, the RNG-based LES model simulated 
particles in higher concentration and wider regions than the k-ε models.  
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Figure 5.8 Comparison of tracked sample small particles utilising the various turbulence models. 
 
After an elapsed time of 100 seconds, the particle injection was stopped and particles in the 
room were dispersed with the air flow. In Figure 5.9, it has been shown that at time t = 130 
seconds, the RNG-based LES model tracked marginally more particles than the standard k-
ε model, while the RNG k-ε model tracked even less than the other two turbulence models. 
A closer investigation on the simulated particle concentration shown in Figure 5.10, at time 
t = 130 seconds, that for the simulations using the RNG-based LES model, as more 
particles had been dispersed into the left part of the room and the air velocity is very low, 
higher particle concentration can be found in the lower part of zone 2. At time t = 160 
seconds, the RNG-based LES model tracked almost the same particle number as the RNG 
k-ε model. However, the standard k-ε model tracked even more particles than the other two 
models. Figure 5.11 shows the comparison of the contaminant particle concentration 
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simulated by the three turbulence models at the mid-lane of the model room at time t = 160 
seconds. For RNG-based LES model, more particles in the lower left part of the room were 
dispersed to the upper left part and then flew out of the outlet. 
 
 
Z
X
Figure 5.9 The comparison of the contaminant particle concentration (dp = 1 µm) simulated by 
three turbulence models at the midplane of the model room after an elapsed time of 
100 seconds. 
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Figure 5.10 The comparison of the contaminant particle concentration (dp = 1 µm) simulated by 
three turbulence models at the midplane of the model room after an elapsed time of 
130 seconds. 
 
For small particles, the discrete random walk (DRW) model used in this study may have a 
deficiency when the k-ε models are employed for the gas phase. In strongly 
inhomogeneous diffusion-dominated flows where small particles should become uniformly 
distributed, DRW combining with k-ε models may predict high concentration in low-
turbulence region of the flow (MacInnes and Bracco, 1992). Nevertheless, no evidences of 
this unphysical phenomenon have been found in this study. 
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Figure 5.11 The comparison of the contaminant particle concentration (dp = 1 µm) simulated by 
three turbulence models at the midplane of the model room after an elapsed time of 
160 seconds. 
 
Figure 5.12 presents the comparison of tracked sample particles numbers obtained from the 
different turbulence models for the particle size, dp = 10 µm. Here again, the three 
turbulence models tracked almost the same number of contaminant particles after an 
elapsed time of 85 seconds where the large particles were just entering the model room. At 
times t = 100 seconds and t = 115 seconds, the RNG-based LES model has demonstrated 
again to track more contaminant particles than the k-ε models. As time progressed, the k-ε 
models showed a significant drop in tacking the contaminant particles, i.e. less suspension 
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of contaminant particles in the air flow. It was notable herein again that the RNG k-ε 
model tracked fewer particles than the standard k-ε model.  
20
30
40
50
60
70
80
70 85 100 115 130 145 160 175
Simulation time (seconds)(10um)
Tr
ac
ke
d 
sa
m
pl
e 
pa
rti
cl
es
(1
00
0)
Standard k-e model RNG k-e model LES model
 
Figure 5.12 Comparison of tracked sample large particles utilising the various turbulence models 
(dp = 10 µm). 
 
5.4 Numerical results for the second room  
 
The particle concentration decay within a two-zone ventilated room (Lu et al. 1996) is 
investigated using the RNG LES model with Lagrangian particle-tracking. Figure 5.13 
shows the geometry configuration of this room with a size of width × depth × height = 5 m 
× 3 m × 2.4 m. In the middle of the room, a partition with a large opening of height and 
width of 0.95 m × 0.70 m divides the room into two zones. The inlet (with size of 1 m in y 
direction and 0.5 m in z direction) is 1.6 m above the room floor and 1.5 m from the front 
wall. An outlet with the same size as the inlet is 0.3 m above the floor and 0.5 m from the 
front wall. Two air exchange rates are tested in this study: (1) air change per hour (ACH) 
10.26 with inlet velocity of 0.1026m/s; (2) air change per hour (ACH) 9.216 with inlet 
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velocity of 0.09216m/s. The grid independence is checked by comparing the computed 
particle concentration decay obtained by three different mesh densities of 50 × 30 × 24, 63 
× 38 × 30 and 83 × 50 × 40 (all are structured meshes) for the 9.216 ACH. The difference 
between predicted particle concentration decay from the 63 × 38 × 30 and 83 × 50 × 40 
mesh densities is negligible. The mesh density of 63 × 38 × 30 is used in this study in order 
to embrace the increase of computational efficiency towards achieving the final results.   
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Figure 5.13 Configuration of room 2.   
 
 
Figure 5.14(a) presents the time-mean air phase velocity field at the mid-plane (y=1.5m) 
without injected particles for 10.26 ACH. The velocities are averaged over successive 30 
minutes periods with the initial 5 minutes discarded. The non-dimensional time step is set 
at 0.005. The averaged y+ is about 4, which is acceptable as it is inside the viscous 
sublayer (y+ < 5) (FLUENT 2003). The time-mean static pressure along the mid-plane of 
room 2 is presented in Figure 5.14(b). Higher pressure can be found at the right upper 
corner in zone 1 where the air is forced to flow downwards along the wall. In the opening 
region where a positive pressure gradient exists, the static pressure drops rapidly. At the 
right lower corner in zone 2, a negative pressure gradient is found where the air is forced 
by wall to flow upwards. This study investigates the prediction of 8000 sample particles 
(having equal sizes ranging from 1 to 5 µm and a density of 865 kg/m3). At the beginning 
of the simulation, the sample particles are released into the whole volume of zone 1 
uniformly with zero initial velocity. The particle tracking period is 29 minutes for the case 
of 10.26 ACH, while 26 minutes for 9.216 ACH. 
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(a)
 
 
Level  1 2 3 4 5 6 7 
Pressure -0.0085 -0.007 -0.0055 -0.004 -0.0025 -0.001 0.0005 
 
(b) 
 
Figure 5.14 (a) Predicted time-mean air velocity field of the mid-plane in room 2 and (b) Predicted 
time-mean static pressure of the mid-plane in room 2. 
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(a) 
(b) 
 
Figure 5.15 The predicted and measured zone-averaged particle concentration decay 
ACH=10.26 1/H (a) zone 1 and (b) zone 2. (Particles depositing only on room 
floor) 
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(a) 
(b) 
Figure 5.16 The predicted and measured zone-averaged particle concentration decay 
ACH=9.216 1/H (a) zone 1 and (b) zone 2. (Particles depositing only on room floor) 
 
The process of particles impacting on walls is taken into consideration by a particle-wall 
impact model. When reaching a wall surface, a contaminant particle either deposits or 
bounces depending on the presumed particle-wall impact type – the particle is “trapped” or 
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“reflected” respectively. It has been known that several physical parameters govern the 
particle-wall interaction process. Among these parameters are the electric force, molecular 
force, surface characteristics and roughness, particle incident velocity, diameter and shape 
of the particle as well as its material properties (Li et al., 2003 and Memarzadeh and Jiang, 
2000). However, only two simple indoor particle-wall impact models for Lagrangian 
particle tracking model are currently used in literature: (i) particle bouncing from the wall, 
(ii) particle depositing on the surface (Memarzadeh and Jiang, 2000). According to the 
experimental investigations of Miguel et al. (2005), the indoor particle deposition is 
particularly significant for the floor surface, while the deposition on vertical and ceiling 
surfaces becomes important only when these surfaces are electrically charged. Herein, 
particles are assumed to deposit on the room's floor and bounce off other walls and ceilings.  
 
For the case of particle bouncing, the normal and tangential  restitution coefficients at wall 
boundaries, defining the amount of momentum in the directions normal and parallel to the 
wall that is retained by the particle after collision with the wall boundary, are determined 
as  p
in
p
rnue −=  and n u pit
p
rtue =  respectively. Where the subscripts i and r denote the incident 
respectively. Since the values regarding e
t u
and rebound components while n and t represent the normal and tangential directions 
igure 5.15(a) and 5.15(b) present the simulated and measured zone-averaged particle 
n and et are neither available in the experiment 
(Lu et al., 1996) nor in other literature, both en and et are assumed to be 0.9 to account for 
the restored kinetic energy of the particle after impact.  
 
F
concentration decay in zone 1 and zone 2, respectively, for the case of 10.26 ACH. Here, 
the zone-averaged particle concentration C can be expressed as: 
 
ezone volum
ticlesnding  par  of suspetotal massC =
                                                                  (5.1) 
 
 zone 1, the RNG LES model predicts marginally lower contaminant particle In
concentration than the experimental data from t = 3 minutes to t = 15 minutes. 
Nevertheless, from the t = 15 minutes to t = 26 minutes, good agreement is subsequently 
achieved. After the 26th minute, the LES gives marginally higher concentration. In zone 2, 
the LES model prediction is lower than the experimental data from the 2nd minute to 7th 
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minute but thereafter good agreement is attained. Similar results for 9.26 ACH are also 
found in Figure 5.16(a) and 5.16(b). Here, lower prediction of particle concentration for 
zone 1 is obtained from t = 4 minutes to t = 10 minutes and a higher concentration is 
predicted after the 14th minute. Comparing to the experimental data, the RNG LES 
provides a higher concentration in zone 2 from the 9th minute to the 14th minute and a 
lower concentration after 14th minute. Overall, the RNG LES model combining with the 
Lagrangian model provides reasonable prediction of the zone-averaged contaminant 
particle concentration decay.  
 
Several factors that may attribute to the marginal discrepancies between the predicted and 
igure 5.17(a) and 5.17(b) show the comparison of the predicted particle concentration 
prediction of Lagrangian particle-tracking model.  
measured particle concentration decay have been determined. Firstly, as shown in the 
numerical study of room 1, there is discrepancy between the predicted and measured 
airflow. This discrepancy could have an impact to the particle phase prediction. Secondly, 
the particles impacting a particular wall surface are assumed to be either “trapped” at the 
wall surface or “reflected” from the domain wall. These assumptions are not the case in 
real flows. It has been shown that the premise where particles are “reflected” occur only if 
the kinetic energy of a particle is greater than a critical threshold (Li and Ahmadi, 1993). 
Also, the normal and tangential coefficients of restitutions that should be determined 
experimentally are generally not given in the experiment (Lu et al., 1996). The influence of 
particle-wall impact model on the particle concentration prediction is investigated here. In 
the case of 10.26 ACH, the predicted concentration decays with three different 
assumptions of particle-wall interaction are compared.  For the first assumption, particles 
are assumed to stick when reaching the room floor and to bounce when reaching other 
walls. The second set of assumptions is that particles bounce on all surfaces including the 
room floor. For the third assumption, particles are trapped on all surfaces.   
 
F
decay with these three assumptions for the case of 10.26 ACH. In zone 1, the simulated 
concentration of the second assumption, i.e. particles bouncing on all surfaces, is higher 
than the measured data after t = 10 minutes. For the assumption that the particles deposit 
on all surfaces, it is clearly seen that the predicted particle concentrations in zone 1 and 
zone 2 are significantly lower than other predictions and the experimental data. The above 
comparisons show that the particle-wall impact model has an effect on the concentration 
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(a) 
(a) 
Figure 5.17 The comparison of zone-averaged particle concentration decay with three 
assumptions ACH=10.26 (a) zone 1 and (b) zone 2. 
 
siderable investigations have been performed to study the indoor particle depositCon ion 
experimentally, analytically and numerically (Miguel et al., 2005; Abadie et al., 2001; Lai, 
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2001). In these studies, the particle deposition is expressed in terms of the deposition 
velocity dv  that is defined as: 
 
J
∞
=
C
vd  (5.2) 
 
where J denotes the particle mass flux to the wall ( mass per unit area per unit time) and 
 is a characteristic airborne particle concentration (mass per unit volume). This 
thou
 
inutes and 15 minutes are illustrated in Figure 5.18 (a), (b) and (c), respectively. At t = 5 
mmary  
rical studies of the indoor airflows and contaminant particle 
oncentration, the following observations are obtained: 
∞
normalized flux has units of length per time that are the same as the units of velocity, 
gh it represents a normalized transfer rate of the particles to the surface, rather than an 
averaged velocity of the particles moving toward the surface (Pesava et al., 1999). This 
approach of deposition velocity treats the particle deposition in a ‘macroscopic’ or 
‘statistical’ way so that it can be implemented into the zonal model and two-fluid CFD 
model (Eulerian-Eulerian model) directly. For Lagrangian particle-tracking model, a 
‘microscopic’ approach requires the deposition information for individual particles. The 
method of particle deposition velocity cannot therefore be applied to the Lagrangian model 
directly. At this juncture, no particle-wall impact model has been able to accurately predict 
the indoor contaminant particle concentration. A concerted effort is thus required to 
develop a more realistic particle-wall impact model to improve the Lagrangian prediction. 
 
The particle concentration distributions in the room after an elapsed time of 5 minutes, 10
C
m
minutes, the higher particle concentration is found in zone 1, while higher concentrations 
are seen in zone 2 at t =10 and 15 minutes. It is notable that the particle concentration 
decay in zone 1 is faster than in zone 2, which is also showed in Figure 5.15 and Figure 
5.16.  
 
5.5 Su
 
Through the nume
c
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• All the three turbulence models - standard k-ε, RNG k-ε and RNG-based LES 
• ion such as 
• ides time-dependant LRN turbulence information 
•  particle concentration 
• he particle 
• w that the two particle-wall impact models in literature 
• dicted particle concentration decay is in acceptable agreement the 
• es are required to develop more realistic 
 
 
models – provide good prediction of the air phase velocity; the RNG-based LES 
model prediction provides the best agreement with the measurements; the RNG k-ε 
gives better performance than standard k-ε model in velocity prediction. 
The RNG-based LES model is able to provide the instantaneous informat
the instantaneous air velocity and turbulence that is required for the evaluation and 
design of the ventilation system. 
The RNG-based LES model prov
to the particle phase, which results in more realistic particle dispersion and 
distribution than the conventional two-equation k-ε  models. 
As the experimental approach to access indoor contaminant
can be rather expensive and unable to provide the required detailed information, the 
LES prediction can be effectively employed to assess the performance of k-ε models 
that are commonly applied in many building simulation investigations.  
The particle-wall impact model has a considerable effect on t
concentration prediction. 
The numerical studies sho
(Memarzadeh and Jiang, 2000) either assuming particle bouncing from all the 
surfaces or assuming particle depositing on all the surfaces, are not adequate to 
accurately predict the indoor particle deposition for the Lagrangian particle tracking 
model.  
The pre
experimental data (Lu et al., 1996) when the particles are assume to deposit on the 
floor and to rebound from other surfaces.  
Further theoretical and experimental studi
particle-wall impact models in order to improve the indoor particle prediction.  
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(c) 
 
Figure 5.18 The contaminant particle concentration distribution in room 2 after an elapsed time 
of (a) 5 minutes, (b) 10 minutes and (c) 15 minutes. 
 
 
 
 
 
Chapter 6  
Effects of Wall Roughness on Gas-particle Flows  
 
In this chapter, a gas-particle flow in an in-line tube bank and a gas-particle flow in a two 
dimensional bend are numerically simulated using the Eulerian-Lagrangian model. The 
major objectives are to investigate the effects of wall roughness on the particle phase 
properties. The stochastic wall roughness model (Sommerfeld, 1992) used in this study 
were implemented into the FLUENT code via the User-defined subroutines. This allows 
the flexibility for extending the collision model to handle complex engineering flows. 
 
6.1 Turbulent gas-particle flow over an in-line tube bank 
 
6.1.1 Background and previous studies 
 
A great deal of research efforts and resources have been allocated to investigate the 
characteristics of particle-wall collisions in gas-particle flows. Through these probing 
investigations, significant improvements to prolong the operational longevity of industrial 
devices that are constantly subjected to the rigorous bombardment of solid particles can be 
achieved (Tu et al., 2004).   Some typical examples of such devices are heat exchanger 
tubes in coal combustion equipments that are widely used in chemical plants.  The 
bombardment of coal ash particles on the heat exchanger tubes for considerable periods of 
time can cause significant erosion to the extent that may result in the catastrophic 
consequences because of continuing removal of materials from these tubes (Morsi et al., 
2004).  
 
This study presents one of the continuing series of efforts to better understand the particle-
wall collision phenomenon and its contributions to the characteristics of particle phase 
flow field. Previously, Tu et al. (1998) measured the gas-particle flow in an in-line tube 
bank using the Laser-Doppler anemometry (LDA) system and compared the measurements 
with predictions of an Eulerian-Eulerian model. Reasonable agreements were obtained 
between the predicted and measured mean flow field of both gas and particle phases. The 
inherent weakness of the Eulerian formulation was to correctly describe the aerodynamics 
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drag force on the particle phase in the vicinity of a wall surface. It has demonstrated that 
the incident and reflected particles during the process of particle-wall collision were still 
far away from adequate resolution for the Eulerian-Eulerian model.  
 
To overcome the difficulties associated with the application of the Eulerian-Eulerian 
approach for the particle phase, the Lagrangrian particle-tracking model is thereby 
revisited to study the gas-particle flows. The Eulerian-Lagrangian model considers the 
motion of individual particle and relevant variables along the particle trajectory. It can 
therefore provide rather detailed physical description of the particle behaviours in near-
wall region before and after collision. The rebounding characteristic of glass particle (with 
diameters of 66 µm and 93 µm) impacting on the stainless steel tube bank had been 
investigated in Morsi et al. (2004) by using both Eulerian-Lagrangian modelling method 
and LDA measurement. A simple collision model was employed in which the normal and 
tangential restitution coefficients were respectively assumed as 9.0=−= pnpnn uve  and 
9.0== ptptt uve . Tu et al. (2004) further carried out a study of particle rebounding 
characteristics in the gas-particle flow over a cylindrical body. The simple collision model 
for the Lagrangian modelling technique was also employed assuming the normal and 
tangential restitution coefficients set as en = 0.3 and et  = 0.9. Because of the varying and 
arbitrary restitution coefficients that can be adopted or specified, there is a need to employ 
a more realistic particle-wall collision model in the context of CFD modelling. It has been 
known that several physical parameters govern the particle-wall collision process. Among 
these parameters are the particle incident velocity, particle initial angular velocity, incident 
angle, diameter and shape of the particle as well as its material properties. Other 
parameters such as the surface characteristics and roughness can also contribute to 
significantly influence the particle impacting on and rebounding away from the wall 
surface (Li et al., 2000; Sommerfeld, 1992). Primarily, the absence of any dependence of 
the particle rebounding characteristics on physical parameters such as particle incident 
velocity, particle initial angular velocity and the surface roughness presents additional 
considerations of which are crucial to incorporate within the collision model.  
 
In order to obtain more accurate description of particle-wall collision phenomenon, this 
study employed an algebraic particle-wall collision model developed by Brach and Dunn 
(1992 and 1998). Based on Newton’s laws in the form of impulse and momentum (Brach 
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et al., 2000), this algebraic collision model has the ability to deal with oblique collision and 
to calculate the particle angular velocities (Brach and Dunn, 1998). Another distinguished 
feature of this model is that it can account for the particle deposition on the surfaces by 
introducing a critical or capture velocity. When the particle incident velocity is lower than 
the critical velocity, the particle is assumed to deposit on the surface.  
 
For particles with diameters in the range of 1 µm ~ 100 µm and relatively high incident 
velocities, the particle rebound velocities follow the same trend, i.e. the restitution 
coefficients are almost constant when the particle incident velocities vary. Nonetheless, 
when the incident velocities become relatively low (below ~ 10 m/s), the rebound 
velocities decrease remarkably. In other words, the normal restitution coefficients decline 
dramatically when the incident velocities reduce (Brach and Dunn, 1992). Thus, the 
influence from the incident velocities onto the restitution coefficients is not negligible. 
This algebraic particle-wall collision model has been developed to account for this 
phenomenon by formulating the overall restitution coefficient as a function of the incident 
velocity.  
 
The particle-wall collision model should also consider the wall roughness and the resulting 
stochastic nature of the process, since experimental investigations (Grand and Tabakoff, 
1975; Govan et al., 1989) have found that the particle restitution coefficient is subject to 
some scatter due to wall roughness and non-spherical particles (Sommerfeld, 1992). 
Several models had been proposed to account for the effect of ‘wall roughness’ 
(Matsumoto and Saito, 1970; Tsuji et al., 1987; Sommerfeld, 1992). One notable finding 
whilst employing a traditional particle-wall collision model without incorporating wall-
roughness was that particles eventually deposited at the bottom of the channel, which had 
been demonstrated in the numerical study of gas-particle flow in the horizontal channel by 
Tsuji et al. (1987). That appeared to be inconsistent with experimental observation since it 
clearly showed that the particles continued to be suspended in the free-stream flow. When 
the “virtual wall model” was applied to account for the wall roughness, the particles 
suspended and constituted a steady flow. In the present study, a stochastic approach 
developed by Sommerfeld (1992) was adopted to take into consideration of the wall 
roughness effect.  
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6.1.2 Numerical procedure 
 
The generic CFD code, FLUENT, was utilised to predict the continuum gas phase of the 
velocity profiles under steady-state conditions through solutions of the conservation of 
mass and momentum. The air phase turbulence was handled by the RNG based k-ε model 
(Yakhot and Orzag, 1986). Because of the nature of its derivation and fundamental 
development, the RNG k-ε model is expected to be applicable to a wider range of flow 
situation than the standard k-ε model and has been employed to predict the gas flow over 
single tube (Lee et al., 2000) and over tube bank (Morsi et al., 2004). The significance of 
the inclusion of this term is its responsiveness towards the effects of rapid rate strain and 
streamlines curvature, which cannot be properly represented by the standard k-ε turbulence 
model. According to the RNG theory (Yakhot and Orzag, 1986), the constants in the 
turbulent transport equations are given by σκ = 0.718, σε = 0.718, Cµ = 0.0845, Cε1 = 1.42 
and Cε2 = 1.68 respectively.  The constants k, l, a, b and uc (capture velocity or critical 
velocity) are to be obtained through experiments.  In this study, R1, ρ1 and e were 
calculated based on the constants of Ag-coated glass particle impacting on stainless steel 
surface (Brach and Dunn, 1998), i.e. k = 272.0, l = 1.74, a = 1.0, b = 1.0 and uc = -0.4 m/s. 
Figure 6.1 shows the values of R1, ρ1 and e as the function of normal incident velocities. 
The negative capture velocity may result from insufficient low-velocity data or from 
variations due to uncontrolled factors. Nevertheless, Brach and Dunn (1998) showed that 
the likelihood for such a condition was extremely low.  
 
The algebraic particle-wall collision model (Brach and Dunn, 1992 and 1998) is used to 
account for the particle-wall collision procedure. A stochastic approach has been 
developed by Sommerfeld (1992) to take the wall roughness effect into consideration. Here, 
the incident angle θ ′  comprises of the particle incident angle θ and a stochastic 
contribution due to the wall roughness, γξθθ ∆+=′ . Here, ξ is a Gaussian random 
variable with mean of 0 and a standard deviation of 1. The value of γ∆  is determined 
through experiment. In this study, the wall roughness γ∆  of 5.3° was used. This value was 
obtained for 100 µm glass particles impacting on steel surface by Sommerfeld and Huber 
(1999). More details about the algebraic particle-wall collision model (Brach and Dunn, 
1992 and 1998) and the stochastic wall roughness model (Sommerfeld, 1992) can be found 
in Chapter 3.3.  
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Figure 6.1 The dependence of R1, ρ1 and e on the normal incident velocities.   
 
The Non-Equilibrium wall function was employed for the gas phase flow because of its 
capability to better handle complex flows where the mean flow and turbulence are 
subjected to severe pressure gradients and rapid change, such as separation, reattachment 
and impingement. The governing transport equations were discretised using the finite-
volume approach. The QUICK scheme was used to approximate the convective terms 
while second order accurate central differencing scheme is adopted for the diffusion terms. 
The pressure-velocity coupling was realized through the SIMPLE method. The 
convergence criteria for the gas phase properties were 10-5. The governing equations for 
the gas phase were initially solved towards steady state. The numerical exercise was 
performed in a two-dimensional environment because only 2D representative 
measurements are available. The Lagrangian solution for the particle phase was thereafter 
achieved by the injection of particles into the bulk gas flow where the trajectories of each 
particle were determined from the steady state gas phase results.  
 
6.1.3 Grid independence test 
 
The particle-gas flows over an in-line tube bank were predicted by the Eulerian-
Lagrangian model combining with the algebraic particle-wall collision model (Brach and 
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Dunn, 1992 and 1998) and the stochastic wall roughness model (Sommerfeld, 1992). Glass 
articles (material density 2990 kg/m3) with corresponding diameters of 1 µm, 15 µm and 
93 µm were simulated under the flow condition with the Reynolds number of 18667 (based 
on the tube diameter D=0.025m).  
 
Figure 6.2(a) shows the two-dimensional computational domain with a size of 750 mm × 
100 mm comprising of six tubes and twelve half tubes respectively. The gas inlet velocity 
is 11.2 m/s with a uniform profile at the location x = -50 mm. The outlet boundary is 
275mm (11D) downstream of the sixth tube.  Symmetrical conditions are assumed at the 
top and bottom of the computational domain. These are slightly different from the 
experimental observation for the particle phase due to the gravity acting to the direction 
perpendicular to the flow.  
 
The grid independence was checked by comparing the computed gas phase velocity and 
turbulence intensity profiles with measurements. All the comparison and validation were 
carried out in the region shown in Figure 6.2(b) (from 0 mm to 105 mm in x direction and 
from 0 mm to 25 mm in y direction).  Three mesh densities were generated for 
computational domain –67858, 87370 and 108797 quadrilateral elements. Figure 6.2(c) 
illustrates part of the mesh of 108797 cells. 
 
Figure 6.3(a) shows the comparison between the measured and predicted streamwise gas 
velocity profiles using three different mesh schemes at locations x = 15, 30, 45, 60, 75, 90 
and 105 mm. The fine mesh density if 108797 grid points and medium mesh density of 
87370 grid points yielded almost identical solutions to the measured data (within 8 %) 
except with an under-prediction up to 53 % in the wake region (x = 45 mm, y = 1 mm) and 
an over-prediction of 36 % at the location of x = 105 mm, y = 15 mm. The predictions of 
streamwise gas turbulence intensities using the different mesh densities comparing with the 
measurements are presented in Figure 6.3(b). All the three mesh densities predicted very 
similar results that were in close agreement with the measurements (within 5 %) up to x = 
45 mm but deviated at the locations of x = 60 mm, y=10 mm (as high as 64 %), x = 75 mm, 
y =1 mm (as high as 58%) , x = 90 mm, y = 15 mm (as high as 65%). From the 
consideration of accuracy, simulation results presented below were hereafter obtained 
using the fine mesh density of 108797 grid points.  
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Figure 6.2 (a) Computational domain, (b) Region of comparison between prediction and 
measurement, (c) Part of mesh density 108797.  
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Figure 6.3 Comparisons predictions of gas phase with experimental data:  (a) streamwise velocity 
profiles, (b) turbulence intensity. 
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Figure 6.4 (a) The velocity and angle notations for the particle colliding on the tube, (b) the 
particle normal incident velocity of different angular location. 
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6.1.4 Particle phase simulation validation 
 
The velocities and angle notations for the particle colliding on the tube are given in Figure 
6.4(a). Figure 6.4(b) shows the normal incident velocities of particles at different angular 
location. For the numerical validation, 50,000 particles were injected from 50 uniformly 
distributed points across the line x = 0 mm and they were individually tracked within the 
in-line tube bank. A pre-processor code was developed to assign an initial velocity to 
individual particle. Firstly, the local particle velocities and turbulence intensities at every 
injection point were obtained by interpolating the experimental results.  Then, every 
particle was assigned a normal distribution random velocity that had a mean with the value 
of local mean particle velocity and a standard deviation with value of local particle 
turbulence intensity. The annular velocities for the particles at inlet were assumed to be 
zero as no experimental measurement was made available. 
 
The predicted velocities and turbulence intensities of particles with uniform diameter of 93 
µm were validated against the experimental data of Tu et al. (1998). Figure 6.5(a) presents 
the comparison for the calculated 93 µm particle velocity. The predictions and 
measurements showed good agreement (within 20 %).  Figure 6.5(b) illustrates the 
comparison of 93 µm particle fluctuating velocity. An over-prediction of the particle 
velocity as high as 45 % was attained at the top entrance (x = 0 mm, y = 23 mm). An 
under-prediction of the particle velocity was obtained at the location x = 60 mm, y = 10 
mm. Close agreement was nonetheless found in other locations within 15 %.  
 
6.1.5 The effects of wall roughness on particle trajectories 
 
As aforementioned, the particle-wall collision model should account for the wall roughness 
effect. The influence of wall roughness on the particle rebounding characteristics was 
investigated. Figure 6.6(a) illustrates the trajectories of forty 93 µm particles released at the 
location of (-0.04, 0.0) without the wall roughness model. Most particles rebounding from 
the upstream middle tube at first collision were seen to collide with the succeeding top and 
bottom tubes downstream. Some of these particles were found to collide with the central 
tube in-line between the top and bottom tubes. This recurring particle rebounding 
characteristics were also similarly experienced further downstream of the subsequent in-
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line tube bank. Nonetheless, when the effect of wall roughness was taken into 
consideration, the behaviours of particles were markedly different from those without 
accounting for the wall roughness. Figure 6.6(b) clearly indicates that the wall roughness 
had a considerable influence on the particles rebounding behaviours. Particles were found 
to be more suspended with the flow stream missing in some circumstance the central tube 
in the second in-line tube bank arrangement following the first collision at the upstream 
middle tube.  
(a) 
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(b) 
Figure 6.5 Comparisons of predictions of 93 µm particles with experimental data: (a) streamwise 
velocity, (b) turbulence intensity. 
 
 
(a) 
 
 
(b) 
Figure 6.6 Computed trajectories for 93 µm particles: (a) without roughness model, (b) with 
roughness model. 
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The wall roughness can considerably influence the mean particle phase velocities for large 
particles.   In their experimental studies of the gas-particle flows in a channel flow, Kussin 
and Sommerfeld (2002) found that when the wall roughness is substantially increased, the 
stream wise mean particle velocity can be considerably reduced, which is a consequence of 
the average increase in momentum loss for the particle phase.  
 
For many coal combustion equipments in chemical plant, the heat exchanger tubes subject 
to prolong bombardment of particle exposes themselves to significant erosion problem. 
Erosion damage in tubes has been ascertained in many published literatures that it depends 
primarily on the characteristics of the particle incident velocity, incident angle and particle 
collision frequency (Morsi et al., 2004). The effect of wall roughness on the particle 
collision frequency distribution was investigated by injecting 50,000 particles (93 µm ) 
with uniform inlet velocity of 11.2m. Herein, the particle collision frequency was defined 
to be the ratio of the total number of particle colliding on different parts of tubes to the 
number of 500. Figure 6.7 shows the particle collision frequency of the second middle tube 
with and without wall roughness model. It is clearly seen that the wall roughness has 
considerably altered the distribution of particle collision frequency.  
 
Generally, the wall roughness model should therefore be included in the particle-wall 
collision model to provide a more realistic description of the particle-wall collision 
phenomenon and further more accurate erosion rate prediction.  
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Figure 6.7  Particle collision frequency distribution on the second middle tube. 
 
6.1.6 The effects of particle-wall collision on particle phase flow 
 
The flow patterns of particles with different sizes are presented in Figure 6.8. In Figure 
6.8(a), the trajectories of larger particles (93 µm) in the in-line tube bank showed 
considerable particles rebounding from the top, middle and bottom tubes along the first in-
line tube bank arrangement at initial collision; the same vigorous behavior was also 
repeated in subsequent tubes downstream. For smaller particles (15 µm) in Figure 6.8(b), 
since the particles possessed lower inertia and gained less momentum to overcome the drag 
of the fluid, a significant reduction of the particles rebounding from the tube wall surfaces 
was predicted. Following the initial collision at the top, middle and bottom tubes along the 
first in-line tube bank arrangement, the particles were found to be totally suspended across 
the second and third in-line tubes before colliding again the top and bottom tubes at exit. 
For even lighter particles (1 µm), the gas motion and turbulent dispersion dictated the 
particle motion and the particles closely followed the gas flow (see Figure 6.8(c)). Some 
particles were observed to be entrained into the wake regions behind the tubes causing 
very few particles to collide indicating that the influence of particle-wall collision could be 
neglected.  
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For the case of 93 µm particle, the Stokes number was evaluated to be 31; a value much 
greater than unity.  The influence from the fluid-phase fluctuations onto the 93 µm 
particles was found to be negligible. Rather, the particle phase velocity fluctuations were 
determined by the particle-wall collisions.  
 
A  “CFD experiment” was conducted to investigate the influence of particle-wall collisions 
on the particle fluctuations for different particle sizes. 50,000 particles with diameter of 93 
µm were injected from inlet with a uniform streamwise velocity 11.2 m/s. In other words, 
the stream wise velocity fluctuations for the inlet particles were set to be zero. The particle 
velocity fluctuations in the in-line tube bank were obtained by two different assumptions of 
the particle-wall interactions. For the first assumption, particles were assumed to be 
trapped on the surface when reaching the tubes while for the second, the particle-wall 
collision model (Brach and Dunn, 1992) was adopted meaning that particles were 
rebounding from the circumferential wall tube surfaces. Figure 6.9 illustrates the 
distribution of the turbulent intensity for the two different particle diameters at various 
axial locations. As shown in Figure 6.9(a), the particle velocity fluctuations for the 
particle-trapping case yielded almost zero turbulence intensities from x = 15 mm to x =105 
mm, while considerably higher particle velocity fluctuations were found for the particle-
rebounding case.  This clearly indicated that the particle-wall collision has a significant 
influence on the particle phase velocity fluctuations for the larger size particles, which was 
also confirmed through the experimental studies of Kussin and Sommerfeld (2002). Kussin 
and Sommerfeld (2002) reported that when the wall roughness was increased, the 
components of particle mean fluctuating velocity for large particles (about 100 µm) were 
considerably enhanced by the irregular wall-bouncing process.  
 
 Similar “CFD experiment” was also performed for the 1 µm particles and the results are 
given in Figure 6.9(b). The close predictions of the two particle-wall assumptions 
suggested that the particle-wall collision has no effect on the particle velocity fluctuations 
for small particles.  
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(a) 
 
(b) 
 
(c) 
Figure 6.8 Computed particle trajectories: (a) 93 µm, (b) 15 µm, (c) 1 µm. 
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(a) 
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(b) 
Figure 6.9 Comparisons of turbulence intensity for particle trapping and rebounding: (a) 93 µm 
particles, (b) 1 µm particles. 
 
Figure 6.10 illustrates the stream wise mean velocities for the gas, 1 µm particles and 93 
µm particles. The smaller particles (1 µm) behaved very similar to those of the gas flow. 
At x = 30 mm, the momentum of the gas and lighter particles (1 µm) was significantly 
increased with the velocity profiles shifted towards the right. The increase of the velocity 
profiles of the large particles (93 µm) was marginal due to higher inertia. Notably also for 
the 1 µm particles, the Eulerian-Lagrangian model predicted a particle-free zone in the 
wake regions behind the cylindrical tubes.  
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Figure 6.10 Predicted mean streamwise velocity for gas, 1 µm and 93 µm particles. 
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.1.7 Summary 
he physical behavior of a dilute gas-particle flow along an in-line tube bank was 
he predictions of the mean flow fields for both gas and particle phase were validated 
 was taken in this study to elucidate further the understanding 
he influence of particle-wall collisions on the particle fluctuations for different particle 
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T
numerically investigated via a Lagrangian particle-tracking model. An algebraic particle-
wall collision model developed by Brach and Dunn (1992 and 1998) was utilized to 
account for the particle-wall interaction and a stochastic model (Sommerfeld, 1992) was 
adopted to take wall roughness effect into consideration.  
 
T
against experimental data of Tu et al. (1998). Close agreements were achieved between the 
predictions of mean velocity and experimental data for gas phase (agreement within 8% 
except some locations in the wake and exit regions). The predicted gas phase turbulence 
was lower (up to 65%) than the measurement in the region after the first cylinder. These 
indicated that more accurate turbulence models such as Large Eddy simulation (LES) 
models may be required to appropriately resolve the complex air flows in the tube bank. 
The predicted velocities of 93 µm particle were in good agreement with the experimental 
results (within 20 % despite of the local large discrepancy of gas phase fluctuation after the 
first cylinder). This was due to the fact that 93 µm particles have sufficient inertial and did 
not follow the gas phase fluctuations. Close agreement were also found for the particle 
phase fluctuating velocities. 
A substantial amount of work
of the effect of wall roughness on particle phase flow field. Through a “CFD experiment”, 
it was established that the wall roughness considerably altered the rebounding behaviours 
of large particles, and consequently affected their motions downstream and particle 
collision frequency distribution on tubes. This suggested that the particle-wall collision 
model should account for the effect of wall roughness in order to provide a more realistic 
description of the particle-wall collision phenomenon.  
 
T
sizes was also investigated. The numerical results confirmed that the particle fluctuations 
were mainly determined through the particle-wall collisions for large particles, but not by 
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the gas phase fluctuations. For small particles, the influence of particle-wall collision on 
the particle phase fluctuations was found to be negligible. 
 
6.2 The effects of wall roughness on a gas-particle flow in a 2D 90° bend 
 
6.2.1 Background  
 
As aforementioned, the wall surface roughness is one of the physical parameters that 
govern the particle-wall collision process and the wall collision frequency. Sommerfeld 
and Huber (1999) measured the gas-particle flows in a horizontal channel using particle 
tracking velocimetry. They found that wall roughness considerably alters the particle 
rebound behavior and on average causes a re-dispersion of the particle by reducing the 
gravitational settling. Another contribution to this work was the development and 
validation of a stochastic wall roughness distribution model that takes into consideration 
the so-called shadow effect for small particle incident angles. It was demonstrated that 
particles may not hit the lee side of a roughness structure when the absolute value of the 
negative inclination angle |γ_| becomes larger than the impact angle Sommerfeld and 
Huber (1999). This results in a higher probability for the particle to hit the luff side, 
effectively shifting the probability distribution function of the effective roughness angle 
towards positive values. Later, Kussin and Sommerfeld (2002) conducted detailed 
measurements of gas-particle horizontal channel flows using glass particles with diameters 
from 60 µm to 1000 µm and two stainless steel walls with different degrees of wall 
roughness. It was found that irregular particle-wall collision due to the roughness enhances 
the transverse dispersion of the particles across the channel and that the wall collision 
frequency is increased due to a reduction in the mean free path. The wall roughness was 
also found to decrease the particle mean velocity that is associated with a higher 
momentum loss in the particle phase while increasing both the streamwise and transverse 
fluctuating velocities. The effects of wall roughness on particle velocities in a fully 
developed downward channel flow in air was experimentally investigated by Benson et al. 
(2005), employing a laser Doppler anemometer (LDA) system. Similar to the studies by 
Kussin and Sommerfeld (2002), the wall roughness was found to substantially reduce the 
streamwise particle velocities causing the particles to be uniformly distributed across the 
channel after wall collision. The wall roughness also increases the particle fluctuating 
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velocities by nearly 100% near the channel centerplane. Using a stochastic wall roughness 
model similar to that of Sommerfeld and Huber (1999), Squires and Simonin (2006) 
numerically studied the particle phase properties in a gas-particle channel flow with three 
wall roughness angles, 0° (smooth wall), 2.5° and 5°. The most pronounced effect of wall 
roughness was found on the wall-normal component of the particle velocity (the transverse 
particle velocity). The streamwise particle velocity variance was increased, while the 
transverse particle fluctuating velocity was less sensitive to the wall roughness.  
 
The main focus of this paper is to numerically investigate the effects of wall roughness on 
the particle-wall collision phenomenon and to extend these ideas to further characteristise 
the particle phase flow in a two-dimensional (2D) 90-degree bend. This study employed 
the Lagrangian model, while including a particle-wall collision model and a stochastic wall 
roughness model (Sommerfeld and Huber, 1999) to study the effects of wall roughness on 
the particle phase flow field.   
 
6.2.2 Numerical procedure 
 
The air phase turbulence was handled by the RNG k-ε model and the Non-Equilibrium 
wall function was employed for the gas phase flow. The governing transport equations 
were discretised using the finite-volume approach and the QUICK scheme was used to 
approximate the convective terms while the second order accurate central difference 
scheme is adopted for the diffusion terms. The pressure-velocity coupling was realized 
through the SIMPLE method and the convergence criteria for the gas phase properties 
were assumed to have been met when the iteration residuals had reduced by five orders of 
magnitude.  
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Figure 6.11 Computational domain and grids of the two-dimensional 90-degree bend. 
 
The governing equations for the gas phase were initially solved towards steady state. The 
Lagrangian solution for the particle phase was thereafter achieved by the injection of 
particles into the bulk gas flow where the trajectories of each particle were determined 
from the steady state gas phase results. The main focus of this study is the effects of wall 
roughness on the particle phase flow field therefore, the volume fraction of particle phase 
was not considered and one way coupling was used. For gas-particle flows in bends, the 
secondary flow and side walls may impose significant influence on particle phase 
properties such as the particle number density (particle concentration) distribution, particle 
mean velocities and particle fluctuating velocity. In order to analyze the effect of the wall 
roughness on particle phase field independent of the effects from the secondary flow and 
side wall, the current study was simulated in a two-dimensional (2-D) bend. For the same 
reason of simplicity, particles were assumed to be spherical and mono-sized.  
 
Figure 6.11 shows the computational domain where the inlet begins 1 m upstream from the 
bend entrance and extends 1.2 m downstream from the bend exit. The bend has an inner 
radius ( ) of 0. 126 m and an outer radius ( ) of 0.226 m for the outer wall. The results 
were plotted against a non-dimensional wall distance
ir or
io
i
rr
rrr −
−=* . Within the 1m long 
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channel before the bend, 380 (in the streamwise direction) × 58 (in the transverse direction) 
grid points have been allocated. In the bend, the mesh is with 168 grid points in the 
streamwise direction and 58 grid points in the transverse direction. The 1.2m long channel 
after the bend has a 450 (in the streamwise direction) × 58 (in the lateral direction) grid 
mesh. Grid independence was checked by refining the mesh system by a mesh density of 
1122 (in the streamwise direction) × 68 (in the transverse direction) grid points. Part of the 
grid mesh is illustrated in Figure 6.11.   
 
The computational domain is the same as the case in Chapter 4.2 but is two dimensional. 
Note that the flow condition now useed an inlet velocity of 10 m/s (52 m/s in Chapter 4.2) 
which was more likely to be found in real engineering applications. As well, in the current 
study, glass particles (density is 2990 kg/m3) with corresponding diameters of 100 µm 
were simulated.  
 
6.2.3 The effects of wall-roughness on particle trajectories 
 
The influence of wall roughness on the particle trajectories was firstly investigated by 
tracking 25 particles (100 µm) released from a point location at (1.376, 0.13). For 
qualitative purposes only a small number of particles are used as this allows particle 
tracking to be performed graphically without smearing of the results due to the overloading 
of lines associated with a large number of particles being graphically tracked.  Figure 6.12 
(a) illustrates the particle trajectories with 0° wall roughness angle. All the particles 
rebounding from the first collision followed very similar trajectories which consequently 
produced a narrow secondary collision zone. The centre of this secondary collision zone is 
located about 0.3 D after the bend (x =1.17 m). When the wall roughness angle was 
increased, the behaviours of particles were markedly different. The particles were observed 
to rebound in many directions caused by an increase in the randomness from the 
rebounding of a rougher wall surface. A wider dispersion of particles was observed, 
leading to a significant increase in the second collision zone length. An increase of almost 
4 times for the case of a 2.5° roughness angle was found in Figure 6.12(b), while an 
increase of 10 times was found for 5° roughness angle in Figure 6.12(c). A closer 
investigation for the 5° roughness angle, revealed that the secondary collision zone 
contained more particles impacting to the left of x=1.17m, which is the secondary collision 
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zone location for 0° roughness. It should be noted that there exists a significant 
contribution from the particles inertia on the particle trajectory after the first collision. The 
increase in wall roughness causes a wider re-dispersion of particles, and thus this new 
trajectory, coupled with a high inertia results in the negligible influences from the bulk 
fluid. This allows the particles to travel further to the left, causing a wider secondary 
collision zone. 
 
In Figure 6.12(a), the small deviation of particle trajectories after the first collision is 
attributed to the gas phase turbulence.  For the case of 100 µm particle, the Stokes number 
is equal to 9 (based on characteristic length Ls = D =0.1 m and the characteristic velocity 
Ub = 10 m/s), much greater than unity.  Therefore, the influence from the gas phase 
turbulence on the 100 µm particle trajectories is negligible in comparison with the 
influence from the wall roughness as shown in Figure 6.12(b) and 6.12(c).  
 
To further investigate the effects of wall roughness on the particle trajectories, 58 particles 
with streamwise velocity of 10 m/s were released from line A as shown in Figure 6.11 (y = 
0.276m), which is located 1D upstream from the bend entrance. Figure 6.13(a), (b) and (c) 
show the particle trajectories in the bend for different wall roughness angles, i.e., 0°, 2.5° 
and 5°, respectively. With the increase of the wall roughness angle, the ‘particle free zone’ 
occurring at the inner wall region is reduced as the wall roughness increases. For the 5° 
case, particles were found to disperse further into the upper region of the channel after the 
bend, following the first collision. This same region is observed to be a ‘particle free zone’ 
for the 0° case.  
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Figure 6.12 Computed trajectories for 100 µm particles released with different wall roughness 
angle: (a) 0°, (b) 2.5° and (c) 5°.              The length of the second collision region. 
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Figure 6.13 Computed trajectories for 100 µm particles released 0.1m before the bend with 
different wall roughness angle: (a) 0°, (b) 2.5° and (c) 5°. 
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6.2.4 The effects of wall-roughness on particle number density 
 
To investigate the influence of wall roughness on the particle dispersion, the particle 
number density distribution taken along different sections around the bend is used. To 
obtain statistically meaningful results a larger number of particles is now used where 
100,000 mono-sized particles (100µm) with streamwise velocity of 10 m/s were released 
from 100 uniformly distributed points across line A (Figure 6.11). The independence of 
statistical particle phase prediction from the increase of the number of particles used was 
tested by implementing 50,000, 100,000 and 200,000 particles. The difference of the 
particle phase velocities at θ=0° of 50,000 and 100,000 particles was less than 3 % and for 
100,000 to 200,000 was less than 1%, thus in terms of computational efficiency 100,000 
particles was used hereafter. 
 
The particle number density normalised by the number of inlet particles, 100, 000 at θ= 
30° with different wall roughness angles, are presented in Figure 6.14(a). The particle 
distribution profiles in this case for the three wall roughness angles are very similar.  A 
much higher particle number density for all roughness angles is found near the outer wall 
region and this phenomenon is consistent with the observations from the experimental 
study of Kliafas and Holt (1987) and the Eulerian-Eulerian simulation of Tu and Fletcher 
(1995). In Figure 6.14(b), with the turning of the bend from θ= 30° to θ= 60° the trend for 
particle number density sees an increase in the outer region from r*=0.65 to r*=0.9 for all 
wall roughness angles and a decrease in the region from r*=0.4 to r*=0.45 for roughness 
angle of 5°. No particles are found in the inner wall region (from r*=0 to r*=0.4). This is 
due to the high inertia of 100 µm particles, which causes particles to respond slowly to the 
local gas phase changes. At θ= 60°, an interesting phenomenon is found for the 0° wall 
roughness case where two local maximus for particle number density are observed at the 
region at r* = 0.75 and in the outer wall region. The prediction of high particle number 
density in the middle bend region was not found either in the experimental study of Kliafas 
and Holt (1987) or the Eulerian-Eulerian simulation of Tu and Fletcher (1995). This non-
physical phenomenon is remedied when the wall roughness is taken into consideration. 
The high particle number density at r* = 0.75 is reduced dramatically when the wall 
roughness was increased to 2.5°. A further increase to 5°, showed a smoother particle 
number density profile, suggesting a greater dispersion of particles being distributed over a 
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greater area within the bend. This leads to a significant decrease in the ‘particle free zone’. 
However, the total number of particles in the region from r*=0.4 to r*=0.55 is about 2000 
which accounts for 2% of the total particles tracked whereas high particle number densities 
are found in the region next to the outer wall for all roughness angles. A similar 
phenomenon is found at θ= 90° in Figure 6.14(c), the high particle number density at 
r*=0.6 is found in the 0° wall roughness case. With the increase of wall roughness angles, 
the high particle density at this region is dramatically reduced. Figure 6.14(d) shows the 
particle distribution profiles at Line B, 1D after the exit.  It is seen that the wall roughness 
structure enhances the re-dispersion of particles after the first collision leading to the 
smoother particle number density profile. Additionally, the ‘particle free zone’ was 
reduced with an increase in the wall roughness and relatively low particle number densities 
were observed in the region from r*=0.25 to r*=0.32.  
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Figure 6.14 Computed particle number concentration with different wall roughness angles at 
different locations. Circles: 0° roughness, Line: 2.5° roughness, Solid triangle: 5° roughness. 
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(b) 
Figure 6.15 Comparison of particle streamwise mean velocity profiles with different roughness 
angles at different locations.             The length of the particle free zone. Circles: 0° roughness, 
Line: 2.5° roughness, Solid triangle: 5° roughness.  
 
6.2.5 The effects of wall-roughness on particle mean velocities 
 
The effects of wall roughness on particle mean velocities at different locations in the bend 
are shown in Figure 6.15. At θ=30°, the streamwise velocity of 5° roughness is slightly 
smaller than the 0° case at the outer wall region from r* = 0.85 to r* = 0.92,. This is the 
consequence of particles having collided on the outer wall before 30° and the loss of 
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momentum which is greater for walls with a higher roughness. However, the particle 
streamwise velocity profiles for the rest of the region is almost identical for all wall 
roughness, since this region is still in the early stages of the bend and particle collision has 
not occurred.. After θ=60°, however, the bend curvature is much greater and most particles 
have experienced the first wall collision resulting in a reduction in the mean streamwise 
velocities due to the average increase in momentum loss. This can be seen in the 
comparison of velocity profiles for at θ= 0o to at θ= 60o which has shifted to the left.  For 
bend angles, θ > 60o the mean velocity profiles for 0o wall roughness exhibit larger 
magnitudes than for 2.5o and 5o wall roughness. The higher wall roughness causes the 
particles to lose more of its momentum whilst dispersing the particles in greater directions, 
hence the wider velocity profile, reaching to r* = 0.2 (from the outer wall r*=1) for 5o 
roughness, compared with r* = 0.4 for 0o roughness at Line B.  
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Figure 6.16 Comparison of particle transverse mean velocity profiles with different roughness 
angles at different locations. Circles: 0° roughness, Line: 2.5° roughness, Solid triangle: 5° 
roughness.  
 
Figure 6.16 shows the particle mean transverse velocities at different locations. At θ=30°, 
the velocity profiles for different wall roughness angles are almost identical except for the 
region from r* = 0.85 to r* = 0.92. At θ= 45°, the velocity profile for 5° roughness is much 
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smaller than the 0° roughness profile at the region from r* = 0.62 to r* = 0.79.  At θ=75°, 
the mean transverse velocities of  2.5° and 5° roughness are identical and slightly smaller 
than the smooth wall case. This can be attributed to the early collision occurring before 
θ=45°. The reduction of this particle mean velocity is consistent with observations that 
wall roughness reduces the mean particle velocities as obtained by Kussin and Sommerfeld 
(2002) and Benson et al. (2006).  
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(b) 
Figure 6.17 Comparison of particle streamwise fluctuating velocity profiles with different 
roughness angles at different locations. 
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6.2.6 Effects of wall-roughness on particle fluctuating velocities 
 
Figure 6.17 illustrates the distribution of the particle streamwise fluctuating velocities for 
0°, 2.5° and 5° roughness angles at various locations. As shown in Figure 9a, the particle 
velocity fluctuations at θ= 30° for all three roughness angles yielded almost zero 
turbulence intensities from r*= 0.2 to r* = 0.62. This is attributed to the fact that particle 
fluctuating velocity is zero at the inlet (Line A) and most particles flowing through this 
region have not collided with the bend yet. Considerably higher particle velocity 
fluctuations were found in the region near the outer wall to r* = 0.62 which is a result of 
the particle collisions at outer wall.  Also, the particle streamwise fluctuating velocities of 
2.5° and 5° roughness angles are higher than the 0° case, since the wall roughness model 
enhances the randomness for particle velocities and trajectories after collision. At θ= 45°, 
the particle streamwise fluctuating velocities of 2.5° and 5° roughness angles are higher 
than the 0° case from r*=0.5 to r*=0.9.  
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Figure 6.18 Comparison of particle transverse fluctuating velocity profiles with different 
roughness angles at different locations. 
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The particle transverse fluctuating velocities with different wall roughness angles are 
shown in Figure 6.18. An interesting phenomenon can be seen at θ= 60° where the 
transverse fluctuating velocities for all wall roughness cases are high. This is due to the 
dominant particle collision which produces a particle rebound velocity that is slightly 
smaller than the incident velocity due to the momentum lost during the collision process. 
At θ= 90°, the particle transverse fluctuating velocities of 2.5° and 5° roughness angles are 
higher than the smooth wall case. Figure 6.17 and 6.18 clearly indicate that the wall 
roughness has a significant influence on the particle velocity fluctuations. 
 
6.2.7 Summary  
 
The physical behaviors of a dilute gas-particle flow in a 90-degree bend were numerically 
investigated via a Lagrangian particle-tracking model. A substantial amount of work was 
taken in this study to elucidate further the understanding of the effect of wall roughness on 
the flow field of large particles (100 µm). It was found that the wall roughness 
considerably altered the rebounding behaviours of particles by significantly reducing the 
‘particle free zone’ and smoothing the particle number density profiles. The numerical 
results confirmed that the particle mean velocities for 2.5° and 5° roughness angles were 
reduced due to the wall roughness which, on average increases the momentum loss for the 
particle phase. Also, the particle fluctuating velocities were increased when taking into 
consideration the wall roughness, since the wall roughness produced greater randomness in 
the particle rebound velocities and trajectories.  
 
 
 
 
 
 
 
 
 
 
Chapter 7  
Conclusions and Recommendations 
 
During the course of this research, turbulent gas-particle flows in several engineering 
geometries were numerically investigated. There have been three major outcomes from 
this study: (i) the physical behavior of the turbulent gas-particle flow over the backward 
facing step and the turbulent gas-particle flow in a 90-degree bend were numerically 
investigated via an Eulerian-Lagrangian model and an Eulerian-Eulerian model; (ii) the  
performance of different turbulence models in simulation of indoor airflow and 
contaminant particle transportation were evaluated and the influences from the turbulence 
models and particle-wall collision model to the particle phase prediction was investigated 
via the Eulerian-Lagrangian model; iii) two particle-wall collisions and a stochastic wall 
roughness model were developed to accurately account for the particle-wall collision 
phenomenon in turbulent gas-particle flow, and the models were used to simulate the gas-
particle flow in an in-line tube bank and to investigate the effects of wall roughness on the 
particle flow in a two-dimensional 90-degree bend. 
  
For a backward facing geometry, the RNG k-ε model and realizable k-ε model gave the 
better prediction than the standard k-ε model. Therefore, RNG k-ε model was used for 
studying gas-particle flows over the backward facing step geometry, the 90-degree bend 
geometry and the in-line tube bank.  
 
By validating the simulation results of both Eulerian-Lagrangian model and Eulerian-
Eulerian model with the experimental data, it was found that both approaches provided 
reasonable good predictions of the velocities and turbulent fluctuations for the gas and 
particle phases.  The Eulerian-Eulerian model provided useful insights into the particle 
concentration and turbulence behavior when compared to the Eulerian-Lagrangian 
approach, while Eulerian-Lagrangian model can give detailed particle trajectories and 
particle-wall interactions. It also has been demonstrated that more computational time is 
required for Eulerian-Lagrangian approach than Eulerian-Eulerian approach. In 
engineering applications, the Eulerian-Lagrangian approach is recommended when the
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detailed physics for the particle phase is needed. For complex flows that require large 
computational resources for the Lagrangian model, the Eulerian-Eulerian model is an 
attractive alternative.  
 
The indoor airflow and contaminant particle concentration in two geometrically different 
rooms have been investigated using the Eulerian-Lagrangian model. In the first room 
geometry, the simulated air phase velocity profiles obtained by the standard k-ε, RNG k-ε 
and RNG-based LES models are validated against the measurements of Posner et al. 
(2003). All the three turbulence models provide good prediction of the air phase velocity, 
while the RNG-based LES model prediction provides the best agreement with the 
measurements; the RNG k-ε model gives better performance than Standard k-ε model in 
velocity prediction. The RNG-based LES model is able to provide the instantaneous 
information such as the instantaneous air velocity and turbulence that is required for the 
evaluation and design of the ventilation system. The RNG-based LES model provides 
time-dependant LRN turbulence information to the particle phase, which results in more 
realistic particle dispersion and distribution than the conventional two-equation k-ε  models. 
Therefore, it is recommended that instead of the expensive experimental measurement, the 
LES prediction can be effectively employed to assess the performance of k-ε models that 
are commonly applied in many building simulation investigations.  
 
In the second room model, the LES model combined with a Lagrangian particle tracking 
model provided acceptable prediction of the contaminant particle concentration, compared 
to the particle concentration decay measured by Lu et al. (1996). The numerical results 
also revealed that the particle-wall impact model has a considerable effect on the 
Lagrangian concentration prediction. 
 
It is necessary to apply realistic particle-wall model in numerical simulations of confined, 
wall-bounded gas-particle flows, since the particle wall collision is one of the governing 
phenomenon in such flows (Sommerfeld and Huber, 1999). As a part of this thesis, the 
algebraic particle-wall collision model (Brach and Dunn, 1992 and 1998) and the 
stochastic wall roughness model (Sommerfeld, 1992) were implemented into the Eulerian-
Lagrangian model in the FLUENT code via the User-defined subroutines. This allows the 
flexibility for extending the collision model to handle complex engineering flows. This 
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Eulerian-Lagrangian model was utilized to simulate the gas-particle flow over an in-line 
tube bank. The predictions of mean flow fields (velocities and fluctuations) for both gas 
and particle phase were validated against experimental data of Tu et al. (1998) and close 
agreements were achieved.  
 
It was also found that the wall roughness considerably altered the rebounding behaviors of 
large particles, and consequently affected their motions downstream and particle impact 
frequency on tubes. Therefore, the particle-wall collision model should be included to 
account for the effect of wall roughness in order to provide a more realistic description of 
the particle-wall collision phenomenon.  Also, the numerical results confirmed that the 
particle fluctuations were mainly determined through the particle-wall collisions for large 
particles, but not by the gas phase fluctuations. For small particles, the influence of 
particle-wall collision on the particle phase fluctuations was found to be negligible.   
 
Then, the physical behaviors of a turbulent gas-particle flow in a two-dimensional 90-
degree bend were numerically investigated using the particle-wall collision model of 
(Sommerfeld and Hubber, 1999) and the stochastic wall roughness model (Sommerfeld, 
1992). It was found that the wall roughness considerably altered the rebounding behaviours 
of particles by significantly reducing the ‘particle free zone’ and smoothing the particle 
number density profiles. The effects of wall roughness on the particle mean and fluctuating 
velocities were also investigated. The numerical results confirmed that the particle mean 
velocities for 2.5° and 5° roughness angles were reduced due to the wall roughness which, 
on average increases the momentum loss for the particle phase. Also, the particle 
fluctuating velocities were increased when taking into consideration the wall roughness, 
since the wall roughness produced greater randomness in the particle rebound velocities 
and trajectories. This work will also be beneficial to the understanding and the accurate 
prediction of gas-particle flows as well as furthering the understanding of the erosion 
distribution in 90-degree bends. 
 
Further work is required to investigate the performance of both the Eulerian-Lagrangian 
model and Eulerian-Eulerian model in simulation of gas-particle flows in more complex 
engineering geometries, such as the tube banks, coal-fired boilers, and human nasal cavity.  
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For the numerical modelling of indoor airflow and particle transportation, it is proposed 
that further experimental investigation of particle-surface interaction is required to develop 
realistic particle-wall impact model, which is essential to correctly predict the contaminant 
particle concentration through the Lagrangian model. 
 
Moreover, the erosion model that accounts for the erosion rate on the wall surface will be 
implemented in the existing particle-wall collision model. This will be helpful to predict 
the erosion distribution on the heat exchange tubes.  
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