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ACL: En español, Lista de Control de Acceso, es una serie de comandos del IOS 
que controlan si un router reenvía o descarta paquetes según la información que se 
encuentra en el encabezado del paquete. Provee seguridad a una red. 
OSPF: Open Shortest Path First, es un protocolo usado para distribuir información 
de enrutamiento dentro de un único sistema autónomo. 
VLAN: Virtual Local Area Network o Red de Área Local Virtual (en español), se 
basan en conexiones lógicas, en lugar de conexiones físicas. Permite que los 
administradores de red creen dominios de difusión lógicos que puedan extenderse 
a través de un único switch o varios switches, independientemente de la cercanía 
física 
VTP: Vlan Trunk protocol o o protocolo troncal de Vlan, se utiliza para propagar toda 
la información contenida en la base de datos de VLAN en los equipos CISCO. 


















Se desarrolla una “prueba habilidades prácticas”, la cual consta de dos escenarios 
propuestos, en las cuales se demuestran los conocimientos y las habilidades 
adquiridas a lo largo del diplomado, usando programas de simulación de redes para 
la realización de tareas asignadas en pasos, complementadas con comando de 
configuración y verificación 
Se realiza a través del escenario uno, la implementación de dos tipos de protocolos 
como lo es EIGRP y OSPF, con sus respectivas configuraciones para cada 
protocolo de enrutamiento, tanto para IPv4 como para IPv6 realizados dentro de su 
propia familia de direcciones, creando las tablas de enrutamiento, usando los 
comandos de verificación para mostrar las relaciones vecinas y cómo eligen la mejor 
ruta a través de la red, para establecer un acceso confiable entre los equipos. 
Se realiza a través del escenario dos, la implementación de VLAN y troncales en la 
arquitectura de switches según la topología indicada, así como la configuración 
Etherchanne, port-channel y grupos de canales; bajo un dominio dentro de VTP 
versiónes 2 y 3 y los modos de configuraciones de los switches capa 2 y 3. 
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A "practical skills test" is developed, which consists of two proposed scenarios, in 
which the knowledge and skills acquired throughout the diploma course are 
demonstrated, using network simulation programs to carry out tasks assigned in 
steps, complemented with configuration and verification command 
It is carried out through scenario one, the implementation of two types of protocols 
such as EIGRP and OSPF, with their respective configurations for each routing 
protocol, both for IPv4 and for IPv6 made within their own family of addresses, 
creating the tables routing, using verification commands to show neighbor 
relationships and how they choose the best route through the network, to establish 
reliable access between computers. 
It is done through scenario two, the implementation of VLANs and trunks in the 
switch architecture according to the indicated topology, as well as the Etherchanne, 
port-channel and channel groups configuration; under a domain within VTP versions 
2 and 3 and the configuration modes of the layer 2 and 3 switches. 
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El mundo se encuentra en constante crecimiento tecnológico y la búsqueda 
constante de la rápida interconexión entre los usuarios, por ende, las redes también 
siguen extendiéndose, haciéndolas muy complejas a medida que admiten más 
protocolos. 
El presente documento está destinado a evidenciar la aplicación de los 
conocimientos y las habilidades adquiridas sobre el curso de diplomado de redes 
CCNP, implementados en equipos enrutadores y de conmutación CISCO, dando 
solución a problemas de redes enrutadas en crecimiento a través de escenarios 
prácticos. 
El escenario uno, está enfocado a desarrollarse bajo los lineamientos y 
conocimientos adquiridos en CCNP Routing. Se abordaron temas sobre protocolos 
de enrutamiento EIGRP, OSPF y BGP, tanto para IPv4 como para IPv6 
configurando, verificando y dando solución a problemas o errores encontrados en 
su desarrollo, efectuado sobre GNS3 el cual es un software gratuito de código 
abierto, útil para emular, configurar, probar y solucionar problemas de redes 
virtuales y reales. 
 El escenario dos, está orientado a demostrar lo aprendido en CCNP Switch. 
También se desarrolla sobre el programa GNS3. Se crean VLAN, enlaces troncales, 
grupos de canales y puertos de canales de acceso, desarrollando así las redes de 
conmutación de la topología asignada. Todo lo anterior se implementa bajo las 







2. PRUEBA DE HABILIDADES PRÁCTICAS CCNP 
2.1. ESCENARIO 1.  
Una empresa de confecciones posee tres sucursales distribuidas en las 
ciudades de Cali, Barranquilla y Ocaña, en donde el estudiante será el administrador 
de la red, el cual deberá configurar e interconectar entre sí cada uno de los 
dispositivos que forman parte del escenario, acorde con los lineamientos 
establecidos para el direccionamiento IP, protocolos de enrutamiento y demás 
aspectos que forman parte de la topología de red.  
 
2.1.1. Topología de red escenario 1. 
 
 












Configurar la topología de red, de acuerdo con las siguientes especificaciones. 
 
2.1.2. Parte 1: Configuración del escenario propuesto 
 
1. Configurar las interfaces con las direcciones IPv4 e IPv6 que se muestran 
en la topología de red.  
Se ingresa a modo de configuración global dentro del modo privilegiado, 
para nombrar cada uno de los routers, posteriormente se ingresa a cada 
una de las interfaces para asignar las direcciones IPv4 e IPv6. 
Las interfaces de los routers en el software de simulación GNS3, por 
defecto, están administrativamente en estado inactivo.  











Cali(config-if)#ip address 192.168.110.1 255.255.255.0 
Cali(config-if)#ipv6 address 2001:db8:acad:110::1/64 
Cali(config-if)#no shutdown 
Cali(config-if)# 
*Jun  4 19:54:21.647: %LINK-3-UPDOWN: Interface GigabitEthernet0/0, 
changed state to up 
*Jun  4 19:54:22.647: %LINEPROTO-5-UPDOWN: Line protocol on 
Interface GigabitEthernet0/0, changed state to up 
Cali(config-if)#int s3/0 
Cali(config-if)#ip address 192.168.9.1 255.255.255.252 
Cali(config-if)#ipv6 address 2001:db8:acad:90::1/64 
Cali(config-if)#no shutdown 
Cali(config-if)# 
*Jun  4 19:55:14.247: %LINK-3-UPDOWN: Interface Serial3/0, changed 
state to up 
*Jun  4 19:55:15.259: %LINEPROTO-5-UPDOWN: Line protocol on 




Enter configuration commands, one per line.  End with CNTL/Z. 
R2(config)#hostname Ocana 
Ocana(config)#int g0/0 
Ocana(config-if)#ip address 192.168.2.1 255.255.255.0 
Ocana(config-if)#ipv6 address 2001:db8:acad:b::1/64 
Ocana(config-if)#no shutdown 
*Jun  4 20:00:37.379: %LINK-3-UPDOWN: Interface GigabitEthernet0/0, 
changed state to up 
*Jun  4 20:00:38.379: %LINEPROTO-5-UPDOWN: Line protocol on 




Ocana(config-if)#ip address 192.168.9.2 255.255.255.252 
Ocana(config-if)#ipv6 address 2001:db8:acad:90::2/64 
Ocana(config-if)#bandwidth 128 
Ocana(config-if)#no shutdown 
*Jun  4 20:01:40.863: %LINK-3-UPDOWN: Interface Serial3/0, changed 
state to up 
*Jun  4 20:01:41.875: %LINEPROTO-5-UPDOWN: Line protocol on 
Interface Serial3/0, changed state to up 
Ocana(config-if)#int s3/1 
Ocana(config-if)#ip address 192.168.9.5 255.255.255.252 





Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#hostname Barranquilla 
Barranquilla(config)#int g0/0 
Barranquilla(config-if)#ip address 192.168.3.1 255.255.255.0 
Barranquilla(config-if)#ipv6 address 2001:db8:acad:c::1/64 
Barranquilla(config-if)#no shutdown 
*Jun  4 20:08:01.891: %LINK-3-UPDOWN: Interface GigabitEthernet0/0, 
changed state to up 
*Jun  4 20:08:02.891: %LINEPROTO-5-UPDOWN: Line protocol on 
Interface GigabitEthernet0/0, changed state to up 
Barranquilla(config-if)#int s3/1 
Barranquilla(config-if)#ip address 192.168.9.6 255.255.255.252 





2. Ajustar el ancho de banda a 128 kbps sobre cada uno de los enlaces 
seriales ubicados en R1, R2, y R3 y ajustar la velocidad de reloj de las 
conexiones de DCE según sea apropiado. 
Para este paso, se establece la frecuencia del reloj en 128 kb/s con el 
comando clock rate dentro del modo de configuración de las interfaces. 








*Jun  4 20:01:52.863: %LINK-3-UPDOWN: Interface Serial3/0, changed 
state to up 
*Jun  4 20:01:53.875: %LINEPROTO-5-UPDOWN: Line protocol on 




Ocana(config-if)#clock rate 128000 
Ocana(config-if)#bandwidth 128 
Ocana(config-if)#no shutdown 
*Jun  4 20:02:28.723: %LINK-3-UPDOWN: Interface Serial3/1, changed 
state to up 
*Jun  4 20:02:29.735: %LINEPROTO-5-UPDOWN: Line protocol on 









*Jun  4 20:08:43.951: %LINK-3-UPDOWN: Interface Serial3/1, changed 
state to up 
Barranquilla(config-if)# 
*Jun  4 20:08:44.963: %LINEPROTO-5-UPDOWN: Line protocol on 
Interface Serial3/1, changed state to up 
 
 
3. En R2 y R3 configurar las familias de direcciones OSPFv3 para IPv4 e IPv6. 
Utilice el identificador de enrutamiento 2.2.2.2 en R2 y 3.3.3.3 en R3 para 
ambas familias de direcciones.  
 
Para habilitar el enrutamiento IPv6, entre en el modo de configuración 
global y use el comando ipv6 unicast-routing. 
 
Se usa el comando address-family ipv4 unicast y address-family ipv6 
unicast para configurar las familias de direcciones OSPFv3 para IPv4 e 
IPv6 respectivamente. 
 
Al configurar las familias de direcciones, se unifica la configuración de 
OSPF para IPv4 e IPv6; también combina tablas vecinas y LSDB en un solo 
proceso OSPF.  
 
Por último, se utiliza el comando router-id para configurar la ID del 





Ocana(config)#router ospfv3 1 
Ocana(config-router)#address-family ipv4 unicast 
Ocana(config-router-af)#router-id 2.2.2.2 
Ocana(config-router-af)#exit-address-family 








Barranquilla(config)#router ospfv3 1 













4. En R2, configurar la interfaz F0/0 en el área 1 de OSPF y la conexión serial 
entre R2 y R3 en OSPF área 0.  
Se usa el comando ospfv3 pid [ipv4 | ipv6] area área-id, para habilitar 
directamente OSPFv3 en la respectiva área, en las interfaces G0/0 y S3/1 
de R2. 
Ocana(config)#int g0/0 
Ocana(config-if)#ospfv3 1 ipv4 area 1 
Ocana(config-if)#ospfv3 1 ipv6 area 1 
Ocana(config-if)#int s3/1 
Ocana(config-if)#ospfv3 1 ipv4 area 0 




5. En R3, configurar la interfaz F0/0 y la conexión serial entre R2 y R3 en 
OSPF área 0.  
Se usa el comando ospfv3 pid [ipv4 | ipv6] area área-id, para habilitar 





Barranquilla(config-if)#ospfv3 1 ipv6 area 0 




Barranquilla(config-if)#ospfv3 1 ipv4 area 0 
*Jun  4 20:29:28.095: %OSPFv3-5-ADJCHG: Process 1, IPv4, Nbr 2.2.2.2 
on Serial3/1 from LOADING to FULL, Loading Done 
Barranquilla(config-if)#ospfv3 1 ipv6 area 0 
*Jun  4 20:29:37.911: %OSPFv3-5-ADJCHG: Process 1, IPv6, Nbr 2.2.2.2 
on Serial3/1 from LOADING to FULL, Loading Done 
 
6. Configurar el área 1 como un área totalmente Stubby.  
Se ingresa el comando area 1 stub no-summary en R2 dentro del proceso 
OSPFv3 para configurar el área 1 como un área totalmente Stubby. 
Esta configuración, sólo se permite una ruta única y predeterminada desde 
la red troncal, inyectada por R2. 
 
R2 
Ocana(config)#router ospfv3 1 
Ocana(config-router)#address-family ipv4 unicast 
Ocana(config-router-af)#area 1 stub no-summary 
Ocana(config-router-af)#exit-address-family 
Ocana(config-router)#address-family ipv6 unicast 




7. Propagar rutas por defecto de IPv4 y IPv6 en R3 al interior del dominio 
OSPFv3.  
Nota: Es importante tener en cuenta que una ruta por defecto es diferente a 
la definición de rutas estáticas.  
 
Se usa el comando default-information originate always dentro de la 
configuración OSPFv3. La palabra clave always es necesaria para generar 
una ruta predeterminada en este escenario. 
Se habilitan las rutas por defecto en R3 para que todo el tráfico 





Barranquilla(config)#router ospfv3 1 
Barranquilla(config-router)#address-family ipv4 unicast 
Barranquilla(config-router-af)#default-information originate always 
Barranquilla(config-router-af)#exit-address-family 
Barranquilla(config-router)#address-family ipv6 unicast 




8. Realizar la configuración del protocolo EIGRP para IPv4 como IPv6. 
Configurar la interfaz F0/0 de R1 y la conexión entre R1 y R2 para EIGRP 
con el sistema autónomo 101. Asegúrese de que el resumen automático 




Cali(config)#router eigrp DUAL-STACK 
Cali(config-router)#address-family ipv4 unicast autonomous-system 101 
Cali(config-router-af)#eigrp router-id 1.1.1.1 
Cali(config-router-af)#network 192.168.9.0 0.0.0.3 
Cali(config-router-af)#network 192.168.110.0 0.0.0.3 
Cali(config-router-af)#exit-address-family 
Cali(config-router)#address-family ipv6 unicast autonomous-system 101 





Ocana(config)#router eigrp DUAL-STACK 
23 
 
Ocana(config-router)#address-family ipv4 unicast autonomous-system 
101 
Ocana(config-router-af)#network 192.168.9.0 0.0.0.3 
*Jun  4 20:41:16.475: %DUAL-5-NBRCHANGE: EIGRP-IPv4 101: Neighbor 
192.168.9.1 (Serial3/0) is up: new adjacency 
Ocana(config-router-af)#eigrp router-id 2.2.2.2 
Ocana(config-router-af)#exit-address-family 
*Jun  4 20:41:31.103: %DUAL-5-NBRCHANGE: EIGRP-IPv4 101: Neighbor 
192.168.9.1 (Serial3/0) is down: route configuration changed 
*Jun  4 21:01:24.023: %DUAL-5-NBRCHANGE: EIGRP-IPv6 101: Neighbor 
FE80::C801:28FF:FED8:6 (Serial3/0) is up: new adjacency 
Ocana(config-router)#address-family ipv6 unicast autonomous-system 
101 
Ocana(config-router-af)#eigrp router-id 2.2.2.2 
Ocana(config-router-af)#exit-address-family 
*Jun  4 21:01:42.471: %DUAL-5-NBRCHANGE: EIGRP-IPv6 101: Neighbor 
FE80::C801:28FF:FED8:6 (Serial3/0) is down: route configuration changed 
*Jun  4 21:01:46.939: %DUAL-5-NBRCHANGE: EIGRP-IPv6 101: Neighbor 




9. Configurar las interfaces pasivas para EIGRP según sea apropiado.  
 
Para este paso, se configura el comando passive-interface g0/0 en R1 y 
R2, para hacer que el enrutador deje de enviar y recibir paquetes Hello a 
través de lo interfaz, pero continúa anunciando esa red en sus 
actualizaciones de enrutamiento.  
La interfaz g0/0 no permitirá actualizaciones de enrutamiento salientes y 
entrantes a través de ella. 
 
R1 
Cali(config)#router eigrp DUAL-STACK 















Ocana(config)#router eigrp DUAL-STACK 



















10. En R2, configurar la redistribución mutua entre OSPF y EIGRP para IPv4 e 
IPv6. Asignar métricas apropiadas cuando sea necesario.  
 
R2 
Ocana(config)#router eigrp DUAL-STACK 
Ocana(config-router)#address-family ipv4 unicast autonomous-system 
101 
Ocana(config-router-af)#topology base 
Ocana(config-router-af-topology)#distribute-list Barranquilla-to-Cali out 
*Jun  4 21:26:47.479: %DUAL-5-NBRCHANGE: EIGRP-IPv4 101: Neighbor 
192.168.9.1 (Serial3/0) is resync: route configuration changed                                                                                          
Ocana(config-router-af-topology)# redistribute ospfv3 1 metric 10000 100 
255 1 1500 
Ocana(config-router-af-topology)#exit-af-topology 
Ocana(config-router-af)#address-family ipv6 unicast autonomous-
system 101 
Ocana(config-router-af)#topology base 
Ocana(config-router-af-topology)# redistribute ospf 1 metric 10000 100 





11. En R2, de hacer publicidad de la ruta 192.168.3.0/24 a R1 mediante una 
lista de distribución y ACL. 
R2  
Ocana(config)#ip access-list standard Barranquilla-to-Cali 
Ocana(config-std-nacl)#remark ACL to filter 192.168.3.0/24 









2.1.3. Parte 2: Verificar conexión de red y control de trayectoria. 
a. Registrar las tablas de enrutamiento en cada uno de los routers, acorde con 
los parámetros de configuración establecidos en el escenario propuesto.  
 
El comando show ip interface brief en R1, muestra una breve lista de las 
interfaces, su estado y sus direcciones IPv4. 
El comando show ipv6 interface brief en R1, muestra una breve lista de 
las interfaces, su estado y sus direcciones IPv6.  
La ilustración 3, muestra las direcciones IP asignadas a las interfaces 
GigabitEthernet0/0 y Serial3/0, tanto para IPv4 como para IPv6. El estado 
de las interfaces y del protocolo es activo/activo. 
  







En la ilustración 4, se emite el comando show ipv6 protocolos para verificar los 
parámetros configurados en EIGRP en R1. Al examinar la salida, EIGRP para 
IPv6 es el protocolo de enrutamiento IPv6, configurado con 1.1.1.1 como ID de 
enrutador para R1. Este protocolo de enrutamiento está asociado con el 
sistema autónomo 101 con una interfaz pasiva, G0 / 0 y con una interfaz activa 
S0 / 0/0. 
 










Se emite el comando show ip eigrp neighbor para verificar que se haya 
establecido la adyacencia con sus enrutadores vecinos en IPv4. 
Se emite el comando show ipv6 eigrp neighbor para verificar que se haya 
establecido la adyacencia con sus enrutadores vecinos en IPv6. 
En la ilustración 6, Las direcciones lP de los enrutadores vecinos se muestran 
en la tabla de adyacencia, pero también las direcciones locales de enlace de los 
enrutadores vecinos.  
29 
 




En la ilustración 7, se usa el comando show ip eigrp topology para examinar 
todos los datos que contiene todos los prefijos aprendidos de todos los vecinos 
EIGRP. 
 




Ilustración 8. OSPFv3 IPv4 en R3 
 
 






Se usa el comando show ospfv3 neighbor para verificar las adyacencias 
vecinas OSPFv3 para los AF de IPv4 e IPv6. 
La ilustración 10, se muestra las salidas para R3 al utilizar el comando. R3 
tiene como adyacencia vecina a R2 por medio de la interfaz serial1/1 
 












b. Verificar comunicación entre routers mediante el comando ping y traceroute  
 
















c. Verificar que las rutas filtradas no están presentes en las tablas de 
enrutamiento de los routers correctas.  
 


















Nota: Puede ser que una o más direcciones no serán accesibles desde todos los 
routers después de la configuración final debido a la utilización de listas de 





2.2. ESCENARIO 2. 
   
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto. 
Topología de red 
 





2.2.1. Parte 1: Configurar la red de acuerdo con las especificaciones. 
 




a. Apagar todas las interfaces en cada switch. 
Se apagan todas las interfaces de cada uno de los switches, usando el 
comando shutdown. El código para los switches son iguales, ya que aún 







































b. Asignar un nombre a cada switch acorde al escenario establecido. 
 
Se asignan los nombres a cada switch usando el comando hostname 
























1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 







DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#interface range e3/0-1   
DLS1(config-if-range)#no switchport 







DLS2(config)#interface port-channel 12 
DLS2(config-if)#no switchport 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#exit 
DLS2(config)#interface range e3/0-1   
DLS2(config-if-range)#no switchport 
DLS2(config-if-range)#channel-group 12 mode active 
DLS2(config-if-range)#exit 
 
2) Los Port-channels en las interfaces e1/0 y e1/1 utilizarán LACP. 
 
Todos los puertos de los switches usados en esta práctica, estaban modo 
automático dinámico; esto evitará la formación de una troncal de manera 
automática. Por ende, se configura cada interfaz y port-channel en modo 
troncal. 
 
Se configura el comando switchport trunk encapsulation dot1q, 
habilitando la encapsulación IEEE 802.Q, dentro de las interfaces para 
intercomunicar los switches y definir la topología de las Vlans. 
 
Los EtherChannels basados en LACP, proporcionan interoperabilidad en 
entornos de múltiples proveedores. Se usan los comandos channel-
protocol lacp y channel-group “xx” mode active dentro del rango de la 




En “xx” se ingresa el número de grupo y el modo activo indica que el 




DLS1 (config)#interface ran e1/0-1 
DLS1 (config-if-range)#switchport trunk encapsulation dot1q 
DLS1 (config-if-range)# switchport mode trunk 
DLS1 (config-if-range)#channel-protocol lacp 
DLS1 (config-if-range)#channel-group 1 mode active 
DLS1 (config-if-range)#no shutdown 
DLS1 (config-if-range)#exit 
DLS1 (config)#interface port-channel 1 
DLS1 (config-if)#switchport mode trunk 
 
ALS1 (config)#interface ran e1/0-1 
ALS1 (config-if-range)#switchport trunk encapsulation dot1q 
ALS1 (config-if-range)# switchport mode trunk 
ALS1 (config-if-range)#channel-protocol lacp 
ALS1 (config-if-range)#channel-group 1 mode active 
ALS1 (config-if-range)#no shutdown 
ALS1 (config-if-range)#exit 
ALS1 (config)#interface port-channel 1 




DLS2 (config)#interface ran e1/0-1 
DLS2 (config-if-range)#switchport trunk encapsulation dot1q 
DLS2 (config-if-range)# switchport mode trunk 
DLS2 (config-if-range)#channel-protocol lacp 
DLS2 (config-if-range)#channel-group 2 mode active 
DLS2 (config-if-range)#no shutdown 
DLS2 (config-if-range)#exit 
DLS2 (config)#interface port-channel 2 




ALS2 (config)#interface ran e1/0-1 
ALS2 (config-if-range)#switchport trunk encapsulation dot1q 
ALS2 (config-if-range)# switchport mode trunk 
ALS2 (config-if-range)#channel-protocol lacp 
ALS2 (config-if-range)#channel-group 2 mode active 
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ALS2 (config-if-range)#no shutdown 
ALS2 (config-if-range)#exit 
ALS2 (config)#interface port-channel 2 




3) Los Port-channels en las interfaces e2/0 y e2/1 utilizará PAgP. 
 
Al igual que en el paso 2, se configura cada interfaz y port-channel en modo 
troncal y luego se configura la encapsulación IEEE 802.Q, mediante el 
comando switchport trunk encapsulation dot1q, para habilitar dentro de 
las interfaces. 
 
Se usan los comandos channel-protocol pagp y channel-group “xx” 
mode desirable dentro del rango de la interfaz, para configurar un canal de 
puerto como PAgP. 
 
En “xx” se ingresa el número del grupo y el modo desirable indica que el 
conmutador intenta activamente negociar ese enlace como PAgP. 
 
 
DLS1(config)#int ran e2/0-1 
DLS1(config-if-range)# switchport trunk encapsulation dot1q 
DLS1(config-if-range)# switchport mode trunk 
DLS1 (config-if-range)#channel-protocol pagp 
DLS1(config-if-range)#channel-group 4 mode desirable 
DLS1(config-if-range)#no shutdown 
DLS1 (config-if-range)#exit 
DLS1 (config)#interface port-channel 4 
DLS1 (config-if)#switchport mode trunk 
 
ALS2(config)#int ran e2/0-1 
ALS2(config-if-range)# switchport trunk encapsulation dot1q 
ALS2(config-if-range)# switchport mode trunk 
ALS2 (config-if-range)#channel-protocol pagp 
ALS2(config-if-range)#channel-group 4 mode desirable 
ALS2(config-if-range)#no shutdown 
ALS2 (config-if-range)#exit 
ALS2 (config)#interface port-channel 4 
ALS2 (config-if)#switchport mode trunk 
 
DLS2(config)#int ran e2/0-1 
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DLS2(config-if-range)# switchport trunk encapsulation dot1q 
DLS2(config-if-range)# switchport mode trunk 
DLS2 (config-if-range)#channel-protocol pagp 
DLS2(config-if-range)#channel-group 3 mode desirable  
DLS2(config-if-range)#no shutdown 
DLS2 (config-if-range)#exit 
DLS (config)#interface port-channel 3 
DLS1 (config-if)#switchport mode trunk 
 
 
ALS1(config)#int ran e2/0-1 
ALS1(config-if-range)# switchport trunk encapsulation dot1q 
ALS1(config-if-range)# switchport mode trunk 
ALS1 (config-if-range)#channel-protocol pagp 
ALS1(config-if-range)#channel-group 3 mode desirable 
ALS1(config-if-range)#no shutdown 
ALS1 (config-if-range)#exit 
ALS1 (config)#interface port-channel 3 
ALS1 (config-if)#switchport mode trunk 
 
 





DLS1(config-if)#switchport trunk native vlan 800 
DLS1(config-if)#exit 
DLS1(config)#interface Po4 




DLS2(config-if)#switchport trunk native vlan 800 
DLS2(config-if)#exit 
DLS2(config-if)#interface Po3 




ALS1(config-if)#switchport trunk native vlan 800 
ALS1(config-if)#exit 
ALS1(config)#interface Po3 





ALS2(config-if)#switchport trunk native vlan 800 
ALS2(config-if)#exit 
ALS2(config-if)#interface Po4 
ALS2 (config-if)#switchport trunk native vlan 800 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
Para configurar VTP versión 3, primero se debe establecer un nombre de 
dominio VTP, en este caso el nombre de dominio es UNAD.  
Luego se habilita una contraseña VTP (cisco 123). Para esta versión, las 
contraseñas se pueden especificar para que se oculten a la salida; mientras 
que en vtp versión 1 o 2, se podría ver la contraseña en texto plano al emitir 
el comando show vtp password. 
 




1) Utilizar el nombre de dominio UNAD con la contraseña cisco123 
 
DLS1(config)#vtp domain UNAD 
DLS1(config)#vtp password cisco123 
DLS1(config)#vtp version 3 
 
ALS1(config)#vtp domain UNAD 
ALS1(config)#vtp password cisco123 
ALS1(config)#vtp version 3 
 
ALS2(config)#vtp domain UNAD 
ALS2(config)#vtp password cisco123 
ALS2(config)#vtp version 3 
 
2) Configurar DLS1 como servidor principal para las VLAN. 
 
El concepto de servidor principal o primario, sólo está disponible para la 
versión 3 de VTP para un switch previamente configurado en modo 
servidor. Entonces, primero configuramos en DLS1 el VTP modo servidor y 
luego lo configuramos como principal con el comando vtp primary vlan en 
el modo privilegiado. 
 
Este modo de “servidor primario”, permite ejecutar cambios en la base de 





DLS1(config)# vtp mode server 
Setting device to VTP Server mode for VLANS. 
DLS1#vtp primary vlan 
This system is becoming primary server for feature vlan 
No conflicting VTP3 devices found. 
Do you want to continue? [confirm] 
DLS1# 
*Jun 30 21:38:53.020: %SW_VLAN-4-VTP_PRIMARY_SERVER_CHG: 
aabb.cc80.0100 has become the primary server for the VLAN VTP feature 
DLS1# 
 
3) Configurar ALS1 y ALS2 como clientes VTP. 
 
ALS1(config)#vtp mode client 




ALS2(config)#vtp mode client 




e. Configurar en el servidor principal las siguientes VLAN: 
 
Para este paso creamos las VLANs de forma manual una a una e incluidas 
las que son de rango extendido; en total son 8 Vlans. 
 







Nombre de VLAN  
800  NATIVA  434  ESTACIONAMIENTO  
12  EJECUTIVOS  123  MANTENIMIENTO  
234  HUESPEDES  1010  VOZ  
1111  VIDEONET  3456  ADMINISTRACIÓN  
 
 
DLS1(config)# vlan 800 
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DLS1(config-vlan)# name NATIVA 
DLS1(config-vlan)# vlan 12 
DLS1(config-vlan)# name EJECUTIVOS 
DLS1(config-vlan)# vlan 234 
DLS1(config-vlan)# name HUESPEDES 
DLS1(config-vlan)# vlan 1111 
DLS1(config-vlan)# name VIDEONET 
DLS1(config-vlan)# vlan 434 
DLS1(config-vlan)# name ESTACIONAMIENTO 
DLS1(config-vlan)# vlan 123 
DLS1(config-vlan)# name MANTENIMIENTO 
DLS1(config-vlan)# vlan 1010 
DLS1(config-vlan)# name VOZ 
DLS1(config-vlan)# vlan 3456 
DLS1(config-vlan)# name ADMINISTRACION 
DLS1(config-vlan)# exit 
 
f. En DLS1, suspender la VLAN 434. 
 
Se usa el comando state suspend   dentro del modo de configuración de la 
VLAN para suspenderla de forma global. 
Al suspender la VLAN 434, VTP propagará este estado por todos los demás 
switch, lo que implica que sus puertos de acceso descartarán todas las 
tramas y no podrán comunicarse. 
 
DLS1(config)# vlan 434 




g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1. 
 
Se ejecuta el comando vtp versión 2 en el modo de configuración global 
dentro de DLS2; luego se coloca vtp en modo transparente y por último se 
crean las vlans. 
 
En este modo, no se anunciarán ni tampoco se sincronizarán la base de 
datos VLAN en función de los anuncios recibidos. 
 




DLS2(config)#vtp version 2 
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DLS2(config)#vtp mode transparent 
Device mode already VTP Transparent for VLANS. 
 
DLS2(config)# vlan 800 
DLS2(config-vlan)# name NATIVA 
DLS2(config-vlan)# vlan 12 
DLS2(config-vlan)# name EJECUTIVOS 
DLS2(config-vlan)# vlan 234 
DLS2(config-vlan)# name HUESPEDES 
DLS2(config-vlan)# vlan 1111 
DLS2(config-vlan)# name VIDEONET 
DLS2(config-vlan)# vlan 434 
DLS2(config-vlan)# name ESTACIONAMIENTO 
DLS2(config-vlan)# vlan 123 
DLS2(config-vlan)# name MANTENIMIENTO 
DLS2(config-vlan)# vlan 1010 
DLS2(config-vlan)# name VOZ 
DLS2(config-vlan)# vlan 3456 




h. Suspender VLAN 434 en DLS2. 
 
Al igual que en el paso “f”, se usa el comando state suspend   dentro del 
modo de configuración de la VLAN para suspenderla de forma global. 
 
Al suspender la VLAN 434, VTP propagará este estado por todos los demás 
switch, lo que implica que sus puertos de acceso descartarán todas las 
tramas y no podrán comunicarse. 
 
 
DLS2(config)# vlan 434 
DLS2(config-vlan)# state suspend 
DLS2(config-vlan)# exit 
 
i. En DLS2, crear VLAN 567 con el nombre de CONTABILIDAD. La VLAN de 
CONTABILIDAD no podrá estar disponible en cualquier otro Switch de la 
red. 
 
Primero se crea la Vlan CONTABILIDAD y dado que solo se está 
rechazando ésta Vlan dentro de DLS2, se usa la opción except del 






DLS2 (config) #vlan 567 
DLS2 (config-vlan) #name CONTABILIDAD 
DLS2 (config-vlan) #exit 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 3 




j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 800, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
 
DLS1# conf t 
DLS1(config)# spanning-tree vlan 1,12,434,800,1010,1111,3456 root primary 




k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 
una raíz secundaria para las VLAN 12, 434, 800, 1010, 1111 y 3456. 
 
DLS2# conf t 
DLS2(config)# spanning-tree vlan 123,234 root primary 





l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos. 
 
 
Se utiliza el comando switchport trunk allow vlan en la interfaz y en cada 
extremo de la troncal, para controlar directamente las VLAN que se 
permitirán en una troncal. 
 
Esto se hace, ya que, por defecto dentro de un switch, todas las VLAN 
están permitidas en todos los troncales.   
 
 
DLS1(config)#interface port-channel 1 




DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk allow vlan 12,123,234,800,1010,1111,3456 
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 12 
DLS1(config-if)# no switchport  
 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allow vlan 12,123,234,800,1010,1111,3456 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 4 
DLS2(config-if)#switchport trunk allow vlan 12,123,234,800,1010,1111,3456 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 12 
DLS2(config-if)# no switchport  
 
ALS1(config)#interface port-channel 1 
ALS1(config-if)#switchport trunk allow vlan 12,123,234,800,1010,1111,3456 
ALS1(config-if)#exit 
ALS1(config)#interface port-channel 3 




ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk allow vlan 12,123,234,800,1010,1111,3456 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 





m. Configurar las siguientes interfaces como puertos de acceso, asignados a 









Tabla 2. Puertos de acceso asignado a las VLANs 
Interfaz  DLS1  DLS2  ALS1  ALS2  
Interfaz Fa0/6  3456  12 123  234  











DLS1(config-if)#switchport mode Access 
DLS1(config-if)#switchport access vlan 3456 
DLS1(config-if)#exit 
DLS1(config)#interface e4/0 
DLS1(config-if)#switchport mode Access 





DLS2(config-if)#switchport mode Access 
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#exit 
DLS2(config)#interface e4/0 
DLS2(config-if)#switchport mode Access 
DLS2(config-if)#switchport access vlan 1111 
DLS2(config-if)#exit 
DLS2(config)#interface range e4/1-3 
DLS2(config-if)#switchport mode Access 





ALS1(config-if)#switchport mode Access 
ALS1(config-if)#switchport access vlan 234 
ALS1(config-if)#exit 
ALS1(config)#interface e4/0 
ALS1(config-if)#switchport mode Access 









ALS2(config-if)#switchport mode Access 
ALS2(config-if)#switchport access vlan 234 
ALS2(config-if)#exit 
ALS2(config)#interface e4/0 
ALS2(config-if)#switchport mode Access 




2.2.2. Parte 2: Conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso. 
 
Se usa el comando show vlan brief en el modo privilegiado, para obtener 
una información resumida en una sola línea de VLANs configuradas en el 
switch. 
 
Permite verificar el nombre, estados y puertos asociados de las VLANs. 
 
En las ilustraciones 21, 22 y 23, encerrado en rojo, está el comando usado 
para la verificación del estado de los VLANs; encerrado en Azul, está VLAN 
434, la cual está configurada en estado suspendido. 
 
El resto de VLANs están en estados activos, pero las encerradas en verde, 
























Usando el comando show interface trunk, tenemos la información de todos 
los puertos que funcionan como troncales dentro de cada switch.  
En las ilustraciones 24, 25, 26 y 27 se muestra el uso de este comando, 
encerrado en un rectángulo rojo. 
También se observa encerrado en azul, los port-cahnnel de cada troncal, 
el estado, tipo de encapsulación, modo y la VLAN nativa. 
Por último, en verde está encerrado las VLANs permitidas en los troncales 
de cada switch. 
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b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente 
 
Usando el comando show interface port-channel 1, se despliega la 
información de estado general de la interfaz de canal de puertos 1. En las 
ilustraciones 28 y 29, se muestra el comando usado encerrado en un 
cuadro rojo. Encerrado en azul se muestra el estado del port-chanel y del 
protocolo (estado activo). Encerrado en verde, se muestran los canales 
ethernet que están dentro del port-channel. 
 
 













El grupo 1 de interfaces consta de las interfaces Ethernet1/0 y Ethernet1/1. 
El comando show interface e1/0 ethercahnnel y show interface e1/1 
ethercahnnel en ALS1 para verificar la función de las interfaces dentro de 
los etherchannel. 
 
Las ilustraciones 30 y 31, muestran el uso del comando mencionado en el 
párrafo anterior, el cual está encerrado en rojo. Dentro del rectángulo azul, 
está la información de la interfaz local y dentro del rectángulo verde está la 
















Las figuras 32 y 33 muestran la información del canal de puertos apara DLS1 
y ALS1 respectivamente, usando el comando show etherchannel port-
channel. 
 
Se usa un rectángulo rojo para mostrar el comando utilizado; el rectángulo 
azul, muestra el número del port-channel y el grupo al cual pertenece; el 
rectángulo verde muestra que la interfaz usa el protocolo LACP en modo 
activo. 
 
Por último, en el rectángulo morado se muestra las interfaces físicas que 
conforman el puerto, los cuales son ethernet1/0 y Et6hernet1/1. 
 
 

















Las figuras 34 y 35, se muestra el uso del comando show etherchannel 
summary, mostrando una única línea de información por cada canal de 
puertos para DLS1 y ALS1. 
 
En el rectángulo azul muestra la información del port-channel 1 dentro del 
grupo 1.  El grupo es un etherchannel de capa 2 que se encuentra en uso; El 
protocolo es LACP y los puertos físicos Et1/0 y Et1/1 están agrupados. 
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c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
 
En la ilustración 36, las VLANs encerradas en rojo están configuradas como 
raíces secundarias. Para las VLANs 123 y 234, el item Root cost 
tienen un valor de 112; esto se debe a que están conectadas en una red de 
protocolo Ethernet, trabajando a una velocidad máxima de 10 Mbps. 
 









El comando show spanning-tree root, solo nos entrega una línea de 
información para cada una de la VLANs configuradas dentro de DLS1. 
 
Para obtener una información más detallada como el valor ID de la raíz, el 
valor ID del puente, la dirección y el port-channel, se utiliza el comando 
show spanning-tree dentro del modo privilegiado en DLS1. 
 
En las ilustraciones 37 y 38 se presenta el uso del comando mencionado en 
el párrafo anterior; encerrado en rojo está el comando y en azul cada una d 




Ilustración 37. Detalle de Spanning tree entre DLS1 y cada una de sus 




Ilustración 38. Detalle de Spanning tree entre DLS1 y cada una de sus 




En la ilustración 39, las VLANs encerradas en rojo, son las que se 
configuraron como raíces primarias en DLS2. También están conectadas en 
una red de protocolo Ethernet, trabajando a una velocidad máxima de 10 
Mbps. 
 

















Los enrutadores con diferentes números de sistema autónomo no pueden 
intercambiar información de enrutamiento; es por eso que para poder establecer la 
relación de vecinos EIGRP, se configuran los enrutadores 1 y 2 dentro del sistema 
autónomo 101. Estos enrutadores intercambian sus rutas EIGRP las cuales están 
marcadas como rutas internas EIGRP.  
Se utiliza OSPFv3 con la familia de direcciones (AF) en los enrutadores R2 y R3 
para unificar la configuración de OSPF para IPv4 e IPv6, combinar tablas vecinas y 
LSDB en un solo proceso OSPF. 
Para R2 y R3, los mensajes OSPFv3 se envían a través de IPv6; Por eso, se debe 
habilitar el enrutamiento IPv6 y que la interfaz tenga una dirección IPv6 de enlace 
local. También es un requerimiento si solo se configura el AF IPv4. 
Al crear las VLAN, sus nombres y descripciones se almacenan en una base de datos 
de VLAN, llamado vlan.dat dentro de la memoria flash de los switches, pero se 
excepcionan las VLAN de rango extendido; Las versiones de VTP configuradas en 
los switches, distribuyen dinámicamente la información de las VLAN almacenadas 
en el archivo vlan.dat. entre ellos.  
Al usar los Grupos EtherChannel, se mejora el rendimiento de la red, pues permite 
agrupar enlaces físicos en un enlace virtual. 
DLS1 se designa como un único servidor primario para el dominio UNAD dentro de 
VTPv3; esto quiere decir que solo DLS1 puede para controlar y hacer cambios en 
las VLANS dentro de la red conmutada, lo cual permite una administración y 






Para poder verificar o implementar el ejercicio del escenario 1, se sugiere 
usar un enrutador C7200 con Cisco IOS versión 15.2 o comparable, ya que los 
comandos disponibles y la salida producida pueden variar de lo que se muestra en 
este laboratorio si se llega a usar alguno otro. 
 La versión del software GNS3 utilizada para el desarrollo del escenario 1 es 
la 2.2.7, por ende, se alude emplear esta versión o una superior al momento de 
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