Abstract. We provide formulae for the minimal faithful permutation degree .G/ of a group G that is a semidirect product of an elementary abelian p-group by a group of prime order q not equal to p. These formulae apply to the investigation of groups G with the property that there exists a nontrivial group H such that
Introduction
Throughout this paper all groups are assumed to be finite. The minimal faithful permutation degree .G/ of a group G is the smallest nonnegative integer n such that G embeds in the symmetric group Sym.n/. Note that .G/ D 0 if and only if G is trivial. It is well known (and referred to as Karpilovsky's theorem, see, for example, [11, 12] ) that if G is a nontrivial abelian group, then .G/ is the sum of the prime powers that occur in a direct product decomposition of G into cyclic factors of prime power order. Johnson proved (see [11, Theorem 1] ) that the Cayley representation of a group G is minimal, that is, .G/ D jGj, if and only if G is cyclic of prime power order, the Klein four-group or a generalised quaternion 2-group. A number of other explicit calculations of minimal degrees and a variety of techniques appear in Johnson [11] , Wright [21, 22] , Neumann [15] , Easdown and Praeger [3] , Kovacs and Praeger [13] , Easdown [2] , Babai, Goodman and Pyber [1] , Holt [9] , Holt and Walton [10] , Lemieux [14] , Elias, Silbermann and Takloo-Bighash [5] , Franchi [6] , Saunders [17] [18] [19] [20] and Easdown and Saunders [4] . This present article, building on work initiated by the second author in [8] , focuses on minimal degrees of semidirect products of groups, proves a reduction theorem (see Theorem 2.7 below) and provides exact formulae (see Theorems 4.5 and 4.8 below) for minimal degrees in the case when the base group is an elementary abelian p-group and the extending group is cyclic of order q where p and q are different primes. Many sufficient conditions are known for equality to occur in (1.2), for example, when G and H have coprime order (Johnson [11, Theorem 1]), when G and H are nilpotent (Wright [22] ), when G and H are direct products of simple groups (Easdown and Praeger [3] ), and when G H embeds in Sym.9/ (Easdown and Saunders [4] ). The first published example where the inequality in (1.2) is strict appears in Wright [22] , where G H is a subgroup of Sym.15/. Saunders [17, 18] describes an infinite class of examples, which includes the example in [22] as a special case, where strict inequality takes place in (1.2). The smallest example in his class occurs when G H embeds in Sym.10/. In all of these examples of strict inequality, the groups G and H have the properties that H is cyclic of prime order and .G H / D .G/: (1.3)
As an application of our three main theorems, the article culminates (see Example 5.8 below) in an infinite class of examples where (1.3) occurs, where H may be a product of elementary abelian groups with an arbitrarily large number of factors and different prime exponents and G does not decompose as a nontrivial direct product.
Recall that if G is nontrivial, then .G/ is the smallest sum of indices for a collection of subgroups C D ¹H 1 ; : : : ; H k º such that T k i D1 H i is core-free. In this case we say that C affords a minimal faithful representation of G. The subgroups H 1 ; : : : ; H k become the respective point-stabilisers for the action of G on its orbits and letters in the i th orbit may be identified with cosets of H i for i D 1 : : : ; k. If k D 1, then the representation afforded by C is transitive and H 1 is a core-free subgroup.
Remark 1.1. It follows quickly that if G is a group with unique subgroups of orders p 1 ; : : : ; p k respectively, where p 1 ; : : : ; p k are distinct primes, then .G/ jGj p 1 C C jGj p k , where jGj p denotes the largest power of p dividing jGj. For example, suppose G is the generalised quaternion group of order 4n for n 2, given by the presentation .G/ jGj 2 D jGj, whence .G/ D jGj, the only nonabelian case where this is possible (see Johnson [11, Theorem 2] ). Suppose then that n is not a power of 2 and let p 1 ; : : : ; p k be the odd prime divisors of n. Then ha 2n=p i i is the unique subgroup of G of order p i for i D 1; : : : ; k, so .G/ jGj 2 C jGj p 1 C C jGj p k . Write jGj D 2 m p˛1 1 : : : p˛k k , where m 2 and˛1; : : : ;˛k 1, and put H D ha i; so that G becomes a semidirect product. If we put n D 3, then .G/ D 3 C 4 D 7 and G becomes the smallest group with the property that it does not have a nilpotent subgroup with the same minimal degree. The class of groups that do have nilpotent subgroups with the same degree was introduced by Wright [22] , and its pervasiveness within the class of permutation groups of small degree was an important tool in [4] .
Preliminaries on semidirect products
Recall that a group G is an internal semidirect product of a normal subgroup N by a subgroup H if G D NH and N \ H is trivial, in which case the conjugation action of N on H induces a homomorphism ' W N ! Aut.H /. Conversely, if N and H are any groups and ' W H ! Aut.N / any homomorphism, then the cartesian product of sets
becomes a group, called the external semidirect product, under the binary operation
.
in which case N Ì H becomes an internal semidirect product of a copy of N by a copy of H and we may write N Ì H D NH without causing confusion. 
For example, if .p; q; n/ D .5; 2; 1/, then .S/ D 5C4 D 9 and we get the intransitive representation S Š C 5 Ì C 4 Š h.12345/; .15/.24/.6789/i. Lemma 2.2. Let K be an internal semidirect product of G by H . Then core.H / equals ker ', where ' W H ! Aut.G/ is the homomorphism induced by conjugation. In particular, if ' is injective, then H is core-free and ¹H º affords a transitive representation of K of degree jGj, so that .K/ Ä jGj.
Proof. Certainly ker ' is a normal subgroup of K contained in H , so we have that ker ' Ä core.H /. Conversely, elements of core.H / commute with elements of G, so core.H / Ä ker '.
It will be useful, in verifying the first alternative of the main formula (4.1) below, to note that, under certain conditions, the minimal degree of the semidirect product coincides with the minimal degree of the base group: Lemma 2.3. Suppose that G Ì ' H is a semidirect product of groups such ' is injective. If G has a minimal faithful representation afforded by a collection of subgroups that are invariant under the conjugation action of H , then
Proof. We may regard G Ì H D GH as an internal semidirect product. Since ' is injective, H is core-free by Lemma 2.2. Suppose that ¹B 1 ; : : : ; B k º is a collection of subgroups of G invariant under conjugation by H and affords a minimal faithful representation of G.
.G/, so we have equality.
Example 2.4. Let p and q be primes such that the field F p D ¹0; : : : ; p 1º has a primitive qth root of 1. Let ' W C q ! Aut.C where c is a generator of C q and x 1 ; : : : ; 
Then H is a core-free subgroup of G (in fact, a canonical codimension 1 subspace of the additive vector space corresponding to the base group, in the sense of Lemma 3.6 below) of index pq.
Consider groups H and K of coprime order and C a cyclic group such that jC j and jH jjKj are also coprime. Let ' W C ! Aut.H K/ be a homomorphism, so that we may form the semidirect product
so that we have the related semidirect products
..h; k/; c/ 7 ! ..h; c/; .k; c// for all h 2 H , k 2 K, c 2 C , so that, by (1.1) and (1.2),
In Theorem 2.7 below, we show that equality occurs throughout (2.2) when both ' H and ' K are nontrivial and C Š C q for some prime q. We first establish some useful general facts.
Lemma 2.5. Let G D H C be an internal semidirect product of a normal subgroup H by a cyclic subgroup C Š C q for some prime q not dividing jH j. Let K be a subgroup of G that is not a subgroup of H .
Proof. Part (a) follows by Sylow's theorem, and then parts (b) and (c) are immediate.
Lemma 2.6. Let G D H C be an internal semidirect product that is not direct of a normal subgroup H by a cyclic subgroup C Š C q for some prime q not dividing jH j. Then any collection C affording a minimal faithful representation of G does not contain any normal subgroup of G that is a subgroup of H .
Proof. Let C D ¹K 1 ; : : : ; K k º afford a minimal faithful representation of G. Suppose, by way of contradiction, that C contains a subgroup of H that is normal in G. Without loss of generality, we may assume that K 1 Ä H and K 1 is normal in G. If K 1 ¤ H , then ¹K 1 C; H; K 2 ; : : : ; K k º affords a faithful representation of degree smaller than that afforded by C , contradicting minimality. Hence
and ¹K 2 ; : : : ; K k º affords a faithful representation, again contradicting minimality. Hence q divides jN j, so, by Lemma 2.5 (c), we have
The following theorem reduces calculations of minimal degrees of semidirect products by a q-cycle, where q is a prime that does not divide the order of the base group, to those cases where the base group is a p-group for p 6 D q. Theorem 2.7. Let G D .H K/ Ì C be a semidirect product where H and K are groups of coprime order and C Š C q for some prime q not dividing jH jjKj. Then
Proof. Note that the first case is a special case of the second and third cases, and the formulae for the first three cases follow by Johnson's result [11, Theorem 1] that is additive with respect to taking direct products of groups of coprime order. Suppose then that neither ' H not ' K are trivial. We may regard G D HKC as an internal semidirect product of HK by C , where HK is an internal direct product of H and K. By (2.2), it suffices to prove
Let C be a collection of subgroups of G that affords a minimal faithful permutation representation of G. Since jH j and jKj are coprime, subgroups of HK have the form H 0 K 0 for some H 0 Ä H and K 0 Ä K. By Lemma 2.5 (a), subgroups of G that are not subgroups of HK have the form H 0 K 0 C g for some 
and, by Lemma 2.5 (c),
and
By inspection, the index sum of elements of C in G is equal to the index sum of elements of
This proves that
affords a faithful representation of KC , and this completes the proof of (2.3).
We may regard G D HKCD as an internal semidirect product of a direct product HK by another direct product CD, where
.45678/; .12/; .4576/i;
.45678/; .12/.47/.56/i;
where ' induces conjugation action that is inversion, and both
are defined by (2.1), and both nontrivial. As predicted by Theorem 2.7,
However,
.45678/; .12/.4576/i;
where C 3 Ì 1 C 4 is generalised quaternion of degree 7 (see Remark 1.1) and 
This is the smallest example where we do not get equality throughout in (2.2), yet all of the homomorphisms defining the semidirect products are nontrivial.
Preliminaries on group actions on a vector space
The aim in this section is to develop machinery to calculate, in the next section, minimal degrees of all semidirect products of elementary abelian p-groups by cyclic groups of order q where p and q are different primes, exploiting the fact that group actions may be analysed using standard methods from linear algebra. Let V be an n-dimensional vector space over F p , written additively, and T W V ! V an invertible linear transformation. Define the semidirect product of V by hT i (or more simply the semidirect product of V by T ) to be
with binary operation
for v; w 2 V and i 2 Z. Then V Ì T becomes a group. A subspace of V that is T -invariant is referred to simply as invariant. Thus invariant subspaces of V become normal subgroups of V Ì T . We define the core of any subspace W of V , denoted by core.W /, to be the largest invariant subspace of V contained in W . Thus core.W / D core G .W /, in the usual sense, that is, the largest normal subgroup of G contained in W , where
We suppose throughout, unless stated otherwise, that T ¤ id and T q D id, where id is the identity linear transformation and q is a prime different to p. The characteristic and minimal polynomials of T are referred to as T D T .x/ and ' T D ' T .x/ respectively. By choosing a basis for V we may identify V with the vector space F n p of column vectors of length n with entries from F p and T with the n n matrix of the linear transformation with respect to the basis, and so regard where we write C p D hai, C q D hbi, and ' W C q ! Aut.C n p / is the homomorphism induced by b' W .a 1 ; : : : ; a n / 7 ! .a Lemma 3.1. Let T 1 and T 2 be n n matrices over F p of multiplicative order q and put V D F n p for some positive integer n. Then V Ì T 1 Š V Ì T 2 if and only if T 1 and some power of T 2 are similar. In particular, if T 1 and T 2 are similar,
Proof. If T 1 and T k 2 are similar, for some k 2 Z, then k 6 D 0 modulo q, T 1 equals P 1 T k 2 P for some invertible matrix P , and the mapping .v;
2 / for some w 2 V and integer k, and one may check that T 1 and T k 2 are similar.
Thus, in calculating minimal degrees later, we may assume T is in primary rational canonical form. By Maschke's theorem, since p does not divide q D jhT ij, all invariant subspaces of V have invariant complements, so that the minimal polynomial ' T is square-free with regard to irreducible factors. All blocks in the primary rational canonical form of T become companion matrices of monic irreducible polynomials, and the restriction of T to an indecomposable subspace of V will always have an irreducible minimal polynomial. The canonical form is thus characterised uniquely, up to the order of blocks, by T . The number of blocks corresponding to one particular irreducible factor is just the multiplicity of that factor in T . An irreducible factor of ' T D ' T .x/ divides x q 1, so is either x 1 or a polynomial of the form
where s is the multiplicative order of p modulo q and˛is a primitive qth root of
Remark 3.2. The previous lemma in principle allows for nontrivial determination of isomorphism between semidirect products in our class. For example, take n D 6, p D 13 and q D 7, so that s D 2. Consider the following irreducible polynomials over F 13 : It follows that T 2 and T 2 1 are similar, but T 3 is not similar to any power of T 1 .
The following two lemmas are probably well known. Lemma 3.3. Let W be a subspace of a vector space V . Suppose V D K˚K 0 for some subspaces K and
The codimension of L in K 0 is the same as the codimension of W in V . If, further, T W V ! V is a linear transformation and K is the core of W with respect to T , then L is core-free.
Proof. All of the claims follow quickly from the definitions. 
it is straightforward, using the inductive hypothesis, to verify that
We call the subspace V defined in the statement of the previous lemma, the canonical core-free subspace associated with V (depending of course on the choice of basis).
Proposition 3.7. Let W be a subspace of a finite-dimensional vector space V over Proof. Note first that the hypotheses guarantee that T is invertible and ' T is a product of distinct irreducible polynomials. The "if" direction is immediate by Lemma 3.6. Suppose then that W has codimension 1, and choose some invariant complement core.W / 0 of core.W / in V . By Proposition 3.5, the indecomposable components of core.W / 0 have distinct minimal polynomials. By Lemma 3.3, W D core.W /˚.W \ core.W / 0 /, and W \ core.W / 0 is core-free of codimension 1 in core.W / 0 . By Lemma 3.6, there is a choice of basis for core.W / 0 such that W \ core.W / 0 D core.W / 0 .
Minimal degrees when the base group is elementary abelian
Throughout this section p and q are distinct primes. Let V D F n p Š C n p be an n-dimensional vector space over the field F p of p elements, for some fixed positive integer n, and T an n n matrix with entries from F p of multiplicative order q. Recall that, if W is a subspace of V that is invariant under this action, then W has an invariant complement W 0 in V . The minimal polynomial ' T is a product of distinct irreducible polynomials, all of degree s where s is the multiplicative order of p modulo q, with the possible exception (when s 2) of a factor x 1. Note that s D 1 if and only if F p has a primitive qth root of unity, in which case all the irreducible factors of ' T are linear. Note that it is possible to have t D 1 and E 1 D ¹0º, the complement of V in the case that V is indecomposable.
Proof. We may regard G D V C as an internal semidirect product of V by C Š hT i Š C q , but still retaining vector space terminology and additive notation for the group operation restricted to V . By [11, Lemma 1] there exists a collection C of meet-irreducible subgroups affording a minimal faithful representation of G. Then C D D [ E , where D, possibly empty, comprises all subgroups in C of index divisible by q, and E , possibly empty, consists of all subgroups in C of order divisible by q. In particular, elements of D are subgroups of V . By Lemma 2.6, these must all be proper subgroups of V , since V is normal in G, so, being meetirreducible, must have codimension 1 as subspaces of V .
Let K 2 E , so q divides jKj. Put W D K \ V . Note that V is elementary abelian, so all of its subgroups are normal in V . By (a) and (b) of Lemma 2.5, K D W hT i g for some g 2 G and W is an invariant subspace of V (being normal in G). In what follows we develop a complete catalogue, namely, (4.1) and (4.8) below, of formulae for .V Ì T /. Note, throughout, that T 6 D I , so ' T .x/ 6 D x 1. The next two theorems cover all possibilities, where s is the order of p modulo q. Lemma 4.3. Let p and q be distinct primes and s the multiplicative order of p modulo q. Suppose that s 2. Let a be the smallest integer such that q < ap s 1 .
Proof. Suppose a > 1, so p s 1 < q. Note that q divides p s 1 D .p 1/.1 C p C C p s 1 /. If q divides p 1, then q < p Ä p s 1 , a contradiction. Hence q divides 1 C p C C p s 1 and p s 1 < q < 1 C p C C p s 1 . It follows that q D 1 C p C C p s 1 < 2p s 1 and a D 2. 
(regarded as an internal semidirect product, mixing addition and multiplication, without ever causing confusion). We have a direct sum decomposition
where V ij is an indecomposable subspace of V such that T j V ij has minimal polynomial r i for each .i; j / 2 I , where
Suppose for the time being that k a 1, so either a D 1, or a D 2 and m 2. Because k a k aC1 k m > k mC1 D 0, we have that, for each j D 1 to k a , there exists some largest j 2 ¹a; : : : ; mº such that k`j j k`j C1 ;
and we put
so that T j W j has minimal polynomial r 1 : : : r`j . In particular, we have`1 D m, since k m 1 > 0 D k mC1 , and T j W 1 has minimal polynomial r 1 : : : r m . Thus
where X D ¹.1; j / j k 2 < j Ä k 1 º if a D 2 and k 1 > k 2 , and X D ; otherwise, in which case we interpret V X D ¹0º. For j D 1 to k a , put
where W j is a canonical codimension 1 subspace of W j as described in Lemma 3.6, so that core.W j / D ¹0º, core.H j / D W 0 j and jG W H j j D pq. For .1; j / 2 X, put
so that C affords a faithful representation of G of degree
Note that if k a D 0, so that m D 1 and a D 2, then (4.2) may be interpreted as V D V I (since X D I ) and (4.3) may be interpreted as C D ¹K j j .1; j / 2 I º, and the conclusion about the faithfulness and degree of the representation afforded by C still holds. This proves that, in all cases,
We now prove that this formula is also a lower bound for .G/. By Proposi- 
where we put S i D core.D i / 0 . The degree of the representation afforded by C is`pq C tp s , so to complete the proof of the theorem it suffices to shoẁ
As a stepping stone towards doing this, we will first prove` k a . We use the following claim, which we will prove later:
Claim. We have a decomposition
for some invariant subspaces S 1 ; : : : ; S`; T 1 ; : : : ; T t of V such that, after possible replacement of D (without changing`),
and E j D T 0 j ; where S i is a sum of indecomposable subspaces with distinct minimal polynomials for i D 1; : : : ;`, and T j is indecomposable for j D 1; : : : ; t .
Suppose by way of contradiction that`< k a . Certainly, then, either a D 1 and < k 1 , or m > 1, a D 2 and`< k 2 Ä k 1 . Hence, using the decomposition of V in the Claim, at most k 1 1 indecomposables with minimal polynomial r 1 appear in S 1˚ ˚S`, and, when a D 2, at most k 2 1 indecomposables with minimal polynomial r 2 also appear. But k 1 and k 2 copies of indecomposables with minimal polynomial r 1 and r 2 , respectively, appear in the decomposition of V . Hence t a and, without loss of generality, T 1 is indecomposable with minimal polynomial r 1 , and, in the case a D 2, we may suppose T 2 is indecomposable with minimal polynomial r 2 . Put
where, in the second case, .
affords a faithful representation of G, but with degree less than the degree of the representation afforded by C , since
This contradicts that C is minimal. Hence` k a . There are at most`occurrences of indecomposables with minimal polynomial r 1 appearing in S 1˚ ˚S`, so at least k 1 `such indecomposables must occur amongst T 1 ; : : : ; T t , so that t k 1 `. Thus 
To complete the proof of the theorem, it therefore remains to verify the Claim. As a first step we prove
for
for some indecomposables T 1 ; : : : ; T k 1 such that E i D T 0 i for i D 1; : : : ; k 1. By the minimality of C ,
which is indecomposable, so we may choose an indecomposable T k such that
which completes the inductive step and the proof of (4.6). Note that if`D 0 (so that D D ;), then (4.6) proves the Claim (for then C D E and
We may suppose in what follows that`> 0. Put E D E 1 \ \ E t . We next prove, by induction, that we can replace D (if necessary) so that the following holds for k D 0; : : : ;`:
where D i D S i˚S 0 i and S i is a sum of indecomposables with distinct minimal polynomials, for i D 1; : : : ; k. This suffices to prove the Claim, because when k D`we have
Note that (4.6) now becomes the initial case k D 0 in a proof by induction of (4.7). Suppose, as inductive hypothesis, that 0 < k Ä`and we can replace D (if necessary) so that
where D i D S i˚S 0 i and S i is a sum of indecomposables with distinct minimal polynomials for i D 1 : : : ; k 1. By the minimality of C ,
that is,
which is a sum of indecomposables with distinct minimal polynomials. Hence
for some invariant subspace S k contained in E, which is a sum of indecomposables with distinct minimal polynomials. Choose any complement .S
which is indeed a complement of S k . Put 
completing the inductive step, and (4.7) is proved. This completes the proof of the Claim and therefore also the proof of the theorem. Example 4.7. The smallest instance when q > p s 1 , so that the third alternative of (4.1) is able to kick in, occurs when p D 2 and q D 3, so that s D 2. Let We may suppose
(4.8)
Proof. As before, let a be the smallest integer such that q < ap s 1 . By Lemma 4.3,
We have a decomposition V D e V˚Z, where
where the V ij are indecomposable subspaces of V with minimal polynomials from amongst r 1 ; : : : ; r m , adopting the notation of the proof of the previous theorem, and the Z˛are one-dimensional indecomposable subspaces of V on which the action of T is trivial (so Z˛hT i Š C p C q ). By Theorem 4.5 and (4.5),
Certainly, by (1.1), we have .G/ . e V hT i/. There are two cases. where U˛is a canonical codimension 1 subspace of U˛with trivial core (see Lemma 3.6), and here W 0 denotes a complement of W˛in e V , so that
Now put where the notation K j˚Z represents the internal semidirect product resulting from joining K j with Z (since the action of T on Z is trivial). Then
so b C affords a faithful representation of G. Its degree is the same as the degree of the representation of e V hT i afforded by C , which is . e V hT i/, so
whence we have equality. Formula (4.9) captures the first and fourth alternatives in (4.8).
Case 2: Suppose that k > k a . We make the same definitions as in the previous case, except that we put
hT iˇ˛D k a C 1; : : : ; k ³ :
Again the representation of G afforded by b C is faithful. Its degree is
which therefore serves as a lower bound for .G/. where D 1 ; : : : ; D k are codimension 1 subspaces of V and, after reordering (if necessary), E 1 ; : : : ; E t 0 are complements of indecomposables with minimal polynomials from amongst r 1 ; : : : ; r m and E t 0 C1 ; : : : ; E t are complements of onedimensional indecomposables. As before,` k a and, by the same reasoning as before, t 0 k 1 `and t t 0 k `. By the definition of a, and since p 6 D q, we have .a 1/p s 1 < q, so pq .a 1/p s C p:
whence we have
Formula (4.10) captures the second, third and fifth alternatives in (4.8) , and the proof is complete.
Illustrations of formula (4.8) are implicit in applications in the next section.
Adding direct factors without increasing the degree
Results of the preceding section are applied now to investigate possible ways in which may fail to be additive with respect to taking direct products. The question of when additivity occurs is an important theme in the work of Johnson [11] and Wright [22] . The failure of additivity in general was demonstrated by a seminal example in [22] and explored further by Saunders [17] [18] [19] . In all their cases, nontrivial groups G and H are exhibited in which G does not decompose nontrivially as a direct product, H is a cyclic group of prime order and
We reproduce these examples below as special cases of applications of the formulae in Theorems 4.5 and 4.8. By combining these formulae with Theorem 2.7, we finish by exhibiting examples of groups G that do not decompose nontrivially as direct products, but such that (5.1) holds for arbitrarily large direct products H of elementary abelian groups (with mixed primes).
Example 5.1. Consider the groups :
, by the second alternative of (4.1). A minimal faithful representation is afforded by a canonical core-free subspace of F In fact, G 1 and G 2 are isomorphic to subgroups of the transitive permutation group introduced at the end of Wright's paper [22] , which was the first published counterexample to additivity of with respect to direct product. By contrast, now using the second alternative of (4.8), .G 3 / D 15 C 5 D 20. A faithful intransitive representation of G 3 is given by the previous canonical core-free subspace of F , and a subgroup of index 3, yielding This answers affirmatively a question of Saunders [17] , whether there exist groups K and L such that 
where T 1 and T 2 are matrices over F p in rational canonical form having characteristic polynomials and .1 C x/ respectively. Then
by the second alternative of (4.1) and the first alternative of (4.8).
Observe that H 1 is a subgroup of the complex reflection group C.p; p; q/, a member of the infinite class of counterexamples studied by Saunders in [18] . In the smallest case, when p D 2 and q D 5, the groups become
The group H 1 and these properties appear for the first time in [17] . It is gratifying that the smallest example that comes from Saunders' investigations, where he was motivated by questions about complex reflection groups, also coincides with the smallest example that arises as an application of Theorems 4.5 and 4.8. By results in [4] , it is impossible to create a smaller example by any method, in the sense that G H cannot embed in Sym.9/ and have H nontrivial and .G/ D .G H /.
We say that an integer m 3 is Mersenne with respect to an integer n 2 if m D 1 C n C C n˛for some integer˛. Note that this implies
Lemma 5.3. If m is Mersenne with respect to n, then k is not Mersenne with respect to n for m < k Ä 2m.
Proof. If m and k are Mersenne with respect to n and m < k Ä 2m, then there exist andˇsuch that m D 1 C n C C n˛and k D m C n˛C 1 C C n˛Cˇ, whence n˛C 1 Ä n˛C 1 C C n˛CˇD k m Ä m < n˛C 1 , which is impossible.
The following corollary is of independent interest and probably well known.
Corollary 5.4. Given a positive integer n, there exists infinitely many primes that are not Mersenne with respect to n.
Proof. This follows quickly from Lemma 5.3 and Bertrand's postulate.
Lemma 5.5. Let n 2, k 3 and N any positive integer. Then any strictly increasing sequence of k integers strictly between N and 2N contains a consecutive subsequence of bk=2c elements, none of which are Mersenne with respect to n.
Proof. Let t 1 ; : : : ; t k be a strictly increasing sequence of integers strictly between N and 2N . If t i is not Mersenne with respect to n for all i , then we are done using the entire sequence. Suppose then that some element in the sequence is Mersenne with respect to n, and let t j be the least such element. Then, for all`such that j <`Ä k, we have N < t j < t`< 2N < 2t j , so that t`is not Mersenne with respect to n, by Lemma 5.3. If j > bk=2c, then t 1 ; : : : ; t bk=2c is a consecutive subsequence of bk=2c elements, none of which are Mersenne with respect to n, and we are done. Otherwise j Ä bk=2c and t j C1 ; : : : ; t k is a consecutive subsequence with k j k bk=2c bk=2c elements, none of which are Mersenne with respect to n, and again we are done. Proposition 5.6. If p 1 ; : : : ; p k are prime numbers, then there exist infinitely many primes that are not Mersenne with respect to p i for each i .
Proof. Let p 1 ; : : : ; p k be primes and N any positive integer. By the Green-Tao theorem [7] there exists an arithmetic progression of primes q M ; q M C1 ; : : : ; q 0 D q; q 1 ; : : : ; q M for some M max¹N; 2 k º. We may suppose the common difference is s so that q D q M C M s 2 k s and q i D q C i s for each i D 1; : : : ; M . In particular, q < q 1 < < q M < 2q: (5.4) By Lemma 5.5, there exists a consecutive subsequence of q 1 ; : : : ; q M , starting at q i 1 for some i 1 1, of length M 1 D bM=2c 2 k 1 consisting of elements none of which are Mersenne with respect to p 1 , which starts an induction. Suppose j Ä k and, as inductive hypothesis, that we have a consecutive subsequence starting at q i j 1 of length M j 1 2 k j C1 consisting of elements none of which are
Mersenne with respect to p 1 ; : : : ; p j 1 . By Lemma 5.5, this contains a consecutive subsequence starting at q i j for some i j i j 1 of length M j bM j 1 =2c 2 k j consisting of elements none of which are Mersenne with respect to p 1 ; : : : ; p j , establishing the inductive step. The lemma now follows by induction by observing that M k 2 k k D 1, so that we have found at least one prime q i k N that is not Mersenne with respect to p 1 ; : : : ; p k .
Remark 5.7. Ramanujan [16] showed that .n/ .n=2/ tends to infinity as n does, where .n/ denotes the number of primes less than or equal to n, generalising Bertrand's postulate. This also guarantees the existence of an integer q and primes q 1 ; : : : ; q M such that (5.4) holds, and the proof of Proposition 5.6 proceeds as above, but avoiding use of the Green-Tao theorem.
In the following example, given an arbitrarily large direct product H of elementary abelian groups built from any collection of primes and positive integer exponents, we construct a group G such that .G H / D .G/, yet G does not decompose nontrivially as a direct product.
Example 5.8. Let P D ¹p 1 ; : : : ; p k º be a finite collection of distinct primes and N D ¹n 1 ; : : : ; n k º a collection of positive integers. Choose a prime q 5 that is not Mersenne with respect to each prime in P , and larger than all of the primes in P , the existence of which is guaranteed by Proposition 5.6. Consider an integer i 2 ¹1; : : : ; kº. Let s i be the multiplicative order of p i modulo q and put m i D s i n i . Then s i > 1 and we can find a monic irreducible polynomial i 2 F p i of degree s i such that its roots in an extension of F p i are primitive qth roots of 1. We have q < p
, by Lemma 4.3, since q is not Mersenne with respect to p i . Denote the companion matrix over a field F of a monic polynomial 2 FOEx by M . Define T i to be the m i m i matrix over F p i that is the matrix direct sum of n i copies of M i . Now put
where I n i is an identity matrix (over 
