PACS 89.75.Fb -Structures and organization in complex systems PACS 05.10.-a -Computational methods in statistical physics and nonlinear dynamics PACS 02.20.-a -Group theory Abstract -It is a challenging work to assess research performance of multiple institutes. Considering that it is unfair to average the credit to the institutes which is in the different order from a paper, in this paper, we present a credit allocation method (CAM) with a weighted order coefficient for multiple institutes. The results for the APS dataset with 18987 institutes show that top-ranked institutes obtained by the CAM method correspond to well-known universities or research labs with high reputation in physics. Moreover, we evaluate the performance of the CAM method when citation links are added or rewired randomly quantified by the Kendall's Tau and Jaccard index. The experimental results indicate that the CAM method has better performance in robustness compared with the total number of citations (T C) method and Shen's method. Finally, we give the first 20 Chinese universities in physics obtained by the CAM method. However, this method is valid for any other branch of sciences, not just for physics. The proposed method also provides universities and policy makers an effective tool to quantify and balance the academic performance of university.
: λ denotes the percentage of research papers published by co-institutes. This plot exhibits the change of λ as the publishing year. The result suggests that cooperation among institutes is more and more frequent. different fields. Also, these metrics are just for individual's research output, while the scientific impact is determined by the scientific community [20] . Van Raan [21] pointed out that ranking of research institutes by these methods was not reasonable. Step 1, randomly selected a paper in P , such as the paper p1 with two institutes I1 and I2. After its citing paper set C1 = {c1, c3}, and paper set D1 = {p1, p2, p3, p4} are established. (c) Step 2, calculating the citation count in which each paper in D1 is cited by papers in C1, the weight vector w1 = [2, 1, 2, 1] is obtained. Using the function of credit allocation a I i ,h = 2 * (k − r + 1)/((k + 1) * k) to Ii institute from each paper in D1, e.g., aI 1 ,1 = 2 * (2 − 1 + 1)/((2 + 1) * 2) = 2/3, aI 1 ,2 = 0, aI 1 ,3 = 0, aI 1 ,4 = 0. Similarly, aI 2 ,1 = 1/3, aI 2 ,2 = 2/3, aI 2 Graph-ranking methods [22, 23] are often applied to solve the collective problem [24] [25] [26] [27] . Wang et al. [28] found that the paper level graph-ranking methods were more reasonable for allocation of scientific credit. Shen et al. [29] proposed an average credit allocation method based on citation relationship for multi-authors. However, in a paper with multiple authors, their contributions are hardly equal and not all of them should get full credit, resulting in the problem of citation bubble [30] .
Inspired by the above problems, a relatively fair credit allocation method is necessary. In this paper, we present a credit allocation method (CAM) to allocate the credit of multiple research institutes based on a weighed order coefficient related by the order of the institutes in a paper. The process firstly calculates the citation count of each paper, then allocates the credit based on the order of each institute in the paper, i.e., the more top institute order is, the more credit it gets, which is different from the method by Zhang [30] in which the first author and the last author share the same credit. By analyzing the academic performance of the world university using the APS data set, the results show that the top-ranked institutes obtained by the CAM method correspond to well-known universities or research labs with long history and high reputation in physics. We test on the real data set with artificial spammers, including random adding edges and random rewiring edges [31] , the experimental results indicate that the CAM method has higher performance in robustness compared with the number of citations (T C) method and Shen's method (the one proposed in [29] , noted by Shen's method).
The remainder of this paper is organized as follows. The second section presents the model and methods. The third section describes the data, the versatility of the CAM method in empirical network and tolerance of noisy data. The last section discusses the results and suggests some potential directions for future research.
Model and methods. -The citation relationships can be described by a directed network, where the cited papers are denoted by set P = {p 1 , p 2 , . . . , p m }, the citing papers are denoted by set C = {c 1 , c 2 , . . . , c n }, and the links are formed by two sets, the direction of which is from citing papers to cited papers, the links are indicated by E = {e 1 , e 2 , . . . , e l }. The institutes set I = {I 1 , I 2 , . . . , I g }.
Credit allocation method (CAM).
The CAM method can be calculated as follows (processes as shown in fig. 2 ): i) We randomly select a paper p j , which is produced by a institutes, including the I i institute, and form the paper set
. . , p c }, every paper in this set has at least one common institute with paper p j and cited by the paper set C j .
ii) We calculate the citation count w j,h of the h-th paper in D j , defined as the number of times that the h-th paper in D j is cited by papers in C j . Then calculate a credit sharing matrix A, whose element a Ii,h denotes the credit amount of I i institute from the h-th paper in D j . Assuming that I i is at the r-th position in the h-th paper with k institutes, iii) m Ii,j , the credit of institute I i is obtained from paper p j [29] : We validate our method by comparing with Shen's method and the number of citation (T C) method index which is commonly as used for research evaluation [32, 33] .
The total number of citation (TC) . For an institute, T C i denotes the total citation of the institute I i [34] :
where Φ i denotes the paper set which contains I i , q j (i) denotes the j-th paper with institute i in Φ, Ψ(q j (i)) denotes the number of papers citing paper q j (i), | · | denotes the size of the set.
Measurements.
We put in the artificial disturbance by randomly adding citation and randomly rewiring citation. Kendall's Tau [35, 36] and Jaccard index [37] are introduced in this paper to measure the performance. The higher Kendall's Tau index is, the better robustness the corresponding algorithm has. We also discuss how robustness is influenced by the different length L of the ranking list, then utilize the Jaccard index to evaluate it. A brief introduction of each measure is shown. 1) Kendall's Tau. For an institute I i , we denote x i as the institute i ranking position before the artificial disturbance is added and y i as its ranking position after the artificial disturbance is added:
where N is the total number of institutes in the citation relationships, sgn (x) is a piecewise function such that when x > 0, sgn (x) = +1; x < 0, sgn (x) = −1; when x = 0, sgn (x) = 0. τ measures the correlation between two ranking lists, whose value is in the range [−1, 1] and a larger τ corresponds to a better performance.
2) Jaccard index. We denote U L and V L as two sorted lists of credit score in the same length L of lists before and after the artificial disturbance is added, S ∈ (0, 1). A larger S corresponds to a better performance:
Experimental results. -
Data description.
The American Physical Society (APS) dataset consist of all papers published by journals of the American Physical Society between 1893 and 2009. For each paper the dataset includes DOI, title, date of publication (day, month, year), author names and affiliations of each author. To investigate the scientific allocation problem of multi-institutes in a paper, we select papers with more than one institute, divide institutional level into the university and company level by Wildcard and truncation. Besides, the retrieved records with confusing names (e.g., same abbreviations, different institutes) are manually inspected. This filter gives us a final set of 18987 institutes, 443217 papers, and 4710547 citations (table 1) .
Versatility of the CAM method in empirical networks.
The ranking list in physics obtained by the CAM method, Shen's method and (T C) method is shown in table 2. Top-ranked institutes by the CAM method correspond to well-known universities or research labs with long history of excellence in physics. Note that Bell Lab, whose scientists and engineers have made seminal scientific discoveries, won eight Nobel Prizes. Harvard University, Yale University, Princeton University, Columbia University, Brown University and Cornell University are the ivy league colleges, which gain their higher positions in our CAM algorithm. The (T C) method reflects the impact of a scientific paper, and the total citation of publication are equal to each institute in a pape/ institutes. This measurement does not differentiate the importance of the cited papers: a citation coming from an obscure paper has the same weight as one from a ground breaking, highly cited work [38] . For Shen's method, the rule of average allocation makes the authors who make more contribution suffer a loss of credit, while exaggerating the credit of authors who make less contribution. An obvious difference among CAM method, Shen's method and (T C) method lies in the formulation, where the citation relationship and the weighted order coefficient play important roles in regulating credit flows, making the CAM method more reasonable.
Tolerance of noisy data. Citation network data may be unreliable. Evans et al. [39] found that according to empirical studies, there were 31% of the papers cited incorrectly, and even 10% of the citations were wrong. Todd et al. [40] found that one in four citations in marine biology papers was inappropriate. Haussmann [41] found that at least 19% of the citations in physical geography did not provide clear support for the statements they were meant to support. Liang et al. [42] found that scientists had referencing misbehavior and behavior of self-copying of references. Therefore, the tolerance of the algorithm against spurious links is an appropriate metric [43] . In this letter, we measure the performance of effectiveness and robustness among the CAM method, Shen's method and (T C) method in rankings by Kendall's Tau, τ and the Jaccard index S when citation links are added or rewired randomly, which is very common in real citation networks [31, 44] .
As shown in fig. 3 (T C) method and Shen's method since the CAM method takes into account the detailed citation pattern and the order of the institutes in a paper. As in fig. 4 , the Jaccard index S vs. adding link rate p 1 , rewiring link rate p 2 and different top L for the CAM method and (T C) method. Figures 4(a) and (d) show that with the CAM method, the smaller p 1 and the larger L, the higher the value of Jaccard index S. Moreover, figs. 4(b) and (e) show that with the (T C) method, the smaller p 1 and the smaller L, the higher the value of Jaccard index S. In the plot of (c) and (f), the parts of the D greater than 0 suggest that the robustness of the CAM method is better than that of the (T C) method. Table 3 shows the top 20 Chinese universities by the CAM method in 2009. According to the CAM method, the University of Science and Technology of China, Nanjing University, Peking University, Tsinghua University have ranking positions 1, 2, 3, 4, respectively, in the physics field.
Conclusions and discussions. -In this letter, we presented a credit allocation algorithm for multiple institutes, namely, credit allocation method (CAM). We assumed that the information about the scientific credit allocation is encoded in the citation pattern of papers. And the credit allocation of each institute is determined by the order of the institute in a paper. So we proposed a weight order coefficient according to which the higher the institute order was, the more credit it got. We use the APS dataset to examine the institute ranking. Result shows that the top ranking institutes obtained by the CAM method correspond to well-known universities or research labs with high reputation in physics.
To validate our method, we further investigate that tolerance of ranking against spurious citation links, i.e., random adding links and random rewiring links affect the robustness of the institute academic performance compared with Shen's method and the number of citations (T C) method, applying Kendall's Tau τ and Jaccard index S. The results show that Kendall's Tau τ of the CAM method is over 0.9, 0.7, in the cases of randomly adding edge and randomly rewiring edge, respectively, while Kendall's Tau τ of the CAM method is over 0.75, 0.56 in the cases of randomly adding edge and randomly rewiring edge, respectively. In comparison, the CAM method has better tolerance of ranking against spurious links. We also discuss how to affect the performance about the top L ranking using the Jaccard index S. The results show that either larger L or smaller proportion of adding edge results in a better robustness of the CAM method. Due to the limitation of the APS dataset, our results are emphasized in physics. However, our method is valid in any other branch of sciences, not just for physics.
In spite of our making some attempts and achieving good results, there are still shortages. For instance, the number of citations collected by a paper strongly depends on the paper's age [45] , and we did not consider this factor in our method. And institutes with long history may easily get more citations, researchers could consider the institute's date, etc. 
