This article describes how robust error-kernels can be used as smoothness priors in recovering shape-from-shading (SFS). Conventionally, the smoothness error is added to the data-closeness (or brightness-error) as a quadratic regularizer. This leads to over-smoothing of the recovered needle-map or surface, and the loss of important detail provided by surface discontinuities. To solve this problem, we investigate the use of robust regularizers to reduce the smoothening by treating rapid changes in surface orientation as outliers in the calculation of the smoothness error. In particular, we study an existing continuous approximation to the Tukey bi-weight as a robust regularizer, and introduce a novel regularizer of the form log cosh h, which approximates the Huber estimator. The latter regularizer has a sigmoidal derivative and offers a compromise between premature outlier rejection and smoothening. Experiments on synthetic and real-world data reveal that this robust regularizer enhances needle-map recovery, without sacrificing robustness to noise or becoming over-sensitive to numerical instabilities. ᭧
Introduction
Marr identified shape-from-shading (SFS) as providing one of the key routes to understanding 3D surface structure via the 21/2D sketch [1] . The process was an active area of research for over two decades. It is concerned with recovering 3D surface-shape from shading patterns. The subject was tackled in a variety of ways in the pioneering work of Horn and his co-worker's in the 1970s [2] [3] [4] [5] .
The classical approach to SFS is couched as an energy minimisation process using the apparatus of variational calculus [3, 6] . Here the aim is to iteratively recover a needle-map representing local surface orientation by minimising an error-functional. The function contains a datacloseness term, and a regularizing term that controls the smoothness of the recovered needle-map. As the recovery of the needle-map is under-constrained, the variational equations must be augmented with boundary constraints.
The bulk of the subsequent literature on the variational formulation of SFS can be viewed as focusing on one of three broad issues. The first of these is the definition of the objective function. Most of the effort here has concentrated on how to impose constraints on the recovered needle map. For instance, Legarde and Ferrie [7] have augmented the standard quadratic regularizer with a curvature consistency measure. Recently, Yuille et al. [8] have used constraints based on relationships between geometric deformations of a 3-D object and the corresponding 2-D warping of its shaded image. Thus, the 3-D shape of an object is estimated by considering the warping of its image with respect to an image of a known prototype shape.
The second aim was to provide more realistic physical models of the reflectance process: for instance, by relaxing the requirement for a matte Lambertian surface to accommodate specularities [9] [10] [11] . The final area of activity is the modelling of boundary conditions. The classical work relied almost exclusively on the use of the occluding boundary condition, which demands that the needle-map is confined to the image plane and orthogonal to the occluding edge. If occluding boundary constraints are not available, then singular points can be used to constrain the needle-map [12, 13] . Recently, Kimmel and Bruckstein have shown how the apparatus of level-set theory can be used to solve the reflectance equation [14] as a boundary value problem.
Despite this sustained activity, there was little effort devoted to the statistical modelling of the process of needle map recovery. One of perennial criticisms of the conventional approach is that the smoothness model can dominate genuine features in the data. This can have the undesirable effect of blurring high-curvature surface detail. Here we focus on this source of criticism by showing how needle map recovery can by realised using the apparatus of robust statistics. In particular, we show how the use of a robust regularization term increases the capacity of the SFS process to implicitly accommodate surface discontinuities and sharp changes in orientation, whilst rejecting noise artifacts as outliers.
Robust statistics have provided powerful estimation tools for vision problems posed in terms of noisy or unstable image descriptors. For instance, Black and Rangarajan [15] have explored how Hampel's influence functions can be used as smoothness priors for the regularized reconstruction of motion fields. Recently, Li [16] has commented on the validity of a diverse family of influence functions as smoothness priors.
The aim in this article is to show how robust error-kernels can be exploited to improve the performance of SFS. We adopt a regularization framework, reviewed in Section 2. Using the apparatus of variational calculus, we develop iterative equations for updating the components of the needle-map. The original influence function used by Brooks and Horn [17] is quadratic in the directional derivatives of the needle-map. A framework for developing update equations for a general influence function is presented in Section 3, augmented by a discussion of the desirable features that this function should possess. This leads us to investigate an existing robust error kernel, and to develop a novel kernel based on the influence function (1=htanhh, for use as robust regularizers. In Section 4 we compare the performance of robust regularizers with their quadratic counterpart. Finally, Section 5 offers some conclusions and suggests directions for future research.
Shape from shading
Central to SFS is the idea that local regions in an image E(x, y) correspond to illuminated patches of a piecewise continuous surface, z(x, y). The measured brightness E(x, y) will vary depending on the material properties of the surface (whether matte or specular), the orientation of the surface at the co-ordinates (x, y), and the direction of illumination.
The reflectance map, R(p, q) characterises these properties, and provides an explicit connection between the image and the surface orientation. The surface orientation is characterised by the components of the surface gradient in the x and y direction, i.e. p 2z=2x and q 2z=2y. The shape from shading problem is to recover the surface z(x, y) from the image E(x, y). As an intermediate step, we may attempt to recover a set of surface normals or needle-map, describing the orientations of surface patches which locally approximate z(x, y).
To simplify the problem, most research has concentrated on recovering ideal Lambertian surfaces illuminated by a single point source located at infinity [17] . A Lambertian surface has a matte appearance and reflects incident light uniformly in all directions. Hence, the light reflected by a surface patch in the direction of the viewer is simply proportional to the cosine of the orientation angle of the patch relative to the light source direction. If n (Ϫp, Ϫq, 1) T is the local unit surface normal, and s (Ϫp l , Ϫq l , 1)
T the global light source direction, then the reflectance function is given by R(p, q) n·s.
The image irradiance equation [18] states that the measured brightness of the image is proportional to the radiance at the corresponding point on the surface, which is R(p, q). Normalising both image intensity and reflectance map, the constant of proportionality becomes unity, and the image irradiance equation is simply Ex; y Rp; q 1
This equation succinctly describes the mapping between the x, y co-ordinate space of the image and the p, q gradientspace of the surface, but provides insufficient constraints for the unique recovery of the needle-map. Additional constraints, based on assumptions about the structure of the recovered surface, must be utilised. Invariably, it is smoothness of the needle-map that is assumed. Hence, the goal is to recover the smoothest surface satisfying the image irradiance equation. This is posed as a variational problem in which a global error-functional is minimized through the iterative adjustment of the needle map. Here we consider the formulation of Brooks and Horn [17] , which is couched in terms of unit surface normals. Whilst there are other, more recent and in some cases more elegant, approaches to the problem (for example, [13, 14, 19] ), the Horn and Brooks formulation provides a simple and easily adaptable platform upon which to test the utility of the methods described here. We fully expect that the robust techniques presented in this article may be applied to any scheme which utilizes smoothness or other constraints to achieve a corresponding performance improvement. The Horn and Brooks error functional is defined to be
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The functional has three distinct terms. Firstly, the brightness error encourages data-closeness of the measured image intensity and the reflectance function. It is the only term which directly exploits shading information. The regularizing term imposes the smoothness constraint on the recovered surface normals; it penalises large local changes in surface orientation, measured by the magnitudes of the partial derivatives of the surface normals in the x and y directions. The final term imposes normalization constraints on the recovered normals. The constants m and l are Lagrangian multipliers. The functional is minimized by applying variational calculus and solving the Euler equation:
To obtain a numerical scheme for recovering the needle-map we must discretise this variational equation to the pixel lattice by indexing the surface normals n i,j according to their co-ordinates (i, j) on the pixel-lattice. With this notation, the discrete numerical approximation to the Laplacian is
and e is the spacing of pixel-sites on the lattice. Upon substitution, the Euler equation becomes
Rearranging this equation to isolate n i,j yields the following fixed-point iterative scheme for updating the estimated normal at the surface point corresponding to image pixel (i, j), at epoch k ϩ 1, using the previously available estimate from epoch k:
At first-sight, it appears necessary to solve for the Lagrangian multiplier, m i,j on a pixel-by-pixel basis. However, it is important to note that m i,j only enters the updated equation as a multiplying factor which does not effect the direction of update, so we can replace this factor by a normalization step.
The robust regularizer
The major criticism of the variational approach to SFS is that the quadratic regularizing term over-smoothes the recovered needle-map. In particular, the quadratic regularizing term discourages sudden changes in surface normal direction across a surface. The main consequence is to blur high-curvature surface features. Although this is useful in controlling numerical instabilities of the iteration scheme, which can result in ripple artifacts, it is undesirable when highly structured surfaces are being analysed. Moreover, the implied global smoothness assumption is at odds with the observation of Marr [1] , that most real objects are only smooth in the piecewise sense. Horn [20] attempts to redress these problems by reducing the regularizing term to zero as the final iterations of the process are approached.
Our aim in this article is to illustrate how the smoothness constraints can be controlled more effectively using error kernels suggested by robust statistics. A review of the alternatives offered in the literature leads us to a new class of error-kernel for the SFS problem.
The general update equation
In this section we illustrate how the variational calculus can be applied to a general robust regularizer to develop iterative equations for the recovery of needle-maps. The robust error function r s (h) is defined on the data errorresidual h . The quantity s controls the width of the error kernel. It is also convenient to couch the process of robust estimation in terms of an influence-function G s (h) which can be used to weight parameter estimates according to their associated error-residuals. Formally, the influence function is related to the error-function by G s h 1=h2r s h=2h.
The novel contribution in this article is to use the robust error kernel as a smoothness prior for the derivatives of the needle-map. Specifically, we adopt the following form for regularized energy-function
In other words, we apply robust-error kernels separately to the magnitudes of the derivatives of the needle-map in the x and y directions. Applying variational calculus to the energy function in a directly analogous fashion to Section 2, yields the following Euler equation
As a result, the fixed-point iterative equation for updating the components of the needle map is
This result is entirely general. Any robust error kernel r s (h ) can be inserted into the above result to yield a SFS scheme. However, it must be stressed that performance is critically determined by the choice of error-kernel. Before we proceed to investigate specific error kernels, it is worth pausing to consider the form of the update equation. We see that the first term is a step in the direction of the light source, weighted by the data-closeness, or brightness error. This term tends to zero as the normals are updated towards a solution. As the brightness error is insensitive to rotation of the recovered normal around an axis defined by the light source direction, an infinite number of potential solutions exist. Nonetheless, it is the minimization of this term over the image, which is the primary goal, with the smoothness error acting as a constraint to select a particular solution -in essence, the smoothest solution, which minimizes the brightness error. Thus, convergence of the algorithm is controlled by the brightness error.
Of the terms, which constitute the smoothness constraint, we see similarities to the Horn and Brooks update equation (Eq. (6)), with local neighbourhood averaging of the normals taking place. However, the behaviour is complicated by weighting terms, which introduce a degree of directionality into this averaging process, and by the presence of higher order terms. The latter may be viewed as using the Hessian structure of the needle-map to modify the update direction. This is an interesting result when viewed in light of recent findings by Yuille, Ferraro and Zhang [8] . Their shape from warping tech-nique utilizes the Hessian structure of the surface in finding a consistent warp between the image of the object and the image of a prototype object.
Choice of robust regularizer
There are many alternative robust-error kernels reported in the literature. One of the most popular is Tukey's bi-weight [21] . Here the influence-function is a top-hat function that thresholds against data-outliers. The corresponding errorkernel is a truncated quadratic. In a recent comparative study, Li [16] has explored a diverse family of influencefunctions and has commented on the validity of the associated error-kernels as smoothness priors for Markov random fields.
Although robust estimation is usually posed in terms of the influence function G s (h), it is the form of the associated error or "energy" function r s (h) that is of primary importance is smoothness regularization. Formally, the energy is related to the first-moment of the influence function, i.e. r s h
Moreover, the asymptotic properties of the derivative of the energy function allows us to establish a broad-based taxonomy of the available influence functions.
Broadly speaking, there are three classes of influence function. The first of these is referred to as re-descending. Here the derivative of the energy function asymptotically approaches zero. In the second case the derivative of the energy function is referred to as sigmoidal if it becomes asymptotically constant. The third category includes those, which are asymptotically monotonically increasing, into which falls the quadratic prior.
According to this taxonomy, Tukey's bi-weight is redescending. Huber's robust kernel [22] is sigmoidal. Both are defined in a piecewise manner, and so are not particularly amenable to variational treatment. Li's [16] adaptive potential functions are continuous, but fall mainly into the re-descending category.
Influence functions with monotonically increasing energy function derivatives tend to over-smooth genuine discontinuities in image brightness, as such discontinuities lead to large values of smoothness error. Conversely, we expect redescending influence functions to not penalise sharp changes in surface orientation. Although this may lead to improved treatment of discontinuities, we anticipate that this may be at the expense of increased noise sensitivity and numerical instability. Sigmoidal influence functions represent a compromise between the dual aims of recovering discontinuities and rejecting noise artifacts.
To illustrate the taxonomy, Fig. 1 shows the influence functions described above, together with their associated error functions and the error-function derivative. The first column shows the influence function G s (h ) as a function of the error residual h . The second column shows the error function r s (h) which we will use as a smoothness regularizer. Finally, the third column contains the derivatives of the error-function r H (h ).
From top to bottom, we show the Tukey bi-weight, followed by two of Li's [16] adaptive prior potential functions (Fig.1a-c) . From the third column, in each case, it is clear that the derivative is re-descending.
The fourth row (Fig. 1d) shows our hyperbolic tangent function, which has a sigmoidal derivative. This is to be compared with Huber's error-function, which is shown in Fig. 1e. Fig. 1f shows one of Li's APF, which can be thought of as a narrow-band version of Huber's biweight. Finally, Fig. 1g shows the line process model, or quadratic regularizer, as used in the Horn and Brooks algorithm.
In the subsequent sections we investigate examples of both re-descending and sigmoidal derivative robust kernels.
Re-descending derivative
The most popular estimator falling into this class is Tukey's bi-weight. Here the influence function is defined in a piecewise manner
The piecewise nature of the Tukey bi-weight makes the process of developing iterative update equations for the surface normals cumbersome. A more convenient error-kernel, which possesses a re-descending derivative, is one of Li's APFs [16] .
Here the influence function is Gaussian in nature
The corresponding error-kernel is specified by the function
For small values of the error-residual h, the APF approximates the quadratic error-kernel. However, unlike the quadratic error-function it does not tend to ∞ for large h. Substituting this kernel into the generalized update equation (9) yields
In other words, the update is driven by three distinct processes. In the first of these there is a step in the direction of the light source. The relative size of this step is dictated by the brightness error. Another contribution comes from the robust weighting of the averaged surface normals over the immediate neighbourhood. This is an interesting finding, as Horn [6] reported the empirical need for such a weighted averaging process in his early work on SFS. Finally, there is a contribution from the second-derivatives of the surfacenormal. This term has no counterpart in the Horn and Brooks algorithm. In fact, it is a feature of all of the generic update equations, and can be viewed as using the Hessian structure of the needle-map to modify the update direction. In the case of the Gaussian influence function, the Hessian term is moderated by the robust weight in the same way as the average surface normals. The small and large smoothness errors limits of this update process are interesting and deserve further comment. When the smoothness errors in the x and y directions are small, then
14 This is the update equation for the Horn and Brooks algorithm. When the smoothness error is large, then the exponentials appearing in Eq. (13) damp-out all but the brightness error.
Sigmoidal-derivative robust regularizer
Unfortunately, none of the available sigmoidal errorkernels are defined in a continuous manner. In order to pursue the variational analysis of the sigmoidal case, we present a continuous variant of Huber's kernel. This new kernel is based on a hyperbolic tangent function.
The classical example of a sigmoidal-derivative energy function is Huber's estimator (see Fig. 1 
It is again illuminating to consider the behaviour of this update equation for small and large smoothness errors. Firstly, the averaging of the neighbourhood normals is moderated by a function of the form1=ʈhʈ tanhp=sh This averaging effect is most pronounced when the smoothness error is small. The remaining contribution to the smoothness process is of the form
This term vanishes at the origin and tends towards zero for large values of h, only kicking-in at intermediate error conditions.
Experiments
The aim in this section is to explore the performance of the re-descending and sigmoidal regularizers compared to that of the conventional Horn and Brooks algorithm. We start with comparison on noiseless, synthetic images, then consider the degradation of needle map recovery with increasing image noise. Finally, we present a selection of real-world examples.
Results for synthetic images
Our principal test image is a Lambertian synthetic solid consisting of two back-to-back segments of a sphere. At the line of symmetry where the two segments meet, the tangent planes make an angle of 140.4Њ. This image was generated to test the relative ability of the two schemes to recover the needle map of a piecewise-smooth object without smoothing out the discontinuity where the two segments meet. The resulting needle-maps and reconstructed images are shown in Figs. 2-4 . It is clear that the sigmoidal regularizer yields a significant improvement over the conventional Horn and Brooks algorithm, particularly in the region of the centreline. This is especially illustrated in Fig. 5 , which compares the results of the Horn and Brooks algorithm and the sigmoidal regularizer against ground truth.
Clearly from Fig. 3 , the re-descending derivative regularizer encounters problems even when applied to a simple synthetic image. The reason for this is the sensitivity of the algorithm to initialization. In all the experiments shown here, the initial normals inside the object are initialized perpendicular to the image plane, whilst the boundary normals are initialized to lie in the plane. This leads to a very large initial value of the directional derivatives around the boundary of objects, which in some regions (the false bright white points) is sufficient to lead to the smoothness error being reduced to zero by the actions of the robust regularizer. This leaves only the brightness error to influence the update of the normals in these regions, and this can only move the normals towards the light source directionhence, these regions are much brighter than they should be. Note also that we experience problems with the bas-relief ambiguity. Although the boundary normals are initialized outwards, to encourage a convex solution, the reduction of the smoothness error to zero near the boundary allows a false discontinuity to appear, and the scheme to exhibit a bias towards a concave solution.
Given the apparent failure of the re-descending regularizer on synthetic data, as demonstrated in Fig. 3 , our remaining experiments concentrate exclusively upon the relative performance of the Horn and Brooks and sigmoidal regularizer algorithms. [23] we have used an improved initialization, which reduces the problem, which we believe, is caused by the inward propagation of occluding boundary normals. In subsequent sections we empirically show that the performance of the Sigmoidal Regularizer offers reduced over-smoothing of discontinuities in real-world images.
Noise sensitivity
One potential problem in applying robust priors in the manner described in this article is that reducing the smoothing where the orientation changes rapidly might result in degraded noise performance. Noise, and also ripple artifacts because of numerical instability, might be mistaken for genuine discontinuities, and not be smoothed out. However, this is not the case, as the following investigation demonstrates. We use the same test image as previously, but with increasing levels of additive Gaussian noise. Having shown in Fig. 5 that the sigmoidal regularizer yields better reconstruction results than Horn and Brooks in noiseless conditions, Fig. 6 demonstrates visually that this advantage is maintained on noisy images. The plot in Fig. 7 shows the change in brightness error, as measured against the noisy input image, with increasing noise.
Figs. 8 and 9 show plots of normal error and groundtruth brightness error respectively. The normal error is the magnitude of the vector difference between the recovered normal at a point, and the ground-truth normal. The groundtruth brightness error is the difference between the reconstructed image from noisy input and the noiseless test image.
In terms of normal error, which is the best measure of the accuracy of the needle-map recovery when ground-truth is available, the sigmoidal regularizer demonstrates significant improvement over the Horn and Brooks algorithm. Comparing the reconstructed images against the original, noiseless image, we also see that both algorithms incorporate useful levels of noise rejection; the brightness error measured against ground-truth rises more slowly than the brightness error measured against the noisy input images, showing that the schemes converge towards the underlying surface structure and do not try to model noise artifacts. The sigmoidal regularizer demonstrates excellent rejection of noise up to noise levels of 8%-10%, i.e. Gaussian noise of zero mean and unit variance with Signal-to-Noise Ratio of down to around 10.
The excellent behaviour of the sigmoidal regularizer in the presence of noise may be explained as follows. Whereas the Horn and Brooks algorithm must perform a simple averaging of local normals, including a noisy normal, the directional selectivity of the generic update equation means that noisy normals are weighted against in the averaging process, thus reducing their effect. Therefore, despite reducing the apparent penalty on noise artifacts, we in fact obtain improved noise rejection through more intelligent use of the contextual information provided by neighbouring normals.
Real-world examples
To illustrate the effectiveness of the robust regularizer approach to shape-from shading on real-world images, Fig. 10 shows three noisy IndyCam images, two of blu-tac models and one of the first named author's nose. In each case, conditions for the capture of the images is far from ideal. The IndyCam images are very noisy, the light source direction is only crudely estimated, and the light source is not a point source. Nevertheless, useful needle-maps may still be recovered. Each image is accompanied by the reconstructed images and recovered needle-maps for the two algorithms. From left to right, the columns in Fig. 10 show the original image, the result obtained with the Horn and Brooks algorithm, and the result produced using the sigmoidal regularizer.
The first row of Fig. 10 shows the results for a model of a torus impaled on a rod, whilst the second row shows a model of a vertebra. In both cases, the sigmoidal regularizer recovers a needle-map containing finer curvature detail. In particular, the discontinuities where the rod meets torus, and on the left-hand face and centre indentation of the vertebra, are significantly more accurately recovered by the sigmoidal regularizer scheme. Horn and Brooks's method invariably smoothens the sharp surface detail. Thus, the robust method retains its advantage over the Horn and Brooks algorithm even on extremely non-ideal data.
Further, in Ref. [23] we have investigated the practical use of SFS information for appearance-based object recognition. We applied our SFS scheme to the images from the Columbia Object Image Library of 20 arbitrary objects. Each object is represented by 72 grey-level images. The objects possess many reflectance properties, which would normally discourage the application of SFS techniques, such as rapid changes in surface albedo, detailed markings and surface discontinuities. However, we demonstrate that even under these conditions, the new SFS scheme can extract useful information for object recognition. Specifically, when a like-for-like comparison of recognition accuracy is performed using shading data and the raw images, a small but significant improvement in the ability to distinguish between different objects is obtained.
Some of the SFS results derived in the course of this study are shown in Fig. 11 . Note that whilst the toy duck image is approximately Lambertian over much of its surface, the other objects feature various challenges to the SFS assumptions. The wooden block contains texture detail, whilst the piggy bank possesses albedo discontinuities and specularities. The toy car features all of the above, plus semi-transparent regions. Many of the other objects in the library present even more extreme challenges to SFS recovery.
The needle-maps recovered in Fig. 11 illustrate the ability of the sigmoidal regularizer algorithm not to over-smooth surface detail. For instance, the moulded crease of the toyduck's tail and the joint between head and body are clearly not smoothed-out of the needle-map, whilst the wing structure is also captured to some extent. A saturated region of uniform white pixels extending above and to the right of the wing in the image damages the recovery towards the top and forward edges of the wing structure, but the lower rear edge is captured well. The needle-map for the wooden block shows good handling of the discontinuities between planar faces, even though the faces themselves are unstable to SFS analysis. The normals belonging to the cylindrical section are recovered relatively well despite texture effects. The piggy-bank illustrates the problems, which can be caused by surface markings, although performance around the snout and legs appears good. Finally, the toy car presents an extreme challenge to the SFS algorithm, but good recovery of bonnet (hood) shape and the horizontal discontinuity where the horizontal and vertical planes meet remains possible.
Conclusions and outlook
The main contribution of this article is the development of a general framework for applying robust statistics to the iterative recovery of needle-maps. From the theoretical perspective, our contributions were twofold. In the first instance, we have shown how robust error-kernels can be used as smoothness regularizers. Our second contribution was to develop a novel robust regularizer, and apply this to produce an update equation for the iterative recovery of the needle-map.
We evaluate the performance of the new SFS process against the conventional iterative scheme, and demonstrate that the sigmoidal regularizer offers the dual advantages of delivering improved normal recovery and increased noise rejection. There are a number of ways in which the work described here can be extended.
Our primary motivation in embarking on this study was to facilitate needle-map recovery without over-smoothing fine curvature detail. Although the apparatus of robust statistics provides an effective means of realizing this goal, there are a number of ways in which the work could be further developed. In the first instance, as we have focussed on needle map recovery rather than depth recovery, there is no attempt at modelling height discontinuities. Moreover, as it stands, our method fails to exploit the differential structure of the needle-map in a direct way. It is for these reasons that our immediate goal is to develop a regularization framework which both models discontinuities of depth and preserves consistent curvature structures. Although Legarde and Ferrie [7] have posed shape-from shading using curvature consistency constraints, their regularizer is couched in terms of the quadratic smoothness of the principal curvature directions. Our immediate goal is therefore to explore how curvature consistency can be posed in terms of robust statistics.
