The quantum Cayley-Hamilton theorem for the generator of the reflection equation algebra has been proven by Pyatov and Saponov, with explicit formulas for the coefficients in the Cayley-Hamilton formula. However, these formulas do not give an easy way to compute these coefficients. Jordan and White provided an elegant formula for the coefficients given with respect to the generators of the reflection equation algebra. In this paper, we provide Cauchy-Binet formulas for these coefficients with respect to generators of O R q,Q (MN (C)), the multiparameter quantized * -algebra of functions on MN (C) as a real variety, which contains the reflection equation algebra as a subalgebra. We also prove a Cauchy-Binet formula for the inverse of a matrix involving these generators.
Introduction and motivation
We start with the multiparameter quantum deformation of M N (C), see [Res90] , [Sud90] , [AST91] and [Dem91] .
Let q, q ij = 0, i, j ∈ [N ] be indeterminates, where we write [N ] = {1, . . . , N } for N ∈ N 0 , which all commute, are invertible and satisfy the following conditions:
q ii = 1 and q ij q ji = q 2 for all i = j.
(1.1)
Hence there are in fact 1 + N 2 indeterminates. In the following, we will work over the fraction field over these indeterminates. We collect the q ij in the matrix Q = (q ij ) ij . We define the R-matrix (see also Remark 1.3)
q ij e ii ⊗ e jj + (1 − q 2 ) 1≤i<j≤N e ij ⊗ e ji ∈ M N (C) ⊗ M N (C).
(1.
2)
The e ij are the matrix units. If q ij = q, i = j, we obtain the classical R-matrix for quantum gl(N, C), see [Dri87] , [FRT88,  The R-matrix is invertible with
ij e ii ⊗ e jj + (1 − q −2 ) 1≤i<j≤N e ij ⊗ e ji .
We define O q,Q (M N (C)) as the algebra generated by the matrix entries of X = X 01 = N i,j=1 X ij ⊗ e ij satisfying the relation R 12 X 01 X 02 = X 02 X 01 R 12 , or equivalently R 12 X 01 X 02 = X 01 X 02 R 12 .
(1.5)
These relations are equivalent to q ik X ij X kl = q jl X kl X ij + δ j>l (1 − q 2 )X kj X il , i ≥ k. 
[X ij , X kl ] = (q − q −1 )X kj X il if i < k, j < l 0 if i > k, j < l.
We define O (1.7) and equipped with the * -structure defined by
Thus q * ij = q ji and X * ij = Y ji . Note that R * 12 = R 21 , or equivalently R * = R. The * is well defined since applying * to (1.1) respectively (1.5) results in q ii = 1, q ij q ji = q 2 , i = j respectively Y 02 Y 01 R 12 = R 12 Y 02 Y 01 , which is precisely (1.1) respectively the first set of relations in (1.7) and analogously for the other sets of relations in (1.7). The second set of relations in (1.7) is equivalent to
Y kn X nj , (1.8)
. If q ij = q = 1, i = j then all these relations give commutativity and define the coordinate algebra of regular functions on M N (C) as a real variety.
Using (1.5) and (1.7), we verify that A = XY satisfies the reflection equation
or equivalently R 12 A 01 R 21 A 02 = A 02 R 12 A 01 R 21 . This is the reflection equation used in [JW17] , for q ij = q, i = j and with q interchanged with q −1
. The reflection equation algebra is defined as the algebra generated by the N 2 entries of the matrix A. One can verify that (1.9) are the universal relations for this subalgebra of O In e.g. [GPS97] the Cayley-Hamilton theorem is proved for the generating matrix A = XY of the reflection equation algebra:
) (see Theorem 2.3). Hence they are also central in the reflection equation algebra and in fact, they generate the center of the reflection equation algebra, see [FRT88] and [GPS97] . We will prove that they also satisfy an invariance property, see Theorem 3.6.
The formulas [GPS97, (3.2) and (3.3)] ((2.8) and (2.10)) for the coefficients σ q,Q (i) in the Cayley-Hamilton theorem (1.10) do not give a precise description of them. In [JW17, Theorem 1.3] ((2.12)), an elegant formula for the coefficients in the case that q ij = q, i = j is given with respect to the generators of the reflection equation algebra. In particular:
It is a q-deformation of the commutative case where all coefficients are integral powers of q (a priori it is possible to have a term with e.g. the factor q 2 + q 2 (q − q −1 )). In particular, there are no terms which vanish if q → 1 (a priori it is possible to have a term with e.g. the factor q − q −1 ).
(1.11)
With respect to the decomposition of O R q,Q (M N (C)) in its X and Y -constituents, it is however not clear from (2.8) and (2.10) whether the σ q,Q (i) satisfy (1.11) for a specific ordering. Note that the formula for the coefficients in [JW17, Theorem 1.3] ((2.12)) satisfies [GKL + 95, Item 1 and 2 on page 100], which are indicated to hold for an interesting class of noncommutative algebras. Also note that [JW17, Theorem 1.3] ((2.12)) is a quantum analogue of the commutative case, where for all N ≥ 2 and 0 ≤ i ≤ N , σ(i) is the sum of the i × i-principal minors of A, thus
(1.12)
Here, we write
for the set of i-element subsets of [N ], thus
we denote by [A] J,K the i × i-minor of the N × N -matrix A with rows j 1 , . . . , j i and columns k 1 , . . . , k i .
In Theorem 1.2 we compute (tI N + XY ) , motivated by the observation that for N = 2 and T (see Example 2.4), [Wor95, (4.14)] (see (5.1)) satisfies (1.11). In the commutative case, for all N ≥ 2, the entries of (tI N + A) −1 are given by
to rewrite (1.12) and (1.13) in terms of minors of X and Y . In Theorem 1.1 and Theorem 1.2, we give multiparameter quantum analogues of these combined formulas, which can thus be seen as multiparameter quantum Cauchy-Binet formulas. These will be proved later in this paper. We will use the notation
(1.14)
The multiparameter quantum minors [·] q,Q,J,K are given in Proposition 4.5 and (4.12). For J ⊂ [N ], k ∈ [N ] and ⋄ being < or >, we will write
In particular, σ q,Q (i) satisfies (1.11) if the factors are arranged as above. C) ), e.g. a parameter. For all N ≥ 2, the entries of (tI N + XY ) −1 are given by
where we formally invert , we interchange q and q −1 because then we have positive powers of q in (1.2), (1.4), (1.6), (1.8), (1.14), Theorem 1.1, Theorem 1.2, (2.1), (2.6), (2.7), (2.13), Table 2 .1, (4.11), (4.12), (4.15) and (5.1). We also have an extra factor q by R in (1.2) because then the factor q in [GPS97, (3.1) and also (2.24) after our next remark on q-numbers] disappears. This also causes an extra power of q in (1.4), (2.6) and (2.8). Lastly, we also use another convention of q-numbers in (2.1) because then abundant powers of q in (2.3), (2.7), (2.9) and (2.10) disappear.
2 The Cayley-Hamilton theorem in the reflection equation algebra
To give the coefficients σ q,Q (i) in (1.10), we recall some properties and notations from [GPS97] . First we recall ([KS97, Chapter 2]) the q-numbers. We write
(allowing q = 1). We will use the q-number
Note that all these expressions converge to their classical counterpart if q → 1 since [n] → n if q → 1.
In order to apply [GPS97] , we need that R t1 12 is invertible, where t 1 is the transpose in the first leg, thus
This condition is satisfied since
which is easily verified. In [GPS97] , the matrices C and B are defined as
12 Σ 12 ), where Tr (i) is the trace in the i-th leg. We compute that C = D 2 . In [GPS97] , the quantum power sum symmetric polynomials are defined as
It is clear that the s q,Q (k), k ≥ 0 are self-adjoint. Note that
For a function σ : I → N with I a finite subset of N, we define the length by
We also define
The notation r (row) and c (column) is motivated by the formula for the multiparameter quantum minors in Proposition 4.5, where (−q) σ,r respectively (−q) σ,c belongs to the permutation which occurs in the row respectively column index. Note that (−q) * σ,r = (−q) σ,c . The multiparameter quantum Levi-Civita tensor is given by
where e i is the N × 1-column vector with 1 on position (i, 1) and 0 elsewhere and S N is the symmetric group of permutations of [N ]. We verify that
Its 2-norm squared satisfies
and we define v 1...N = u * 1...N . By applying * to (2.6), we obtain v 1...
2)], the coefficients in (1.10), which are the quantum elementary symmetric polynomials, are given by σ q,Q (0) = 1 and
, where
By [GPS97, Proposition 1], the σ q,Q (i) and s q,Q (i) are related by the Newton relations
Proof. We write R 12 P 01 M 02 and M 02 R 12 P 01 out. Hence we obtain sets of relations, from which the result follows.
Lemma 2.2. For all k ≥ 0 we have
Proof. This follows from (1.5), (1.7) and induction.
Proof. From Proposition 2.1 and (2.11), it follows that the s q,Q (k) commute with all X ij . Since the s q,Q (k) are self-adjoint by (2.2), it follows that they also commute with all X * ij . For the σ q,Q (i), the result now follows from (2.10).
In [JW17] , the σ q (i) are described in terms of the entries a ij of the matrix A = XY . In order to state this result, we use the same notation as in [JW17] . For J ∈ 
In Theorem 1.1, we describe the σ q,
in terms of multiparameter quantum minors of X and Y and in Theorem 3.6, we prove an invariance property for the σ q,Q (i).
Example 2.4. To simplify the calculations in this Example, we introduce the quotient
. We denote by π T the corresponding quotient map. In this case we write the generating matrices as X = T and Y = T * . Note that (1.10) also holds for T T * by applying π T . In this case we write the coefficients as σ q,T (i) = π T (σ q (i)). Moreover, π T is faithful on the reflection equation algebra. In Theorem 1.1, we describe the σ q,Q (i) where factors X ij are followed by factors
, it is natural to place the T ii in the middle. This is possible since [T ii , T jk ] = 0 if i = j and i = k. For i = 1, it follows from (2.10) that σ q,Q (1) = s q,Q (1). For i = N and T , we have in [PS95] that
These give all σ q,T (i) for N = 2, 3 in the first column of Table 2 .1 except for σ q,T (2) for N = 3, which can be computed using e.g. (2.8), (2.12), (4.11) or immediately from Theorem 1.1. The second column can then be computed using the relations for the T ij , or immediately from Theorem 3.6. The operation ′ is defined in Definition 3.1. Table 2 .1: σ q,T (i) for N = 2, 3.
In particular, σ q,T (i) for N = 2, 3 and 0 ≤ i ≤ N satisfy (1.11) if the factors are arranged as in Table 2 .1. The usage of D and D ′ comes from Theorem 1.1 and (4.12).
Remark 2.5. In D ′ , we have the numbers N − 1, . . . , 1, 0 in the exponents on the diagonal and in Definition 3.1, the transpose ρ over the anti-diagonal is involved. The matrix C = diag(N − 1, . . . , 1, 0) and ρ also appear in the Capelli identity, which states (see e.g. [NW09] ) that for N × N -matrices x, where x ij are commuting variables, ∂, with
Here, the column-determinant is used at the left and right hand side (we need to specify the ordering since the entries of E + C and ρ(F ) + ρ(C) do not commute). The matrices C and ρ(C) appear in more formulas involving noncommutative matrices: the 
In [NUW94, (3.2.
3)], a quantum analogue of the Capelli identity is given, which is generalized to the multiparameter quantum case in [JZ18, Theorem 4.6].
All this suggests a connection between these results, although there does not seem to be a common framework at first sight.
Invariance of the coefficients
The aim of this Section is to prove the invariance property in Theorem 3.6. Although this invariance property is highly non-trivial (e.g. for N = 3 already it is a long computation to verify that σ q,Q (2) = (σ q,Q (2)) ′ and if N increases, the computations get more complex), we will give a short and elementary proof of this invariance.
Definition 3.1. We define
More generally, we extend
Thus ′ acts as follows:
1. Reverse the ordering of the factors in each term in each entry.
Substitute q ij by
This means that we substitute X ij respectively Y ij by its image under transposing the matrix X respectively Y over the anti-diagonal.
3. Transpose the matrix over its anti-diagonal.
For example, (qX 12 X 23 X 22 X * 13 ) ′ = qX * 13 X 22 X 12 X 23 for N = 3. Note that this is consistent with (1.14),
Lemma 3.2. The operation ′ is well defined.
Proof. Applying ′ to (1.1) respectively (1.5) results in q i ′ i ′ = 1, q i ′ j ′ q j ′ i ′ = q 2 , i = j respectively X 02 X 01 R 12 = R 12 X 01 X 02 , which is precisely (1.1) respectively (1.5) and analogously for the sets of relations in (1.7).
Lemma 3.3. For an n×m-matrix A and an m×p-matrix B over O
Proof. This is an easy calculation.
Proposition 3.4. If the N × N -matrices M , P in noncommuting variables satisfy the relation M 01 R 12 P 02 = P 02 R 12 M 01 then Tr(
Proof. We write M 01 R 12 P 02 and P 02 R 12 M 01 out. In both of these expressions, we take the sum of q 2(N −j+i−1)
times the element on position e ij ⊗e ji , i, j ∈ [N ]. Now the result follows.
Lemma 3.5. For all k ≥ 0 we have
Proof. This follows from (1.7) and induction. 
Proof. For the s q,Q (k), this follows from Proposition 3.4 and (3.1). For the σ q,Q (i), the invariance now follows from (2.10).
While [JW17, Theorem 1.3] ((2.12)) describes the σ q (i) in terms of the entries of the matrix A = XY and the exceedance, we can analogously describe the σ q (i) using the entries of the matrix B = Y X and the anti-exceedance
Theorem 3.7. For N ≥ 2 and 0 ≤ i ≤ N we have
Proof. This follows by applying Theorem 3.6 to (2.12).
Cauchy-Binet for the coefficients in the quantum Cayley-Hamilton formula for the reflection equation algebra
First, we rearrange the factors in (2.8) in order to separate the X ij and Y ij . We will use (1.3), (1.5) and (1.7) and we write R i = R i,i+1 , as in [PS95] .
Lemma 4.1. For i ≥ 3 and 1 ≤ k ≤ i − 2 we have
1)
Proof. The left hand side of (4.1) equals
where we used (1.3). Now (4.2) follows from (4.1) and (4.3) follows from (4.2). The left hand side of (4.4) equals R i−1 . . . R k+1 Y 0k R k X 0k and (4.4) follows from (1.7). By (4.4), the left hand side of (4.5) equals
which equals the right hand side of (4.5) by (1.7). For i = 2, (4.6) follows from (1.7). By induction, the left hand side of (4.6) equals
which equals the right hand side of (4.6).
Lemma 4.2. For i ≥ 3 and 2 ≤ k ≤ i − 1 we have
Proof. For k = 2, (4.7) follows from (1.3). Now we use induction. The left hand side of (4.7) equals
where the last equality follows by induction. This equals the right hand side of (4.7). For k = 2, (4.8) follows from
, which equals the right hand side of (4.8). By induction, the left hand side of (4.8) equals
which equals the right hand side of (4.8) by (4.7). Now (4.9) follows from (4.8) by taking k = i − 1. 
Proof. For i = 2 we have
. By (4.3), induction, (4.5) and (4.6), the left hand side of (4.10) equals
which equals the right hand side of (4.10) by (4.9).
Proposition 4.4. For N ≥ 2 and 0 ≤ i ≤ N we have
Proof. For i = 0, (4.11) gives α 0 u 1...N 2 , which gives the correct value 1 by (2.9) and for i = 1, (4.11) equals (2.8). Now let 2 ≤ i ≤ N . Then (4.11) follows from (4.6), (2.8), (4.10) and (2.6).
In order to formulate our main results, we need the multiparameter quantum minors defined in Proposition 4.5. These appeared before in [Ško08, 12] . Here, (−q) σ,r and (−q) σ,c are defined in (2.4).
where σ and τ are both injective, in which case we call this element the multiparameter quantum minor of X and write it as [X] q,Q,J,K , or σ and τ are both not injective, in which case this element is 0.
Proof. This can be proven analogously as [PW91, Lemma 4.1.1].
Note that [X] q,Q,∅,∅ = 1. By choosing σ(n) = j n respectively τ (n) = k n , n ∈ [i], we obtain in particular
, it is natural to define the multiparameter quantum minor of
Note that DX and XD ′ satisfy the same relations (1.6) as X. Similarly, Y D and D ′ Y satisfy the same relations (1.7) as Y . Hence it is meaningful to consider the multiparameter quantum minors of these 4 matrices. We verify that
we verify that
Note the analogy with Definition 3.1. In particular (see also [PW91, Lemma 4.2.3]) (det q,Q (X)) ′ = det q,Q (X).
Proof. This can be proven analogously as [PW91, Lemma 4.3.1].
Now we prove Theorem 1.1.
Proof of Theorem 1.1. In (4.11), we write u 1...N out using (2.5) and we denote by σ respectively τ the permutation in v 1...N respectively u 1...N . Then the corresponding term in (4.11) is 0 unless
(4.14)
Hence, we can write (4.11) as
where !, where we used (2.7). These cancel with α i . Using Theorem 3.6 and (4.13), we obtain the second formula.
In particular we have
(4.15) For T , (4.15) reduces to (2.13). Note that by using (4.12), we have in Theorem 1.1 the factors q 2(wt(J)−i) and q 2(iN −wt(J)) for respectively X followed by Y or vice versa. These factors also occur in (2.12) and (3.2), where A = XY respectively B = Y X and again X is followed by Y or vice versa.
Remark 4.7. The coefficient σ q,Q (N − 1) can also be found as follows. We multiply (1.10) to the left with D 2 (XY ) −1 , take the trace and use (2.10) to obtain
Now, (XY ) −1 can e.g. be found using Theorem 1.2 for t = 0. This results in the same formula for σ q,Q (N − 1) as in Theorem 1.1. Remark 4.9. In general, the s q (i) in e.g. the ordering used in the second column of Table 2 .1 do not satisfy (1.11), e.g. for T and N = 2, s q (2) then contains the term −q 3 (q − q −1 )T 2 11 T 2 22 .
5 Cauchy-Binet for (tI N + XY )
−1
Our original motivation is the observation that [Wor95, (4.14)] satisfies (1.11). More precisely, we have
(5.1)
where
22 is a self-adjoint central element. In this Section, we will prove Theorem 1.2, where such a formula for all N ≥ 2 in the multiparameter quantum case with X and Y is given. We will need the multiparameter quantum Laplace expansions in Proposition 5.1. By applying * , we obtain multiparameter quantum Laplace expansions for minors of Y .
and j, l ∈ [N ] we have
Proof. This can be proven analogously as [PW91, Corollary 4.4.4].
We will need to be able to rewrite X ij Y kl as an expression where all Y ij are placed before X ij . For now, (1.8) is not sufficient because of the sum
Proof. This follows by induction on α.
Lemma 5.3. We have
Proof. This follows from Lemma 5.2 for α = j − 1.
Using Lemma 5.3, we can rewrite (1.8) and then we are able to rewrite X ij Y kl as an expression where all Y ij are placed before X ij . Similarly, we will need to be able to rewrite [X] q,Q,J,K Y βα as an expression where all Y ij are placed before minors of X. First, we prove a formula between minors of X and Y ij in Proposition 5.4. Note that this is a generalization of (1.8).
we have
Proof. We calculate q Kβ [X] q,Q,J,K Y βα . If α / ∈ J, β / ∈ K then this follows from (1.8). If α ∈ J, β / ∈ K then we use (5.2) with j = l = α. For
[X] q,Q,J\{α},K\{k} Y βα we use the previous case. Then we have X αk Y βα . Here we use (1.8). Then we use (5.2) again. The case when α / ∈ J, β ∈ K can be proven analogously by using (5.4) with j = l = β. If α ∈ J, β ∈ K then we use induction on i. For i = 1, the result is (1.8). Now suppose i ≥ 2. Then there exists α ′ ∈ J \ {α} and we use (5.3) with j = l = α ′ . Then we have k∈K . On X α ′ k Y βα we apply (1.8). For k = β we apply induction on [X] q,Q,J\{α ′ },K\{k} Y βα . For k = β we can use a previous case. Now we can group some terms using Proposition 5.1 and we obtain all terms in Proposition 5.4. The remaining terms give
Let n m = |{n ∈ K | m < n < β}|. Then the 3 terms between brackets give
If {n ∈ K | 1 ≤ n < β} = ∅ then this gives 0. Otherwise we denote by k 1 < · · · < k t the elements of this set. Now we write the above sums in terms of these k j . In this case we also obtain 0.
For now, Proposition 5.4 is not sufficient to have all Y ij placed before minors of X because of the sum
Proof. This follows by induction on γ.
and β ∈ K we have
= n is such that m is the n-th element of {1, . . . , β − 1} \ K, ordered from large to small.
Proof. This follows from Lemma 5.5 for γ = µ. Proof of Theorem 1.2. We calculate the entry (i, k) of the product of the above expression, without C N , with tI N + XY . This gives a sum over j ∈ [N ] of the product of entry (i, j) of the above expression, with (tI N + XY ) jk . We separate j = i and j = i. Now we consider the part of degree g in X and Y , 0 ≤ g ≤ N and we separate the cases i = k and i = k. For g = 0, 1, N , the formula is easily verified. For 2 ≤ g ≤ N − 1, we first consider the case i = k. Here, g+1 ),i,k∈K and we replace K by K \ {k}. The second parts of (5.6) and (5.5) (which contain δ k∈K ) can be treated analogously. Here, we rewrite Now we combine all terms in this calculation for i = k and consider the cases (K \ {i}) >k = ∅ and (K \ {i}) >k = ∅. In both cases, this total expression gives 0. The previous calculation for i = k can be adapted to the case i = k, which results in σ q,Q (g)t
. Now we proved that our expression is a one-sided inverse. This is sufficient because tI N + XY is invertible since by (1.10), there exists a Cayley-Hamilton theorem for tI N + XY as well, from which we can obtain a formula for (tI N + XY ) −1 . Remark 5.7. By setting t = 0, Theorem 1.2 gives Y −1 X −1 . By applying ′ and using (4.13), we obtain (tI N + Y X) −1 .
