The classification of harmonic source types is a necessary step to alleviate harmonic pollution. This study proposes a method for the harmonic source classification based on 2-D image-matrix transformation (IMT) and deep convolutional neural network (CNN). The method firstly converts the V-I waveforms of different harmonic source types into a matrix by IMT, which was then applied to express the V-I waveform of each harmonic source as an input CNN model. Thereafter, features were extracted automatically from the harmonic source IMT matrix by the CNN model. Finally, favorable results are achieved after identifying the type of harmonic source via a classifier. In case study, a number of verifications were performed on the proposed method. Moreover, compared with existing harmonic source classification methods, the proposed strategy in this study not only avoids extracting features through expert knowledge, but also reduces the amount of data required for the harmonic source classification, and achieves higher accuracy than other methods.
I. INTRODUCTION
The increasing quantity of nonlinear loads (NLLs) and power electronic devices has caused severe harmonic pollution which affects the safety in operation of equipment in power systems. Therefore, effective measures are urgently needed to tackle harmonic problems in order to improve the power quality of power grid. As we know, finding the harmonic sources and classifying its type is the key step for this [1] and its accuracy plays a crucial role in planning and designing harmonic mitigation devices (e.g., active power filters) [2] , so the study of the location and classification of harmonic sources is necessary.
At present, the research about the harmonic source localization and type classification is mainly divided into the multi-point method and single-point method. The multipoint methods such as harmonic state estimation (HSE) [3] , Independent Component Analysis (ICA) [4] , [5] , harmonic flow direction [6] , active power method [7] , etc. are
The associate editor coordinating the review of this manuscript and approving it for publication was Padmanabh Thakur. applied to estimate the harmonic state of the whole network. These methods are first realized by the finite measurement point configuration to achieve wide-area system observability [8] , [9] . And then, the harmonic source location is estimated based on parameters such as the voltage, current, impedance angle, and total harmonic distortion rate. The multi-point method is applicable to a grid system with a large network, and can analyze harmonics in the network with a macroscopic view, it involves the calculation of observability and harmonic power flow throughout the network.
But macroscopic harmonic state analysis is not necessary for small scale networks with few nodes. With the development of the distributed new energy such as photovoltaics and wind power, the near-efficient energy consumption is the key to new energy applications. Therefore, as the main application scenarios of new energy sources, small distribution networks and microgrids develop rapidly [10] , [11] . In small distribution networks and microgrids, the voltage and current value of each node can be obtained. Hence, for this case, the single-point method can address the problem of the harmonic source localization and type classification.
In reference [12] , the sign of the instantaneous harmonic power at the PCC was used to determine whether the position of the main harmonic pollution source derived from upstream or downstream. This method is simple and effective, but not applicable to radiative networks. Subsequently, the reference [13] improved the method in reference [12] . In the radiation network, the sign of the fundamental power is employed as a reference to assist in determining the location of the harmonic source. For the study of harmonic source type classification, in reference [14] , the voltage and harmonic total distortion rate (THD) of the node is regarded as the feature. And then, the cascade correlation network is trained to classify the type of harmonic sources. In reference [15] , the fractal and fast Fourier transform were used to analyze the harmonic current waveforms to characterize the features of different harmonic sources types. Moreover, a rule-based expert system is applied to identify the type of harmonic sources. In reference [16] , the characteristics of harmonic voltage and current were extracted by the Morlet wavelet function. Accordingly, 2-D V-I wavelet transform (WT) patterns are constructed as the features of each type of harmonic source, and then it is classified by Self-Organization Feature Map (SOFM) network. In reference [7] , the relationship between the harmonic active power and each harmonic source type was analyzed, and the 3∼25th harmonic power at PCC was used as the feature. Five features with the most weight ratio as the input of the probabilistic neural network (PPN) classification network were selected. In addition, compared to reference [7] , reference [17] only considered the voltage characteristics. The harmonic voltage data was decomposed by empirical mode decomposition (EMD), and the features are extracted from IMF1∼5. The accurate classification of the harmonic source type was realized by k-nearest network KNN.
According to previous work, the existing methods for determining the harmonic source type include three main stages which are the feature extraction to form a feature set, feature selection, and classification. The majority of the feature extraction in this work are implemented manually with the support of a wealth of expert knowledge, such as total harmonic distortion (THD) [14] , fast Fourier transform (FFT) [15] , Wavelet transform (WT) [16] , active power [7] , EMD [17] , etc. These methods may not intuitively and effectively express the characteristics of each type of the harmonic source, and required a large amount of computation for feature extraction, which increases the complexity of the algorithm. This study proposes an automatic feature extraction method based on deep learning techniques to learn features from a different dataset in a flexible manner. A 2-D imagematrix transformation (IMT) method is proposed to transform the V-I waveform(consist of single cycle data of voltage and current) of 6-pulse rectifier, 12-pulse rectifier, Static frequency converter (SFC), Thyristor-The converted reactor (TCR) and DC motor (five most common harmonic sources in the distribution networks [7] , [14] , [16] ). This method preserves the V-I waveform characteristics and reduces the amount of data. The time series of voltage and current is converted to a 22×22 full rank matrix by IMT. Then, the sample data is analyzed by the convolutional neural network which is a most effective approach to generate useful and discriminative features from raw data among deep learning techniques [18] - [21] . Finally, the classifier is used to identify the harmonic source type. In the case study, the method in the article demonstrates higher performance compared with other approaches.
The rest of this paper is divided into four parts. In the first part, the spectrum characteristics of the harmonic source are introduced, and the V-I waveform diagram corresponding to each type of the harmonic source is drawn. Then, the harmonic source classification method is introduced in the second part. This part firstly explains the principle of IMT and followed by analyzing the CNN structure. The third part is about the case study. The training process of the model and the correct rate of the harmonic source classification are introduced, and the proposed method is compared with other methods. The last part is the conclusion.
II. SPECTRAL CHARACTERISTICS OF HARMONIC SOURCES
Different types of harmonic sources have different spectrum. In this paper, five types of harmonic sources are simulated in the following simplified model of the distribution network, as shown in Figure 1 . When U = 10 kV, the system short circuit capacity S k = 100 MVA, Z =50+50j. The simulation results of the harmonic source spectrum are basically consistent with the field test results in the reference [14] , [22] , [23] 3∼25th harmonic amplitude ratio, as shown in the Table 1 .
The sampling rate was 64 kHz. To ensure general and universal simulation results, the instantaneous values of voltage and current were normalized in this paper. Figure 2 displays the standard unitary waveforms of the one-cycle voltage and current sampling data.
According to the data in Table 1 , the main harmonic orders of 6-pulse rectifier(6-pulse) are 5,7 (6k ± 1) ideally. Although the amplitude of other harmonic orders is not zero but much smaller than (6k ± 1) th. Similarly, the most common structure is a dual 12-pulse rectifier (12-pulse), which consists of two 12-pulse bridges in series. Each 12-pulse valve group consists of two 6-pulse bridges, one of which converts to a Y-Y connection and the other to a Y-D connection. Two 6-pulse bridges have a phase difference of 30 • . Therefore, the 12k±1th harmonic output is dominant at its spectrum. In summary, the characteristics of harmonic spectrum in each type of harmonic sources vary considerably, which is beneficial to the classification.
According to the voltage and current waveform in Figure 2 , V-I waveforms of these harmonic sources were plotted with voltage value (p.u.) as x-axis and current value (p.u.) as y-axis in Figure 3 . Due to the different spectra characteristics of harmonic sources, the V-I waveforms of each type of the harmonic source were obviously different from others. For example, as shown in Figure 3 (d), TCR with a small amplitude of characteristic subharmonic (5, 7, 11, 13) is smoother than that of 6-pulse rectifier and 12-pulse rectifier. And the V-I waveforms of all harmonic sources are symmetrical (Y = X). The width of the two-dimensional graph varies with the change of the power factor (PF) (Harmonic sources may have different PFs under different conditions) [16] . As shown in Figure 3 , the closer the PF approached 1, the closer the graph approached the symmetric axis (Y = X).
Because the V-I waveforms of the above harmonic sources have different shapes, one-dimensional data processing methods commonly used in the harmonic analysis, such as wavelet transform, FFT and other signal processing methods, cannot directly extract the 2D waveform characteristics. Therefore, the 2D feature extraction method can be applied to characterize V-I waveform of various harmonic source types. In this paper, a 2-D image-matrix transformation (IMF) method is proposed to transform the V-I waveforms of the above harmonic sources. The V-I waveforms of different harmonic sources are described using the 2D matrix. To ensure the perfect expression the characteristics of graphics by the matrix, the range of rows and columns of the matrix was [-1.1, 1.1], and the step size was 0.1 (the precision of IMT transformation is 0.1). Subsequent good experimental results show that the precision expresses the V-I waveform characteristics of each harmonic source type reasonably. The formula of IMT is shown in (1):
where x represents the ordinate, I and y represent the abscissa, V . k 1 represents the row of the IMT matrix, and k 2 represents the column of the IMT matrix. IMT (k 1 , k 2 ) refers to the position of the IMT matrix, corresponding to the sample points in each V-I waveform. The results of each type are shown in Figure 4 .
III. HARMONIC SOURCE CLASSIFICATION METHOD
IMT algorithm not only preserves the characteristics of the V-I waveform diagram of the harmonic source sample, but also greatly reduces the number of samples (2 * 1280 is converted to 22 * 22). Because each harmonic source sample is a 22×22 IMT full rank matrix, it is suitable to use CNN to extract feature data from the sample data. The typical structure of CNN is shown in Figure 5 . Each sample is displayed in the form of a two-dimensional matrix, and then mapped to the hidden layer by a convolution kernel (a weight matrix of neurons). The hidden layer is mainly composed of a convolutional layer (C Layer) and a pooled layer (P Layer). The C Layer and P Layer are alternately repeated, and the output of the current layer is used as an input of the next layer. Hence, the network structure has high distortion tolerance to the input sample, and the hierarchical expression of data is realized more accurately.
C Layer of CNN is used to extract local features of the input neuron data. Each C Layer is composed of multiple feature matrices. Each feature matrix is regarded as a map. The corresponding convolution kernels are the same on the same map. They have the characteristics of rotation, displacement invariance and weight sharing. Features can be learned in parallel. Different convolution kernels are distinct for various maps, and multi-convolution kernels ensure a more complete feature extraction (As shown in Figure 5 , the first C Layer has 6 convolution kernels, corresponding to 6 maps). The calculation process of the convolutional layer is displayed in Figure 6 . The input feature matrix (n × n) of the previous layer and the learnable convolution kernel are subjected to the two-dimensional matrix convolution calculation, and the convolved data is subjected to the activation function to obtain the output characteristic matrix (m × m) of the layer (m = n-k+1). The dimensional relationship is shown in Figure 6 . The calculation formula of the convolutional layer is as shown in the Formula (2) .
In the formula, l represents the network layer number; k refers to the convolution kernel; B denotes as the offset; X l o is the Layer I output, and X l−1 i represents the Layer l input.
The P Layer of CNN is used to scale and map the data of the upper layer to reduce the data dimension. The extracted features have scale invariance and prevent over-fitting. Therefore, the mean pooling method is adopted for the pooling layer of in this study. The down sampling process is demonstrated in Figure 7 . The input, output, and pooling matrix dimensions satisfy m = n / k. The P Layer can be regarded as a fuzzy filter, which plays the role of the quadratic feature extraction. The calculation method of the pooled layer is shown in Formula (3).
The output layer of CNN generally employs the linear full connection. The sigmoid function selected in this paper is used as the final output of the network. The essence of CNN is to learn from a plurality of filters capable of extracting the characteristics of the input data, and performing the layer-by-layer convolution and pooling on the input data, which facilitates to extract IMT features of each type of the harmonic source step by step. As the network structure is deeper, the extracted features are gradually abstracted. As a result, the feature representation of the translation, rotation and scaling invariance of the input data is obtained. The feature extraction process of this method does not require expert, and the whole process is conducted by computer. It not only avoids a complex process of the feature extraction by manual, but also reduces the amount of data required for the harmonic source type classification (only 22×22 matrix for one sample). In order to avoid over-fitting during training, a traditional convolution kernel is selected with a pooled CNN architecture. The entire CNN structure consists of two C layers and two P layers without dropout. Table 2 summarizes the hyperparameters and the number of parameters of the proposed CNN model. The hyperparameters of the proposed CNN model include the number of kernels, the kernel size of the CNN layers, the pool size of the average-pooling layer, the ratio of dropout, and the number of outputs of the last dense layer. These hyperparameters are obtained by the grid search and cross validation.
IV. CASE STUDY A. CASE 1
As shown in Table 3 , this paper simulates 650 different simulation data in the MATLAB simulation platform. Among them, the training data possesses 100 sets for each harmonic source type, and the test data contain 30 groups. The harmonic source PF is set to vary randomly between 0.6 and 0.8 (Harmonic sources may have different PFs under different conditions, so random values are taken here). Moreover, as shown in Figure 4 , the data input format of the CNN model is set as a 22×22 positive integer matrix model. The calculation platform parameters are shown in Table 4 .
According to the above configuration, iterative calculation is performed. The learning rate is set to 1, and 25 samples are regarded as a batch. When iterating 25 times, the correctness rate is 100%, as illustrated in Figure 8 . The time spent on model training was 16.79 s. The cost function chosen in this paper is the mean square error function, as shown in Formula (4):
When the number of iterations increases, the loss is also shrinking. When iterating 25 times and updating the number of corresponding weights to 500, the loss result is 0.298. Thereafter, as the number of iterations increases, the result of loss tends to be stable, and the correct rate of classification is 100%. Therefore, the number of iterations for the training is 25. It can be seen from the foregoing analysis that the last layer of the CNN architecture is a fully connected layer that stores all extracted feature values and recombines them into 1×108 feature vectors. These vectors directly reflect the sample characteristics. Accordingly, based on the analysis of the feature vector, we can directly test the quality of the convolution model training.
In this paper, PCA is applied to test the quality of feature extraction and analyzes the trained feature matrix. After the dimension reduction analysis of 108 feature vectors, the feature contribution is sorted. Among the 108 features, the top ten features of the contribution are shown in the Figure 9 . We select the top three features with the highest weight coefficient, F1, F2, and F3 for analysis. The PCA analysis result of the training data is as presented in Figure 10 (the analysis data is the training data:
The same type of samples is clearly clustered together, and the sample distance between different harmonic source types is large, indicating representative extracted features. This good feature discrimination result lays a solid foundation for the classification of harmonic source types.
In order to verify the accuracy of the proposed method, the confusion matrix is used to investigate the classification effect of this strategy. The confusion matrix calculation is displayed in Formula is (5) ∼ (7):
where T pi is the number of correct samples in each category; N is the total number of samples; Z is the number of types; N i is the number of each type in the sample; i is the sample type number; j is the recognition result. N j is the number of each class in the classification result; R i is the recall rate; P j is the recognition accuracy [24] , [25] . In Figure 11 , the green and red area indicates the correct number of categories, and the number of classification errors, respectively. The gray area suggests the classification recall rate Ri. The column reveals the accuracy P j of each harmonic source type classification, and the blue area indicates the total classification correct rate T pi . The training samples and test samples were classified by the method in this study. The error rates of five harmonic source types reached 0%.
1) COMPARATIVE ANALYSIS 1
We compare the method proposed in this paper with the existing five methods. Taking one-cycle current sampling data (One-dimensional time series, 1 * 1280) as the analysis object for method 1∼3. The method 1 is based on references [25] , multi-scale dense connected convolution neural network (multi-scale DenseNet) was used to classify the harmonic source type which contains 4 identical classifier structures, and the length of 4 convolution kernels decrease in order, is 128,64,32,16 separately. The method 2 is based on references [26] , according to the definition of multi-scale convolutional neural network (MCNN), the data was calculated by local (contains three convolutional layers, the filter size is 64,128,256) and full convolution layers after downsampling and smoothing and output classification results. The method 3 is based on references [27] , the data was analyzed by wide and CNN algorithms, then the wide component and the deep CNN component are combined using a weighted sum of their output as hidden features. And these features are then fed to one logistic loss function for classification. The number of iterations of the above method 1∼3 is set to 25. In addition, in this paper, the sigmoid function is selected as the final output of the CNN network. Currently, for the study of CNN networks, SVM and SoftMax are commonly applied as output layers [28] . 108 feature vectors of the CNN dense layer output of this paper are used as the input of SVM (LIBSVM 3.1 toolbox is employed to build this classification model in this paper; the SVM parameters were optimized by the cross-validation method; the penalty factor was c = 92.785; and the kernel parameter was g = 0.023)All calculation results are shown in the Table 5 , method 1 is based on multi-scale DenseNet [25] , method 2 is MCNN [26] , method 3 is the combination of wide and CNN [27] , method 4 and method 5 are SVM and SoftMax respectively [28] .
It can be seen from the above results that the time series data as the input of the classifier does not achieve a good result, and the above method cannot effectively extract the characteristics of the harmonic data, which affects the final classification result. The correct rate of methods 4 and 5 is 100% which proves that the effective feature is the key to classification. The method of combining IMT and CNN mentioned in this paper has obvious superiority in stage of feature extraction.
2) COMPARATIVE ANALYSIS 2
In this paper, under the same computing environment as well as the training and testing data, comparative experiments were carried out with methods proposed in reference [7] , [16] . According to reference [16] (method 6), the data of harmonic voltage and currents were sampled at 5.76 kHz. The training termination condition of SOFM network was set below the minimum square distance threshold ε or the number of iterations reaches c=100. ε = 10-2. The time spent on model training was 27.12 s.
Five feature quantities (P3, P5, P9, P7 and P23, P represents the active power) of 500 sample data were calculated using the method in reference [7] (method 7), and the PNN classification model was trained for 17.94 s. The classification results of two methods were shown in Figure 12 . The recognition accuracy was above 94%. Compared with two methods mentioned above, the proposed method did not require complex procedures such as Morlet Wavelet Transformation, power feature extraction and screening. All features were automatically extracted from the convolution layer in the whole classification process, which greatly simplify the harmonic source type classification process and was more conducive to the practical application. Moreover, the classification results showed that the accuracy of the proposed VOLUME 7, 2019 method in this study was better than that of two aforementioned methods.
B. CASE 2
In order to simulate the actual situation of the power grid, the proposed method was tested through the IEEE 14 network. Five harmonic sources were connected at bus 13, 9 and 5, respectively. The voltage and current data of these three nodes were collected, and the sampling rate was set to be 6.4 kHz. The signal-to-noise ratio (SNR) of 35 was added to the test samples. Fifty samples were collected at each node, and the number of samples for each type of harmonic source was 10. The simulation samples were classified by the trained CNN harmonic source classification model. The classification results were shown in Figure 13 . Due to the noise interference, there was a sample mis-classification between type 3 and type 5. However, the classification results of other harmonic source types were not affected. With the increasing number of training samples for the CNN model, the training accuracy of the model is expected to be higher.
V. CONCLUSION
This paper proposes the concept of IMT, and the V-I waveform of harmonic source was converted into IMT matrix. This method not only retains the characteristics of the V-I waveform of the harmonic source, but also reduces the amount of data required for classification. Then, the harmonic source types are classified with a CNN model. The CNN model with two convolution layers and two pooling layers can precisely extract the sample features, and the distance between classes is large enough and the distance between classes is small enough, which greatly simplify the feature extraction step. The accuracy obtained by the proposed method is higher than that of existing methods. Finally, in the case of IEEE 14 network, 99.3% of the classification accuracy could be achieved.
Future work:
• This paper provides a new idea for identifying the harmonic source type. However, only five kinds of harmonic sources are discussed as examples in this paper. Therefore, more types of harmonic sources will be considered in the next step.
• More field data can be collected to train the CNN model and improve its classification ability for actual data. The algorithm can be integrated into small power quality measurement equipment to realize the on-site classification of harmonic source types and improve the maintenance efficiency of power grid.
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