Random projections of high-dimensional random vectors are of interest in a range of fields including asymptotic convex geometry and high-dimensional statistics. We consider the projection of an n-dimensional random vector onto a random k n -dimensional basis, k n ≤ n, drawn uniformly from the Haar measure on the Stiefel manifold of orthonormal k n -frames in R n , in three different asymptotic regimes as n → ∞: "constant" (k n = k), "sublinear" (k n → ∞ but k n /n → 0) and "linear" k n /n → λ with 0 < λ ≤ 1). When the sequence of random vectors satisfies a certain "asymptotic thin shell" condition, we establish annealed large deviation principles (LDPs) for the corresponding sequence of random projections in the constant regime, and for the sequence of empirical measures of the coordinates of the random projections in the sublinear and linear regimes. We also establish LDPs for certain ℓ n q norms of the random projections in these different regimes. Moreover, we verify the aforementioned asymptotic thin shell condition for various sequences of random vectors of interest, including those distributed according to a Gibbs measure with superquadratic interaction potential. Our results serve to complement the central limit theorem for convex sets and related results which are known to hold under a "thin shell" condition. These results also substantially extend existing large deviation results for random projections, which are first, restricted to the setting of ℓ n p balls, and secondly, limited to univariate LDPs (i.e., in R) involving either the norm of a k n -dimensional projection or the projection of X (n) onto a random one-dimensional subspace.
Introduction

Motivation and context
The focus of this article is to identify a general condition on sequences of high-dimensional random vectors under which one can characterize their asymptotic tail probabilities or, specifically, establish large deviation principles (LDPs) for their multi-dimensional random projections. The study of high-dimensional probability distributions through their lower-dimensional projections, especially random projections, is a common theme in a wide range of areas, including geometric functional analysis [16] , statistics and data analysis [9, 10, 12] , information retrieval [15, 26] , machine learning [23] and asymptotic geometric analysis [2, 21] . In the latter case, a typical probability measure of interest is the uniform distribution on a convex body (i.e., a compact convex set with non-empty interior).
Questions about the geometry of convex bodies in high dimensions often take on a certain probabilistic flavor. A significant result in this direction is the so-called central limit theorem (CLT) for convex sets, which roughly says that most k-dimensional projections (equivalently, marginals) of an n-dimensional isotropic convex body are close to Gaussian in the total variation distance, when n is sufficiently large and k is of a smaller order than n α for some universal constant α ∈ (0, 1). Although foreshadowed by results of Sudakov [30] and Diaconis and Freedman [9] in the case k = 1, this particular result was first conjectured by Anttila, Ball and Perissinaki in [2] (see also [6] ). They showed that if the Euclidean norm of a symmetric high-dimensional random vector X (n) satisfies a certain concentration estimate referred to as the "thin shell" condition, then most of its marginals are approximately Gaussian. At a high level, this thin shell condition is a quantification of the folklore idea that "All convex bodies behave a bit like Euclidean balls", as quoted from [3] . In [2] , the authors verify this condition for random vectors uniformly distributed on a certain class of convex sets whose modulus of convexity and diameter satisfy certain assumptions. Subsequently, the thin shell condition was verified for various classes of convex bodies by several authors, with a breakthrough verification due to Klartag [21] for any isotropic log-concave distribution (which, in particular, includes the uniform distribution on an isotropic convex body). The result of [2] was further extended by Meckes [24] , who showed that whenever an n-dimensional random vector satisfies a quantitative version of the thin shell condition, then most k-dimensional marginals are close to Gaussian (in the bounded-Lipschitz distance) if k < 2 log n/ log log n, and that the latter estimate is in some sense the best possible. Similar results also hold at the so-called moderate deviations scale [29] .
One broad aim of studying lower-dimensional projections is to obtain information about less tractable high-dimensional measures. While the central limit theorem for convex sets and related theorems are beautiful universality results, they imply the somewhat negative result that (fluctuations of) most lower-dimensional projections do not provide much information about the high-dimensional measure. In contrast, since so-called rate functions in LDPs are non-universal and distribution-dependent, they may not only shed light on the tail behavior of high-dimensional probability measures, but also allow one to distinguish high-dimensional probability measures via their lower-dimensional projections. Moreover, large deviation results are also useful for obtaining information on the conditional distribution of the high-dimensional measure, given that its projections deviate significantly from their means, via the so-called Gibbs conditioning principle [8] ; see, for example, [20] for a demonstration in a geometric context.
Most prior large deviation results for random projections have been first restricted to the setting of high-dimensional product measures [13] or the uniform measure on the (suitably renormalized) unit ball or sphere in the space ℓ n p for some p ∈ [1, ∞) [1, 14, 17, 22] , and secondly, limited to univariate LDPs (i.e., in R) involving either the projection of a high-dimensional random vector onto a random one-dimensional subspace [14] or (annealed) LDPs of the Euclidean norm of an orthogonal projection onto a k n -dimensional subspace, with k n possibly tending to infinity [1] (see also Remark 2.11 ). The only prior example of a multivariate LDP that we know in this context is for the particular case of projections of a random vector sampled from a scaled ℓ n p ball onto the first k canonical directions [4, Theorem 3.4] . Further, in all cases, the analysis for non-product measures has focused on ℓ n p balls, where the analysis is greatly facilitated by a convenient probabilistic representation of the uniform measure on the ℓ n p ball (see [28, Lemma 1] or [27] ).
Our contributions and outline of the paper
In this article, we offer a two-fold generalization of past results by first considering fairly general sequences of probability measures (going beyond the specific setting of the uniform measure on ℓ n p balls or spheres) and secondly, analyzing multi-dimensional projections (and not just their Euclidean norms), whose dimension may grow to infinity. Specifically, for any sequence of random vectors {X (n) } n∈N whose scaled Euclidean norms satisfy an LDP, a condition that we refer to as the "asymptotic thin shell" condition (see Assumption A), we characterize the tail behavior of the corresponding sequence of orthogonal projections of X (n) onto a random k n -dimensional basis, k n ≤ n, drawn from the Haar measure on the Stiefel manifold V n,k of orthonormal k n -frames in R n , as the dimension n goes to infinity. We also establish results on the tail behavior of ℓ n q norms of the projections. Our main results are as follows (the precise definition of LDPs, rate functions, and the Stiefel manifold are given in Section 1.3 and Section 2):
1. LDP in the constant regime (Theorem 2.4): Given Assumption A.1, in the setting where {k n } n∈N is constant (that is, k n = k), we establish an (annealed) LDP for the sequence of k-dimensional random projections of X (n) .
LDP in the sublinear (Theorem 2.6) and linear (Theorem 2.8) regimes: Given Assumption
A, in the setting where {k n } n∈N satisfies k n → ∞, we establish an (annealed) LDP for the sequence of empirical measures of the coordinates of the k n -dimensional projections of X (n) . This LDP is established with respect to the q-Wasserstein topology for q < 2, which is stronger than the weak topology. The form of the large deviation rate function is shown to have a different form in the sublinear (k n /n → 0) and linear (k n /n → λ ∈ (0, 1]) regimes. 3. LDPs for norms of random projections. In the constant and linear regimes, we also establish LDPs for sequences of certain ℓ n q norms of the multi-dimensional random projections in the constant and linear regimes (see Corollary 2.5 and Theorem 2.10).
Verification of our assumptions:
To demonstrate the usefulnesss of our general results, in Section 3 we identify various classes of sequences {X (n) } n∈N , for which the asymptotic thin shell condition of Assumption A holds, including random vectors uniformly distributed on ℓ n p balls or distributed according to a Gibbs measure with a superquadratic interaction potential.
Note that, as in [1] , our annealed large deviation results indicate three crucial regimes for {k n } n∈N , which differ from CLT results where approximate Gaussian marginals hold given k n < 2 log n log log n [24] or k n ∼ n α [21] , depending on properties of the original random vector X (n) .
In summary, our work can be viewed as the large deviation analogue of the results in [2] . Whereas their work shows that fluctuations of (most) random projections of high-dimensional vectors that satisfy a thin shell condition can be characterized (as almost Gaussian), our work characterizes tail behavior (specifically, establishes annealed LDPs) for projections and their associated norms onto (possibly growing) random subspaces of high-dimensional random vectors that satisfy our asymptotic thin shell condition. We leave for future work the identification of more sequences {X (n) } n∈N of random vectors that satisfy the asymptotic thin shell condition.
Basic definitions and assumptions
We set some initial notation and definitions, with a particular emphasis on large deviations terminology. For p ∈ [1, ∞], let · p denote the ℓ n p norm (with some abuse of notation, we use common notation for the ℓ n p norm on R n for any n ∈ N). Given a topological space X with Borel sigma-algebra B, let P(X) denote the space of probability measures on X. By default, we impose the topology of weak convergence on P(X): recall that a sequence {µ n } n∈N ⊂ P(X) is said to converge weakly to µ ∈ P(X), also denoted as µ ⇒ µ, if and only if for every bounded continuous function f on X, f dµ n → f dµ. On occasion, when X = R d , we will consider a subset of probability measures with certain finite moments. For q > 0 and d ∈ N, let
Then, a sequence of probability measure {ν n } n∈N ⊂ P q (R d ) converges to ν ∈ P q (R d ) with respect to the q-Wasserstein topology if we have weak convergence ν n ⇒ ν and convergence of q-th moments R d |x| q ν n (dx) → R d |x| q ν(dx). In fact, as elaborated in [31, Sec. 6] , the q-Wasserstein topology can be metrized by a distance function called the q-Wasserstein metric, which we denote W q . Next, for q > 0, let
(1.1) denote the q-th moment map. In our analysis, we will frequently consider the following subset: for j ∈ N, define K 2,j ⊂ P(R d ) as
is compact with respect to the q-Wasserstein topology. In addition, K 2,j is convex and non-empty.
Proof. The proof is an elementary modification of the proof of the j = 1 case given in [20, Lemma 3.14] .
We refer to [8] for general background on large deviations theory. In particular, we recall the definition: Definition 1.2. Let X be a topological space with Borel sigma-algebra B. A sequence of probability measures {P n } n∈N ⊂ P(X) is said to satisfy a large deviation principle (LDP) at speed s n with rate function I :
where Γ • andΓ are the interior and closure of Γ, respectively. We say I is a good rate function (GRF) if it has compact level sets. Analogously, a sequence of X-valued random variables {η n } n∈N is said to satisfy an LDP with GRF I if the sequence of their laws {P • η n } n∈N satisfies an LDP.
As a useful tool, we recall the following definition. Definition 1.3. Let X be a metric space with distance d, equipped with its Borel σ-algebra. Two sequences of X-valued random variables {η n } n∈N and {η n } n∈N are exponentially equivalent at speed s n if for all δ > 0, lim sup
The notion of exponential equivalence is valuable because if an LDP holds for {η n } n∈N , then an LDP holds for an exponentially equivalent sequence {η n } n∈N with the same GRF (see, e.g., Theorem 4.2.13 of [8] ).
For some of our LDPs, the resulting rate functions will be expressed in terms of the following quantities. 
Main results
For each n ∈ N, consider a random vector X (n) that takes values in R n . For k ∈ N, let I k denote the k × k identity matrix, and for n > k, let V n,k = {A ∈ R n×k : A T A = I k } denote the Stiefel manifold of k-frames in R n . We are interested in the projection of X (n) onto a random k n -dimensional subspace, where 1 ≤ k n < n. To this end, fix n ∈ N, 1 ≤ k n < n, and let A n,kn = [A n,kn (i, j)] i=1,...,n; j=1,...,kn be an n × k n random matrix drawn from the Haar measure on the Stiefel manifold V n,kn , (i.e., the unique probability measure on V n,k that is invariant under orthogonal transformation), which is independent of X (n) . The random matrix A n,kn , linearly projects a vector from n to k n dimensions. We assume that X (n) and {A n,kn } n∈N are defined on a common probability space (Ω, F, P). When {k n } n∈N is constant so that k n = k for all n ∈ N, then one can establish an LDP for the sequence of vectors {A T n,k X (n) } n∈N in the space R k . In contrast, when {k n } n∈N is growing, in order to establish an LDP, we must embed the k n -dimensional random vectors {A T n,kn X (n) } n∈N , into a common subspace. In particular, we prove an LDP for the sequence of empirical measures of the k n coordinates of A T n,kn X (n) , defined by
Remark 2.1. Note that the law of A n,kn is invariant under permutation of the k n columns, so the k n coordinates of A T n,kn X (n) are exchangeable. Given this exchangeability, the empirical measure L n in (2.1) encodes the essential distributional properties of the coordinates of the projection, and thus serves as a natural choice for a common infinite-dimensional embedding of the k n coordinates of A T n,kn X (n) , for all n ∈ N.
The asymptotic thin shell condition
As mentioned in the introduction, our primary object of study is the k n -dimensional random variable A T n,kn X (n) -the orthogonal projection of X (n) onto the subspace spanned by the columns of A n,kn , given in terms of the coordinates in the new k n -dimensional basis specified by those columns.
Our main assumption on the sequence of vectors {X (n) } is the following, which we refer to as the asymptotic thin shell condition.
Assumption A. The sequence of random vectors {X (n) } n∈N , satisfy the following conditions:
The following limit (in probability) exists:
where P − → denotes convergence in probability.
Remark 2.2. Note that if the GRF J X of Assumption A.1 has a unique minimizer, then Assumption A.2 (a weak law of large numbers) follows as an immediate consequence.
Statement of annealed LDPs
Throughout, we fix {X (n) } n∈N satisfying Assumption A with rate function J X . We aim to analyze the large deviation behavior of the coordinates of the k n -dimensional projection of X (n) , in the following three regimes: Definition 2.3. Given a sequence {k n } n∈N ⊂ N, we say:
We first consider the case of constant k n = k. The proof of Theorem 2.4 is given in Sect. 4.2.
As an immediate corollary of Theorem 2.4, we have the following LDP for corresponding ℓ n q norms.
For any q ∈ (0, ∞) and n ∈ N, define define Y n q,k to be the following scaled ℓ n q norm of the random projection:
Then {Y n q,k } n∈N satisfies an LDP with the GRF:
Proof. This is an immediate corollary of the k-dimensional LDP of Theorem 2.4 and the contraction principle applied to the continuous mapping
Recall that if, instead of being constant, {k n } n∈N grows with n, then our goal is to establish an LDP for the sequence of empirical measures {L n } n∈N of (2.1). In the following theorem, we will write γ s to denote the Gaussian measure on R with mean 0 and variance s 2 ; that is, for s > 0, let
(2.4) Theorem 2.6 (sublinear, 1 ≪ k n ≪ n). Suppose {k n } n∈N grows sublinearly and Assumption A holds, with associated constant m ≥ 0. Then, for every q < 2, {L n } n∈N satisfies an LDP in P q (R) equipped with the q-Wasserstein topology, at speed k n , with GRF I an m :
where H is the relative entropy functional defined in (1.5).
In the definition below, we adopt the convention that 0 · (−∞) = 0. Also, recall the definition of the second moment map m 2 (·) from (1.1). 
if m 2 (µ) < c 2 /λ, and J an λ (µ) := +∞ otherwise. Remark 2.9. Note that in the setting where {k n } n∈N grows to infinity, the precise nature of the growth of {k n } n∈N is irrelevant for the result. Rather, the only crucial property is whether the growth is sublinear (beyond which, the growth rate does not matter) or linear (in which case the LDP depends on the asymptotic proportionality constant λ ∈ (0, 1]). Furthermore, note that the LDP for {L n } n∈N depends on {X (n) } n∈N only through the norms { X (n) 2 / √ n} n∈N , either in terms of the LDP rate function (in the linear setting, through Assumption A.1), or in terms of the law of large numbers limit (in the sublinear setting, through Assumption A.2). Contrast the observations above with the CLT setting. A sharp threshold for random projections to be approximately Gaussian for general X (n) is the dimension k n = 2 log n log log n [24] . On the other hand, assuming additional log-concavity of X (n) yields a greater threshold k n = n α for some universal constant α ∈ (0, 1), where α ≥ 1/15 [21] .
As already seen in Corollary 2.5, the LDPs established above provide important geometric information about the projected random vectors. Indeed, the empirical measure encodes sufficient information about the distribution of the random vector that it characterizes certain geometric properties of the random projections of a random vector. Our last main result, Theorem 2.10, establishes LDPs for sequences of ℓ n q norms of the projected random vectors in the linear regime. Theorem 2.10. Suppose {X (n) } n∈N satisfies Assumption A.1, and k n ∼ λn for some λ ∈ (0, 1]. Also, for q ∈ [1, 2] and n, k ∈ N, with k ≤ n, definē
Then the sequence {Ȳ n q,kn } n∈N satisfies an LDP at speed n with GRF I AX q ,λ , defined as follows:
8)
with m q the q-th moment map as in (1.1).
The proof of Theorem 2.10 is deferred to Section 5.2. It is shown there that when q < 2, the result is essentially an immediate consequence of Theorem 2.8 and an application of the contraction principle. However, even though the rate function still takes an analogous form when q = 2, the contraction principle is no longer applicable because the result follows from the contraction principle and the LDP in Theorem 2.8 only holds in the q-Wasserstein topology, for q < 2. Despite this apparent gap, using a different argument in Section 5.2 we show that the result nevetheless holds. In the process, we provide an alternative representation for the rate function (2.8) for all q ∈ [1, 2] (see Proposition 5.1). This is a manifestation of a somewhat nuanced technical issue, which is elaborated upon in Remark 5.4.
Remark 2.11. The first work to consider norms of projections onto growing subspaces was [1] , which focuses on the particular case q = 2 (Euclidean norms) and X (n) uniformly distributed on the ℓ n p ball of radius n −1/p . Theorem 1.1 therein establishes an annealed LDP for the sequence of Euclidean norms of random projections in all regimes, when p ≥ 2, and Theorem 1.2 considers the linear regime when p ∈ [1, 2) . In the linear regime, Theorem 2.10 extends the results of Theorem 1.1 of [1] to more general q-norms, q ∈ (1, 2), and more general sequences {X (n) } n∈N that satisfy Assumption A.1. While we have focused on norms, Theorem 2.8 may also be useful for studying the behavior of other interesting geometric properties of the projections that depend symmetrically on the coordinates, such as the volume or barycenter of the projected body.
Examples
In this section, we present several examples of sequences of random vectors {X (n) } n∈N that satisfy the asymptotic thin shell condition stated in Assumption A.
Product measures
for t in some open ball of non-zero radius about 0, and let Λ * be the Legendre transform of Λ:
Proof. By Cramér's theorem for sums of i.i.d. random variables [8, Theorem 2.2.1], the sequence ( X (n) 2 2 /n) n∈N , satisfies an LDP at speed n with GRF Λ * . By the contraction principle applied to the square root function, Assumption A.1 holds. As for Assumption A.2, this follows from the law of large numbers, with limit 1
3.2 ℓ n p balls, for p ≥ 2
We now verify the asymptotic thin shell condition for random vectors uniformly distributed on suitably normalized ℓ n p balls. For n ∈ N and p > 0, denote by B n p the unit ℓ n p -ball:
Also, for p ∈ [1, ∞), let f p be the density of the p-generalized normal distribution:
where Γ denotes the Gamma function. Also, let F * p (y) : 
Proof. In the case p = 2, it is well known (see, e.g., Lemma 1 of [28] ) that X (n) / √ n (d) = U 1/n ζ n / ζ (n) 2 , where ζ n is an n-dimensional Gaussian random vector with zero mean and identity covariance matrix, that is independent of U , which is uniformly distributed on (0, 1). Then clearly, X (n) 2 / √ n (d) = U 1/n . Thus, Lemma 3.1 of [14] shows that {X (n) }) n∈N satisfies Assumption A.1 with rate function J X,2 and, since the explicit form implies that J X,2 has a unique minimum at m(2) = 1, Assumption A.2 follows from Remark 2.2. On the other hand, when p > 2, the assertion follows from Theorems 1.2 and Theorem 1.1 (a), with d = 1 and q i = 2, of [17] .
It should be noted that when p ∈ [1, 2), annealed LDPs associated with the random vectors {X (n) } n∈N defined in the lemma occur at different speeds than in the case p > 2; see Theorem 2.3 of [14] . In particular, from Theorem 1.3 of [17] it follows that in this case the sequence of scaled norms { X (n) 2 / √ n} n∈N satisfies an LDP at speed n p/2 . Thus, in this case the asymptotic thin shell condition as stated in Assumption A is no longer satisfied.
Gibbs measures
We now consider the case when the random vector X (n) is drawn from a Gibbs measure on configurations of n interacting particles. To be precise, let F : R → (−∞, ∞] be a "confining" potential, G : R × R → (−∞, ∞] an "interaction" potential, and for n ∈ N, define a Hamiltonian H n : R n → (−∞, ∞] given by
Further, for n ∈ N, let P n ∈ P(R n ) be the probability measure given by
where ℓ ∈ P(R) is a non-atomic, sigma-finite probability measure on R, and Z n is a normalization constant so that P n is a probability measure. With some abuse of notation, we use e −F ℓ to denote the measure on P(R) with density e −F with respect to ℓ ∈ P(R). Further, let Q n ∈ P(R) be the pushforward measure induced by P n under the mapping R n ∋ (x 1 , . . . , 4. for all λ ∈ R, we have
Then, {Q n } n∈N satisfies an LDP in P 2 (R) equipped with the 2-Wasserstein topology, at speed n, with GRF I * :
with H the relative entropy functional defined in (1.5).
Lemma 3.4 (Gibbs measures). For n ∈ N, suppose X (n) is drawn from P n of (3.1), and suppose that the assumptions of Theorem 3.3 hold. Then, {X (n) } n∈N satisfies Assumption A.1.
Proof. The LDP for { X (n) 2 2 /n} n∈N , follows from an application of the contraction principle to the empirical measure LDP of Theorem 3.3 and the second moment map m 2 of (1.1), which is continuous with respect to the 2-Wasserstein topology.
Proofs of LDPs
In this section, we prove the main large deviations results, namely, Theorems 2.4, 2.6 and 2.8, stated in Sect. 2.2. At many points, we will refer to certain properties of the top row of A n,kn , which we first establish in Sect. 4.1. Sections 4.2, 4.3 and and 4.4 consider the regimes of {k n } constant, sublinear and linear, respectively. Throughout, let ζ 1 , ζ 2 , . . . , denote a sequence of i.i.d. standard Gaussian random variables, let ζ (n) := (ζ 1 , . . . , ζ n ) ∈ R n , let e 1 := (1, 0, . . . , 0) ∈ R n .
The top row of A n,kn
Lemma 4.1. Fix k, n ∈ N such that k ≤ n. Then the following relation holds:
Proof. Let O n be a random n × n orthogonal matrix (i.e., sampled from the normalized Haar measure on the group of n × n orthogonal matrices). Let I n,k be the n × k matrix of ones on the diagonal and zeros elsewhere. Note that
which implies that A n,k (1, · ) is equal in distribution to the vector of the first k elements in the top row of O n . The marginal distribution of the top row of O n is the uniform measure on the unit sphere of R n , which establishes the identity (4.1), due to the classical fact that ζ (n) / ζ (n) 2 is uniformly distributed on the unit sphere in R n (see, e.g., [25] ).
Lemma 4.2. Fix n ∈ N and k ≤ n. Suppose X (n) is an n-dimensional random vector independent of A n,k . Then the following relation holds:
Proof. The lemma is easily deduced from the fact that the distribution of A n,k is invariant under orthogonal transformations and independent of X (n) . See, for example, Lemma 6.3 of [14] for the proof of the analogous claim when k = 1.
For the settings where {k n } n∈N grows, we will first analyze the empirical measure of the k n elements in the top row of √ nA n,kn . That is, let
Recall that P(R) is always equipped with the weak topology unless otherwise stated.
Lemma 4.3. For n ∈ N, let X (n) be independent of A n,kn and recall the definition of L n given in (2.1). Then we have
Proof. For each n ∈ N, using the definition of L n and Lemma 4.2, we have 
Constant regime k n = k
Throughout this subsection, fix k ∈ N and suppose k n = k for each n ∈ N. 
We can without loss of generality restrict the range of z in the infimum to z > 0; then, substituting y = x/z and noting that the constraint y 2 ≤ 1 is equivalent to x 2 ≤ z, it follows that for
On rewriting the above in terms of c = x 2 /z, we obtain the form (2.2) for the rate function J an .
Sublinear regime 1 ≪ k n ≪ n
Throughout this subsection, suppose {k n } n∈N grows sublinearly.
Proposition 4.4. Fix q < 2. Suppose {k n } grows sublinearly, that is, k n → ∞ but k n /n → 0. Then, the sequence {μ n A } n∈N satisfies an LDP in P q (R) with respect to the q-Wasserstein topology, at speed k n , with GRF H(·|γ 1 ) :
Proof. Recall that {ζ j } j∈N is a sequence of i.i.d. standard Gaussian random variables, ζ (n) = (ζ 1 , . . . , ζ n ) and consider the sequence ν n := 1 k n kn j=1 δ ζ j , n ∈ N.
By Sanov's theorem {ν n } n∈N satisfies an LDP in P(R) with respect to the weak topology, at speed k n , with GRF H(·|γ 1 ). Due to (4.2) and Lemma 4.1, in order to establish the stated LDP for {μ n A } n∈N in P(R) with respect to the weak topology, it suffices to show that {ν n } n∈N is exponentially equivalent (at speed k n ) to the sequencẽ
Let z n := √ n/ ζ (n) 2 . Let d BL denote the bounded-Lipschitz metric (which metrizes weak convergence). Then, letting BL(R) denote the space of bounded functions f : R → R with Lipschitz constant 1,
Hence, for δ, ǫ > 0, we have 
for some convex and superlinear rate function I. Also by Cramér's theorem for n i=1 ξ 2 i /n, the continuity of x → 1/ √ x on (0, ∞) and the contraction principle, the sequence {z n } n∈N satisfies an LDP at speed n, so due to the sublinear growth of k n , we have
Combining the two previous limits, we find that
Since ǫ > 0 was arbitrary, let ǫ → 0, and apply the superlinearity of J to see that {ν n } n∈N and {ν n } n∈N are exponentially equivalent. In order to strengthen the LDP for {μ n A } n∈N to hold in P q (R) with respect to the q-Wasserstein topology, due to [8, Corollary 4.2.6] , it suffices to note that P(μ n A ∈ K 2,1 ) = 1, where K 2,1 of (1.2) is compact with respect to P q (R) due to Lemma 1.1.
Proof of Theorem 2.6. For s ∈ R, let χ s be the characteristic function at s,
Due to the LDP at speed n given by Assumption A.1, and the fact that the law of large numbers limit equals m by Assumption A.2, the sequence { X (n) / √ n} n∈N , satisfies an LDP at speed k n with GRF χ m . By the independence of A n,kn and X (n) , and the LDP for empirical measures given in Proposition 4.4, the sequence μ n A , X (n) 2 √ n n∈N satisfies an LDP at speed k n with GRF 
Linear k n ∼ λn
Throughout this section, suppose {k n } n∈N grows linearly with rate λ ∈ (0, 1]. As in the sublinear setting, we first analyze the sequence of empirical measures {μ n A } n∈N of (4.2) as a precursor to the analysis of {L n } n∈N of (2.1).
Proposition 4.5. Fix q < 2. Suppose k n grows linearly with rate λ ∈ (0, 1]. Then, the sequence {μ n A } n∈N satisfies an LDP in P q (R) with respect to the q-Wasserstein topology, at speed n, with GRF H λ of (2.5).
The proof of the above result is deferred to the end of this section. Taking it as given, we can prove our main result in the case where k n ∼ λn.
Proof of Theorem 2.8. Due to the independence of X (n) and A n,kn , the LDP of Proposition 4.5, and the LDP of Assumption A.1, the sequence μ n A , It remains to show thatĴ an λ is equivalent to the GRF J an λ of (2.6). To do so, fix ν ∈ P(R) and c ∈ R + , and substitute µ = ν( · × c −1 ). If m 2 (µ) = c 2 m 2 (ν) ≥ c 2 /λ, then we haveĴ an λ (µ) = +∞ = J an λ (µ). Otherwise, in the case m 2 (ν) < 1/λ, we observe
Hence an infimization over all c ∈ R + demonstrates thatĴ an λ (µ) = J an λ (µ).
The rest of this section is devoted to the proof of Proposition 4.5, which is broken down into the intermediate steps given by Lemmas 4.6 and 4.7 below. satisfies an LDP in [P(R)] 2 × R + at speed n with GRF I 1 defined by
if λ m 2 (µ) + (1 − λ) m 2 (ν) ≤ s, and I 1 (µ, ν, s) := +∞ otherwise.
Proof. Our approach is to apply the approximate contraction principle of Proposition A.1 and Corollary A.2 of the appendix, with the following parameters:
• Σ := R;
• X := R := X * ;
• c(x) = x 2 , for x ∈ R; • for n ∈ N, let L 
n } n∈N satisfies an LDP with GRF J (1) , defined by
Similarly, another application of Corollary A.2 shows that the sequence {L
n } n∈N satisfies an LDP with GRF J (2) , defined by
Due to the independence of {ζ j } j∈N and the contraction principle, the sequence L (1) n , L (2) n , λ c dL (1) n + (1 − λ) c dL (2) n n∈N To complete the proof, note that because k n /n → λ deterministically, the sequence   satisfies an LDP in [P(R)] 2 at speed n with GRF I 2 defined by
Proof. Due to Slutsky's theorem, the map
is continuous. Then, applying the contraction principle to the LDP of Lemma 4.6, we find that the sequence in (4.5) satisfies an LDP with GRF:
Assuming 1 ≥ λ m 2 (µ) + (1 − λ) m 2 (ν), and noting that
the quantity on the right-hand side above is equal to λ H(µ|γ 1 ) + (1 − λ) H(ν|γ 1 )
Proof of Proposition 4.5. We first claim that it suffices to prove that {μ n A } n∈N satisfies an LDP in P(R) with respect to the weak topology. Indeed, this can automatically be strengthened to an LDP on P q (R) with respect to the q-Wasserstein topology, via an appeal to [8, Corollary 4.2.6] using the observation that P(μ n A ∈ K 2,1 ) = 1, where K 2,1 as defined in (1.2) is compact in the q-Wasserstein topology by Lemma 1.1. The remainder of this proof is devoted to establishing the desired LDP with respect to the weak topology.
Note that due to the representation of Lemma 4.1, in order to prove the LDP for {μ n A } n∈N , it suffices to show that the sequence 1 k n kn j=1 δ √ nζ j / ζ (n) 2 , n ∈ N, (4.6) satisfies an LDP in P(R) at speed n with GRF H λ of (2.5). First, note that for µ, ν ∈ P(R) such that λm 2 (µ) + (1 − λ)m 2 (ν) ≤ 1, we have
where h is the entropy functional defined in (1.4) . Therefore, applying the contraction principle to the LDP of Lemma 4.7, we find that the sequence in (4.6) satisfies an LDP at speed n with GRF given by
Since m 2 (ν) ≥ 0, the right-hand side above is equal to infinity if 1 ≤ λm 2 (µ). On the other hand, if 1 − λm 2 (µ) > 0, then recall that the maximum entropy probability measure under a second moment upper bound of z is the Gaussian measure with mean zero and variance z (see, e.g., Sect. 12 of [7] ). Therefore, if m 2 (µ) < 1 λ , inf ν∈P(R)
Thus, in both cases, we have shown that the rate function is H λ (µ), as desired.
Proofs of LDPs of Norms in the Linear Regime
The goal of this section is to prove Theorem 2.10. Throughout, fix λ ∈ (0, 1], and assume k n ∼ λn. Also, for q ∈ [1, 2] and n, k ∈ N, k ≤ n, recall the definitionȲ n q,k = n −1/q A T n,k X (n) q given in (2.7). Section 5.1 contains a simple proof that is valid when q < 2. Section 5.2 is devoted to the more involved case of q = 2 in the linear regime, which also then provides an alternative proof and alternative form of the rate function in the case q < 2.
The case q < 2
Proof of Theorem 2.10 when q ∈ [1, 2) . Fix q ∈ [1, 2) , and observe that with m q , L n and A n,kn defined as in (1.1), (2.1) and and Section 2, respectively, it follows that [ kn n m q (L n )] 1/q = n −1/q A T n,kn X (n) q = Ȳ n q,kn . Furthermore, note that kn n m q (L n ) is exponentially equivalent to λm q (L n ). Therefore, the LDP for {L n } n∈N in Theorem 2.8 and the contraction principle applied to the map m q (which is continuous with respect to the q-Wasserstein topology) imply that the sequence {Ȳ n q } n∈N defined in (2.7) satisfies an LDP with rate function
which can clearly be rewritten in the form (2.8).
5.2
Proof when q = 2 and alternative proof for q < 2
We now provide an alternative proof of Theorem 2.10 for q ∈ [1, 2), which will also extend to the case q = 2. In this case, we will provide an alternative representation for the rate function I AX q ,λ of (2.8). To introduce this representation, fix q ∈ [1, 2] and define the following functions. Let
Note that for q ∈ [1, 2), we have Λ A,q (t 1 , t 2 ) < ∞ when t 1 ∈ R and t 2 < 1 2 . On the other hand, for q = 2, we have Λ A,q (t 1 , t 2 ) < ∞ when t 1 + t 2 < 1 2 . We also define
Note that Λ B (t 3 ) < ∞ for t 3 < 1 2 . Let Λ * A,q and Λ * B denote the Legendre transforms of Λ A,q and Λ B , respectively. For q ∈ [1, 2) and λ ∈ (0, 1], define
We then have the following result. 
satisfies an LDP in R at speed n with GRF J q,λ of (5.3).
Proof. Fix q ∈ [1, 2] . For n ∈ N, let
Note that for q ∈ [1, 2] , the origin (0, 0) is in the interior of the domain of Λ A,q . Therefore, due to Cramér's theorem [ 
satisfies an LDP in R 3 at speed n (rather than speeds k n or n − k n ) with GRF
Lastly, an application of the contraction principle to the map
along with the observation that
yields the LDP for the sequence (5.6) with GRF J q,λ of (5.3). 
3. An explicit calculation establishes the expression
Note that if the map µ → R x dµ were continuous, then the LDP of point 2. above would follow from point 1., point 3., and an application of the contraction principle. However, the map µ → R x dµ is not continuous with respect to the weak topology on probability measures. Moreover, the result of [32, Theorem 1.1] applied to the exponential distribution indicates that the the LDP of point 1. does not hold with respect to the 1-Wasserstein topology. This suggests that the apparently cryptic transition at q = 2 in the nature of the proof of Theorem 2.10 and the result of Theorem 2.8 is in a sense a manifestation of a more common sticking point in large deviations theory. In other words, even in the simple setting of i.i.d. random variables, the continuity required by the contraction principle fails to hold, but the consequences (i.e., a large deviation principle and a variational formula for the rate function) do hold.
A An approximate contraction principle
In this appendix, we recall the approximate contraction principle established in Sect. 6.2 of [5] , and establish a corollary of it that we use in the proof of the LDP in the linear regime in Section 4.4. In what follows, given a, b ∈ R, we will use a ∨ b and a ∧ b to denote max(a, b) and min(a, b), respectively.
Let Σ be a Polish space. Let X be a separable Banach space with topological dual space X * , and let ·, · : X * × X → R denote the associated dual pairing. Fix a continuous map c : Σ → X, and let {L n } n∈N be a sequence of P(Σ)-valued random elements. For r ∈ (0, ∞] and a continuous function W : Σ → R such that P-a.s., Σ (W (x) ∨ 0)L n (dx) < ∞ for all n ∈ N, let Lastly, for n ∈ N, we define the X-valued random variable C n := Σ c(x) L n (dx).
Proposition A.1 (Proposition 6.4 of [5] ). Suppose that:
1. {L n } n∈N satisfies an LDP in P(Σ) at speed n with GRF I 0 ; 2. {L n , C n } n∈N satisfies an LDP in P(Σ) × X at speed n with some convex GRF I; Then, we have the following representation for the GRF I, for all µ ∈ P(Σ) and s ∈ X:
with F as defined in (A.4).
The following corollary considers a special case where the conditions of Proposition A.1 can be easily verified.
Corollary A.2. Let Σ be a Polish space and X be a separable Banach space. Suppose that {k n } n∈N is a sequence such that k n /n → λ ∈ (0, 1], each L n is the empirical measure of k n i.i.d. Σ-valued random variables ξ 1 , . . . , ξ kn with common distribution µ (that does not depend on n), and for continuous W : and let C n := Σ c(x)L n (dx). Then {L n , C n } satisfies an LDP with GRF given by (A.7), where I 0 (µ) := λH(ν|µ) and F (x) = sup α∈D • α, x .
Proof. We start by verifying the conditions of Proposition A.1. The fact that {L n } n∈N satisfies an LDP in P(Σ) at speed k n with GRF H(·|µ) follows from Sanov's theorem on the Polish space P(Σ) (see, e.g., Theorem 6.6.9 of [18] ). Since k n /n → λ, this immediately implies that {L n } n∈N satisfies an LDP at speed n with GRF I 0 (·) := λH(·|µ), so condition 1. of Proposition A.1 is satisfied.
Next, note that (L n , C n ) = 1 kn kn j=1 (δ ξ j , c(ξ j )) ∈ P(Σ)× X. Therefore, it follows from Cramer's theorem on any locally convex topological space (see, e.g., Theorem 6.1.3 and Corollary 6.16 of [8] ), with an appeal to the assumption that 0 lies in D • , the interior of the set D of (A.9), that {(L n , C n )} n∈N satisfies an LDP in P(Σ)×X at speed k n with a convex GRF. Since k n /n → λ ∈ (0, 1], condition 2. of Proposition A.1 is satisfied.
As for condition 3., first consider any sequence {W n } n∈N such that for each n ∈ N, W n = V n + α n , c(·) for V n bounded and continuous, and α n ∈ D. Due to the assumption that α 1 ∈ D • and the boundedness of V 1 , we have Λ(W 1 ) < ∞, so if W n ↓ W ∞ , then by the dominated convergence theorem, lim n→∞ Λ(W n ) = Λ(W ∞ ). (A.10)
To complete the proof, it clearly suffices to show that D = D, for the domains D and D defined in (A.9) and (A.3), respectively, and that relation (A.10) holds when Λ is replaced withΛ. In turn, to show the latter, it suffices to prove thatΛ = λ Λ. Indeed, note that for any continuous W : Σ → R such that P-a.s., Σ (W (x) ∨ 0)dL n (x) < ∞ for all n ∈ N, by the definitions of Λ ∞ andΛ from (A.1) and (A.2), respectively, the i.i.d. assumption on {ξ i } kn i=1 and the fact that k n /n → λ, we have
where the first inequality uses the elementary observation that Λ r ≤ Λ ∞ for every r impliesΛ ≤ Λ ∞ , and the second equality uses this observation along with the fact that the converse inequality also holds when both functions are evaluated at W ∧ R, since then Σ (W (x) ∧ R)L n (dx) ≤ R implies Λ ∞ (W ∧ R) = Λ R (W ∧ R) ≤Λ(W ∧ R). Thus, we have shown Λ = λ −1 Λ ∞ , which completes the verification of condition 3. The corollary then follows from Proposition A.1 and the identity D • = D 0 .
