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Abstract 
Information systems security behavioral research has primarily focused on individual cognitive 
processes and their impact on information security policy noncompliance. However, affective 
processes (operationalized by affective absorption and affective flow) may also significantly 
contribute to misuse or information security policy noncompliance. Our research study evaluated the 
impact of affective absorption (i.e., the trait or disposition to allow one’s emotions to drive decision-
making) and affective flow (i.e., a state of immersion with one’s emotions) on cognitive processes 
in the context of attitude toward and compliance with information security policies. Our conceptual 
model was evaluated using a laboratory research design. We found that individuals who were 
frustrated by work-related tasks experienced negative affective flow and violated information 
security policies. Furthermore, perceptions of organizational injustice increased negative affective 
flow. Our findings underscore the need for understanding affective processes as well as cognitive 
processes which may lead to a more holistic understanding regarding information security policy 
compliance. 
Keywords: Affect, Affective Absorption, Affective Flow, Attitude, Compliance, Information 
Security Policy, Negative Affect, Organizational Injustice. 
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1 Introduction 
Establishing mandatory security requirements through 
the creation of information security policies is vital to 
protecting organizational assets. These policies detail 
the processes and procedures employees should follow 
to maintain the security objectives of an organization: 
confidentiality, integrity, and availability of 
information and assets (Vroom & von Solms, 2004). 
Various studies have examined the best procedures to 
create and effectively apply these policies to encourage 
information security policy compliance behavior (C. 
Hsu, J.-N. Lee, & Straub, 2012; Puhakainen & 
Siponen, 2010; Siponen, 2000; Siponen & Iivari, 2006; 
Warkentin & Johnston, 2006; Warkentin, Johnston, & 
Shropshire, 2011), but policy violations continue to be 
a grave concern (Bulgurcu, Cavusoglu, & Benbasat, 
2010; Hu, Xu, Dinev, & Ling, 2011). Despite 
organizational efforts to deter abuse through 
information security training, insider abuse is still an 
ongoing problem (Holdgrafer, 2015; Vormetric, 2016) 
and is the largest cause for data loss resulting in 42% 
of all confidential data loss (Emm, 2015). 
Additionally, insider abuse is continually increasing 
(Skyhigh Networks, 2015); however, 59.1% of 
organizations still believe that losses are not due to 
malicious insiders (R. Richardson, 2011). 
In attempting to address this concern, researchers have 
devoted substantial attention to compliance with 
information security policies by exploring antecedents 
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of information security policy compliance intention 
and behavior (Herath & Rao, 2009b; Johnston & 
Warkentin, 2010; Johnston, Warkentin, & Siponen, 
2015; Keith, Shao, & Steinbart, 2007; Siponen & 
Vance, 2010). The role and impact of cognitive 
appraisals on information security policy compliance 
behavior have been the primary focus of previous 
research. Cognitions are thoughts, awareness, 
perceptions, attitudes, and beliefs (Newell, 1987) and 
these cognitive appraisals have typically been 
explained by theories such as the theory of planned 
behavior (Ajzen, 1991; Fishbein & Ajzen, 1975; 
Herath & Rao, 2009b), rational choice theory (Li, 
Zhang, & Sarathy, 2010; Paternoster & Simpson, 
1996; Westland, 1997), deterrence theory (D’Arcy & 
Herath, 2011), and neutralization theory (Barlow, 
Warkentin, Ormond, & Dennis, 2013; Siponen & 
Vance, 2010). Even the substantial body of 
information security research built upon protection 
motivation theory and fear appeal theory focuses on 
cognitive threat and coping appraisals termed 
“cognitive mediating processes” by Floyd, Prentice-
Dunn, & Rogers (2000). In fact, Warkentin, Johnston, 
Walden, & Straub (2016) found no neurophysiological 
evidence of actual affective fear response to fear 
appeal messages. Though these theories have proven 
to be useful in explaining information security 
intentions and behaviors, they do not include affective 
processes and thus may not fully capture the 
relationships that lead to noncompliance behavior 
because of their sole focus on cognitive influences. We 
show how affective processes together with cognitive 
processes can be useful in explaining information 
security behaviors. 
In an organizational setting, environmental factors 
may impede the work process, which can adversely 
affect an employee’s success and cause repeated 
frustration. For example, both personal (e.g., marital 
and other familial issues) and work-related (e.g., 
obstacles, constraints, new assignments, new 
challenges, pressures, conflicts, politics) 
environmental factors can lead to frustration, and this 
frustration can lead to negative behaviors in the 
workplace (Spector, 1978). These behaviors often 
result from blockage of established workflows, which 
can prevent an employee from completing a task 
without violating employer policies (Fries, Wiesche, & 
Krcmar, 2016). Workplace IT constraints and 
requirements can be a particularly frustrating source of 
negative affect (Haag & Eckhardt, 2014). Frustrated 
employees often seek alternate solutions (or 
“workarounds” (Alter, 2014) for accomplishing a 
given task, which may include engaging in 
noncompliant (but nonmalicious) security behaviors, 
such as time-saving shortcuts (Willison & Warkentin, 
2013). This category of security violations is 
sometimes termed “volitional” (see figure 1 in 
Willison and Warkentin, 2013); they are voluntary or 
intentional. These rule-breaking acts may benefit the 
employee (e.g., saving time by skipping a procedure), 
yet may pose a security risk or cause damage to the 
organization (Guo, Yuan, Archer, & Connelly, 2011). 
Despite the potential harm to the organization, 
employees may engage in these noncompliant 
behaviors (e.g., not locking computer, sharing 
passwords, delaying software patches) to expeditiously 
complete their work tasks (Burns, Young, Roberts, 
Courtney, & Ellis, 2015; Holdgrafer, 2015; Koppel, 
Smith, Blythe, & Kothari, 2015). 
Factors beyond those that are cognitive in nature, 
particularly affective processes, may offer increased 
insight regarding information security policy 
violations. In fact, Zhang (2013) calls for more 
empirical investigations of the causes and 
consequences of affect in the context of information 
systems, including the nature of the stimuli that cause 
the emotions, in order to gain a more holistic 
understanding. Affective processes are necessary and 
important components of rational decision-making 
(Djamasbi, Strong, & Dishaw, 2010) and often 
influence cognitive processes such as judgments and 
decisions (Lerner & Keltner, 2000; Loewenstein, 
1996; Russell, 2003). Additionally, emotions influence 
all forms of behavior and their influence is 
proportionate to their strength level (Loewenstein, 
1996), such that strong emotions may lead individuals 
to behave contrary to self-interests (Willison & 
Warkentin, 2013) as they become deeply involved with 
or immersed in their emotions. For example, positive 
affect influences decision-making and has been shown 
to improve efficiency (Isen & Means, 1983), whereas 
perceived acts of injustice typically activate brain 
activity associated with negative emotion and are 
predictive of subsequent behavior (Sanfey, Rilling, & 
Aronson, 2003). Furthermore, individuals who 
perceive that they have been treated unfairly by their 
organization are likely to experience strong emotions 
as fairness perceptions directly or indirectly influence 
people’s emotions (Cohen-Charash & Spector, 2001). 
This rationale leads to our primary research questions:  
RQ1: How do both cognition and affect interplay to 
influence IS security policy compliance or 
noncompliance? 
RQ2: What role does frustration play in the presence 
of both cognitive and affective responses to 
situational stimuli? 
Because measuring actual behavior when exploring 
information security phenomena provides better theory 
validation than collecting behavioral intention 
(Anderson & Agarwal, 2010; Crossler et al., 2013; 
Mahmood, Siponen, Straub, Rao, & Raghu, 2010; 
Straub, 2009; Warkentin, Straub, & Malimage, 2012), 
the dependent variable in our study is actual 
information security policy compliance behavior 
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captured in a laboratory setting as a proxy for behavior 
experienced in an organizational environment. We 
expand our understanding of information security 
policy compliance behavior by drawing upon various 
cognitive and affective theories: (1) the theory of 
planned behavior (Ajzen, 1991; Fishbein & Ajzen, 
1975; Herath & Rao, 2009b); (2) prekinetic events— 
work-related events that occur prior to abuse (Willison 
& Warkentin, 2013); and (3) affective events theory 
(Weiss & Cropanzano, 1996). 
Our study utilized a workplace-type task in a 
laboratory setting to underscore the need for 
understanding affective processes with regard to 
information security policy compliance behavior. 
Specifically, we wanted to explore whether frustrated 
individuals are more likely to violate information 
security policies in order to complete their work-
related tasks, which required that some of the subjects 
were frustrated. Similar to the organizational setting 
described above, we created a situation in which 
experimental subjects needed to perform well on a 
simulated workplace task to be successful. Though 
workplace tasks can cause inherent frustration 
themselves (and though outside personal factors can 
also contribute toward feelings of frustration during 
workplace activities), to ensure relatively equal 
distribution of frustration, the simulated task was 
designed to induce varying levels of frustration among 
the subjects. Much like in the work environment 
(Forman & Watkins, 2009) and despite any well-
intentioned reason for committing violations, 
frustrated subjects are likely to violate existing policies 
(e.g., password management) due to the frustration 
they experience from repeatedly completing 
frustrating tasks. 
The remainder of this paper is organized as follows. In 
Section 2, we review the relevant research and lay the 
theoretical foundation for our study. In Section 3, we 
present the research model with its associated 
hypotheses. In Section 4, we detail the research 
method. In Section 5, we describe the data analysis and 
present the results. In Section 6, we discuss 
implications for research and practice, limitations, and 
future research. In Section 7, we conclude with a 
summary of our contributions. 
2 Literature Review and 
Theoretical Framework 
Cognitive theories such as rational choice theory and 
deterrence theory have successfully evaluated why 
individuals engage in deviant cybersecurity behavior 
and have informed us about how to better motivate 
positive behavior through the application of sanctions 
(D’Arcy & Herath, 2011; D’Arcy, Hovav, & Galletta, 
2009; Gopal & Sanders, 1997; Herath & Rao, 2009b; 
Herrnstein, 1990; Onwudiwe, Odo, & Onyeozili, 2005; 
Peace, Galletta, & Thong, 2003; Simon, 1947, 1952) 
or through persuasive messaging such as “fear 
appeals” (Boss, Galletta, Lowry, Moody, & Polak, 
2015; Johnston & Warkentin, 2010; Johnston, 
Warkentin, Dennis, & Siponen, 2019; Johnston et al., 
2015). Even if robust, the implications that can be 
drawn from these theories are limited, in part because 
human behavior is often characterized by nonrational 
processes (Dennis; & Minas, 2018). Scholars are 
currently identifying new theoretical lenses to explain 
and predict both positive and negative cybersecurity 
behaviors, and our understanding of these phenomena 
can be greatly enhanced by extending current theories 
with new constructs, by testing the boundary 
conditions of these theories, by contextualizing other 
theories to these behaviors, and by developing new 
theories. Willison and Warkentin (2013) identified 
prekinetic events (i.e., neutralization, disgruntlement, 
organizational injustice, and expressive motives) that 
may reduce the effectiveness of these deterrent 
techniques. Additionally, other studies have explored 
diverse cognitive influences such as the impact of 
neutralization (Barlow et al., 2013; Barlow, 
Warkentin, Ormond, & Dennis, 2018; Siponen & 
Vance, 2010), unethical use of IT (Chatterjee, Sarker, 
& Valacich, 2015), accountability (Vance, Lowry, & 
Eggett, 2013), self-control (Hu, West, & Smarandescu, 
2015), and nonmalicious security violations (Guo et 
al., 2011). Nevertheless, information security behavior 
research has primarily focused on cognition, whereas 
affect, which is noncognitive in character (Baskerville, 
Park, & Kim, 2010) and which influences reflexes, 
perceptions, cognitions, and behavior (Lerner & 
Keltner, 2000; Loewenstein, 1996; Russell, 2003), has 
received little attention. This is alarming, given that 
affect has been shown to override rational 
deliberations (Carmichael & Piquero, 2004). 
Additionally, affect infiltrates nearly every aspect of 
decision-making (Carmichael & Piquero, 2004). 
Therefore, understanding its role in information 
security behavior may lead to a more holistic view of 
what motivates compliant and noncompliant 
behaviors. As research in this domain progresses and 
as these research streams converge, the results will 
reveal greater insights that will likely illuminate why 
employees and others continue to engage in deviant 
behavior despite all the safeguards in place. 
2.1 Affect and Affective Events Theory 
Affect is an umbrella term for a set of more specific 
concepts that include emotions, moods, and feelings 
(Bagozzi, Gopinath, & Nyer, 1999; Russell, 2003; 
Zhang, 2013). An individual’s core affect can be 
broken into two dimensions: trait affect and state affect 
(Carmichael & Piquero, 2004). Trait affect drives a 
person’s mood, defined as the enduring predominance 
of certain types of subjective feelings that have no 
stimulus or quasi-stimulus (Russell, 2003; Scherer, 
ISP Compliance through an Affective Lens  
 
1797 
2005). Trait affect is important to understand as it 
impacts an individual’s reflexes, perception, cognition, 
and behavior (Russell, 2003). Essentially, trait affect is 
the relatively stable tendency to experience certain 
emotions over time which are not subject to stimuli. 
These tendencies have been shown to moderate 
existing relationships and influence key constructs 
such as job satisfaction, performance, and job turnover 
(Judge, 1993; Weiss & Cropanzano, 1996). On the 
other hand, state affect is the mental state of readiness 
that arises from cognitive appraisals of events or 
thoughts (Bagozzi et al., 1999) and is determined by 
five different appraisals: situational state, probability, 
agency, motivational state, and power (Roseman, 
Spindel, & Jose, 1990). In other words, trait affect is 
engrained into the person’s being, while state affect is 
triggered by a certain event or thought. 
Knowing that affect influences judgment, attitude, and 
behavior, we examined affective events theory as the 
foundational theory that guides this study. Affective 
events theory (1) focuses on the structure, causes, and 
consequences of affective experiences, (2) directs 
attention to events as proximal causes of affective 
reactions, (3) includes time as a critical parameter 
between affect and satisfaction, and (4) considers the 
structure of affective reactions as important as the 
structure of environments (Weiss & Cropanzano, 
1996). For instance, an employee may affectively react 
(e.g., with anger) to a work-related event (e.g., 
organizational injustice) which may lead to severe 
consequences for the organization (e.g., system misuse 
or policy noncompliance). Additionally, Weiss and 
Cropanzano (1996) state that individuals with greater 
dispositions toward negative affect are likely to have 
more intense bouts of emotion and react stronger when 
negative events occur. By paying attention to affective 
experiences over time, organizations may be able to 
“calm the flames” before anything disastrous happens 
to organizational assets and information. Using 
affective events theory and prior literature as a 
foundation, we introduce two new constructs, affective 
absorption and affective flow, which inform our study 
and enable us to further understand attitudes and 
behaviors specifically related to information security 
policies.  
2.2 Affective Absorption 
Absorption is the trait or disposition to devote all 
attentional resources to an object of attention (Tellegen 
& Atkinson, 1974). Roche and McConkey (1990, p. 
91) summarize absorption as the “readiness for 
experiences of deep involvement, a heightened sense 
of the reality of the attentional object, an 
imperviousness to normally distracting events, and an 
appraisal of information in unconventional and 
idiosyncratic ways.” In essence, it is an individual’s 
“openness to absorbing and self-altering experiences” 
(Tellegen & Atkinson, 1974, p. 268). Absorption has 
been applied to cognitive IT-mediated activities that 
are cognitively engaging, resulting in an immersive 
interaction with technology that can result in temporal 
disassociation and heightened enjoyment (Agarwal & 
Karahanna, 2000). However, in this study, we apply 
absorption by specifically looking at the degree to 
which an individual’s disposition is to devote 
attentional resources to emotions rather than to an 
object of attention. 
This disposition is a permanent trait of individuals, and 
the extent to which they become deeply absorbed in 
their emotions may differ drastically from one 
individual to another. Based on this theoretical 
foundation, we posit that affective absorption is the 
trait or disposition to allow emotions to drive the 
decision-making process to the point that it renders 
individuals unable to register the passage of time, 
results in total engagement with these emotions to the 
point that nothing else matters, and leads to a lack of 
control over one’s emotions. In other words, this is 
basically an inherent trait that causes an individual’s 
emotions to become the predominant motivator for 
decision-making to the point that cognitive reasoning 
may be completely set aside in certain situations. Two 
central aspects of affective absorption include positive 
affective absorption, the disposition to allow positive 
emotions to drive decision-making, and negative 
affective absorption, the disposition to allow negative 
emotions to drive decision-making. In essence, a 
person who is affectively absorbed may have stronger 
and deeper reactions to emotion-inducing events. 
2.3 Affective Flow 
Flow is defined as “the state in which people are so 
involved in an activity that nothing else seems to 
matter…even at great cost” (Csikszentmihaiyi, 1990, 
p. 4). Essentially, a person in a state of flow feels as if 
time stands still because he or she becomes one with a 
task, believing that nothing else matters (Agarwal & 
Karahanna, 2000; Csikszentmihaiyi, 1990). In this 
state, an individual’s attention will be consumed by the 
object of attention (Agarwal & Karahanna, 2000). This 
level of focused attention influences attitudes toward 
information systems and information systems adoption 
decisions (Trevino & Webster, 1992; Zhang, Li, & 
Sun, 2006). For example, individuals who enjoy 
browsing the web or playing video games will 
experience strong hedonic emotions which may cause 
them to neglect other aspects of their life. 
Emotion is defined as a mental state of readiness that 
arises from cognitive appraisals of events or thoughts 
(Bagozzi et al., 1999). Compared to moods, emotions 
are typically more intense, shorter in duration, and have 
specificity with regard to a particular object or 
behavioral response (Weiss & Cropanzano, 1996). 
Eventually, these emotions or affective states direct and 
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motivate behavior (Ilies & Judge, 2002); therefore, they 
should be properly regulated. Heilman et al. (2010) 
discuss the impact of emotion regulation (i.e., the effort 
to control emotion-inducing experiences) on risk-
taking decisions and found that cognitive reappraisal of 
emotion may lead to high risk-taking decisions while 
expressive suppression (e.g., facial expressions, verbal 
utterances, gestures) does not decrease risk aversion 
because it does not regulate the unpleasant feelings. 
Additionally, Seo and Barrett (2007, p. 923) determined 
that “individuals who were better able to identify and 
distinguish among their current feelings achieved 
higher decision-making performance via their 
enhanced ability to control the possible biases induced 
by those feelings.” Subsequent studies have also 
indicated that the regulation of emotions promotes 
optimal decisions (Heilman et al., 2010; Seo & Barrett, 
2007). It also reduces behavioral and psychological loss 
aversion in financial situations (Sokol-Hessner et al., 
2009; Sokol-Hessner, Camerer, & Phelps, 2013) and 
susceptibility to framing (Miu & Crisan, 2011). Given 
the impact that states of affect can have on specific 
behaviors, emotional responses need to be regulated so 
as not to interfere with rational thought processes 
(Yang, Tang, Gu, Luo, & Luo, 2014). 
In this study, informed by the literature about flow and 
emotional regulation, we posit that an individual’s level 
of state affect can cause him or her to have difficulty 
registering the passage of time, feel that nothing else 
matters, and lack emotional control. An individual’s 
attention can be consumed by emotions rather than by 
an object of attention itself. In this state, unfettered 
emotions can spiral out of control and can drastically 
influence behavior. Conversely, positive emotions may 
also lead to impulse-driven behaviors, such as discrete 
acts of organizational citizenship behaviors, whereas 
negative emotions may trigger negative short-term 
events (such as policy violations) as well as longer-term 
outcomes, such as job turnover, patterns of deviance, or 
other withdrawal behaviors. For example, an employee 
who feels he or she has been mistreated by his or her 
organization may experience a state of anger. Users 
with a negative affective response, “adopt clear coping 
strategies of self-preservation or disturbance handling” 
(Stein, Newell, Wagner, & Galliers, 2015, p. 387). 
Although the event-driven anger may be intense and 
short-lived, this employee may impulsively react 
negatively toward the organization. 
Based on the prior literature, we derive the construct 
affective flow and define it as the state of immersion 
with one’s emotions that leads to the point that nothing 
else matters. Essentially, affective flow differs from 
flow in that an individual focuses on emotions rather 
than an object of attention itself. As with affective 
absorption, affective flow also manifests itself in two 
ways: (1) positive affective flow, the state of immersion 
with positive emotions, and (2) negative affective flow, 
the state of being immersed in negative emotions. In the 
latter case, employees may experience negative 
affective flow to the extent that nothing else matters 
other than quenching their emotions through 
detrimental actions such as insider abuse or 
noncompliance with information security policies.  
In summary, affective absorption is like the size of a 
container before emotions completely take over, 
whereas affective flow is like the volume of emotions 
inside the respective container. As the container fills up, 
emotions begin to cloud other judgments (e.g., 
cognitive evaluations). Depending on the size of the 
container, this may happen quicker for some 
individuals than for others. Because nonmalicous 
security events occur in the moment of task completion, 
our focus is on the negative emotion of frustration that 
may cause a security policy violation that the individual 
may not have enacted under normal circumstances. 
Therefore, the present study will focus only on the 
negative side of these affective constructs. Positive 
affect is further discussed in the limitations and future 
research section. 
3 Research Model and Hypotheses 
Based on this theoretical foundation, we propose the 
research model illustrated in Figure 1, which we use to 
explain information security policy compliance and 
violation behavior. Consistent with affective events 
theory (Weiss & Cropanzano, 1996), the model 
incorporates a sample of cognitive (i.e., organizational 
injustice), affective (affective absorption and affective 
flow), and attitudinal states. In this model, fairness (i.e., 
organizational injustice) is expected to have a negative 
relationship with negative affective flow. Negative 
affective flow and attitude toward information security 
policy are expected to influence information security 
policy compliance behavior. See Table 1 for the 
definition and source of each construct in the 
conceptual model. 
3.1 Attitude Toward Information 
Security Policy 
According to Hogg and Vaughan (2005, p. 150), an 
attitude is “a relatively enduring organization of beliefs, 
feelings, and behavioral tendencies toward socially 
significant objects, groups, events, or symbols.” 
Therefore, three components of attitude include: (1) a 
cognitive component that relates to thoughts and beliefs 
about a subject; (2) an affective component that relates 
to how the object, person, issue, or event makes one 
feel; and (3) a behavioral component that relates to how 
an attitude influences one’s behavior.  
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Figure 1. Conceptual Model with Hypotheses 
Table 1. Definition and Source of Constructs 
Variable Definition Type Definition Source 
Distributive 
injustice 
The ratio of work outputs (rewards) and input (contributions) to the 
ratio of a comparative other are perceived to be unfair. 
State or event driven Adams, 1965; 
Willison & 
Warkentin, 2013 
Procedural 
injustice 
The perceived unfairness of the process by which the outcomes 
were achieved. 
State or event driven Cohen-Charash & 
Spector, 2001 
Interpersonal 
injustice 
The degree to which people are not treated with politeness, dignity, 
and respect by decision makers. 
State or event driven Turel, Yuan, & 
Connelly, 2008 
Informational 
injustice 
The perception that managerial explanations do not sufficiently 
convey the reasoning behind processes and outcomes. 
State or event driven Turel et al., 2008 
Negative 
affective 
absorption 
The trait or predisposition to become deeply involved with one’s 
negative emotions. 
Trait Developed for this 
study. 
Negative 
affective flow 
The state of immersion with one’s emotions to the point that nothing 
else matters. 
State or event driven Developed for this 
study. 
Attitude toward 
specific 
information 
security policy 
Relatively enduring beliefs and predispositions (favorable or 
unfavorable) toward a specific information security policy. 
Trait Ajzen, 1991; 
Herath & Rao, 
2009b; Scherer, 
2005 
Information 
security policy 
compliance  
An employee’s actual behavior to protect the information and 
technology resources of an organization from potential security 
breaches. 
State or event driven Bulgurcu et al., 
2010 Adapted to 
actual compliance 
Previous literature across multiple disciplines has 
repeatedly shown that attitudes influence intention and 
intention influences behavior. In the context of 
information security, attitudes have been shown to 
impact behavioral information security intention and 
behavior (Bulgurcu et al., 2010; Herath & Rao, 2009b; 
Johnston & Warkentin, 2010; Pahnila, Siponen, & 
Mahmood, 2007; Warkentin et al., 2011). Attitude 
toward information security policy is defined as the 
relatively enduring beliefs and predispositions 
(favorable or unfavorable) concerning information 
security policies (Ajzen, 1991; Herath & Rao, 2009b; 
Scherer, 2005). 
Prior behavioral theories such as the theory of reasoned 
action and the theory of planned behavior (Ajzen, 
1991; Fishbein & Ajzen, 1975) have shown that 
behavioral intention is influenced by attitude, 
normative beliefs, and perceived behavioral control. 
Existing literature in information systems has 
demonstrated the impact these variables have on 
behavioral information security intention variables 
such as information security policy compliance 
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intention (Bulgurcu et al., 2010; Herath & Rao, 2009b; 
Siponen, Pahnila, & Mahmood, 2007; Warkentin et al., 
2011). However, in the context of information security, 
it is important to focus on people’s actual behaviors, as 
the actual performance of the behavior determines 
whether or not an organization’s resources are 
protected from the vulnerability of interest (Crossler et 
al., 2013). Further, when exploring phenomena related 
to information security, measuring actual behavior as 
the dependent variable provides better theoretical 
validation than collecting behavioral security 
intentions (Anderson & Agarwal, 2010; Crossler et al., 
2013; Mahmood et al., 2010; Straub, 2009; Warkentin 
et al., 2012). Hence, in this study we examine 
information security policy compliance behavior in a 
simulated environment within a laboratory 
experiment: 
H1:  Attitude toward a specific information security 
policy is positively associated with information 
security policy compliance.  
3.2 Negative Affective Flow 
State affect is described as a person’s current emotions 
that arise from cognitive appraisals of events or 
thoughts (Bagozzi et al., 1999). Personal and work-
related experiences can both cause high-intensity 
emotions (Kim, Park, & Baskerville, 2012; Willison & 
Backhouse, 2006), which may lead to decisions that 
are contrary to self-interest (Willison & Warkentin, 
2013) such as workplace deviance (Judge, Scott, & 
Ilies, 2006; K. Lee & Allen, 2002). In addition, these 
emotions form affective processes—necessary and 
important components of rational decision-making 
(Djamasbi et al., 2010)—and influence cognitive 
processes and behavior (Lerner & Keltner, 2000; 
Loewenstein, 1996). As the intensity of affect 
increases, so does its direct influence on behavior 
(Carmichael & Piquero, 2004; Ilies & Judge, 2002; 
Loewenstein, 1996). The concept of negative affective 
flow is derived from an integration of these theories in 
that the state of immersion (flow) with one’s emotions 
(affect) leads to the point that nothing else matters. 
Essentially, an individual’s state is consumed by 
emotions rather than by an object of attention. 
Determined by the level of emotions experienced, this 
affective state may result in employees leaving work 
(job turnover), organizational or interpersonal 
deviance, or other withdrawal behaviors (Ilies & 
Judge, 2002). Based on the above rationale and that 
which was described in the theoretical framework 
section, we postulate that: 
H2:  Negative affective flow is negatively related to 
information security policy compliance. 
3.3 Negative Affective Absorption 
Absorption describes an individual’s readiness to 
experience deep involvement with an object of 
attention (Roche & McConkey, 1990) to the point that 
nothing else matters. It is a trait or disposition of one’s 
persona. A trait is a relatively stable characteristic 
regardless of situational stimuli (Webster & 
Martocchio, 1992). In addition to absorption, trait 
affect impacts an individual’s reflexes, perception, 
cognition, and behavior (Russell, 2003). Individuals 
with a trait or disposition toward negative affect are 
likely to have more intense bouts of emotion and react 
stronger when negative events occur (Weiss & 
Cropanzano, 1996). Both absorption and trait affect are 
shown to influence their state-like counterparts 
(Agarwal & Karahanna, 2000; Judge et al., 2006). 
Negative affective absorption integrates these two 
theories and is defined as the disposition to experience 
deep involvement (absorption) with negative emotions 
(trait affect). Intense levels of affect coupled with 
repeat occurrences of injustice may result in people 
becoming deeply involved in their emotions, thereby 
impacting attitudes, judgments, and behavior (Ilies & 
Judge, 2002). For example, in the onset of negative 
events, a person whose trait-like capacity to contain his 
or her emotions will largely determine his or her 
readiness to become deeply immersed in his or her 
state-like emotions. In other words, people who are 
known to have a “short-fuse,” or a lower capacity to 
handle negative emotions, may experience stronger 
and deeper reactions to emotion-inducing events 
leaving them more prone to enter a state of negative 
affect flow than their counterparts. Therefore, just as 
absorption has been shown to be an antecedent to flow 
(Agarwal & Karahanna, 2000) and trait affect an 
antecedent of state affect, we posit that negative 
affective absorption is an antecedent to negative 
affective flow: 
H3:  Negative affective absorption is positively 
related to negative affective flow. 
3.4 Perceived Organizational Injustice 
Information systems security research related to 
organizational injustice is largely underexplored 
(Willison & Warkentin, 2013) despite its serious 
organizational consequences. For this reason, 
perceptions of organizational injustice are a primary 
focus in this research. Organizational injustice refers to 
the phenomena that influence employees’ perceptions 
of fairness/unfairness (Willison & Warkentin, 2013). 
Three initial justice dimensions or constructs emerged 
from studies of organizational justice: distributive 
justice, procedural justice, and interactional justice. 
Further research has broken interactional justice into 
subsets of interpersonal justice and informational 
justice (Greenberg, 1993; Shapiro, Buttner, & Barry, 
1994). Essentially, fairness perceptions originate from 
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an individual’s personal perception of how outcomes 
are distributed (i.e., distributive injustice) (Cohen-
Charash & Spector, 2001; Colquitt, Conlon, Wesson, 
Porter, & Ng, 2001; Lim, 2002), how procedures are 
executed (i.e., procedural injustice) (Cohen-Charash & 
Spector, 2001; Colquitt et al., 2001; Leventhal, 1980; 
Lim, 2002), the way people are treated by authorities 
or other third parties (i.e., interpersonal injustice) (Bies 
& Moag, 1986; Colquitt et al., 2001; Tyler & Bies, 
1990), and the adequacy of information provided 
relating to outcomes and procedures (i.e., 
informational injustice) (Bies & Moag, 1986; Colquitt 
et al., 2001; Lim, 2002; Shapiro et al., 1994; Tyler & 
Bies, 1990). Because unfairness directly or indirectly 
affects people’s emotions, cognitions, and behavior 
(Cohen-Charash & Spector, 2001), employees who 
perceive that they are being treated unfairly may (1) 
experience negative emotions such as disgruntlement 
(Willison, Warkentin, & Johnston, 2018) and anger 
(Dupré, Barling, Turner, & Stride, 2010), (2) ponder 
ways to retaliate against the organization (Bennett & 
Robinson, 2000), and (3) rationalize deviant behavior 
such as noncompliance or cybercrime (Li et al., 2010; 
Lim, 2002). Therefore, otherwise normally ethical 
employees may engage in deviant behaviors (Aquino, 
Lewis, & Bradfield, 1999). Depending on the level of 
injustice experienced or perceived, an individual may 
experience high-intensity emotions that influence 
cognitive processes and behavior (Judge et al., 2006; 
Kim et al., 2012; K. Lee & Allen, 2002; Lerner & 
Keltner, 2000; Loewenstein, 1996; Willison & 
Backhouse, 2006). Repeat instances of organizational 
injustice resulting in intense levels of negative affect 
may cause people to become deeply involved with 
their negative emotions (i.e., negative affective flow) 
to the point that nothing else matters other than 
quenching these emotions through actions which may 
result in harmful outcomes. 
3.4.1 Perceived Distributive Injustice 
Distributive injustice is defined as the unfairness of 
outcome distributions or allocations (Cohen-Charash 
& Spector, 2001; Colquitt et al., 2001; Lim, 2002). 
When inputs and outcomes are perceived to be out of 
balance, individuals will develop perceptions of 
distributive injustice (Adams, 1965). These 
perceptions affect attitude, satisfaction, commitment, 
and job turnover (Ambrose & Cropanzano, 2003; 
Sager, 1991). Additionally, Aquino et al. (1999, p. 
1075) suggest that these injustice perceptions “evoke 
feelings of dissatisfaction and resentment that motivate 
aggrieved parties to react, either by modifying their 
behavior to restore equity or by seeking to change the 
system.” Consistent perceptions of distributive 
injustice may cause individuals to have their negative 
emotions drive decision-making. 
H4A: Perceived distributive injustice is positively 
related to negative affective flow. 
3.4.2 Perceived Procedural Injustice 
In addition to an individual’s perception of outcome 
fairness, individuals will also form judgments 
regarding the decision process for how outcome 
allocation is determined and executed, known as 
procedural injustice. Procedural injustice is defined as 
the unfairness of procedures used to determine 
outcome distributions or allocations (Cohen-Charash 
& Spector, 2001; Colquitt et al., 2001; Leventhal, 
1980; Lim, 2002). Because procedures are a 
representation of how an organization allocates 
resources, procedural injustice is expected to be related 
to cognitive, affective, and behavioral reactions toward 
the organization (Cohen-Charash & Spector, 2001). 
Reoccurring unfair processes experienced by an 
individual will result in one’s negative emotions 
driving decision-making, which may lead to actions 
that put the organization at risk. 
H4B: Perceived procedural injustice is positively 
related to negative affective flow. 
3.4.3 Perceived Interactional (Interpersonal 
and Informational) Injustice 
Interactional injustice is the quality of treatment and 
explanation one receives from organizational 
authorities when procedures are implemented (Bies & 
Moag, 1986; Tyler & Bies, 1990). Interactional 
injustice has two dimensions: (1) interpersonal 
injustice defined as the unfairness of treatment (e.g., 
politeness, dignity, and respect) one receives from 
authorities involved in executing procedures and 
determining outcomes (Colquitt et al., 2001) and (2) 
informational injustice defined as the inadequacy of 
explanations (e.g., unreasonable, untimely, and 
general) that convey information regarding why given 
procedures were used and how outcomes were 
distributed (Colquitt et al., 2001; Shapiro et al., 1994). 
When an individual perceives a situation as unfair, 
both interpersonal injustice and informational injustice 
become important determinants of cognitive, affective, 
and behavioral reactions to the source of injustice 
(Cohen-Charash & Spector, 2001; Greenberg, 1990). 
Individuals who continually feel that they have not 
been treated politely or with dignity or respect or who 
feel that they have been given incomplete or inaccurate 
information may become deeply entrenched in their 
negative emotions. Based on this rationale, we 
hypothesize the following: 
H4C: Perceived interpersonal injustice is positively 
related to negative affective flow. 
H4D: Perceived informational injustice is positively 
related to negative affective flow. 
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3.5 Frustration 
Affective events theory informs us that frustrating 
tasks may cause negative affective reactions (Weiss & 
Cropanzano, 1996). Also, individuals who experience 
negative emotions are more likely to act out negatively 
in their work and interpersonal settings, resulting in a 
decrease in their job performance. This process can 
then continue in a cyclical manner such that the 
decrease in job performance leads to further negative 
emotions that likewise continue to decrease job 
performance. Further research demonstrates that these 
emotions direct and motivate behavior, especially at 
the time that the emotion is being experienced (Ilies & 
Judge, 2002). These emotions may result directly from 
work-related tasks or interactions with co-workers and 
could lead to negative consequences for both the 
individual and the organization. For example, the 
findings of negative emotions influencing job behavior 
are consistent with Agnew (1992) who found that 
negative emotions could lead to deviant behaviors, 
such as not complying with policies or misusing 
organizational systems. Aquino et al. (1999) also 
found that negative emotions would increase the 
likelihood that an individual would perform both 
interpersonal deviant behavior (e.g., refuse to talk to a 
co-worker) and organizational deviant behavior (e.g., 
purposefully ignored a supervisor’s instruction). 
One type of negative emotion that is experienced in the 
moment of trying to complete a task is frustration. 
Gaming research has shown that frustration “arises 
when the progress a user is making toward achieving a 
given goal is impeded” (Gilleade & Dix, 2004, p. 229). 
Factors such as workplace constraints and barriers can 
lead to frustration, and this frustration can lead to 
negative behaviors in the workplace (Spector, 1978), 
including policy violation (Fries et al., 2016; Haag & 
Eckhardt, 2014; Willison et al., 2018). If emotions are 
unmitigated, completing the task at hand will continue 
to be dissatisfying, thereby breeding further frustration 
(Judge et al., 2006). When trying to complete a work-
related task, research suggests that experiencing a 
negative emotion, such as frustration, will lead to a 
negative influence on job behavior decisions (Ilies, De 
Pater, & Judge, 2007). When experiencing frustration, 
it is more likely that someone would act in violation of 
a company’s information security policy. Therefore, 
we hypothesize that: 
H5: Individuals who are more frustrated are less 
likely to comply with an ISP than those who are 
less frustrated. 
4 Research Method 
We tested our model by conducting a laboratory 
experiment with various simulated workplace-type 
tasks designed to cause some degree of frustration. 
Workplace tasks can produce frustration in and of 
themselves, but we also sought to enhance the levels of 
frustration in some cases. Tasks were designed to 
generate varying levels of frustration among subjects 
to better tease out the impact of frustration on 
compliance. Ultimately, we were able to rigorously 
measure the levels of frustration to test the impact of 
this affect in the context of our focal phenomenon. 
Instruments for this study were refined through expert 
panel reviews and exploratory data analysis from a 
pretest and two pilot tests as described below. After 
finalizing the instruments and the experimental design, 
the final study was then conducted. 
4.1 Item Development 
All scales were developed following the recommended 
guidelines of Churchill (1979) and Mackenzie et al. 
(2011) to ensure scale validity and reliability. The 
constructs evaluated in this study included 
organizational injustice, negative affective absorption, 
negative affective flow, and attitude toward specific 
information security policy. Information security 
policy compliance was a direct measure of behavior 
captured through an experiment and is measured with 
a binary measurement of compliance (1) or 
noncompliance (0). All other measurements were 
multi-item scales adapted from previous research or 
developed for this study. Attitudinal items were 
adapted from Herath and Rao’s (2009b) security policy 
attitude scale and Bulgurcu et al.’s (2010) attitude 
scale. Organizational injustice items were adapted 
from Lim’s (2002) distributive justice scale and Turel 
et al.’s (2008) procedural justice, informational justice, 
and interpersonal justice scales. Additionally, scales 
for negative affective absorption and negative affective 
flow were developed for this study and are reflective 
constructs. All constructs were composed of multi-
item scales and were measured using fully anchored 5-
point Likert agreement scales. The items with their 
associated item ID, original item, and source are listed 
in Appendix A. 
4.2 Instrument Pretesting and 
Refinement 
Before full data collection, a preliminary investigative 
procedure was conducted to improve instrument 
validity and reliability (Campbell & Fiske, 1959; 
Gefen, Straub, & Boudreau, 2000; Gefen & Straub, 
2005; Mackenzie et al., 2011; Nunnally & Bernstein, 
1994; Peter, 1981; Straub et al., 2004). Consistent with 
the steps of determining content and construct validity 
(Churchill, 1979; MacKenzie et al., 2011), the 
preliminary investigative procedure was used to refine 
scales through (1) feedback from expert panel reviews, 
(2) suggestions from pretests, (3) and initial data 
analysis conducted from a pilot study. During the 
expert panel reviews, seven information security 
faculty and doctoral students who publish and are 
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trained in information security research evaluated the 
experiment and instrument items for clarity and 
realism. Feedback from expert panel reviews was 
implemented prior to data collection. For example, 
experimental procedures were reworded for clarity and 
revised to collect actual compliance behavior rather 
than compliance intention.  
To further refine the instrument, a sample of 21 faculty, 
staff, and students participated in a pretest of the study. 
The purpose of the pretest was to identify any 
necessary revisions to the instrument or instructions. 
Subjects evaluated the full experiment, ensured 
procedures and technologies were properly 
established, and identified any flaws or 
inconsistencies. For example, issues related to a video 
presentation used at the beginning of the study were 
corrected and items in the instrument were reworded 
for better clarification. 
After remedying problems discovered in the pretest, 
the final experiment was readied for a pilot test. Two 
pilot tests were conducted to assess reliability and 
validity of the constructs used to measure the 
phenomena. A sample of 111 students completed the 
initial pilot test. Validity issues were found with the 
organizational injustice constructs; therefore, 
procedural injustice and informational injustice scales 
were reevaluated and reworded to partial out the 
differences between the two scales. A second pilot 
study with a sample of 24 more students was conducted 
and indicated reliability for the modified constructs. 
4.3 Instrument Design and Procedure 
Because emotional response is an integral part of this 
study, adequately collecting these responses is 
essential to explaining the research phenomenon. 
Bradley and Lang (1994) indicate three primary means 
of measuring emotional response: (1) through the 
observation of behavior, (2) through self-report, or (3) 
via physiological response. We incorporated two of 
these means in our research design; our subjects 
reported their levels of frustration using a validated 
multi-item scale and we also observed actual behavior 
in our laboratory experiment which served as a proxy 
for capturing actual real-world behavior related to 
individual emotional response in an organizational 
environment. To test the conceptual model and 
hypotheses of this study, we first received approval for 
our experiment from the institutional research ethics 
board. Next, we conducted our laboratory experiment 
in which subjects experienced simulated tasks with 
varying levels of fair conditions designed to increase 
frustration levels in some of the subjects, thereby 
enhancing the inherent frustration felt by many 
individuals when completing workplace tasks. We 
expected subjects who perceived the task to be unfair 
would experience relatively higher levels of 
frustration, whereas those who perceived the 
conditions to be fair would be less frustrated, ceteris 
paribus. Research has shown that people who are 
unable to complete a specific task may have cause to 
become frustrated because of the apparent lack of 
fairness (Gilleade & Dix, 2004). Such frustration may 
lead individuals to violate organizational rules to 
“cheat the system,” though they may simply be 
viewing such violations as workplace workarounds 
(Alter, 2014). For example, research has indicated that 
cheating is not caused by the difficulty of the task—
rather it is caused by perceptions of a lack of caring or 
of fairness (Stephens, 2005). People in these situations 
feel that they can justify cheating (Barlow et al., 2013; 
Siponen & Vance, 2010). Subjects in our study were 
randomly assigned to the simulated tasks to induce 
varying levels of frustration and perceptions of 
injustice. Randomization reduces the impact of any 
internal validity issues because any confounding 
variables are distributed across the tasks (Campbell & 
Stanley, 1963). Additionally, all instrument items were 
randomized to reduce order effects (Podsakoff, 
MacKenzie, J.-Y. Lee, & Podsakoff, 2003). 
Subjects were students who were informed of the 
laboratory experiment through in-class invitations to 
earn extra credit for their participation. This population 
was an appropriate sampling frame because just as 
employees, undergraduate students must comply with 
university security policies, including those that 
address password protection, and also experience a 
range of affects. 
Subjects were initially invited to visit an online survey 
that first presented an electronic informed consent 
form. Those who consented and elected to participate 
in the experiment then provided their name and ID, 
then selected the most convenient time to participate in 
the experiment. Additionally, we collected some of the 
individual-level data from each subject—the initial 
survey contained a preliminary assessment of each 
subject’s self-reported perceptions of the latent 
variable negative affective absorption—to avoid 
having this item bias other items in the later survey in 
the laboratory. Finally, this survey was used to collect 
demographic information. See Figure B1 (in Appendix 
B) for a graphical depiction of the experimental 
procedures. 
After the recruitment survey, subjects returned during 
their selected lab time slot. Upon entering the lab, 
similar to the study by Wright and Marett (2010), they 
were given a username and password and were told 
never to share their password no matter the 
circumstance using the following dialogue, “In order 
to protect company information, organizations 
establish information security policies and procedures 
to inform employees of organizational expectations 
and consequences. Password guidelines are included 
as part of these policies which state that users should 
never share passwords with others. Similarly, you are 
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expected to keep your password secret.” Then they 
viewed a video presentation detailing the laboratory 
exercise in which they were told they would make 20 
decisions pertaining to a supply-and-demand scenario. 
After each decision, subjects received a reward based 
on their decision; they understood that they would 
receive greater rewards if they made better decisions 
about the allocations. Further, the subjects were told 
that their total reward points would determine how 
much extra credit they would receive for their 
participation in this study. However, depending on 
which simulated task they completed, the probability 
that some of the subjects would make an accurate 
decision was decreased. These conditions resulted in 
lower rewards, which contributed to the higher levels 
of frustration among many subjects, which led to 
perceptions of unfairness. 
Although subjects were expecting 20 decision rounds, 
the task presented a situation after just 10 decisions in 
which the subjects were informed that they could share 
their password with a co-worker (violating information 
security policy) to potentially improve their score. 
Actual compliance with information security policy in 
the experiment, a proxy for actual compliance in an 
organizational setting, was then captured based on 
whether the subjects shared their password. The 
subjects were then directed to a survey in which we 
captured responses related to perceived organizational 
injustice, negative affective absorption, negative 
affective flow, and attitude toward specific 
information security policy. Next, subjects indicated 
the estimated time it took to complete the experiment 
and the level of frustration experienced. Finally, 
subjects viewed a debrief statement informing them 
that they would not complete the remaining 10 
decisions and they would fairly receive full extra credit 
despite their performance, consistent with our 
experimental protocol’s full consent provision, as 
approved by the appropriate research ethics board. 
During the experiment and depending on the task, 
subjects were rewarded points based on the decisions 
they made. Their perceptions of unfairness regarding 
the tasks and point allocation contributed to their 
feelings of frustration. The responses from all 
respondents were split using a median split based on 
the frustration level experienced similar to the method 
used by Tsai and Bagozzi (2014), Bhattacherjee 
(2001), and Harrington (1996). Rucker et al. (2015) 
recommend three approaches for representing the 
median split: (1) scatterplot with regression lines, (2) a 
median split plot, (3) a simple slopes plot, and (4) a 
dot-plot. In this research, we examined the median split 
using the median split plot. Other median split plots are 
more informative, but this method allows the reader to 
quickly assess how the Y varies depending on the X 
(see Figure 2). In other words, the figure allows us to 
quickly see the level of frustration experienced by our 
subjects. The median split was used to determine the 
impact of frustration level on information security 
policy compliance. Differences were then compared 
using structural equation modeling in AMOS 22. 
 
 
Figure 2. Frustration Experienced by Subjects Engaged in Simulated Tasks 
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Our laboratory setting was comparable to an 
organizational setting in that employees are often 
provided with passwords to access and interact with 
information on a company’s network such as a 
corporate database. These employees are told to never 
reveal these passwords. However, they often do not 
consider the problems that might arise from breaking 
this rule (Zorz, 2013). In fact, research has shown that 
only 22% of employees indicated that they had never 
shared their password (Aytes & Connolly, 2004). As 
for the other 78%, the reasons for sharing passwords 
are varied and may include situations where employees 
perceive injustice. In so doing, they may decide to 
share their password to receive help from the co-
worker and counter the perceived injustice. 
5 Data Analyses and Results 
In order to test the relationships among constructs, we 
conducted data analysis using structural equation 
modeling in AMOS 22 using the two-step approach 
identified by Anderson and Gerbing (1988): (1) 
exploratory factor analysis and (2) confirmatory 
factor analysis. Using this statistical package, we 
assessed the measurement model to examine 
reliability and convergent and discriminant validity. 
In addition, we determined predictive validity 
through the assessment of the structural model. A 
total of 398 students participated in the experiment, 
but 67 responses were dropped due to incompleteness 
or response set—the tendency of subjects to respond 
automatically and independent of item content 
(Andrich, 1978; Kerlinger, 1973; Rennie, 1982). This 
left a final usable sample size of 331. See Appendix 
C for sample characteristics. We conducted 
independent-sample t-tests and determined there was 
no difference in information security policy 
compliance or frustration experienced between early 
subjects versus late subjects. 
5.1 Instrument Validity 
Exploratory factor analysis indicated several issues 
with both convergent validity and discriminant 
validity. Given the reflective nature of the constructs 
in this study, measures can be removed to improve 
construct validity without affecting content validity 
(Petter, Straub, & Rai, 2007). Therefore, the following 
items were removed to establish construct validity: two 
items from the negative affective absorption scale, one 
item from the negative affective flow scale, and one 
item from the informational injustice scale. 
Additionally, we removed procedural injustice from 
the model due to significant cross-loadings with 
interpersonal and informational injustice and then 
reassessed reliability and convergent and discriminant 
validity (see Appendix D). 
Confirmatory factor analysis was used to assess both 
the measurement model to determine reliability and 
convergent and discriminant validity and the 
structural model to determine predictive validity. 
The data of the measurement model indicated that 
the model has good fit (see Appendix E), that 
configural and metric invariance are established (see 
Appendix F), and that common method variance is 
not a problem (see Appendix G). Additionally, 
initial reliability scores were obtained through a 
reliability analysis by computing composite 
reliability (see Table H-1 in Appendix H). All 
constructs had an acceptable level of reliability (≥  
0.70) (MacKenzie et al., 2011; Peter, 1979). The 
results indicate convergent validity because all 
items loaded significantly on their higher order 
construct with loadings greater than 0.70 (Straub et 
al., 2004) (see Table H1) and had an average 
variance extracted greater than 0.50 (Gefen & 
Straub, 2005) (see Table H2). The results also 
indicate discriminant validity because the square 
root of average variance extracted was greater than 
interconstruct correlations (Gefen et al., 2000) (see 
Table H2). 
An assessment of the structural model was used to 
evaluate model fit and establish predictive validity 
by determining the magnitude and direction of the 
relationships. The data of the structural model 
indicated that the model exhibited good fit (see 
Appendix E). We used a multistage approach to 
analyze our research model similar to that used by 
Siponen and Vance (2010) and Johnston, Warkentin, 
and Siponen (2015). We conducted analyses on 
three different path models, starting with a simple 
model that tests the relationship between attitude 
and information security compliance behavior. 
Subsequent models then included negative affective 
absorption and flow, followed by the inclusion of 
organizational injustice. This approach was taken in 
order to establish the foundational relationships 
derived from prior research and then demonstrate 
the increase in explained variance (R2) as additional 
constructs were added to the model as part of this 
research. The first path model evaluates attitude and 
its impact on compliance, indicating that attitude 
explains 25.6% of the variance of information 
security policy compliance for individuals who 
experienced more frustration, but only 6.8% for 
individuals who experienced less frustration. 
Consistent with prior literature, the standardized 
path estimates (see Figure 3) were found to be 
statistically significant, indicating that attitude had 
an impact on information security policy 
compliance for both groups.  
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More Frustrated Group Less Frustrated Group 
 
 
Figure 3. Attitudinal Model with Significant Path Coefficients 
 
More Frustrated Group 
 
Less Frustrated Group 
 
Figure 4. Affective Model with Significant Path Coefficients 
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Figure 5. Model with Significant Path Coefficients (More Frustrated Group) 
 
Figure 6. Model with Significant Path Coefficients (Less Frustrated Group) 
 
The second path model, the main contribution of this 
study, evaluates attitude together with the affective 
constructs prescribed earlier and their combined 
impact on information security policy compliance. All 
standardized path estimates were statistically 
significant (see Figure 4) for the more frustrated 
individuals, indicating that individuals entered into a 
state of negative affective flow as they experienced 
repeated frustration, which impacted their compliance 
with information security policy. The inclusion of 
negative affective flow and negative affective 
absorption in the variance model increased the 
explained variance from 25.6% to 30.3% for 
individuals who experienced more frustration; 
whereas, for individuals who experienced less 
frustration, the affect constructs had no influence on 
information security policy compliance. Additionally, 
individuals with the dispositional tendency to become 
immersed in their negative emotions (i.e., negative 
affective absorption) experienced higher levels of 
negative affective flow. 
Using the third and full path model, we obtained the 
standardized path estimates for all constructs (see Table 
2). For individuals who experienced more frustration, 
six out of six paths were statistically significant (see 
Figure 5). For individuals who experienced less 
frustration, five out of six paths in model were found to 
be statistically significant (see Figure 6). See squared 
multiple correlations in Table 2 for the variance 
explained. Figures 5 and 6 display the conceptual model 
with the parameter estimates, p-values, and variance 
explained for both frustration levels. 
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Table 2. Path Estimates, t-values, and Squared Multiple Correlations*  
 More Frustrated Group Less Frustrated Group 
Hypothesized Relationship Std. Estimate T-Value p-value Std. Estimate T-Value p-value 
H1: ↑SATT →      ↑COMP .246 7.869 *** .102 3.445 *** 
H2: ↑NAF →      ↓COMP -.067 -2.029 .042 -.057 -1.474 n.s. 
H3: ↑NAA →      ↑NAF .165 2.418 .016 .116 2.411 .016 
H4A: ↑DINJ →      ↑NAF .324 3.625 *** .172 3.070 .002 
H4B: ↑IINJ →      ↑NAF .256 3.348 *** .388 6.579 *** 
H4C: ↑FINJ →      ↑NAF .163 2.046 .041 .100 2.230 .026 
Squared Multiple Correlations 
NAF 0.352 0.476 
COMP 0.295 0.079 
Note: *** p < 0.001; DINJ = perceived distributive injustice; IINJ = perceived interpersonal injustice; FINJ = perceived informational injustice; 
NAA = negative affective absorption; NAF = negative affective flow; SATT = attitude toward specific information security policy; COMP = 
information security policy compliance 
*Due to the dependent variable of information security policy compliance (COMP) being binary, we tested the robustness of our findings by 
running a binary logistic regression with negative affective flow (NAF) and attitude toward specific information security policy (SATT) as 
independent variables. This analysis was run twice, depending on whether individuals were frustrated. The results confirm the findings from 
AMOS. For the more frustrated group H1 supported: SATT→COMP (p-value < 0.000; B= 1.314) & H2 supported NAF→COMP (p-value = 
0.034; B= -0.423). For the less frustrated group, H1 supported SATT→ COMP (p-value = 0.001; B= 0.702) & H2 not supported NAF→COMP 
(p-value = 0.103; B = -0.503). 
 
5.2 Mean Comparison 
To test our fifth hypothesis and provide compelling 
evidence that the subjects’ emotions were manipulated 
during the experiment, we conducted two mean 
comparison tests. The data for both tests were divided 
using a median split that resulted in a total sample size 
of 155 for the more frustrated group and 176 for the less 
frustrated group. Although there was an inherent 
underlying perceived frustration from task completion, 
software interface, time pressures, and other factors, the 
analysis indicates that we achieved the desired results of 
having a sample that included both highly frustrated and 
relatively low frustrated subjects. Additionally, a t-test 
was then conducted to determine whether there was a 
statistical difference in negative affective flow and 
compliance based on frustration experienced. 
The first t-test determined the impact of a subjects’ 
frustration on negative affective flow. Given that 
negative affective flow is a multi-item scale, an average 
score for the scale was used in the mean comparison test. 
Table 3 shows the descriptive statistics, indicating a 
mean of 3.22 out of 5.00 for subjects who experienced 
higher levels of frustration and 1.81 out of 5.00 for 
subjects who experienced lower levels of frustration. 
Table 3 also shows that the differences in frustration 
experienced is statistically significant indicating that 
individuals who perceived tasks to be frustrating 
experienced higher levels of negative affective flow. 
The second t-test determined the impact of a subject’s 
frustration on compliance. Table 4 shows the descriptive 
statistics, indicating that 68% of all subjects who 
experienced higher levels of frustration complied with 
information security policy; whereas, 85% of all 
subjects who experienced lower levels of frustration 
complied with information security policy. Table 4 also 
shows that the differences in frustration experienced is 
statistically significant, indicating that individuals who 
perceived tasks to be frustrating were less likely to 
comply with information security policy. This supports 
the fifth hypothesis that individuals who are more 
frustrated are less likely to comply with information 
security policies than those who are less frustrated. This 
is also supported in that the relationships in the model 
are strengthened and the variance in information 
security policy compliance is increased as seen in 
Figures 4, 5, and 6. 
5.3 Analyses Summary 
After accounting for control variables (see Appendix I), 
the results indicated support for all six hypotheses in the 
more frustrated group and four hypotheses in the less 
frustrated group (see Table 5). Additionally, the results 
indicated support for H5 which posited that more 
frustrated individuals are less likely to comply with 
information security policy than less frustrated 
individuals (see Table 5). It is worth noting that, among 
those who were less frustrated, though attitude 
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contributed to security policy compliance, negative 
affective flow had no significant impact on compliance.
 
Table 3. Descriptive Statistics and Independent Samples Test for Negative Affective Flow Based on Frustration 
Group N Mean Std. Deviation Std. Error Mean 
More Frustrated (≥ 3) 155 3.22 0.975 .078 
Less Frustrated (< 3) 176 1.81 0.683 .052 
 
Equal variances assumed F Sig. t df Sig. 
Yes 21.532 0.000 15.416 329 0.000 
No   15.084 271.27 0.000 
 
Table 4. Descriptive Statistics and Independent Samples Test for Compliance Based on Frustration* 
Group N Mean Std. Deviation Std. Error Mean 
More Frustrated (≥ 3) 155 0.68 0.466 .037 
Less Frustrated (< 3) 176 0.85 0.361 .027 
 
Equal variances assumed F Sig. t df Sig. 
Yes 52.085 0.000 -3.569 329 0.000 
No   -3.513 288.83 0.001 
*A binary logistic regression was run to obtain a Wald test as a robustness check of the independent sample t-test results. The Wald test was 
significant at 0.000 when utilizing the median split of more frustrated (≥ 3) and less frustrated (< 3). The Wald test was significant at 0.001 when 
utilizing the raw frustration scores for individuals. These results confirm H5 that individuals who are more frustrated are less likely to comply 
with information security policies than those who are less frustrated. 
 
Table 5. Hypotheses and Support 
HO Structural Relationship Supported 
The More Frustrated Group 
H1 Attitude toward specific ISP is positively related to ISP compliance. Yes 
H2 Negative affective flow is negatively related to compliance with ISP. Yes 
H3 Negative affective absorption is positively related to negative affective flow. Yes 
H4A Perceived distributive injustice is positively related to negative affective flow. Yes 
H4B Perceived interpersonal injustice is positively related to negative affective flow. Yes 
H4C Perceived informational injustice is positively related to negative affective flow. Yes 
The Less Frustrated Group 
H1 Attitude toward specific ISP is positively related to ISP compliance. Yes 
H2 Negative affective flow is negatively related to compliance with ISP. No 
H3 Negative affective absorption is positively related to negative affective flow. Yes 
H4A Perceived distributive injustice is positively related to negative affective flow. Yes 
H4B Perceived interpersonal injustice is positively related to negative affective flow. No 
H4C Perceived informational injustice is positively related to negative affective flow. Yes 
Frustration 
H5 Individuals who are more frustrated are less likely to comply with ISP than those who are less frustrated. Yes 
Note: ISP = information security policy 
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5.4 Mediation Effect 
Mediation occurs when an independent variable is able 
to influence the dependent variable of interest through 
a third variable (Baron & Kenny, 1986). Using the 
bootstrapping method in AMOS, our model indicates 
indirect mediation effects from negative affective 
absorption and interpersonal injustice to information 
security policy compliance via negative affective flow 
for those who experienced more frustration. However, 
no indirect mediation effects were specified for 
individuals who experienced less frustration (see Table 
6).
Table 6. Descriptive Statistics and Independent Samples Test for Compliance Based on Frustration* 
Group DINJ IINJ FINJ NAA 
More Frustrated 0.051 0.031 0.054 0.044 
Less Frustrated 0.080 0.111 0.087 0.080 
Notes: DINJ = perceived distributive injustice; IINJ = perceived interpersonal injustice; FINJ = perceived informational injustice; NAA = 
negative affective absorption 
*A binary logistic regression was run to obtain a Wald test as a robustness check of the independent sample t-test results. The Wald test was 
significant at 0.000 when utilizing the median split of more frustrated (≥ 3) and less frustrated (< 3). The Wald test was significant at 0.001 when 
utilizing the raw frustration scores for individuals. These results confirm H5 that individuals who are more frustrated are less likely to comply with 
information security policies than those who are less frustrated. 
6 Discussions, Implications, and 
Future Research 
By evaluating a sample of affective processes and 
cognitive processes in information security decision-
making, we increase our understanding pertaining to 
compliance with organizational security policies. Our 
results contribute to theory by expanding the 
understanding of affective events theory and the 
influence that both cognitive and affective states have 
on security policy compliance. In doing so, we 
introduced two new constructs, affective absorption 
(i.e., the trait or disposition to allow one’s emotions to 
drive decision-making) and affective flow (i.e., a state 
of immersion with one’s emotions), which can be 
leveraged to explore other behaviors and their 
influence on other cognitive processes. 
Our research also contributes to practice by revealing 
how unfair treatment of employees, experienced as a 
result of engaging in frustrating tasks, can influence 
affective reactions. By proactively treating employees 
fairly and rewarding them emotionally, organizations 
may be able to prevent noncompliant behaviors. In 
addition, when employees experience negative affect 
due to perceptions of organizational injustice or in 
response to other work-related events, we identify how 
organizations might address sensitive issues prior to 
the development of a state of negative affective flow. 
6.1 Theoretical Contributions 
Our study provides a more nuanced understanding of 
the phenomenon of information security policy 
violation by clarifying the perceptions and behavior of 
individual users in the domain of security decisions 
that are subject to the impact of affect. Salovaara and 
Merikivi (2015) urge scholars to extend the findings of 
previous research to increase knowledge associated 
with existing theories, thereby strengthening and 
improving theoretical knowledge (Whetten, Felin, & 
King, 2009). In this study, we incorporated and 
analyzed affect (i.e., negative affective flow) to expand 
on the knowledge surrounding deviant behavior in the 
context of information security policy violations. We 
further heeded the call of Straub (2009), Warkentin et 
al. (2012), and Crossler et al. (2013) by collecting 
actual violation behavior, rather than simply intention, 
thereby grounding our contributions in a richer, more 
meaningful empirical base. 
Building upon affective events theory, we introduce 
two new constructs to the study of security policy 
compliance behavior—affective absorption and 
affective flow—and analyze their impact on 
compliance behavior. Negative affective absorption is 
the disposition to allow negative emotions to drive 
decision-making. Weiss and Cropanzano (1996) 
showed that individuals with dispositions toward 
negative affect are likely to have more intense bouts of 
emotion and to react more strongly when negative 
events occur. The results of our study extend this idea 
and indicate that negative affective absorption leads to 
negative affective flow. Our study demonstrates the 
need to distinguish between trait- and state-like 
emotions when evaluating information systems and 
information security research. 
Another contribution of our study is that individuals 
who perceive that they have experienced 
organizational injustice through, for example, being 
repeatedly asked to perform frustrating tasks, are more 
ISP Compliance through an Affective Lens  
 
1811 
likely to experience negative affective flow. 
Additionally, the results provide evidence that the state 
of negative affective flow negatively influences 
information security policy compliance behavior for 
those who experienced more frustration. However, 
though people who have lower levels of frustration do 
enter into a state of negative affective flow, our 
findings do not reveal any impact on compliance. 
Future research should investigate underlying reasons 
for this phenomenon. Our study sheds further light on 
what influences information security policy 
compliance behavior by showing the effect affective 
emotions have on security compliance behavior. This 
provides a greater understanding regarding the depth 
of these emotions and their influence on information 
security policy compliance behavior. Therefore, 
organizations should focus on minimizing frustration 
as a result of work-related tasks. Previous research has 
indicated that even something as small as interface 
design for entering passwords has influenced people’s 
security compliance behavior (Steinbart, Keith, & 
Babb, 2016). Seemingly insignificant tasks may 
increase employee frustration, potentially resulting in 
retaliation against an organization (Bennett & 
Robinson, 2000) or rationalization of deviant behavior 
(Li et al., 2010; Lim, 2002). 
The results of our study indicate that regardless of 
individuals’ frustration level their attitude toward 
information security policy compliance positively 
influences their compliance behavior. This reinforces 
the importance of managerial efforts to influence 
attitude including SETA programs (D’Arcy et al., 
2009) and communications such as nudges and 
reminders (Barlow et al., 2018).  
Our study captured both a sample of cognitive and 
affective processes in a unified model to better explain 
information security policy compliance behavior. 
Although the results indicate that the cognitive aspects 
of the model have a greater influence on information 
security compliance behaviors than affect, affect still 
significantly impacted these behaviors. Given the 
impact of negative affective flow, understanding the 
role of affect and its influence of deterrence is critical 
(Willison & Warkentin, 2013). Therefore, we have 
integrated both cognitive (i.e., organizational injustice) 
and affective (i.e., negative affective absorption and 
negative affective flow) aspects into one framework in 
the attempt to achieve a more holistic understanding of 
compliance behavior that future research can advance. 
Another interesting finding pertains to control 
variables, specifically gender and estimated student 
grade. Gender only impacted the results in the less 
frustrated group. This seems to indicate that when 
people are frustrated, regardless of gender, they are 
likely to experience higher levels of negative affective 
flow which, in turn, impacts their information security 
policy compliance. Additionally, a student’s estimated 
grade significantly influenced information security 
policy compliance in the less frustrated group. The fact 
that students’ beliefs about their estimated grades were 
much lower than their actual grade highlights how 
important perceptions relate to actual behavior. In our 
study, many subjects chose to violate information 
security policy in order to earn extra course credit. 
Equally important, perceptions of poor performance 
may lead individuals to act contrary to work policies. 
Further investigation into the role of gender and 
performance could offer a greater understanding of 
information security behaviors when examining 
cognition and affect together. 
Furthermore, we contribute to information systems 
research by capturing actual compliance with 
information security policy. Given measurement issues 
associated with collecting only behavioral intention in 
the context of information security (Crossler et al., 
2013), our study achieves richer and more meaningful 
findings regarding information security behaviors by 
collecting and analyzing actual compliance behavior. 
As such, this study demonstrates one method to 
capture actual compliance as a dependent variable. 
6.2  Practical Implications 
Security education, training, and awareness (SETA) 
programs have proven effective in motivating 
individuals to comply with information security 
policies (Crossler & Bélanger, 2009; D’Arcy et al., 
2009; Puhakainen, 2006; Siponen, 2000, 2005; 
Siponen et al., 2007; Thomson & von Solms, 1998); 
however, violations are still a grave concern for 
information security management (Bulgurcu et al., 
2010; Hu et al., 2011). Most of these training programs 
focus on cognitive responses (reasoned actions) to 
situations (e.g., neutralization, Barlow et al., 2013), 
which may not be the most effective approach. Our 
research identifies the need to include training 
regarding affective responses in addition to cognitive 
responses. Training that emphasizes issues relating to 
both cognitive and affective processes may provide 
individuals with a more in-depth understanding of 
company expectations. During these training sessions, 
managers could explain that employees may 
experience negative emotions due to their interaction 
with fellow employees, managers, or existing or new 
policies and procedures. Further, managers could 
explain that it is not necessary or acceptable to bottle 
up negative emotions; rather, they could describe 
appropriate outlets to address such emotions. Outlets 
may include sessions focused on emotional support, 
discussions with managers, or anonymous suggestion 
boxes. Such outlets would facilitate idea generation 
regarding how to effectively reduce further frustration 
and grant employees the ability to proactively do 
something to counter the negative emotions they 
experience. Additionally, training of management 
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should focus on work-related factors that might 
frustrate employees and describe how to address issues 
with disgruntled employees before they engage in 
noncompliant behaviors. 
More importantly, employers could focus on training 
oriented toward helping employees develop positive 
coping responses to feelings of frustration. Similar to 
the coping response to “security-related stress” 
discussed in D’Arcy, et al. (2014), responses to 
workplace stress and frustration could potentially be 
fostered, developed, and maintained through a targeted 
campaign of behavioral training programs that could 
provide affective relief to employers facing such 
situations. An even better strategy would be to identify, 
then mitigate or remediate the actual situational factors 
that instigate the frustration themselves. 
Information technology governance and monitoring 
play critical roles in influencing compliance behaviors 
(D’Arcy et al., 2009; Herath & Rao, 2009a; Hovav & 
D’Arcy, 2012; Stanton, Stam, Mastrangelo, & Jolton, 
2005; Warkentin & Johnston, 2006, 2008). Our 
findings highlight the importance of controlling and/or 
monitoring employee levels of affect, which is a 
critical element of the protection of organizational 
information and assets. In fact, if frustration is 
monitored, it can be used to indicate when a user is in 
need of assistance (Gilleade & Dix, 2004) before the 
frustration escalates into a larger problem. 
Periodically, organizations (or third-party consultants) 
could distribute anonymous surveys to employees to 
determine their propensity to experience negative 
affective flow. Individual employees could be 
evaluated for negative affect using various direct and 
indirect measures. For example, the PANAS survey 
could be used directly to measure affect (Watson, 
Clark, & Tellegen, 1988), other surveys that have been 
shown to correlate with the frustration affect could also 
be used (Inventado, Legaspi, Suarez, & Numao, 2011), 
and technology that visually identifies emotions based 
on facial cues may also be helpful in this regard (Cowie 
et al., 2001). Organizations could then use the resulting 
survey data to identify and address any issues prior to 
the appearance of deviant workplace behavior. 
Ethical organizational managers would never 
intentionally frustrate employees. However, as the 
experiment in this study indicates, employees may 
experience frustration resulting from workplace 
processes, including workplace technology use, rather 
than from the direct actions of the organization or its 
managers. Given the range of workplace technologies, 
employees’ inability to effectively understand or use 
the systems they must interact with each day may lead 
to frustration. Therefore, to better mitigate employee 
frustration, organizations must carefully use proper 
care when selecting which systems and applications to 
use or when designing in-house systems and 
applications. 
Finally, our research highlights the need to quickly 
respond to any noticeable issues related to perceptions 
of unfairness. By addressing these issues quickly, 
negative affect can be controlled before negative 
affective flow is experienced. In order to assess such 
issues, organizations should focus on training 
managers to address sensitive issues with individual 
employees in a respectful and courteous manner so that 
employees understand the repercussions of 
uncontrolled emotions in the workplace. By 
controlling negative affective flow, organizations can 
facilitate a healthier and more secure workplace. 
6.3 Limitations and Future Research 
This study underscores the need for understanding 
affective processes with regard to information systems 
compliance behavior. In order to maintain model 
parsimony, we limited the number of factors we 
explored in order to better understand compliance with 
information security policy. Achieving a balance 
between completeness and parsimony introduces 
theoretical limitations that future research could 
address. For example, examining other constructs such 
as affective quality, emotion regulation, neutralization, 
risk tolerance, and time orientation together with 
affective absorption and affective flow may provide a 
deeper understanding regarding individual behaviors. 
Affective quality, the ability to change core affect 
(Russell, 2003), may diminish an individual’s negative 
affective absorption which would lead to reduced 
negative affective flow. Like affective quality, 
research on emotion regulation, specifically 
concerning the cognitive reappraisal side, would offer 
more understanding. Cognitive reappraisal “is an 
antecedent-focused emotion regulation strategy that 
alters the trajectory of emotional responses by 
reformulating the meaning of the situation” (Heilman 
et al., 2010, p. 258). Neutralization theory examines 
behavioral rationalizations through various 
justification techniques to reduce an individual’s view 
of the consequences (Sykes & Matza, 1957). 
Examining neutralization together with the affective 
constructs of this study could provide a deeper 
understanding regarding the impact of cognition versus 
affect on information security policy compliance 
behavior. Risk tolerance refers to the maximum 
amount of uncertainty that one is willing to accept 
(Liang & Xue, 2009) and by assessing risk tolerance 
together with affective flow, researchers may achieve 
a greater understanding regarding information security 
policy compliance behavior. Time orientation looks at 
the manner in which individuals and cultures partition 
human experiences into temporal categories of past, 
present, and future, which fluctuate based on learned 
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preferences (Zimbardo, Keough, & Boyd, 1997). 
Evaluating time orientation differences among 
individuals may offer greater insights with respect to 
affective flow. For example, future time-oriented 
individuals may be less likely to become immersed in 
present negative emotions. 
Another limitation of this study is that only the 
negative aspect of affective absorption and affective 
flow was investigated. Positive affective absorption 
and positive affective flow could also be examined in 
this and other research contexts. For example, Gottman 
(1994) found successful marriages maintain a 5:1 ratio 
of positive-to-negative interactions; whereas, 
marriages that end in divorce have closer to a 1:1 ratio 
of positive-to-negative interactions. Additionally, bad 
events have a stronger impact than good events and 
take longer to wear off (Baumeister, Bratslavsky, 
Finkenauer, & Vohs, 2001). These statistics might 
potentially be adapted to a business context; 
accordingly, increasing the number of positive 
experiences or replacing negative experiences with 
positive experiences could result in a successful 
relationship between organizations and their 
employees. This focus might result in a net positive 
experience; in other words, positive interactions would 
offset any negative interactions that individuals 
experience in the organization or with a specific 
technology (Etherington, 2013). Future research is 
needed to explore the impact of these experiences on 
both positive and negative affective flow, which may 
provide increased understanding regarding attitude 
toward information security policy and information 
security policy compliance behavior. 
Additionally, researchers might apply affective 
absorption and affective flow to additional phenomena 
such as information systems use to determine their 
impact in other contexts. Although affective 
absorption was applied in a security context, future 
research could be applied throughout many aspects of 
information systems research. For example, affective 
absorption and affective flow might be included in the 
taxonomy of affective concepts as identified by Zhang 
(2013). Affective absorption may be indicative of other 
constructs such as satisfaction, usefulness, and ease of 
use in addition to beliefs, attitudes, and behaviors. 
Through future studies on affective absorption and 
affective flow, we may gain greater insight regarding 
additional factors that lead individuals to become 
completely immersed in their emotions which 
ultimately affects information security policy 
compliance behavior. 
According to affective events theory, time and 
satisfaction are critical parameters when evaluating 
affective reactions (Weiss & Cropanzano, 1996). This 
research study attempted to evaluate affect using a 
series of simulations over a short period of time; 
however, a longitudinal study may grant additional 
understanding of the factors that increase/decrease 
negative affective flow and its impact on 
organizations. With respect to satisfaction, we 
excluded it from the model to ensure a parsimonious 
model. Additionally, capturing information security 
policy compliance rather than satisfaction as the 
ultimate dependent variable was more applicable due 
to the nature of this study. 
Another area in need of future research is the tendency 
of certain individuals to respond to frustrating 
challenges like those our manipulation posed by 
“digging in” even further to solve the problem. This 
may be a learned response for some individuals and 
may be a disposition for others. Additional measures 
are probably necessary to identify this individual 
difference, or perhaps a pretest could be used to 
identify a new sample comprised entirely of such 
individuals, and this small, but important 
subpopulation (and others) could be further analyzed 
to determine the impacts of organizational injustice 
and frustration on employees who may be statistical 
outliers in their responses to the factors we have 
explored. 
The relationship between affect and cognition should 
also be explored by behavioral psychologists, as well 
as security researchers advancing this area of 
knowledge. Is all attention devoted to affect and 
cognition such that it is a zero-sum game or do 
individuals have a separate independent capacity for 
each at a given time? 
This research utilized an experimental design that 
incentivized individuals to complete a task in order to 
receive extra course credit. Therefore, the laboratory 
experiment may have motivated individuals to react to 
a given task so they could excel regardless of any 
existing information security policy. However, the fact 
that frustration led to increased password sharing (H5) 
suggests that this was not a limitation of our research 
design. However, it should be noted that our 
experimental manipulations were likely limited in their 
ability to generate frustration when compared to the 
higher levels of frustration that would occur in a real-
world workplace setting. It would be reasonable to 
expect a greater effect when employees perceive 
frustration and injustice, such that the negative 
affective flow would be more extreme and more 
persistent and would lead to more consequences. As 
researchers continue to investigate and further the 
field’s understanding of determinants underlying 
security behaviors, future studies could then design 
specific interventions and test them in laboratory and 
field settings. 
Although past research has disputed the use of the 
unmeasured latent method construct (ULMC) based on 
its viability to adequately address common method 
variance (Chin, Thatcher, & Wright, 2012), it has not 
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provided a strong argument for alternative forms of 
assessing common method variance. Therefore, we 
employed the ULMC method along with the 
recommended a priori procedures to ameliorate 
potential common method variance as discussed in 
Appendix G. 
Future research might also explore the roles of both 
positive affect (in general) and positive affective flow 
(specifically) in the context of information security 
behaviors, such as extra-role behaviors (J.S.-C. Hsu, 
Shih, Hung, & Lowry, 2015; Warkentin, Shropshire, & 
Straub, 2018) that go beyond simple policy 
compliance. Self-reported attitudes, perceptions, and 
beliefs are subject to bias; therefore, additional 
research could explore alternative methods to capture 
actual levels of affect, such as neurophysiological 
measurements (Crossler et al., 2013; Dimoka et al., 
2012). Future studies could use galvanic skin response 
to measure skin conductance caused by sweat, 
electroencephalography (EEG) devices to record brain 
activity such as the Warkentin et al. (2016) fMRI 
study, or thermal cameras to determine blood rush.  
7 Conclusion 
Information security policy violations are a grave 
concern for information security management 
(Bulgurcu et al., 2010; Hu et al., 2011). Research has 
focused on identifying why individuals do not comply 
with information security policy; however, the 
majority of this research falls short in two ways: (1) the 
main focus of these studies is on information security 
policy compliance intention instead of actual 
information security policy compliance, and (2) prior 
literature has predominantly examined the impact of 
cognitive processes, rather than affective processes, on 
information security policy compliance behavior. 
Through understanding both affective processes and 
cognitive processes in decision-making, we better 
understand why individuals engage in deviant 
behavior. 
Derived from information security and social 
psychology, our study examined the impact of 
unfairness (i.e., organizational injustice) and 
immersion with one’s emotions (i.e., affective flow) on 
attitudes toward and compliance with information 
security policies. The results indicate that individual 
perceptions of unfairness can lead people to become 
completely involved with their negative emotions. 
Further, people who are immersed in their negative 
emotions are less likely to comply with information 
security policy. 
These findings contribute to information systems 
security literature by introducing two new constructs, 
affective absorption and affective flow, which inform 
our understanding regarding information security 
policy compliance. In addition, our study demonstrates 
the need to capture actual behavior rather than only 
attitude and intentions. The findings convey the 
importance of discussing emotions in security, 
education, training, and awareness programs. 
Additionally, organizations should focus on 
eliminating frustrating tasks or reducing frustration 
caused by these tasks. Finally, organizations should 
strive to induce positive affect by evaluating employee 
affect levels, identifying areas that need correction, 
and quickly responding to issues prior to deviance or 
noncompliance.
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Appendix A: Items, Original Items, and Source 
 Table A1. Construct Items and Source 
Item ID Item Original item Source 
Negative affective absorption 
NAA1 In general, I lose track of time when I experience negative emotions. 
Developed for this 
study 
NAA2 In general, negative emotions occupy my attention. 
NAA3 In general, it is hard for me to focus on something other than my negative emotions. 
NAA4 In general, I become deeply involved with my negative emotions. 
NAA5 In general, I have no control over my negative emotions. 
Distributive injustice 
DINJ1 Based on the effort I put into this 
exercise, the extra credit I received was 
unfair. 
How fairly has the organization been rewarding 
you for the amount of effort you have put in? 
Lim (2002) 
DINJ2 Based on the instructions I was assigned 
during this exercise, the extra credit I 
received was unfair. 
How fairly has the organization been rewarding 
you for the responsibilities you have? 
DINJ3 Based on the decisions I completed 
during this exercise, the extra credit I 
received was. 
How fairly has the organization been rewarding 
you for the work that you have done well? 
DINJ4 Based on the stress I experienced during 
this exercise, the extra credit I received 
was unfair. 
How fairly has the organization been rewarding 
you for the stresses and strains of your job? 
DINJ5 Based on the training provided during 
the exercise, the extra credit I received 
was unfair. 
How fairly has the organization been rewarding 
you for the amount of education and training 
you received? 
Procedural injustice 
PINJ1 The decision process of this exercise 
was unreasonable. 
Have you had influence over the outcome 
arrived at by those procedures? 
Turel, Yuan, & 
Connelly (2008) 
PINJ2 The decision process of this exercise 
was inconsistent. 
Have those procedures been applied 
consistently? 
PINJ3 The decision process of this exercise 
was unfair. 
Have those procedures been free of bias? 
PINJ4 The decision process of this exercise 
was flawed. 
Have those procedures been based on accurate 
information? 
PINJ5 The decision process of this exercise 
was rigged. 
Created for this study. 
Interpersonal injustice 
IINJ1 During the exercise, I was treated in a 
polite manner. 
The service representative treated you in a 
polite manner? 
Turel, Yuan, & 
Connelly (2008) 
IINJ2 During the exercise, I was treated with 
dignity. 
The service representative treated you with 
dignity? 
IINJ3 During the exercise, I was treated with 
respect. 
The service representative treated you with 
respect? 
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 Table A1. Construct Items and Source 
Informational injustice 
FINJ1 The video presentation did not explain 
this exercise thoroughly. 
Has the service representative explained the 
procedure thoroughly? 
Turel, Yuan, & 
Connelly (2008) 
FINJ2 The video presentation explanations 
regarding this exercise were 
unreasonable. 
Were the service representative explanations 
regarding the procedure reasonable? 
FINJ3 The experimental instructions were 
conveyed using a method I do not 
prefer. 
Has the service representative seemed to tailor 
communications to individuals’ specific needs? 
FINJ4 The video presentation did not 
sufficiently provide detailed instructions 
about the exercise. 
Has the service representative been candid in 
communications with you? 
Attitude toward specific information security policy 
SATT1 In this exercise, it was important that I 
not share my password. 
Adopting security technologies and practices is 
important. 
Herath & Rao 
(2009b); Bulgurcu et 
al. (2010) 
SATT2 In this exercise, it was critical that I not 
share my password. 
Adopting security technologies and practices is 
beneficial. 
SATT3 In this exercise, it was essential that I 
not share my password. 
Adopting security technologies and practices is 
helpful. 
SATT4 In this exercise, it was necessary that I 
not share my password. 
To me, complying with the requirements of the 
ISP is unnecessary/necessary. 
Negative affective flow 
NAF1 During this exercise, I lost track of time due to my negative emotions. 
Developed for this 
study. 
NAF2 During this exercise, negative emotions occupied my attention. 
NAF3 During this exercise, it was hard to focus on something other than the negative emotions I 
experienced. 
NAF4 During this exercise, I became deeply involved with negative emotions. 
NAF5 During this exercise, I had no control over my negative emotions. 
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Appendix B: Survey Instrument 
B.1 Consent 
 
Figure B1. Laboratory Experiment Flow 
Organizations are increasingly concerned about protecting company information. Therefore, they have established 
necessary safeguards (such as information security policies and procedures) to inform employees of organizational 
expectations and consequences. Policy compliance is vital to protecting organizational information. 
In order for us to better understand ISP compliance, we ask that you participate in this study. If you participate in this 
study, you will be asked to complete a laboratory experiment that will take about 20-30 minutes to complete. The 
laboratory experiment involves a series of supply and demand tasks. 
Please understand that your participation is voluntary. Your refusal to participate will involve no penalty or loss 
of benefits to which you are otherwise entitled. You may discontinue your participation at any time without penalty 
or loss of benefits. Through the duration of the study, your name and netID will be collected in order to register you 
for a lab time and award you extra credit upon the completion of the laboratory experiment. 
Participating in this research may lead to heightened understanding about the importance of information security 
policies. In order to be rewarded extra credit you must complete the laboratory experiment. 
B.1 Recruitment Survey 
Please provide the following information to register for the laboratory experiment. 
Table B1. Registration 
Categories Measure 
First Name:  
Last Name:  
Net ID (e.g., abc123):  
Time slot: [drop down including available time slots] 
Journal of the Association for Information Systems 
 
 
1826 
Please indicate the degree to which you agree with each statement (1 = strongly disagree, 2 = disagree, 3 = neutral, 4 
= agree, and 5 = strongly agree). Please note that while some of these questions are similar to each other, each question 
has a specific purpose. Thus, please pay careful attention to each question. 
Table B2. Negative Affective Absorption 
Item 1 2 3 4 5 
In general, I lose track of time when I experience negative emotions (NAA1).      
In general, negative emotions occupy my attention (NAA2).      
In general, it is hard for me to focus on something other than my negative emotions (NAA3).      
In general, I become deeply involved with my negative emotions (NAA4).      
In general, I have no control over my negative emotions (NAA5).      
Please answer the following demographic information. This demographic information will not be used to identify 
respondents. 
Table B3. Demographics 
Grade: To the best of your knowledge, what is your current grade in the class? A 
B 
C 
D 
F 
Expected Grade: What grade do you expect to earn in class? A 
B 
C 
D 
F 
Extra credit: How important is earning extra credit to you? Not important 
Somewhat important 
Moderately important 
Important 
Very important 
Gender: What is your gender? Male 
Female 
Age: Please select your age. 18-100 
Education: What is the highest level of education you have completed? High school 
Associate’s degree 
Bachelor’s degree 
Master’s degree 
Doctorate/professional degree 
Other 
Ethnicity: What is your ethnicity? American Indian or Alaska Native 
Asian 
Black or African American 
Native Hawaiian or other Pacific 
Islander 
White 
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B.2 File Download Instructions 
Please visit the following URL: [insert download location]. An Excel document will be downloaded to your computer. 
Save the file to your desktop or some other location and then open it. 
When you open the document, your document may open in protected view. If it opens in protected view, please click 
“Enable Editing.” Similarly, you may see a security warning that macros have been disabled. Please “Enable Content” 
in order to begin the simulation. 
If you run into errors, please close and reopen the document. When everyone is ready, I will begin a video presentation 
that describes the laboratory experiment. 
B.3 Video Presentation and Laboratory Experiment 
The purpose of this video presentation is to describe the task you are about to complete. After opening the Excel 
document, a pop-up message appears asking you to enter your user ID. Please enter the three-digit number you were 
provided when you entered the lab. 
 
 
 Figure B2. User ID Popup Message 
 
After entering your user ID, you will see a production simulation. In this simulation, you play the role of a production 
manager for a new company product. In order to protect company information, organizations establish information 
security policies and procedures to inform employees of organizational expectations and consequences. Password 
guidelines are included as part of these policies which state that users should never share passwords with others. 
Therefore, you are expected to keep your password secret. 
As a production manager, you are required to determine how many units to produce each month in order to meet 
demand. In addition to meeting the expected demand, your company wants you to maintain an additional 325 units in 
inventory. You will complete 20 decisions in this simulation. 
This table (Figure B3) shows your production information. Your decision # shows you the decision you are currently 
on. Your current inventory displays how much you have in storage; this number begins at 0, but ideally you want to 
keep it at 325. The following three rows show you the expected demand for the current month, the next month, and in 
two months. Use this information to help you make a decision; enter your decision in the yellow box here and then 
click “Submit.” Repeat this process for 20 decisions. 
Since you will need to make 20 decisions, I will demonstrate one decision. First, we look at the expected demand for 
the current month and add enough production units to maintain 325 units of current inventory. Next, enter a value 
based on the summation of these two values. For example, let’s try 2850 units and click “Submit.” 
After each decision, you will receive immediate feedback (see Figure B3). You will see your decision and how it 
compares to the actual required production needed. A percent error is calculated based on the difference and a reward 
is given. Ten reward points are given if your percent error is in the green range (less than 10% error), five reward 
points if it is in the yellow range (greater than or equal to 10% error but less than 25% error), and zero reward points 
if it is in the red range (greater than or equal to 25% error). 
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 Figure B3. Production Information, Decision History, and Feedback 
 
Note that the reward points earned in this simulation determine how much extra credit you will receive at the end (i.e., 
percentage of total extra credit is determined as a percentage of total possible points earned in the experiment). Use 
this information to help you make better decisions. 
If you forget anything that was described in the demo, these two cells (see Figure B.4) serve as a summary on how to 
make a decision and what the decision history means. Now, go ahead and make your decisions. Good luck! 
 
 Figure B4. Summary Guide to Decision-Making and Decision History 
 
B.4 Information Security Policy Compliance 
A co-worker has offered to help you select the appropriate supply to meet expected demand. However, in order to 
receive help from your co-worker, you will need to share your password. 
If you want to receive help from your co-worker, please enter your password and click the “OK” button. Otherwise, 
please click the “Cancel” button. 
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B.5  Final Survey (All Items Were Randomized) 
Please indicate the degree to which you agree with each statement (1 = strongly disagree, 2 = disagree, 3 = neutral, 4 
= agree, and 5 = strongly agree). Please note that while some of these questions are similar to each other, each question 
has a specific purpose. Thus, please pay careful attention to each question. 
Table B4. Negative Affective Absorption 
Item 1 2 3 4 5 
In this exercise, it was important that I not share my password (SATT1).      
In this exercise, it was critical that I not share my password (SATT2).      
In this exercise, it was essential that I not share my password (SATT3).      
In this exercise, it was necessary that I not share my password (SATT4).      
During this exercise, I lost track of time due to my negative emotions (NAF1).      
During this exercise, negative emotions occupied my attention (NAF2).      
During this exercise, it was hard to focus on something other than the negative emotions I experienced 
(NAF3). 
     
During this exercise, I became deeply involved with negative emotions (NAF4).      
During this exercise, I had no control over my negative emotions (NAF5).      
Based on the effort I put into this exercise, the amount of extra credit I received was unfair (DINJ1).      
Based on the instructions I was given during this exercise, the amount of extra credit I received was 
unfair (DINJ2). 
     
Based on the decisions I completed during this exercise, the amount of extra credit I received was 
unfair (DINJ3). 
     
Based on the stress I experienced during this exercise, the amount of extra credit I received was unfair 
(DINJ4). 
     
Based on the training provided during the exercise, the amount of extra credit I received was unfair 
(DINJ5). 
     
The decision process of this exercise was unreasonable (PINJ1).      
The decision process of this exercise was inconsistent (PINJ2).      
The decision process of this exercise was unfair (PINJ3).      
The decision process of this exercise was flawed (PINJ4).      
The decision process of this exercise was rigged (PINJ5).      
The video presentation did not explain this exercise thoroughly (FINJ1).      
The video presentation explanations regarding this exercise were unreasonable (FINJ2).      
The experimental instructions were conveyed using a method I do not prefer (FINJ3).      
The video presentation did not sufficiently provide detailed instructions about the exercise (FINJ4).      
During the exercise, I was not treated in a polite manner (IINJ1).      
During the exercise, I was not treated with dignity (IINJ2).      
During the exercise, I was not treated with respect (IINJ3).      
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Table B5. Additional Items 
Without looking at the clock, please indicate how much time you think it took to complete 
all ten decisions. 
Minutes 
Please indicate how irritated this exercise made you. Not irritated at all 
Somewhat irritated 
Moderately irritated 
Very irritated 
Extremely irritated 
Previously, you indicated that you were [frustration level] during this exercise. Please 
describe why this exercise you were [frustration level]? 
 
B.6 Debrief 
Thank you for your participation in the experiment. You will not be required to complete the remaining 10 decisions. 
Also, despite that the experiment indicated previously that the total extra credit you earned was determined on your 
success, you will be rewarded full extra credit for your participation. 
Please check the following box indicating that you promise not to disclose this experiment to others.  
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Appendix C: Sample Characteristics 
Table C1. Demographic Frequency and Percentages (n = 331) 
Item Measure Frequency Percentage 
Grade: To the best of your knowledge, what is your current 
grade in the class 
A 7 2.4% 
B 26 8.2% 
C 76 24.2% 
D 127 40.8% 
F 80 24.5% 
Expected Grade: What grade do you expect to earn in class? A 238 74.0% 
B 74 24.8% 
C 4 1.2% 
D 0 0% 
F 0 0% 
Extra credit: How important is earning extra credit to you Not important 1 0.3% 
Somewhat important 3 0.9% 
Moderately important 14 4.2% 
Important 66 20.2% 
Very important 232 74.3% 
Gender: What is your gender? Male 176 53.8% 
Female 140 46.2% 
Education: What is the highest level of education you have 
completed? 
High school 249 79.5% 
Associate’s degree 58 17.8% 
Bachelor’s degree 6 1.8% 
Master’s degree 0 0% 
Doctorate/professional degree 0 0% 
Other 3 0.9% 
Ethnicity: What is your ethnicity? American Indian or Alaska 
Native 
3 0.9% 
Asian 14 4.2% 
Black or African American 58 18.1% 
Native Hawaiian or Other 
Pacific Islander 
0 0% 
White 241 76.7% 
Age: Please select your age. 18-100 Average: 21.38 
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Appendix D: Exploratory Factor Analysis 
Reliability scores were reassessed by computing Cronbach’s Alpha with all constructs for both groups exhibiting an 
acceptable level of reliability (Nunnally & Bernstein, 1994, see Table D1; α ≥ .70). Additionally, convergent and 
discriminant validity were assessed using principal components analysis and varimax rotation in SPSS 21 (Hair, Black, 
Babin, & Anderson, 2010). Both groups indicated that each construct had convergent and discriminant validity in the 
more frustrated group and all but informational injustice had convergent and discriminant validity in the less frustrated 
group (Campbell & Fiske, 1959; Hair et al., 2010; J. P. Peter, 1981; Straub, Boudreau, & Gefen, 2004, see Table D2 
and Table D3). No adjustments were made to the informational injustice items because confirmatory factor analysis 
did not indicate any convergent or discriminant validity issues (see Tables H-1 and H-2). 
Table D1. Cronbach’s Alpha 
 More frustrated group (n = 155) Less frustrated group (n = 176) 
Item 
Cronbach’s alpha Cronbach’s alpha if Item 
deleted 
Cronbach’s alpha Cronbach’s alpha if Item 
deleted 
NAA2 
0.819 
0.774 
0.783 
0.679 
NAA3 0.726 0.737 
NAA4 0.753 0.701 
DINJ1 
0.926 
0.910 
0.937 
0.925 
DINJ2 0.914 0.915 
DINJ3 0.905 0.914 
DINJ4 0.914 0.932 
DINJ5 0.904 0.924 
IINJ1 
0.884 
0.807 
0.855 
0.808 
IINJ2 0.853 0.808 
IINJ3 0.844 0.778 
FINJ1 
0.886 
0.805 
0.891 
0.796 
FINJ2 0.876 0.894 
FINJ4 0.833 0.833 
NAF2 
0.884 
0.843 
0.873 
0.863 
NAF3 0.841 0.805 
NAF4 0.832 0.836 
NAF5 0.884 0.843 
SATT1 
0.922 
0.911 
0.901 
0.871 
SATT2 0.875 0.847 
SATT3 0.901 0.854 
SATT4 0.908 0.917 
Notes: DINJ = perceived distributive injustice; IINJ = perceived interpersonal injustice; FINJ = perceived informational 
injustice; NAA = negative affective absorption; NAF = negative affective flow; SATT = attitude toward specific information 
security policy 
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Table D2. Construct Validity for the More Frustrated Group 
 1 2 3 4 5 6 
NAA2 0.825      
NAA3 0.860      
NAA4 0.847      
DINJ1  0.863     
DINJ2  0.801     
DINJ3  0.833     
DINJ4  0.802     
DINJ5  0.832     
IINJ1   0.898    
IINJ2   0.816    
IINJ3   0.863    
FINJ1    0.844   
FINJ2    0.780   
FINJ4    0.835   
NAF2     0.790  
NAF3     0.805  
NAF4     0.846  
NAF5     0.698  
SATT1      0.877 
SATT2      0.906 
SATT3      0.861 
SATT4      0.854 
Notes: correlations below 0.40 were suppressed (Hair et al., 2010) 
DINJ = perceived distributive injustice; IINJ = perceived interpersonal injustice; FINJ = perceived informational injustice; NAA = negative 
affective absorption; NAF = negative affective flow; SATT = attitude toward specific information security policy 
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Table D3. Construct Validity for the Less Frustrated Group 
 1 3 4 5 6 7 
NAA2 0.840      
NAA3 0.804      
NAA4 0.821      
DINJ1  0.857     
DINJ2  0.852     
DINJ3  0.877     
DINJ4  0.794     
DINJ5  0.811     
IINJ1   0.802    
IINJ2   0.764    
IINJ3   0.870    
FINJ1  0.413  0.811   
FINJ2  0.516  0.588   
FINJ4    0.825   
NAF2     0.703  
NAF3     0.818  
NAF4     0.684  
NAF5     0.822  
SATT1      0.844 
SATT2      0.900 
SATT3      0.900 
SATT4      0.798 
Notes: correlations below 0.40 were suppressed (Hair et al., 2010) 
DINJ = perceived distributive injustice; IINJ = perceived interpersonal injustice; FINJ = perceived informational injustice; NAA = negative 
affective absorption; NAF = negative affective flow; SATT = attitude toward specific information security policy 
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Appendix E: Model Fit 
The χ2 index (χ2/df), considered one of the better goodness of fit statistics (Marsh, Hau, & Wen, 2004), should be below 
5 for ok fit (Schumacker & Lomax, 2004) or below 3 for acceptable fit (Kline, 1998). Additionally, the Incremental 
Fit Index, Tucker-Lewis Index, and Comparative Fit Index statistics should be greater than or equal to 0.90 (Bentler, 
1992; Bentler & Bonett, 1980; Chin & Todd, 1995). The root mean square error of approximation should be less than 
0.08 (Browne & Cudeck, 1992). A measurement model and structural model could not be obtained for the attitudinal 
model (See Figure 2) because the only other construct other than attitude was information security policy compliance 
which is a binary variable. In both the affective model and complete model, all fit indices suggest that both the 
measurement model and the structural model were a good fit to the data (see Table E1, Table E2, Table E3, and Table 
E4). 
Table E1. Model Fit Statistics for the Affective Measurement Model (See Figure 4) 
Goodness of fit statistic Recommended value Calculated value 
χ2 -- 115.411 
Degrees of freedom (df) -- 82 
χ2 statistical significance (p-value) -- 0.009 
χ2 Index (χ2/df) ≤ 3 1.407 
Incremental Fit Index (IFI) ≥ .90 0.984 
Tucker-Lewis Index (TLI) ≥ .90 0.978 
Comparative Fit Index (CFI) ≥ .90 0.984 
Root mean square error of approximation (RMSEA) ≤ .80 0.035 
 
Table E2. Model Fit Statistics for the Affective Structural Model (See Figure 4) 
Goodness of fit statistic Recommended value Calculated value 
χ2 -- 203.802 
Degrees of freedom (df) -- 108 
χ2 statistical significance (p-value) -- 0.000 
χ2 Index (χ2/df) ≤ 3; ≤ 5 1.887 
Incremental Fit Index (IFI) ≥ .90 0.954 
Tucker-Lewis Index (TLI) ≥ .90 0.944 
Comparative Fit Index (CFI) ≥ .90 0.954 
Root mean square error of approximation (RMSEA) ≤ .60; ≤ .80 0.052 
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Table E3. Model Fit Statistics for the Full Measurement Model (See Figure 5 and Figure 6) 
Goodness of fit statistic Recommended value Calculated value 
χ2 -- 537.01 
Degrees of freedom (df) -- 388 
χ2 statistical significance (p-value) -- 0.000 
χ2 Index (χ2/df) ≤ 3 1.384 
Incremental Fit Index (IFI) ≥ .90 0.970 
Tucker-Lewis Index (TLI) ≥ .90 0.964 
Comparative Fit Index (CFI) ≥ .90 0.970 
Root mean square error of approximation (RMSEA) ≤ .80 0.034 
 
Table E4. Model Fit Statistics for the Full Structural Model (See Figure 5 and Figure 6) 
Goodness of fit statistic Recommended value Calculated value 
χ2 -- 554.07 
Degrees of freedom (df) -- 392 
χ2 statistical significance (p-value) -- 0.000 
χ2 Index (χ2/df) ≤ 3; ≤ 5 1.413 
Incremental Fit Index (IFI) ≥ .90 0.967 
Tucker-Lewis Index (TLI) ≥ .90 0.961 
Comparative Fit Index (CFI) ≥ .90 0.967 
Root mean square error of approximation (RMSEA) ≤ .60; ≤ .80 0.035 
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Appendix F: Invariance 
Because this study evaluated results from two separate sampling frames, responses need to be invariant between the 
two groups to draw conclusions regarding latent mean differences (Steenkamp & Baumgartner, 1998). Measurement 
invariance refers to the consistency of measurement across some specified group demarcation (Ellis, Aguirre-Urreta, 
Sun, & Marakas, 2008). Current information systems literature indicates the need to conduct comprehensive research 
that includes measurement invariance (Aguirre-Urreta & Marakas, 2012; Ellis et al., 2008). In this study, we 
established configural invariance and metric invariance. Configural invariance is established when the unconstrained 
model has good fit (Ellis et al., 2008). Therefore, configural invariance is established because the unconstrained model 
has good fit as indicated previously. Additionally, metric invariance is established when the measurement weights χ2 
statistic is not significant (Steenkamp & Baumgartner, 1998). The results from a chi-square difference test indicate 
metric invariance between the groups (df = 21; χ2 = 20.08; p-value = 0.516). 
Journal of the Association for Information Systems 
 
 
1838 
Appendix G: Common Method Variance 
We checked for the systematic bias known as common method variance. Common method variance can be addressed 
both procedurally and statistically (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003); however, procedural (proactive) 
remedies are more important (Burton-Jones, 2009; H. A. Richardson, Simmering, & Sturman, 2009). Scenarios and 
scales developed for this study underwent extensive expert panel reviews as suggested in previous research (Petter, 
Straub, & Rai, 2007; Straub et al., 2004) to address these sources of common method effects and ensure realism, 
content validity, and face validity. After the expert panel reviews and before full data collection, a preliminary 
investigative procedure was conducted to reduce common method bias (Burton-Jones, 2009; Petter, Straub, & Rai, 
2007; Podsakoff, MacKenzie, Lee, & Podsakoff, 2003; Straub, Boudreau, & Gefen, 2004) and further improve 
instrument validity and reliability. We further leveraged one of the a priori techniques recommended by Podsakoff et 
al. (2003) to temporally distance responses to an initial survey from those in a postsurvey. Additionally, we ensured 
confidentiality and anonymity of responses so the respondents could respond in true fashion and randomized the items 
so respondents to answer the questions in a systematic fashion (Podsakoff et al., 2003). To statistically address common 
method variance, we included a single unmeasured latent method factor in the analysis (Podsakoff et al., 2003). A 
confirmatory factor analysis was performed with and without a common method factor to determine the presence of 
common method variance. The results of the analysis showed no significant difference because the chi-square 
difference was less than 3.84 (see Table G1), providing evidence that common method variance was not a substantial 
concern. 
Table G1. Common Method Variance 
 Without method variable With method variable 
Model χ2 df χ2 df 
Unconstrained 537.01 388 533.77 387 
Saturated model .000 0 .000 0 
Independence model 5363.77 462 5363.77 462 
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Appendix H: Confirmatory Factor Analysis 
Table H1. Factor Loadings and Composite Reliability 
 Standardized factor loadings 
(t-values) 
More Frustrated Less Frustrated 
Negative affective absorption ρ = .820 ρ = .785 
In general, negative emotions occupy my attention. .74 (**) .77 (**) 
In general, it is hard for me to focus on something other than my negative emotions. .82 (8.49) .69 (7.66) 
In general, I become deeply involved with my negative emotions. .77 (8.36) .75 (7.83) 
Distributive injustice ρ = .927 ρ = .938 
Based on the effort I put into this exercise, the extra credit I received was unfair. .83 (**) .84 (**) 
Based on the task I was assigned during this exercise, the extra credit I received was 
unfair. 
.83 (12.44) .91 (16.05) 
Based on the decisions I completed during this exercise, the extra credit I received was 
unfair. 
.87 (13.45) .91 (15.98) 
Based on the stress I experienced during this exercise, the extra credit I received was 
unfair. 
.83 (12.38) .80 (13.00) 
Based on the training provided during the exercise, the extra credit I received was 
unfair. 
.88 (13.59) .87 (14.97) 
Interpersonal injustice ρ = .885 ρ = .857 
During the exercise, I was not treated in a polite manner. .88 (**) .81 (**) 
During the exercise, I was not treated with dignity. .83 (12.29) .82 (11.31) 
During the exercise, I was not treated with respect. .83 (12.24) .82 (11.23) 
Informational injustice ρ = .889 ρ = .897 
The video presentation did not explain this exercise thoroughly. .90 (**) .91 (**) 
The video presentation explanations regarding this exercise were unreasonable. .80 (12.22) .83 (14.18) 
The video presentation did not sufficiently provide detailed instructions about the 
exercise. 
.86 (13.57) .86 (15.41) 
Negative affective flow ρ = .886 ρ = .879 
During this exercise, negative emotions occupied my attention. .84 (**) .74 (**) 
During this exercise, it was hard to focus on something other than the negative emotions 
I experienced. 
.85 (12.40) .88 (11.35) 
During this exercise, I became deeply involved with negative emotions. .85 (12.57) .81 (10.61) 
During this exercise, I had no control over my negative emotions. .71 (9.77) .78 (10.17) 
Attitude toward specific information security policy ρ = .923 ρ = .907 
In this exercise, it was important that I not share my password. .80 (**) .86 (**) 
In this exercise, it was critical that I not share my password. .96 (14.33) .93 (16.53) 
In this exercise, it was essential that I not share my password. .88 (12.75) .88 (15.25) 
In this exercise, it was necessary that I not share my password. .83 (11.83) .69 (10.36) 
Notes: ** denotes a constrained relationship to 1.00 in order for identification; ρ = composite 
reliability 
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Table H2. Intercorrelation of Constructs 
More frustrated group 
 Mean SD AVE NAA DINJ IINJ FINJ NAF SATT 
NAA 2.61 0.94 0.604 (.777)      
DINJ 3.80 0.91 0.717 .054 (.847)     
IINJ 2.42 0.90 0.719 .101 .414 (.848)    
FINJ 3.90 0.98 0.728 .108 .637 .288 (.853)   
NAF 3.22 0.98 0.662 .240 .544 .451 .464 (.813)  
SATT 4.03 1.02 0.752 -.149 .178 .002 .112 .255 (.867) 
Less frustrated group 
 Mean SD AVE NAA DINJ IINJ FINJ NAF SATT 
NAA 2.26 0.78 0.549 (.741)      
DINJ 2.48 0.96 0.751 .058 (.866)     
IINJ 1.70 0.71 0.666 .069 .501 (.816)    
FINJ 2.73 1.15 0.745 .060 .736 .406 (.863)   
NAF 1.81 0.68 0.647 .231 .578 .660 .536 (.804)  
SATT 4.23 0.89 0.711 -.200 -.094 -.023 -.136 -.125 (.843) 
Notes: SD = standard deviation; AVE = average variance extracted; values on the diagonal are the square root of AVE; password sharing was the 
security policy evaluated in this study 
DINJ = perceived distributive injustice; PINJ = perceived procedural injustice; IINJ = perceived interpersonal injustice; FINJ = perceived 
informational injustice; NAA = negative affective absorption; NAF = negative affective flow; SATT = attitude toward specific information 
security policy; COMP = information security policy compliance 
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Appendix I: Control Variables 
Accounting for control variables leads to unbiased estimates by removing any confounding variables. Therefore, 
information was collected and controlled for the following variables: gender, age, education, ethnicity, current and 
expected grade, the importance of extra credit, and estimated and actual time to complete the experiment. The purpose 
of collecting data for these variables is to isolate the constructs of interest (Marakas, Yi, & Johnson, 1998). Current 
and expected grade perceptions and the importance of extra credit were collected to ensure that the results of our data 
were not influenced solely by the student’s desire to earn a high grade. Estimated and actual time to complete the 
experiment were collected to determine whether emotions were impacted throughout the duration of the experiment 
and whether or not an individual complied. 
Structural equation modeling using AMOS 22 was conducted to determine whether each of the control variables had 
an impact on the dependent variables in the model. In the more frustrated group, none of the control variables had an 
impact on the dependent variables. In the less frustrated group, however, the data indicate that gender, expected grade, 
the estimated time to complete the experiment, and actual time to complete the experiment influenced the dependent 
variables (see Table I1). Figure I-1 displays the conceptual model with the parameter estimates, p-values, and variance 
explained for the less frustrated group together with the control variables that had a significant impact on the model. 
Table I1. Control Variable Path Estimates 
 More frustrated group Less frustrated group 
Control Variable → Relationship Std. Estimate t-value p-value 
Std. 
Estimate 
t-value p-value 
GENDER → NAF .231 1.706 n.s. .189 2.537 .011 
GENDER → COMP -.075 -1.104 n.s. -.153 -3.127 .002 
AGE → NAF -.005 -0.437 n.s. -.006 0.437 n.s. 
AGE → COMP .006 1.013 n.s. .009 0.833 n.s. 
EDU → NAF -.027 -0.217 n.s. .057 0.958 n.s. 
EDU → COMP -.054 -0.874 n.s. .016 0.416 n.s. 
GRADE → NAF -.037 -0.490 n.s. -.041 -0.958 n.s. 
GRADE → COMP .008 0.222 n.s. .015 0.507 n.s. 
EGRADE → NAF -.077 -0.493 n.s. .058 0.705 n.s. 
EGRADE → COMP .022 0.279 n.s. -.191 -3.711 *** 
EC → NAF -.092 -0.643 n.s. .061 1.193 n.s. 
EC → COMP .059 0.839 n.s. -.001 -0.029 n.s. 
ESTTIME → NAF -.005 -0.535 n.s. .021 3.369 *** 
Notes: *** p < 0.001; EDU = education completed; GRADE = current grade; EGRADE = expected grade; EC = importance of extra credit; 
ESTTIME = estimated time to complete experiment; ACTTIME = actual time to complete experiment; NAF = negative affective flow; COMP = 
information security policy compliance 
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 Figure I1. Less Frustrated Model with Control Variables and Significant Path Coefficients 
Consistent with criminal injustice literature (Baron, 2007; Nakhaie, Silverman, & LaGrange, 2000; T. Peter, LaGrange, 
& Silverman, 2003) and when applied in the context of information security, males were more likely to experience 
negative affect (e.g., negative affective flow) and less likely to comply with information security policy than females. 
Also, individuals who expected to earn a lower grade in the class were less likely to comply with information security 
policy. In addition, the results demonstrate that the belief about the length for task completion was positively associated 
with increased negative affective flow. Finally, the actual length for task completion was negatively associated with 
compliance with information security policy.  
Control variables achieving significance only in the less frustrated group may be due to the frustration-inducing 
simulated tasks leveling these differences. For example, males are more likely to experience negative emotions (see 
standard estimates) for negative affective flow in both groups; however, the frustrated-inducing simulated tasks were 
designed to induce a deep level of negative emotion. Because both males and females experience high levels of deep 
frustration, the difference between genders is diminished. 
  
ISP Compliance through an Affective Lens 
 
1843 
About the Authors 
Dustin Ormond is an assistant professor of business intelligence and analytics at Creighton University. His research, 
which primarily focuses on behavioral information security, affective computing, and deception, has appeared in 
Journal of the Association for Information Systems, Computers & Security, Journal of Information Privacy and 
Security, Journal of Computer Information Systems, among other outlets. 
Merrill Warkentin is a William L. Giles Distinguished Professor and the James J. Rouse Endowed Professor of 
Information Systems at Mississippi State University. His research, primarily on the impacts of organizational, 
contextual, and dispositional influences on individual user security and privacy behaviors and social media behaviors, 
has appeared in MIS Quarterly, Journal of MIS, Journal of the Association for Information Systems, European Journal 
of Information Systems, Information Systems Journal, Information & Management, and Decision Sciences, among 
other outlets. He has published seven books and over 300 manuscripts, including over 90 peer-reviewed scientific 
journal articles. He was named a 2018 ACM Distinguished Scientist. He has served in editorial roles for MIS Quarterly, 
Information Systems Research, European Journal of Information Systems, Decision Sciences, and other journals. He 
is the EIC of the Journal of Intellectual Capital and is currently on the editorial boards of Journal of the Association 
for Information Systems and Information & Management. His work has been funded by NATO, NSF, NSA, DoD, 
Homeland Security, IBM, and others. He was the 2016 AMCIS Program co-chair. 
Robert E. Crossler is an associate professor of information systems in the Carson College of Business at Washington 
State University. His research focuses on the factors that affect the security and privacy decisions individuals make. 
He has published in leading MIS journals, including MIS Quarterly, Information Systems Research, Journal of 
Management Information Systems, Journal of the Association for Information Systems, European Journal of 
Information Systems, Information Systems Journal, and Journal of Strategic Information Systems. He was named an 
AIS Distinguished Member–Cum Laude in 2019. He is the president of the AIS Special Interest Group on Information 
Security and Privacy (SIGSEC). He received the 2013 INFORMS Information Systems Society Design Science Award 
for his information privacy work, his paper in The DATA BASE for Advances in Information Systems was recognized 
as the journal’s best paper in 2014, and he received the Journal of Information Systems inaugural Best Paper Award 
in 2017.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © 2019 by the Association for Information Systems. Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this notice and full citation on the first page. Copyright for 
components of this work owned by others than the Association for Information Systems must be honored. Abstracting 
with credit is permitted. To copy otherwise, to republish, to post on servers, or to redistribute to lists requires prior 
specific permission and/or fee. Request permission to publish from: AIS Administrative Office, P.O. Box 2712 Atlanta, 
GA, 30301-2712 Attn: Reprints, or via email from publications@aisnet.org. 
