Vision-based approaches are widely used in steel crack detection. After processing the images taken by the camera, the superficial defects can be detected. Due to the common limitation of the nature of photographic images, internal features of objects cannot be fully discovered. In order to overcome the drawbacks of vision-based methods, this work presents an approach for detecting cracks in infrared thermal imaging steel sheets using Convolutional Neural Networks (CNN). Firstly, a horizontal heat conduction method is researched to thermally excite the surface of the steel sheet, and a rolling electric heating device is developed to be a thermal excitation source. Secondly, we analyze the temperature difference between normal area and different crack depths, and study the influence of temperature change. Thirdly, 3000 infrared thermograms labeled for penetrating cracks, non-penetrating cracks, and surface scratches are fabricated into a databank. Then, the CNN is trained and validated on the data bank. Finally, improving the original Faster Region-based Convolutional Neural Network (Faster R-CNN) network, the feature maps of multiple levels in the feature extraction network are aggregated, and the anchor selection scheme of the Region Proposal Network (RPN) is adjusted from 9 to 25. The robustness of the improved Faster R-CNN is demonstrated by evaluating the detection results on the 125 images outside of the data bank, the accuracy and Mean Average Precision (mAP) are 95.54% and 92.41%, respectively, which outperform the original algorithm by increasing the accuracy of 3.18% and mAP of 1.88%.
of the material and is not a general method. MM is appropriate for steel plates with a smooth surface. As an other non-destructive evaluation methods, Zhu et al. [7] and Bernieri et al. [8] used eddy current combined with machine learning to detect the specific crack. In the past three decades, as a reliable and accurate technique, infrared thermography has been widely used in various fields, including crack detection. Through infrared thermography, Maierhofer and Röllig [9] find the location of the cracks inside the joints. Bagavathiappan et al. [10] , Lahiri et al. [11] show more research on thermal imaging detection cracks. To overcome the limitations of ultrasonic testing, Dorafshan et al. [6] used infrared thermography to detect defects under the surface. With the help of Unmanned Aerial Vehicles, Dorafshan et al. [12] detected steel cracks in GPS-denied places under bridges. Rodríguez-Martin et al. [13] combined infrared thermography with morphological to detect cracks and draw contour lines according to the characteristic of cracks. Also, Rodríguez-Martin et al. [14] predict the crack depth based on the correlation between temperature and depth, but only for one type of crack.
Infrared thermal imaging detection technology detects cracks by analyzing the temperature field distribution on the surface of the object. It has the advantages of high detection efficiency, rich and complete detection information [15] . The researchers used a thermal excitation source to heat the object, and infrared cameras are employed to capture infrared thermography. Finally, they focus on applying computer vision or traditional machine learning algorithms on crack detection. Pech-May et al. [16] used pulsed laser infrared to measure the width of vertical cracks and fit the depth of the crack using the least square of the surface temperature. Pahlberg et al. [17] achieved the detection of cracks in oak floor sheets by using the ultrasonic excitation thermal imaging technology. They improved detection accuracy by introducing multiple predictors and using machine learning methods such as random forests, which lack the ability to locate the crack. Beuve et al. [18] used a lock-in thermography procedure to judge the crack on the surface of the steel. Li et al. [19] employed a new segmentation algorithm to evaluate the surface crack based on the infrared thermal images using eddy current pulsed thermography. However, these two methods cannot evaluate the subsurface damage.
The key to infrared thermal imaging non-destructive testing technology is the study of thermal excitation methods and the identification of infrared thermography. Most of the current thermal excitation methods have problems that the excitation source is inconvenient to carry, the cost is high, and the detection may cause interference in the case of abnormal surface emissivity. After some improvement, Ali and Cha [20] adopted the passive heating method and used the thermal imager combined with an improved inception neural network to conduct subsurface crack detection of steel structure bridge. However, this method only worked on sunny days and cannot classify the types of crack. In terms of defect detection algorithms, the infrared thermal image defect detection FIGURE 1. Flowchart of the crack detection system. algorithms adopted by these researchers are not robust enough, while accurate automated defect diagnosis and classification cannot be achieved at the same time.
Deep learning algorithms bring great success in processing images, object detection, etc. [21] . More and more researchers are applying it to defect target detection. To date, with the advantages that CNN can autonomously learn the characteristics of the target without the specific features provided by humans, the CNN can be used for detection. In addition, CNN is not easily affected by noise and the location of target objects. Kang and Cha [22] combined the UAV and CNN for steel crack detection in GPSdenied places. Soukup and Huber-Mörk [23] employed CNN to detect the metal surface defects on a database of photometric stereo images, but it only worked in the dark. Cha et al. [24] employed Faster R-CNN to realize the classification and location of different types of defects and achieved better performance. The researchers made a great contribution to borrow the original Faster R-CNN network for crack detection. Nevertheless, the original network was not effective at detecting small objects, so it is insufficient to detect small cracks in steel plates [25] .
Due to the imaging characteristics of ordinary optical cameras, images cannot reflect the internal features of objects and cracks under complex surfaces cannot be found. However, the surface of the chemical equipment steel plate is often accompanied by rust, oxide layer and some other pollutants. To overcome the weakness of ordinary optical cameras and tap the potential of CNN, this paper integrates the CNN algorithm with infrared thermal imaging non-destructive testing methods. The infrared thermal images are used to identify cracks under the surface through the surface impurities of the steel sheet, and are used to analyze the crack depth. Since the thermal image is also displayed in the form of an image, the thermal image is trained by the CNN algorithm to detect the crack. Additionally, this paper improves the feature extraction network structure together with the RPN network anchor selection scheme. The detection accuracy of cracks under various sizes is improved, especially in the detection of small target cracks.
In particular, this paper aims to develop an efficient method for detecting cracks in steel sheets under complex surfaces. The system design is shown in Figure 1 . Thermal excitation of the steel sheet is generated by an infrared thermal excitation source. At the same time, the infrared camera is used to collect the infrared thermal images in real-time. The types of cracks are classified into penetrating cracks, non-penetrating cracks, and shallow surface scratches, respectively. We analyze the temperature variation over both sides of different kinds of cracks and find the difference of characteristics of different cracks in infrared images. Subsequently, the thermal image after the thermal excitation is used to create a data bank. Finally, Faster R-CNN is trained to classify and locate cracks.
II. INFRARED THERMAL IMAGING DETECTION METHOD
The infrared thermal imaging nondestructive testing technology is mainly judged by analyzing the abnormal conditions of the temperature change law at the crack [15] . Dorafshan et al. [26] , [27] manifested that when the ambient temperature is lower than the object temperature, the cracks are shown as hot spots or regions in the thermal camera. While cracks would manifest themselves as cold spots when the region of interest is colder than the surrounding environment. We did a lot of experiments about how to heat the steel plate. At first, we tried high energy light to conduct even thermal excitation on a steel plate with cracks. As the thermal image is shown in Figure 2 (b), it failed to distinguish false cracks from real cracks. To avoid the disadvantages caused by even heat excitation, we adopted the horizontal heating method and conducted heat excitation on the steel plate from a single direction (one dimension), so that the real cracks could be identified well (Figure 2 (c)). Based on this approach, with the thermal conduction in the horizontal direction, the cracks will show up clearly.
When a certain means is used to inject heat into the steel sheet, the internal temperature of the steel sheet is unbalanced. When the temperature of the steel sheet and the ambient temperature are different, the heat is internally propagated. In this study, for a steel sheet with cracks, when the heat is propagated inside the steel sheet, due to the barrier of crack defects, heat buildup is formed, resulting in a local hot zone where the surface temperature is high. The infrared camera displays the surface temperature of the steel plate in the form of an image and determines the crack by analyzing the difference in the characteristics of the infrared thermography [15] , [17] , [19] .
Because steel plate surface of field equipment is affected by oxidation and storage medium for a long time, the surface is often accompanied by oxide layers, oil stain, and corrosion residue. These phenomena will change the emissivity of the steel plate surface to a large extent. As shown in Figure 2 , if there are different emissivities on the surface, it will lead to abnormal high-and-low temperature mutations in the thermal image collected by the infrared camera, which will affect the judgment of true cracks [28] . Aiming at the problem of surface emissivity anomaly, this paper proposes a detection method based on horizontal heat conduction. The detection schematic diagram is shown in Figure 3 . When the steady state condition of the steel plate is destroyed, the heat spreads horizontally or vertically, respectively. As the heat that diffuses horizontally reaches a crack, the heat comes from the left side of the steel crack gathers and the difference between the temperature on the two sides increases. Crack determination by an abnormal temperature difference between regions can suppress interference due to local heating unevenness and uneven emissivity.
Cracks on the surface or inside of the steel plate can be shown by infrared imaging technology. When the steel plate is heated or cooled, the temperature changes in the normal and cracked areas will produce gradient differences. The differences are shown by evident cracks in the thermal images. In order to study the influence of heating angle on the temperature gradient change, the temperature gradients on both sides of the crack were calculated in the heating and cooling stages, and the variation of the temperature gradient on both sides of the crack with the heating direction was observed. Set the direction of the heating rod and the direction of the crack as the angle. The angle is increased by 15 degrees from 0 to 90 degrees. The temperature gradient is shown in Figure 4 . The experimental results show that when the angle between the heating rod and the crack is 0 degree, the temperature gradient is the largest, the heating effect is the best, and the crack is the most obvious. This also shows that the one-dimensional heat conduction effect has achieved good results.
A. ANALYSIS OF HEAT TRANSFER MECHANISM
In the experiment, we assumed that the cracks were vertically distributed and we used horizontal heating. In the future, we will do more research on cracks with various morphological distributions and more heating methods. At first, we used a high-energy lamp to heat the surface of the steel plate as a whole (not one-dimensional). Since the scratches broke the emissivity of the original surface, the surface emissivity at the scratch was abnormal, and the collected temperature was also abnormal. As shown in Figure 2 , it is difficult to distinguish whether it is a crack or a scratch. On the contrary, we used a horizontal heating method (one-dimensional), the difference between the crack and scratch was large. Therefore, this article uses one-dimensional heat conduction.
After the steel plate is heated, the heat is diffused from the high-temperature region to the low-temperature region. The whole process is to realize the heat transfer through the thermal motion of the internal particles, so the heat transfer mode is mainly heat conduction. The steel plate is locally thermally excited by a thermal excitation source, and the energy absorbed per unit area of the surface is l. Heat is conducted in the vertical and horizontal directions inside the steel plate. Suppose the component in the horizontal direction is l x . The conduction process in the horizontal direction can be described by a one-dimensional Fourier conduction equation as:
In the equation, k is the coefficient of heat conductivity, T is temperature, ρ is density, c is heat transfer rates, t is time, and x is dissemination distance. It is assumed that the initial temperature of the steel plate before the thermal excitation is zero, and the steel plate is regarded as a heat infinitely thick object, the equation is obtained:
In the equation, the relationship between the surface temperature of a crack-free steel sheet and the time after x=0 is substituted for heat shock is:
Assuming the crack is a thermal insulation defect, when the heat is transmitted to the crack, the effect of the crack barrier will accumulate on the crack side so that the heat change at the deposition time can be approximated as:
where L 1 is the distance between thermal excitation source to the crack. Therefore, the initial temperature on one side of the crack is set to zero, and the heat conducted to the other side of the crack is set to T n ( , t). Therefore, the difference of temperature between these two sides can be approximated as:
When the crack is penetrating, T n ( , t) is close to zero. Therefore, the temperature difference is approximately expressed as:
When the crack is a shallow surface scratch, T n ( , t) is approximately equal to T n (x, t). The temperature difference is approximately expressed as:
After the single end of the steel plate is thermally excited, its heat is gradually transmitted to the inside of the object and is transmitted horizontally. After the heat encounters the crack as it moves horizontally during the conduction process, the temperature on both sides of the crack generates a certain temperature difference. Temperature difference on both sides is mainly related to the type of crack. Therefore, the position and type of crack can be accessed by analyzing the change of the temperature field between the two zones. Notably, the change is reflected as the image gradient in the thermal image, CNN can grasp such features well [29] to accurately locate and classify the crack.
B. DESIGN OF THERMAL EXCITATION DEVICE
In our experiment, a rolling electric heating device serves as an origin of thermal excitation. The rolling heating rod mechanical structure is shown in Figure 5 . The internal matter of heating rod is MgO, and the heating wire can reach 120 • C in a short time. Given the upper limit of the temperature of the energized slip ring is 80 • C, an aluminum tube is used to separate the heating rod and slip ring. However, this device is difficult to actively heat irregularly shaped iron blocks or even iron balls and requires more power to detect large areas of steel plates. In the future, the device will be modified so that it can be used for more types of steel plate.
During the testing process, the rolling electric heating rod is in contact with the steel plate for thermal excitation. After a short time of stimulation, quickly scroll to the next area for thermal excitation. The infrared thermography is recorded and stored in real-time during the thermal excitation process. Through the thermal diffusion theory, we can find that cracks of different depths will cause significant difference in temperature change on both sides of the crack. And we further verified this point through the temperature change experiment. The experiment result shows that cracks of different depths produce thermal images of different characteristics after thermal excitation. The thermal images after thermal excitation are stored into a data bank, and the type and position of the crack in the image are manually labeled. The data bank is used to train, validate and test the crack detection model.
III. THE OBJECT DETECTION ALGORITHM
After acquiring the data bank of the thermal image by infrared thermal imaging non-destructive testing, the target detection algorithm is used to detect cracks in the thermal images.
For crack detection, the traditional image processing methods depend on manually extracted features and are easily affected by noise. Furthermore, the location and type of the crack cannot be determined. Deep learning methods have been widely used in target detection and classification. After collecting 3125 images, 3000 images are labeled according to the crack conditions and fed into the R-CNN for crack feature learning and other 125 images are used for testing. The R-CNN can learn the crack features autonomously through multiple convolutional layers. During the training process, the category and position errors between the predicted results and the real tag values are calculated. Through backpropagation, this error is continuously reduced and the judgement ability of the R-CNN is improved. Then the trained R-CNN can accurately identify the crack location and crack type. Classic target detection models mainly include R-CNN, Fast R-CNN, and Faster R-CNN. R-CNN first proposed the idea of region proposals to detect and localize objects [30] . However, it requires processes for Support Vector Machines (SVM) classification, bounding box regression and CNN, which leads the detection to be expensive and hard [24] ; Fast R-CNN implements a shared convolutional layer using SPP networks [31] and uses the Softmax and multi-tasking loss function to perform border regression. Their approach requires the candidate frame to be extracted in advance, which is time-consuming [32] . Faster R-CNN unifies Fast R-CNN with a Region Proposal Network (RPN), which shares features with Fast R-CNN, improving the detection speed [33] .
A. FASTER R-CNN
Faster R-CNN combines regional recommendations with Fast R-CNN in a network model, replacing the selective search with an RPN network. The network that generates the suggestion box and the target detection network further shares the convolution. We can see the structure of Faster R-CNN from Figure 6 .
1) MULTI-TASK LOSS
Faster R-CNN unifies class output tasks and candidate frame regression tasks. The multitasking loss function is defined as:
In equation (8): u is the category label corresponding to the candidate box; t u indicates that the candidate box is transformed into a correction vector corresponding to the real box; ν is the transformation parameter vector generated by the candidate frame regression layer; p is the probability vector of the output category; L cls (p, u)indicates classification loss, defined as equation (9); L loc (t u , ν) represents the candidate box transformation loss function, defined as equation (10); In equation (10), s L1 (·) is defined as equation (11);
The RPN layer is a fully convolutional network and is responsible for proposing object proposals. 2 k scores (positive, negative) from Softmax and 4 k coordinates (x coordinate, y coordinate, width, height) of anchors from regressor will be generated by the RPN layer. From Figure 7 , we can see the structure of the RPN network.
The sliding window processing is continued with d × n × n windows on the feature map matrix generated by the convolutional layer of the last shared convolution and mapped to d-dimensional feature vectors. This vector is output to the two fully connected layers, which are classification layers and regression layers. Each anchor takes the center of the current sliding window as a reference point and corresponds to a scale and a ratio. For a convolution map of size W × H there are a total W × H × k anchors. 2k is defined as the overall loss function of the RPN as equation (12):
Here, i represents the parameter of an anchor in a minibatch and p i represents the prediction probability that the anchor is an object. The label p * i is 1 or 0 depending on whether the anchor frame is positive or negative. The classification loss L cls is the logarithmic loss over two classes.
as the regression loss, where R serves as a robust loss function. p * i L reg represents the regression loss, which is only active for positive anchors, otherwise disabled. The outputs of classification and regression layers consist of {p i } and {t i } respectively. The regression process uses 4 coordinates:
In the equation: x, y, w, h stand for the center coordinates, box, width, and height of the bounding. Parameter x, x a , x * stand for the predicted box, anchor box, and ground-truth box, respectively. This can be seen as a bounding box regression from the anchor box to the ground-truth box nearby.
B. IMPLEMENTATION DETAILS
Faster R-CNN produces a higher-quality and faster-resolution window, and the time in the regional recommendation phase is significantly reduced, resulting in higher detection efficiency. However, there are still some problems in the detection of crack defects in this paper. Firstly, the number of training data sets is not particularly adequate due to the timeconsuming production of sample data sets. This problem increases the difficulty of training. Secondly, the original Faster R-CNN uses the last layer of feature mapping of the feature extraction network as input to the RPN layer. As the number of network layers deepens, the characteristics of the image become more and more abstract. The resolution of the image is reduced. When the network performs small target detection, the information of the target is seriously lost and the accuracy is low. Finally, the anchor frame selection scheme of the original network RPN layer is not suitable.
To resolve these problems, the crack detection model is optimized and designed.
1) VGG-16 TRANSFER LEARNING
Typical CNN models are AlexNet, ZFNet, VGGNet, GoogleNet, ResNet. Compared with other CNN models, the depth of the VGG-16 network is moderate, and the network has good performance. It is mostly used in the basic network of target detection [34] . This paper chooses the VGG-16 network as the basic network of the feature extraction network. Since the dataset of this paper is less complex than the training data of the VGG-16 network model, it is easy to cause over-fitting problems. This article uses transfer learning to alleviate this problem [35] . The training data of VGG-16 is the ImageNet dataset, which has a large amount of data and contains many objects. Although the thermal image dataset is not as enough as the ImageNet dataset, the features extracted from the first few layers of the CNN are more generalized, and the extracted features are similar. Therefore, the network of feature extraction in this paper does not adopt random initialization but fine-tunes VGG-16. The fully connected layers of the network is removed by us, leaving only the convolutional and pooling layers of the network. The number of final 1,000 fully-connected Softmax layer changed from 1000 to 3, representing the three different defect categories in this paper. Besides, the network parameters trained by the ImageNet database are used to initialize parameters, which helps accelerate the network training and diminish the risk of overfitting. The network structure of VGG-16 is shown in Figure 8 .
2) MULTI-LEVEL FEATURE FUSION NETWORK
This paper applies the VGG-16 network as the base network of the feature extraction layer. The traditional Faster R-CNN has five stages of convolutional layers, and the features are shown in the last feature map layer. After each pooling layer, the output size is reduced by half. After five pooling layers, the size of the output becomes 1/32 of the original image, the features become very abstract and may cause some important features to be ignored [36] . Nevertheless, if the crack size is less than 32 pixels, the output is less than 1 pixel, the crack will not be detected very well.
Small objects need higher spatial resolution [37] . Deep layers have a good ability to detect the object of interest, while low shallow layers can localize the object of interest very well. Combining the advantages of the deep layers and shallow layers can constitute an accurate detection system [25] . This feature concatenation method makes a great success. In [38] , deep layer information and shallow layer information are combined to achieve state-of-the-art segmentation. In [37] , the skip pooling method is used to gather information from different layers and achieve good performance. Inspired by these works, the feature maps of the convolutional layers of the first stage, the third stage and the fifth stage are respectively merged after using LRN [39] in our task. To maintain the consistency of the output image size features of the three layers, we employ a pooling layer after the feature map of the first-stage convolutional layer, and perform a deconvolution on the feature map of the fifth-stage convolutional layer. The size of the feature map of the three layers is made consistent with the feature map size of the third stage. Finally, the three layers of feature maps are merged as the feature map of the final feature extraction network layer output. The improved network structure is shown in Figure 9 . The improvement not only increases the scale invariance of the image but also improves the detection effect of small-size cracks.
3) ANCHOR RESET
The collected infrared thermal image mainly contains three types of cracks, including penetrating cracks, non-penetrating cracks, and scratches. In view of the difference among crack sizes in the image is large, and the ratio of the length to the width of the crack is more diverse, the scale and ratio of the anchor frame of the original RPN network are adjusted according to the crack size in the infrared thermogram, as well as the bounding box's ratio of the length and width. Considering that the shape of the crack is elongated, anchor with long shape should be set [40] . However, the anchor is a rectangle in the vertical or horizontal direction but not all cracks are vertically or horizontally distributed, so the aspect ratio of the anchor cannot be set too large. Besides, setting wider ranges of anchor sizes is to better find different types of cracks. Ren et al. manifested that the appropriate initial parameters of Faster R-CNN were not set especially [33] , so the only way to choose suitable parameters is by trial-and-error [24] , [37] . Considering 9 anchors used in the original Faster RCNN are not adequate to detect small cracks [36] , after a large number of experiments, we seek out 25 types of anchor frames after adjustment, where the aspect ratio is set as 0.25, 0.5 1, 2, and 4. This optimization helps to improve the quality of the candidate frame of long strip cracks. Meanwhile, the scale of the anchor sizes is changed to 2, 4, 6, 8, and 10, which helps to enhance the ability to detect small crack targets. The dimensions and proportions of the original anchor scale and the adjusted anchor scale are shown in Table 1 .
4) NETWORK TRAINING DETAILS
The most important thing for the hyperparameter selection of the model is the learning rate of the network, which has a significant influence on time consumption until convergence. If the learning rate is set too large, the loss function will be difficult to converge, resulting in a lower final detection accuracy; On the contrary, a small learning rate will lead to slow convergence and increase the training time [41] . This paper uses cross-validation to determine the optimal learning rate for each partial network, and the most appropriate optimal learning rate is 0.0001 and weight decay is 0.0005. For the selection of the number of network iterations, the model is saved once every 10,000 times, and the training is stopped when the model no longer converges. To select a proper training batch size, this paper sets the batch for each training to one image, which helps improve the generalization performance and makes the training more stable and steady [42] . Through cross-validation combined with grid search, the positive and negative sample thresholds of RPN, the proportion of foreground samples and the non-maximum suppression threshold parameters are obtained. The other parameters of the network are introduced by the original Faster R-CNN network. Table 2 lists the selection of some important parameters during network training and testing.
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. THERMAL IMAGE ACQUISITION AND TEMPERATURE ANALYSIS
The experimental system displayed in Figure 10 is mainly comprised of a rotating electric heating rod, a FLIR A35 infrared thermal camera, a PC, and a steel plate for inspection. The FLIR A35 is an online infrared imager with a refresh rate of 60 FPS, a resolution of 320×256 pixels, and a temperature range of −40 • C to 120 • C. The rolling electric heating rod devised in this paper serves the role of the thermal excitation source. The experimental samples are multiple sets of steel plates with different degrees of corrosion, which contain penetrating cracks, non-penetrating cracks, and surface scratches. For the purpose of enhancing the robustness of the model, a variety of surface emissivity conditions are selected for image acquisition. The sample contains artificial cracks and natural cracks. For a better exploration of the temperature changes at different depths, individual samples are sprayed with black to increase the emissivity. Some steel plate sample examples are shown in Figure 11 , and some pseudo-color thermal images are shown in Figure 12 .
1) THE HEATING-COOLING THERMAL IMAGE CHANGE PROCESS
In the analysis of heating and cooling experiments, we used a relatively smooth steel plate with a penetrating crack and an VOLUME 7, 2019 artificial scratch. As mentioned before, considering the ordinary surface of the steel plate has low emissivity, the surface is sprayed with black paint to increase the emissivity for better studying how the temperature changes. The purpose of this experiment is to detect the defect of steel plates in different conditions, containing penetrating cracks, non-penetrating cracks and scratches. The surface of the steel sheet is thermally excited from a single end, thermally excited for 60 seconds and cooled for 60 seconds. The surface temperature change of the steel sheet is shown in Figure 13 . It can be seen from Figure 13 that during the thermal excitation process, the temperature anomalies on both sides of the crack gradually become apparent from the heating of 10s. Under continuous thermal excitation, the temperature disparity between the two sides of the crack gradually rises, and the temperature on the heating side of the crack gathers to generate a local hot zone. During the cooling process, the temperature field at the non-cracking point quickly reaches equilibrium, while the temperature difference on both sides of the crack remains at a certain level, and the drop is slow. It can be seen from the cooling 10s and the cooling 20s diagram that the thermal excitation process is not completely heated evenly. This may be due to uneven surface fit or external interference. The heat quickly spreads to the surroundings and the ambient temperature reaches thermal equilibrium. However, the temperature of the crack region always has a local hot zone throughout the process and produces a significant temperature gradient.
We also performed heating-cooling experiments on the steel plates in other complex cases in Figure 11 . Considering the high emissivity of the steel plate after oxidation and corrosion, we did not carry out any pretreatment (such as spraying black paint). As shown in Figure 15 , different types of cracks will be revealed. All experiments were performed indoors and were affected by room ventilation, other external heat sources such as the room lights and the screen of the DAS. Although the experiment is affected by the environment and the heating and cooling time is slightly different, the thermal image can still show obvious damage and is not affected by the experimental environment in our study. There are some differences in the samples obtained in different experimental environments, which are helpful for training, making the model more generalizable. 
2) TEMPERATURE CHANGES WITH TIME
Place the high-temperature heating rod on the left side of the crack and heat the steel plate. Two cracks are machined on the same steel plate. The steel plate has a length of 30 cm; a width of 20 cm; and a thickness of 5 mm. With the aim of better studying how the temperature changes, the surface is sprayed with black paint to increase the emissivity. The crack has a length of 2 cm and a width of 0.5 mm. After a lot of manual processing, the penetration crack depth is 5 mm and the non-penetrating crack depth is 2 mm. Meanwhile, the black paint surface is scratched. Sp1 and sp2 are recorded on both sides of the crack and the scratch area, respectively, while sp3 and sp4 are in the normal area. The specific mark image and the temperature change of the four points in each case are as shown in Figure 14 .
The temperature changes in the three cases are shown in Figure 14 . The temperature gradient during heating is shown in the first and second rows, while the third row shows the temperature gradient during cooling. It is worth noting that in the first and second rows, the temperature range is wider than the cooling process beacuse of the heating rod. Given the heating pattern and the heating curve, the temperature at the position of sp1, sp2, sp3, sp4 is lower than that of the heating rod, so it appears black in the thermal image. Since our heating device cannot control the specific heating temperature, there is a slight difference in the temperature range between the first two columns. But this does not affect the temperature gradient change and crack appearance. In the future, we will optimize the heating device and control the steel plate at the same temperature. In the cooling process, the temperature range is smaller, and the four positions are brighter. In the first row, sp1 sp2 are on both sides of the penetrating crack, sp3 and sp4 are on the normal regions. It is obvious that from the heating phase and cooling phase, the temperature gradient across the penetrating crack increases sharply and is much larger than the temperature gradient in the normal region. The temperature rise of sp2 on the non-heated side is the slowest. In the second row, sp1 and sp2 are on both sides of the non-penetrating crack, sp3 and sp4 are on the normal regions. It shows that the temperature Figure 14 , the temperature gradient on both sides of the non-penetrating crack is smaller than that of the penetrating crack, and the temperature of the non-heating temperature (see sp4) is also greatly increased. So it is easy to distinguish between the non-penetrating crack and penetrating crack. In the third row, sp1 and sp2 are on both sides of the penetrating crack, sp3 and sp4 are on both sides of the scratch. Comparing the curve of sp3 and sp4 in (b) and (d), it can be seen from (f) that the temperature gradients on both sides of the scratch are similar to the normal area, which is different from that of the penetrating crack. In general, temperature gradients on both sides of penetrating cracks and non-penetrating cracks are larger than crack-free regions, and the temperature gradients on both sides of the penetrating cracks are much larger. Moreover, the temperature gradient on both sides of the scratch is just like the normal area. The experiments above have greatly contributed to the distinction among penetrating cracks, non-penetrating cracks and scratches, avoiding interference caused by emissivity.
B. MODEL TRAINING AND VERIFICATION
In infrared thermal images, the chromatic aberration is used to reflect the temperature difference. And the chromatic aberration is an image gradient in the image. Temperature analysis experiments have shown that different types of cracks and scratches vary greatly in temperature and temperature gradient. There are features such as color and gradation on the infrared image. Capture a lot of images and train with the improved Faster R-CNN.
1) PRODUCTION OF SAMPLE DATA SETS
In this research, we collected 45 steel plates including processed steel plates and industrial field steel plates. The steel plates, containing cracks of different types of shapes and sizes, have different damage types. There are lots of rusts, impurities, and corrosion on the surface of the steel sheet under natural conditions, which makes it almost impossible to detect cracks visually. 22 cracked steel plates were collected in natural conditions on the construction site. For other samples, chemical corrosion, oxidation, covering the surface of the soil and other ways were used to increase the difficulty of identifying cracks in steel plates. We artificially created cracks at different depths on some steel plates. In addition, smooth-surfaceed steel plates are sprayed black paint to increase the emissivity. We use the horizontal heat transfer method proposed to thermally excite the surface of the steel plate. A rotating electric heating rod is employed to generate stable thermal excitation from the left or right side of the crack. The experiments of temperature analysis shown that the phenomenon of temperature anomalies is most obvious at the moment of excitation completion. After a lot of experiments, we found that 10 seconds of excitation time is enough, then we take the thermal image at this moment as a sample set. Furthermore, in behalf of increasing the robustness of the model in our task, we use different thermal excitation directions, different thermal excitation times, different indoor environments, etc. to collect thermal images with a wide range of variations. In this paper, the disparity in temperature gradient on the two sides of the defect is utilized to be the detection basis of crack type. The grayscale images can describe the difference well, so it is also efficient compared with the color-coded images and achieve high accuracy [43] . In addition, grayscale images are benefit for speeding up model training [43] , [44] . The images used for training in this paper are all grayscale images. Some examples of data sets are shown in Figure 15 .
These collected thermal images are chosen to build a databank. The types and locations of cracks in the infrared thermal image are annotated for training and testing of the target detection model. At first, a total of 1125 infrared thermal images are collected, 1000 among them are used for model training. Data augmentation plays a good role in improving the performance of deep learning and can reduce overfitting [19] . Then, in light of this, image expansion is performed on the 1000 original images by mirror flip, rotation, random cropping and color illumination conversion. By doing so, data-enhanced image data set totals 3000 images. We manually labeled the 3000 image using a tool called ''labelImg'', some labeled images are shown in Figure 15 . Among these images, some images contain a combination of two different damages, totaling 1562 penetrating cracks, 1251 scratches, and 937 non-penetrating cracks. These images are used as training data sets. Among the additional 125 images mentioned above, the number of penetrating cracks is 65, the number of non-penetrating cracks is 39, and 53 shallow surface scratches are included. It should be noted that our deep learning model trained and validated on 3000 images. Among the 3000 images, we randomly choose 80% of the three damage type images as the training sets, the rest 20% as the validation set, and then evaluated on the 125 images outside of the 3000 images to perform the robustness. The simulation hardware environment of this experiment is Intel Core CPU i5-8400. GPU is NVIDIA GTX 1070ti, and the memory is 8GB. The algorithm is implemented using Python in conjunction with the TensorFlow framework.
2) TESTING RESULTS OF ORIGINAL FASTER R-CNN
The original Faster R-CNN uses only the last layer of feature maps, which makes the loss of target information more serious. For infrared image samples with low contrast and small crack defects, it is easy to cause false detection and missed detection. The detection of partially missed detection, misdetection, and poor positioning is shown in Figure 16 . Figure 16 (a) is the case of missed inspection. Figure 16 (b) is the case of false detection. The reason is that crack is small and the image quality is poor. Figure 16 (c) indicates the poor positioning accuracy, which may be because the selection of the anchor frame is not suitable. Although the network has undergone two border regression corrections, the quality of the candidate frames extracted from the original network is poor. There is still some deviation after the correction.
3) TESTING RESULTS OF IMPROVED FASTER R-CNN
The testing results using the improved Faster R-CNN are shown in Figure 18 . It can be seen from the figure that the method can better detect the target cracks of various sizes and shapes. For some samples of the original Faster R-CNN network false detection and missed detection, the improved Faster R-CNN network can still be detected better, and the target positioning accuracy is higher than the original algorithm.
The AP (Average Precision) is the area under the Precision/Recall curve. Notably, the Precision = TP/(TP+FP) and Recall = TP/(TP+FN), where the TP represents true positives, FP represents false positives and FN represents false negatives. The mean AP (mAP) was widely used in [32] , [33] , [45] . When we use different methods to compute AP on our data set, the AP can be easily used to compare the strengths and weaknesses of different methods. So, in this study, we employed mAP and AP as the evaluation criteria. Table 3 shows that by comparing the prediction accuracy of different fusion layers, the fusion method adopted in this study has the best performance. Experiments are carried out on the 125 test images mentioned above using the Faster R-CNN model of this paper. The test results are shown in Table 4 and Table 5 . Tables 4 and 5 show that the three types of crack defects all have good detection results through the network, and the detection accuracy of penetrating cracks, shallow surface scratches, and non-penetrating cracks are 95.38%, 94.87%, and 96.27%, respectively. Besides, the test can be seen that the detection rate of missed detection and false detection rate are also relatively low. For the partial missed inspection and false detection pictures, the reason may be due to the poor quality of the infrared image and the more noise, which leads to misjudgment of individual samples. Based on the detection results of the three targets, the average detection accuracy of the improved algorithm is 95.54%, and the mAP is 92.41%. The average false detection rate and the missed detection rate are relatively low, and the positioning accuracy has also been greatly improved.
4) ALGORITHM DETECTION RESULT COMPARISON
For further showing the advantage of our improved Faster R-CNN compared with traditional and other state-of-the-art detection methods. Sobel, Canny, HOG-SVM, Yolov3 methods are utilized. In Figure 19 , the crack is accurately detected by the improved Faster R-CNN. As is shown in the first row, the Sobel and Canny methods provide some information about the crack, but it is easy to get mixed up with the noise, so it is still hard to recognize the crack. The comparison between these three methods is more obvious in the images in the second and third rows, where we can not figure out even there is a crack both using Sobel or Canny method. Besides, the bigger drawback is that Sobel and Canny detection methods cannot identify the location and type of cracks accurately.
In Figure 19 , it shows that our improved Faster R-CNN detects the crack accurately. Penetrating cracks are mistaken for non-penetrating cracks by Yolov3 [45] , the HOG-SVM method mistakes the normal area as a crack. The Yolov3 is well known as it's fast detection speed. Joseph manifested in his research, when the IOU is set between 0.5 and 0.95, it cannot get as well results as Faster R-CNN and will cause low accuracy [45] , [40] . In the HOG-SVM method, HOG collects the gradient or edge direction histogram of each pixel to form a feature descriptor and put it into the SVM classifier for training [46] , it is very sensitive to noise and misidentifies the noise area as a crack, so the detection accuracy is low. Also, the detection time of HOG-SVM is too long and takes up a lot of memory.
Yolov3 is a one-stage network that directly extracts the crack features to predict object categories and their locations. The Faster R-CNN is a two-stage network that integrates feature extraction and position regression into the same network, then generates candidate regions and continues to make detailed predictions. Therefore, in essence, Faster R-CNN has a better performance. However, the original Faster R-CNN directly acquires the features from the last layer of VGG-16, which loses more detailed information, and the anchor frame size cannot match the crack well, so the detection effect is poor. After the feature fusion and anchor frame selection proposed in this paper, the detection effect has been greatly improved. As shown in Figure 17 , it is easier to identify cracks from the feature map after fusion. The state-of-the-art detection algorithm comparison results are shown in Table 6 . It can be seen from the comparison of the final average detection accuracy that the average detection accuracy and Average Precision (AP) of the improved Faster R-CNN on the test set is the highest, and higher than the original algorithm by 3.18% and 1.88%, respectively. Because our improved Faster R-CNN uses more types of anchors, the calculation time is inevitable longer. For safety testing in track detection, we have a higher demand for accuracy rather than time-consumption, so our improved Faster R-CNN would be the best choice for that purpose.
V. CONCLUSION
Traditional vision-based methods cannot discover steel cracks covered by pollutants or inside, while the thermal imager alone cannot intelligently locate cracks and assess crack types. In this study, the feasibility of thermal imaging crack detection based on CNN is verified by theoretical analysis combined with some specific experiments. Cracks of different depths can be identified so that the inspection personnel can inspect the steel plate according to the crack situation. (e.g., the steel plate with cracks on the surface does not need to be repaired). Besides, cracks can be located accurately, which helps to find the right location for inspection and maintenance. Given the ordinary infrared thermal excitation devices are expensive and have poor mobility, we designed a rolling electric heating rod, which has low cost and is convenient to carry. Combining our rolling electric heating rod with a horizontal thermal excitation method, the interference of abnormal emissivity can be suppressed, and the accurate temperature gradient on the side of the crack is generated. Through the temperature analysis experiment, we perceive how the temperature change, and this rule is quantified as the image gradient on both sides of the crack, which can be learned by R-CNN.
Conventional edge detection methods are susceptible to noise and it is difficult to distinguish between cracks and crack-free areas. The HOG-SVM method also sensitive to noise when extracting features with HOG, causing false positives. The YOLO v3 uses a one-stage approach that loses detection accuracy when achieving high detection speeds. The original Faster R-CNN extracts coarse features directly and lacks appropriate anchor boxes, resulting in cracks not being detected well. Via combining features from the deep and shallow layers, choosing appropriate anchor frames for RPN, our improved Faster R-CNN can better learn crack features and improve image scale invariance, which enhances the detection effect of small size cracks. The method can classify and locate cracks of different depths better. In the comparison experiments, the mean detection accuracy and AP using our improved Faster R-CNN method are 95.54% and 92.41%, respectively, and are better than the traditional and some other state-of-the-art methods. Nonetheless, despite using the feature fusion, the information of pictures will inevitably be lost during the pooling process. In the future, we will further optimize our network to reduce false detection and missed detection.
This paper incorporates the computer vision algorithms into the traditional non-destructive testing, which provides a more intelligent, efficient and accurate method for steel plate crack detection. However, there are some drawbacks in this method. Placing the heat source at the proper location is important, for example, as shown in Figure 2(b) , heating the scratch directly will cause the scratch to be misidentified as a true crack. Meanwhile, if the approximate position of the crack is not known in advance, it is necessary to perform overall inspection of the steel sheet. The heating device designed in this study has high energy consumption, can not automatically control steel plate temperature and is difficult to heat steel plates with complex shapes. In addition, the collection and crack identification are divided into two steps. In the future, we will improve the structure and heating performance of our heating device, more research on cracks with various morphological distributions and more heating methods. Also, thermal image collection software can be independently developed to realize real-time collection and detection. 
