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Abstract*
Collaborative filtering uses information about
customers’ preferences to make personal product
recommendations and is achieving widespread success in
e-Commerce. However, the traditional collaborative
filtering algorithms do not response accurately to
customers’ needs. The quality of the recommendation
needs to be improved in order to support personalized
service to each customer. In this paper, we present novel
method to improve the accuracy of the collaborative
filtering algorithm. We borrow vector space model from
information retrieval theory and use it to effectively
discriminate the preference weights on the items for each
customer. The proposed method achieves more accurate
recommendations for customers who purchase similar
types of products repeatedly. Our experimental evaluation
on the well-known MovieLens data set shows that our
method does result in a better accuracy.

1. Introduction
The explosive growth of the world-wide-web and
emergence of e-Commerce has led to the development of
automatic
item
recommendation
systems.
A
recommendation system is based on a personalized
information filtering technology, and is used to predict
whether a particular user will like a particular item.
Personalization service of a good quality to customer will
control the success and failure of customer relationship
management and e-Commerce as a whole. Many research
efforts have given birth to various algorithms for such
personalization services. The most representative among
them is collaborative filtering. In recent years, many
researches for the performance enhance of collaborative
filtering have been proposed. As results, various
recommendation algorithms have been proposed.
Among them, a user based recommendation system
works as follows. For each user, it uses historical
information to identify a neighborhood of people that in
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the past have exhibited similar behavior and then analyze
the neighborhood to identify new pieces of information
that will be liked by the user. Despite its success,
GroupLens, and other similar collaborative-filtering based
recommendation systems suffer from major problems
[1][2][3][4].
Collaborative Filtering treats customers with different
buying patterns identically. For example, customers who
purchase many products evenly and others who purchase
only a few products repeatedly, obviously have different
buying patterns and these patterns may be used as
valuable information for recommendation systems. In our
work, we propose a preprocessing method in which we
take into account those buying patterns and turn them into
weight calculation to derive and differentiate users from
one anther. We show, through experiments, that our
preprocessing method indeed works better than
conventional
collaborative-filtering
based
recommendation systems.
Section 2 introduces related work about collaborative
filtering. In section 3, we explain our proposed method. In
section 4, we evaluate our approach on the well-known
MovieLens dataset. The paper ends with a conclusion.

2. RELATED WORK
Tapestry[5] is one of the earliest implementations of
collaborative filtering based recommender systems. This
system relied on the explicit opinions of people from a
close-knit community, such as an office workgroup.
However, the case which the user does not put the
comment to treat on the document is difficult be achieved
for the accuracy recommendation. Later, several
ratings-based automated recommender systems were
developed. The GroupLens research system[1][2][6] uses
a nearest- neighbor approach to find a subset of all users
that have the most similar preference history as the active
user. When this neighborhood is found, the similarity
between the active user and a neighbor determines how
much the neighbor influences the prediction for the active
user. If the similarity is high, the neighbors have high
influence on the final prediction. Thus, the final prediction
is a weighted combination of the neighbor preferences.
The above two way directly use the preference about the
item of the customer. According to this reason, it’s
drawback that they don’t recommend accuracy.

Our work, which uses the vector space model, a class of
method to assign weights to each data object, is able to
solve these problems.

3. Preprocessing Method
The traditional collaborative filtering algorithms
directly use the preference about the item of the customer
for recommend item to customer. But in this paper we
associate weight showing the preference on item of each
customer.
We use the vector space model[7][8] as follows. Let C
be an m x n customer-item matrix containing historical
purchasing information of m customers on n items. In this
matrix, Ci,j is one if the ith customer has purchased the jth
item.

3.1. Vector Space Model
The following matrix C(m x n) is used to express to the
preference about the item n of the customer m.
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• m: Customer
• m: item
• Cij: The preference about the item j of the customer i
Element Cij of matrix C is the preference of the
customer i to item j. max[Ci1, Ci2,….., Cij……,Cin ]
expresses the largest preference value among items of the
customer i, and thus cfi,j of (1) is normalized preference
value by the maximum.
ci , j
(1)
cfi , j =
max[ci1, ci 2, K, cij , K cin]
(2) gives the customers who purchase many products
evenly a low value, and gives the customers who purchase
a specific product many times a high value. In (2), N
represents total number of items and ni represents the
distinct number of items purchase by the customer i.
 N
(2)
icfi =  log 
 ni 
The weight calculation of the matrix C(m x n) is done as
shown in (3).
w ij = cf i , j × icf i
(3)

3.2. User Similarity Computation
This general formulation of collaborative filtering first
appeared in the published literature in the context of the
GroupLens project. The basic idea in similarity
computation between set of items rated by both customers
(C1 and C2).
There are a number of different ways to compute the

similarity between customers. Here we present two such
methods. These are cosine-based similarity(4), correlation
-based similarity(5).
c1 • c 2
(4)
sim(c1, c 2) = cos(c1, c 2) =
c1 ∗ c 2
w(c1, c 2) =

∑
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∑ j∈ic1c 2 (cc1, j − cc1) 2

∑ j∈ic1c 2 (cc 2, j − cc 2) 2

(5)

Ic1c2: set of items rated by both customers(C1 and C2)

3.3. Prediction Computation
The prediction pc1,j is the prediction for customer C1 for
item j
∑ wc1, i × (ci , j − ci)
i∈Ucj
(6)
pc1, j = c1 +
w
1
,
c
i
∑
i∈Ucj

Ucj: set of users who rated item j

3.3. Proposed Method
We use a vector space model for our preprocessing
method. The following matrix is to add expression (3)
with matrix C(m x n). It is used to computation the
prediction pc1,j, of customer C1 on item j.
(C+W =CW)
c12
L
c1( n − 1)
c1n 
 c11
 c 21
c 22
L
c 2( n − 1)
c 2 n 

+
 M
M
cij
M
M 


c ( m − 1)1 c ( m − 1)1 L c ( m − 1)( n − 1) c ( m − 1) n 
 cm1
cm 2
L
cm ( n − 1)
cmn 
w22
 w11
 w12
22
w

 M
M

1( m − 1)
2 ( n − 1)
w
w

 wm1
wm 2

L
w1( n − 1)
w1n 
L
w2( n − 1)
w2 n 
=
wij
M
M 

L w( m − 1)( n − 1) w( m − 1) n 
L
wm ( n − 1)
wmn 

cw22
L
cw1( n − 1)
cw1n 
 cw11
 cw12
cw22
L
cw2 ( n − 1)
cw2 n 

 M
M
cwij
M
M 


cw1( m − 1) cw2 ( n − 1) L cw( m − 1)( n − 1) cw( m − 1) n 
 cwm1
cwm 2
L
cwm ( n − 1)
cwmn 

(7) is similarity measure of customer C1 and C2

w(c1, c2) =

∑

j∈ic1c2

∑

(cwc1, j − cwc1)(cwc2, j − cwc2)

(cwc1, j − cwc1)2
j∈ic1c2

∑
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(8) is the prediction pc1,j is the prediction for customer
C1 for item j
∑ cwc1, i × (cwi , j − cwi)
i∈Ucj
(8)
pc1, j = cw1 +
∑ wc1, i
i∈Ucj

for improvement of accuracy of recommender systems.

4. Experimental Evaluation
We use the MovieLens dataset[9]. The database
contains ratings from 6,040 users on 3,900 movies. User
ratings are recorded on a numeric five-point scale. We
divide the data set into a training set and test set in the ratio
of 8:2. We use MAE(Mean Absolute Error) to evaluate the
precision of the forecasting.

MAE

4.1 MovieLens Database
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Figure 2 Impact of the similarity computation
measure on user-based collaborative filtering
algorithm (preprocessing data)

MAE

We implemented two different similarity algorithms
pure cosine, correlations and tested them on our data sets.
For each similarity algorithms, we implemented the
algorithm to compute the neighborhood and used
weighted sum to generate the prediction. We ran these
experiments on our training data and used test set to
compute Mean Absolute Error(MAE).
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Figure 3 Sensitivity of the genres size on user-based
collaborative filtering algorithm
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Figure 1 Impact of the similarity computation
measure on user-based collaborative filtering
algorithm. (No preprocessing data)
Figure 1 shows the experimental results with no
preprocessing dataset. Figure 2 shows the experimental
result with preprocessing dataset. It can be observed from
the results that correlation computation for preprocessing
method has advantage, as the MAE is significantly lower
in this case. Hence, we select the adjusted preprocessing
method for the rest of our experiments. Figure 3 shows
experimental result that MAE of customers who
purchased only a few categories of products repeatedly is
lower than customers who purchased many different types
of products evenly. Many customers in e-Commerce
environment have tendencies to repeatedly purchase
similar group of products over and over again.

5. Conclusion
Recommender systems provide powerful new
technology for extracting additional value for a business.
These systems benefit users by enabling them to find
items they like. Conversely, they help the business by
generating more sales. Recommender systems are rapidly
becoming an indispensable tool in e-Commerce and need
for innovative technologies are overwhelming especially,

In this paper we presented and experimentally
evaluated a new preprocessing method for a user-based
recommendation system. Experimental result showed that
our weight calculation method provides more accurate
recommendation than those provided by traditional
user-based collaborative filtering techniques.
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