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Presentación
P R E S E N T A C I Ó NEl cierre de 2015 se caracterizó por una fuerte incertidumbre tanto a ni-vel internacional como en las economías nacionales. En el ámbito de la economía mexicana la incertidumbre se derivó principalmente de la caída de los precios del petróleo, la cual provocó la depreciación del peso mexica-no frente al dólar estadounidense.Aunado a lo anterior, en el panorama internacional se encuentra la frágil recuperación de la eurozona y la desaceleración de la economía china, ambos fenómenos han afectado a la economía mundial y por ende a la mexicana.En enero de 2016, nuevamente, se reunirán en Davos, Suiza los líderes de la economía mundial y se espera harán un nuevo intento de encontrar soluciones para diseñar políticas económicas con el propósito de evitar caer en una nueva crisis mundial. Estas circunstancias refuerzan la convicción de los editores de Estocás-
tica: finanzas y riesgo de continuar apoyando los esfuerzos encaminados al 
estudio de los mercados financieros, y de métodos que ayuden a plantear 
nuevas alternativas de solución que puedan contribuir en distintos grados, 
a encontrar una mejor comprensión de los problemas que enfrentan los sis-
temas financieros y una mayor precisión en los métodos utilizados por la 
administración y modelado de riesgos financieros en la detección, medición, control y supervisión de los mismos. En este número presentamos dos metodologías, con distintas aplicacio-
nes y variantes, que son ampliamente usadas en el sistema financiero. Por 
un lado, la métrica del Valor en Riesgo, VaR, que desde la última década del 
siglo pasado empezó a usarse de manera generalizada para cuantificar el 
riesgo, y cuya importancia ha crecido al ser adoptada como indicador de és-
te por los reguladores a nivel internacional. Por otra parte, se encuentra la teoría de cópulas, la cual tiene como una de sus principales aplicaciones en 
las finanzas, la medición de la dependencia entre distintas variables, debido 
a que, dada una distribución multivariada arbitraria, ésta puede descom-
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de este siglo, el concepto de cópula se utilizó en los modelos VaR con distri-buciones gaussianas y t-student para modelar dependencias sectoriales. Y a 
partir de entonces, tanto los modelos VaR como la teoría de cópulas, con sus distintas variantes, han sido utilizadas extensivamente.En esta edición se presentan cuatro artículos, el primero “Evaluación del grado de integración de los principales mercados de capital europeos con un 
modelo cópula-GARCH” de Roberto J. Santillán-Salgado, César Gurrola-Ríos y 
Francisco López-Herrera tiene como objetivo mejorar la comprensión de las 
dificultades y oportunidades que surgen para los inversionistas internacio-nales y para los gobiernos de los países de la eurozona como consecuencia de 
la creciente integración de los mercados, misma que ha sido resultado de la eliminación de barreras institucionales y de la utilización de la misma mone-da. En este trabajo, como su nombre lo indica, se presenta un modelo cópula-
GARCH, que consiste en estimar, primero, la distribución univariada y en una 
segunda etapa la distribución conjunta. Con la teoría de cópulas, como medida 
de dependencia entre las series, los autores obtuvieron una estimación que se 
considera más precisa que la obtenida con los métodos tradicionales.
Por otro lado, como se mencionó, el papel que han jugado el Valor en 
Riesgo, VaR y el Valor en Riesgo Extremo, EVaR, en la práctica financiera ha sido de gran importancia por lo intenso de su uso. Ésta última variante 
surgió por las limitaciones del VaR, en especial en lo referente a la propie-
dad subaditiva que debe tener toda medida de riesgo coherente. Dentro de este contexto, el segundo artículo: “Análisis, aplicación y comparación de 
tres métodos estadísticos en la elaboración del VaR y el EVaR” de Jaime Iván 
Urbina-Rugeiro, Gabriel Núñez-Antonio y Patricia Saavedra-Barrera, se pre-
senta una comparación de distintos métodos para calcular el VaR. En este 
trabajo se analizan los métodos de varianza-covarianza, el método histórico 
y el método de picos sobre el umbral en términos de su pertinencia en la es-
timación del VaR y EVaR. Se propone una forma de estimar puntualmente y 
por intervalos el VaR y EVaR usando cada uno de los métodos señalados, en el contexto particular de portafolios de inversión.
En el artículo “Intervalos de confianza para VaR, y ES y su aplicación al 
mercado colombiano” de Jorge Rosales-Contreras, se ofrece una aplicación 
para los mercados financieros con la cual se propone utilizar algunas de las 
propiedades que se encuentran al elaborar los intervalos de confianza del 
VaR y el EVaR, y sugiere que éstos pueden utilizarse como un sistema de alertas tempranas en la toma de decisiones ante posibles riesgos. 
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Por último, en el cuarto artículo “Valor en riesgo anual de los merca-
dos accionarios de México y Estados Unidos: VaR tradicional vs VaR cópulas 
elípticas”, de Christian Bucio-Pacheco, Raúl de Jesús-Gutiérrez y Alejandra 
Cabello-Rosales, se ofrece un ejemplo de las ventajas de trabajar con cópulas 
para la estimación del VaR en dos mercados bursátiles distintos, debido a 
que se gana precisión al utilizar cópulas en lugar de los métodos tradiciona-les de estimación.
Como en otros números, el deseo de los/as editores/as es que los artícu-
los aquí incluidos contribuyan al avance de las ciencias financieras, en espe-
cial, en aquellas áreas especializadas en riesgo y que éstos puedan resultar 
un referente en la toma de decisiones financieras. 
Agradecemos a la comunidad académica y especializada en estos temas 
que hayan hecho posible que esta publicación llegue a su sexto año inin-
terrumpido, con lo que reiteramos la invitación para que los/as investiga-
dores/as continúen participando en el esfuerzo de difundir y promover la 
investigación en finanzas, y administración y modelado de riesgos, y sigan 
formando parte del espacio de colaboración que representa Estocástica: fi-nanzas y riesgo.
Comité Editorial
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Resumen
El enfoque metodológico que se sigue en este trabajo para estudiar el co-movimiento de los cinco principales mercados de capital europeos es el 
de Cópula-GARCH, ajustando primero modelos GARCH para estimar las distribuciones marginales de los rendimientos de cada uno de dichos 
mercados. Con base en las distribuciones marginales estimadas, se procede a llevar a cabo el modelado de la distribución conjunta de los rendimientos mediante la estimación de un modelo canónico de viña de copulas (vine copula).  
Clasificación JEL: C22, C58, C65
Palabras clave: GARCH-Cópula, C-Vine cópula, viñas de cópulas, 
integración financiera europea, mercados financieros europeos.
AbstRAct
The Copula-GARCH model is used to assess the simultaneous movement 
of the main five European Capital Markets. First, the returns marginal 
distributions were estimated with  GARCH models, with these estimations, 
the returns joint distributions modeling was carried out using a canonic 
vine copula model. 
JEL Classification: C22, C58, C65
Key words: GARCH-Copula, C-Vine copula, European financial integration, 
European financial markets.
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IntroducciónLa interdependencia entre los mercados de valores es uno de los temas de frontera en la agenda de investigación financiera, en especial a raíz 
de eventos como la caída de precios de octubre de 1987 o la crisis financiera 
de 2007-2009, y la subsecuente crisis de la deuda soberana de varios países europeos. Tales fenómenos provocaron movimientos y co-movimientos in-esperados en los precios de activos históricamente correlacionados. Eviden-
temente, el libre flujo de capitales ha provocado la presencia de mercados 
nacionales cada vez más interdependientes (Kanas, 1998). 
En el contexto europeo, la situación actual es muy distinta a la que existía en 1999, cuando por primera vez comenzó a utilizarse el euro como moneda común entre los 11 países fundadores de la eurozona,1 y diametralmente diferen-
te de la que prevalecía en 1993, cuando tuvo lugar uno de los primeros actos 
formales tendientes a lograr la integración financiera, la creación del Mercado 
Financiero Único. Los esfuerzos destinados a la creación de un mercado finan-
ciero sin fronteras para la prestación de servicios, inversiones y crédito, fue una parte fundamental del proceso más amplio de convergencia económica y política de los países de la Unión Europea, y deben ser interpretados en ese 
contexto, pero también es necesario analizar su desarrollo empírico y evaluar el grado de convergencia entre mercados nacionales hasta el presente. 
La operación de los mercados bursátiles requiere de un sólido marco 
legal, de una supervisión eficiente y, por supuesto, de una infraestructura 
física moderna y confiable. El grado con el cual este conjunto de condiciones 
está presente difiere sustancialmente entre países miembros. El estableci-miento de la Unión Monetaria Europea en 1999 dio lugar a la coordinación de algunas políticas macroeconómicas entre los países miembros. Sin embargo, 
los diferentes mercados nacionales aún difieren profundamente en mate-ria de regulación y supervisión, aspectos funcionales y operativos diversos, 
1 Alemania, Austria, Bélgica, España, Finlandia, Francia, Irlanda, Italia, Luxemburgo, 
Países Bajos y Portugal.
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esquemas fiscales aplicables, etcétera, lo cual conlleva a la permanencia de un importante grado de segmentación hasta el día hoy (Thalassinos y Tha-lassinos, 2006). Los esfuerzos realizados en distintos ámbitos para reducir gradualmente 
las diferencias han requerido abordar temas complejos en materia regula-toria y de supervisión e impulsar reformas estructurales para modernizar y elevar la competitividad de la zona, especialmente en las regiones más reza-
gadas (Rajan y Zingales, 2003). 
Si bien la integración financiera puede coadyuvar a absorber las pertur-baciones macroeconómicas al ofrecer alternativas para redistribuir riesgos 
y mejorar la reasignación de recursos también podría, si no se acompaña de políticas adecuadas, ampliar las divergencias entre las economías afectadas 
(Hasan y Schmiedel, 2004; Van Ewijk y Arnold, 2015).El presente estudio extiende los resultados de Santillán-Salgado, et al. 
(2015 a), quienes confirman la presencia de una relación de largo plazo entre los principales mercados de capital de Europa continental (Francia, 
Alemania, España, Italia), aun cuando distintos episodios afectaron la es-
tabilidad de los mercados financieros globales durante el periodo analiza-
do (enero de 1998 a junio de 2014). El modelo propuesto por estos autores 
fue un VECM-GARCH, hasta ahora poco utilizado en estudios del mercado 
financiero, capaz de resolver los problemas que se presentan en la estima-ción como consecuencia de la presencia de rupturas estructurales en las 
series. De esa forma les fue posible confirmar la presencia de una relación 
cointegrante entre los cuatro mercados estudiados y, después de corregir los problemas de autocorrelación de los residuos y modelar la heteroce-dasticidad de los mismos, llevar a cabo una interpretación de los paráme-tros del modelo.Los estudios citados en los párrafos anteriores son parte de un conjun-
to mucho más amplio de iniciativas exploratorias que tienen como objetivo 
mejorar la comprensión de las dificultades y oportunidades que surgen para los inversionistas internacionales y para los gobiernos de los países de la eurozona como consecuencia de la creciente integración de los mer-cados, a su vez resultado de la eliminación de barreras institucionales y de la utilización de la misma moneda. Tienen la intención de evaluar los resultados del proceso en materia de volatilidad y correlación de los mer-cados y de proporcionar información útil a los tomadores de decisiones en el ámbito de los administradores de portafolios internacionales, de los in-
versionistas institucionales y de todos aquellos inversionistas potenciales 
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El presente estudio plantea la utilización de un enfoque novedoso y ro-busto no únicamente ante las rupturas estructurales asociadas a fenómenos 
exógenos, sino también a la ausencia de normalidad de los rendimientos, el 
Análisis de Cópulas. Con este enfoque se ofrece una nueva validación de la 
naturaleza de la convergencia e integración financiera en Europa. 
En la primera sección se aborda una breve revisión de la Teoría de la In-tegración de los Mercados Financieros, así como de algunos de los estudios 
más representativos sobre la integración financiera en Europa Occidental. 
Ello permite enmarcar la relevancia y originalidad del enfoque metodológi-co propuesto en este trabajo, así como destacar los resultados obtenidos en el contexto de la literatura sobre este tema (subsección 1) y algunas de las principales limitaciones de los estudios publicados hasta hora (subsección 
2). La segunda sección explica los aspectos metodológicos; la tercera analiza 
los resultados de la contrastación empírica y, finalmente, la cuarta concluye 
con reflexiones y recomendaciones sobre la dirección posible de futuras in-vestigaciones.
1. Teoría de la integración de los Mercados Financieros
En su acepción más amplia, la integración financiera entre países se refiere a fenómenos, tales como: el listado de empresas en múltiples mercados na-
cionales, la realización de transacciones financieras transfronterizas sin en-frentar obstáculos regulatorios ni costos excesivos, la oferta transfronteriza 
de servicios de crédito y la inversión extranjera de portafolios en distintos 
mercados nacionales, entre otros aspectos (Litch, 1997). 
En algunos casos, el concepto de integración financiera se interpreta como la ausencia de oportunidades de arbitraje, una vez considerados los costos de transacción. Si dos o más mercados están integrados, los márgenes 
potenciales por arbitraje son suficientemente pequeños como para desmo-tivar a los agentes económicos interesados en realizarlo, aún en ausencia de 
barreras regulatorias (e.g., Bekaert y Harvey, 1995; Ferson y Harvey, 1991). 
Para otros autores, el grado de integración se mide en términos de la im-portancia de los factores de riesgo regionales con respecto a los riesgos es-
pecíficos de cada país. Por ejemplo, Baele y Vander-Vennet (2001), estudian si la evolución de la volatilidad del tipo de cambio, la creciente integración económica, y la coordinación de política monetaria aumentaron la integra-
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ción entre los mercados accionarios europeos antes de la adopción del euro, 
y concluyen que, efectivamente, dicho fenómeno está fuertemente vinculado con la reducción de la volatilidad del tipo de cambio y con la convergencia de la política monetaria.
Otra perspectiva sobre integración financiera entre países, consiste en analizar empíricamente la correlación de mercados generalmente (pero no 
exclusivamente) cercanos geográficamente. Este enfoque introduce meto-dologías de modelación incrementalmente complejas para corroborar la 
presencia de integración (e.g., Bekaert, y Harvey 1995; Thalassinos y Tha-lassinos, 2006). 
Bekaert y Harvey (1995), sostienen que la mayoría de los estudios sobre 
integración financiera pueden clasificarse en tres vertientes: mercados seg-mentados, mercados integrados y mercados parcialmente segmentados. En 
un extremo, los autores consideran que los mercados están totalmente in-tegrados si los activos con el mismo nivel de riesgo ofrecen el mismo rendi-
miento esperado, independientemente del mercado. Heston et al., (1995), por ejemplo, examinan la estructura de covarianzas de rendimientos accionarios 
en Europa y EUA y confirman la hipótesis de integración. Si existe segmentación en los mercados, la covarianza con algún factor 
mundial tendrá poco poder explicativo sobre los rendimientos esperados; en cuanto a la prima al riesgo se esperarían comportamientos distintos pues 
su origen proviene de diferentes tipos y exposiciones al riesgo (Bekaert y 
Harvey, 1995). Entre los estudios más influyentes que sostienen la hipóte-
sis de la segmentación parcial en los mercados financieros internacionales 
destaca el de Errunza y Losq (1985), sobre las implicaciones de las barre-
ras a la inversión para la valoración de activos. En él afirman los autores 
que las dificultades resultantes de restricciones impuestas por autoridades gubernamentales conducen a primas de riesgo elevadas, directamente pro-
porcionales al riesgo condicional del mercado en cuestión. Otros estudios 
que sostienen la idea de la integración parcial y/o variante en el tiempo son 
Arouri y Foulquier (2012); Arouri, Teulon y Rault (2013). 
La cantidad de trabajos publicados sobre el tema de integración finan-ciera en distintas regiones del planeta es numerosa y, en su gran mayoría corrobora la existencia del fenómeno al utilizar distintas metodologías de 
análisis econométrico para determinarla (e.g., Kim et al. (2015) para los 
mercados de Asia-Pacífico; Licht, (1997) y Santillán-Salgado et al. (2015 a), 
para los mercados de Europa Occidental; Gurrola et al. (2014), para Amé-rica Latina).
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1.1 La integración económica y financiera de los países europeos
El fenómeno de integración de los mercados financieros europeos ha teni-do lugar dentro del marco de la convergencia internacional observada en la 
mayoría de las regiones geográficas del planeta. Semejante a lo observado 
en otras latitudes los principales factores que lo han impulsado han sido: la evolución de tecnología, los procesos de desregulación y la adopción de sis-
temas alternativos de gobierno corporativo. No obstante, la diferencia espe-
cífica del caso de la eurozona fue la adopción de una misma moneda, a partir del 1º de enero de 1999. 
En realidad, la convergencia económica de los países de Europa Occi-
dental ha sido un proceso muy largo, que ha superado retos muy grandes y se ha caracterizado por la voluntad y decisión de preservar la unidad, aún en las circunstancias más adversas.2 Europa unificada tiene un mayor peso 
específico en la geopolítica mundial y una importancia económica apenas 
comparable con la de Estados Unidos. En tal virtud, los mercados finan-cieros de los países miembros de la eurozona han eliminado gradualmente los obstáculos para aumentar el volumen de transacciones transfronterizas y homologar la regulación, mecanismos de operación y autoridades super-visoras. 
En el estudio de Rajan y Zingales (2003), queda plasmada una clara idea 
de de la transformación financiera que tuvo lugar en Europa Occidental du-
rante los veinte años transcurridos entre 1980 y 2000. Basta citar algunos datos para ilustrar la magnitud de las profundas transformaciones estruc-
turales que tuvieron lugar. La razón de capitalización del mercado accio-
nario con respecto al Producto Interno Bruto de Estados Unidos se triplicó 
durante ese periodo, al mismo tiempo que la proporción de la inversión de 
las empresas privadas financiada con emisiones de acciones también lo hi-
zo. En Europa Occidental, la razón de capitalización del mercado accionario 
con respecto al PIB creció más de trece veces, en tanto que la proporción de 
la inversión privada financiadas mediante la emisión de acciones aumentó 
dieciséis veces. 
2 Por ejemplo, uno de los momentos más complejos en la historia de la integración 
monetaria fue el rescate de Grecia, Irlanda, Portugal y España; instrumentado por 
el resto de los miembros de la Eurozona liderados por Alemania y Francia durante 
la Crisis de la Deuda Soberana (2009-2012). La enorme capacidad de convocatoria 
de los líderes políticos y los fuertes intereses comunes se manifestaron como una 
clara voluntad de hacer de la integración monetaria una condición permanente 
para los países que ya han adoptado el euro.
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Aunque ese importante crecimiento no eliminó completamente la bre-cha existente con respecto a la economía de Estados Unidos, sí la redujo sus-
tancialmente. En 1980, la capitalización del mercado accionario era cinco 
veces mayor en Estados Unidos y Gran Bretaña, en comparación con Europa 
Continental, pero veinte años más tarde, apenas era 60% más grande. Además, durante el periodo tuvo lugar un crecimiento explosivo de 
los mercados de derivados financieros en Europa. Hacia finales de los años 
1980s y principios de los 1990s todos los países Europeos crearon merca-dos de derivados y su valor nominal aumento poco menos de cien veces 
entre 1980 y 2001.
Aunque aún hay un camino largo y difícil por recorrer; para lograr la 
plena integración de los mercados financieros europeos se observan signos 
importantes de convergencia con las características del mercado financiero 
norteamericano, considerado por muchos estudiosos (incluidos Rajan y Zin-gales) como el paradigma de referencia internacional en materia del papel 
económico que desempeña. La adopción de una sola moneda fue un paso muy importante hacia la 
integración económica definitiva, pero las diferencias legislativas, institu-
cionales y en materia fiscal entre países dejan abierta la posibilidad de que 
surjan desequilibrios macroeconómicos entre éstos con niveles de desarro-
llo distintos, tal como fue el caso durante la Crisis de la Deuda Soberana 2009-2012 Santillán-Salgado et al. (2015 b).
Hasan y Schmiedel (2004) argumentan que la creciente integración 
financiera internacional observada en años recientes ha aumentado la fre-cuencia de las fusiones de bolsas de valores, o bien la creación de redes entre las bolsas (fusiones implícitas). Estos arreglos son capaces de desarrollar un 
entorno más competitivo, donde las bolsas más eficientes ganan la confianza 
de los inversionistas, los intermediarios y las empresas. También presentan varios detalles sobre como funcionan los acuerdos de cooperación entre las bolsas europeas y el impacto potencial de dichas iniciativas en el desempe-
ño, crecimiento y costos de transacción. Concluyen que la decisión de llevar a cabo un acuerdo de esta naturaleza impacta el valor de capitalización de los mercados participantes, genera mayor crecimiento y, en menor medida, reduce los costos de transacción. 
Inzinger y Haiss (2006) consideran que uno de los temas centrales de 
estudio sobre la evolución de la eurozona tiene que ver con la integración 
financiera de los mercados de capital, puesto que la integración de éstos tie-
ne influencia significativa sobre el dinamismo de la inversión, de la liquidez 
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del mercado y, en general, sobre la asignación más eficiente del capital. Una aportación importante de estos autores es su extensa revisión de los tra-
bajos que han abordado el tema del impacto de la Unión Económica y Mo-netaria (UEM) en la integración de los mercados de valores en Europa. Del 
total de estudios revisados, el 45% encuentra evidencia significativa sobre 
el aumento de la integración financiera en la eurozona y 25% de ellos con-
firma que el grado de integración aumentó con la introducción del euro; sólo 
9% de los trabajos revisados documenta que la integración del mercado de valores no aumentó. 
Entre las principales conclusiones del estudio se destaca que no obstan-te la costumbre de asociar a la globalización y, especialmente a la integra-
ción financiera, con un fuerte impacto sobre el dinamismo de la inversión, 
la liquidez del mercado y la asignación más eficiente del capital; también es 
preciso reconocer que tales procesos implican riesgos adicionales. 
Bley (2009) demuestra la naturaleza variable en el tiempo del proceso de integración de los mercados de la eurozona. Sus resultados demuestran 
que el comportamiento de los rendimientos está cambiando y que los mer-
cados de capital están comenzando a desvinculares; concluye que asumir un 
nivel creciente de integración entre los mercados financieros de la eurozona no puede darse por descontado.
Baele et al., (2004), aseguran que la integración de los mercados finan-cieros europeos se sostiene sobre un escenario en el cual conceptualmen-te todos los agentes económicos enfrentan las mismas normas e igualdad de 
oportunidad en el acceso a instrumentos y servicios financieros. Estudian se-
paradamente cinco segmentos del mercado financiero: dinero, deuda pública, 
bonos corporativos, banca, crédito, y renta variable y sus resultados revelan 
que, no obstante los esfuerzos institucionales y legislativos para lograr una 
integración sin límites en materia financiera, los diferentes segmentos pre-
sentan distintos niveles de integración. Destacan que, como cabría esperar dada la existencia de una política monetaria única en la eurozona, el merca-do de dinero ha llegado a ser el más integrado.Más recientemente la literatura ha abordado el tema de los procesos de integración en la eurozona con nuevas metodologías como, por ejemplo, los 
trabajos de Reboredo, et al. (2015), Bartram y Wang (2015), ambos susten-
tados con Análisis de Cópulas. El primero estudia la estructura de dependencia entre las cuatro prin-
cipales bolsas de valores de Europa Central y Oriental (República Checa, 
Hungría, Polonia y Rumanía), utilizando funciones cópula estáticas y diná-
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micas, con diferentes formas de dependencia de la cola de la distribución. 
Los resultados confirman la presencia de dependencia positiva y variable en el tiempo. El segundo investiga el grado y los determinantes de la dependencia en-tre mercados europeos con una muestra de 10 industrias en 12 países de 
la eurozona, y 8 mercados de valores fuera de ella, durante el período que comprende la introducción del euro, el colapso de Lehman Brothers y la crisis 
de deuda soberana europea. Sus conclusiones destacan que la mayor parte de las industrias de los países de la zona euro muestran un aumento en su nivel 
de dependencia después de la introducción del euro. Asimismo, revelan que la dependencia es más fuerte entre países con mayor capitalización de mer-cado.
1.2 Limitaciones de los estudios sobre integración financiera
Algunos autores aseguran que las evidencias de un incremento en el nivel 
de integración financiera en Europa podrían ser contradictorias, sesgadas o 
simplemente incompletas (Pascual (2003); Anderson et al., (2011); Andrade 
y Chhaochharia (2012); Van Ewijk y Arnold (2015)). 
Por ejemplo, Pascual (2003) utiliza técnicas de cointegración sobre los movimientos comunes de largo plazo en los mercados de capitales de 
Reino Unido, Alemania y Francia, y reporta no haber encontrado evidencia 
significativa de cambios en el grado de integración para los dos primeros países. Sólo en el caso de Francia se confirma una tendencia significativa en la sensibilidad de su mercado de valores hacia los otros mercados de la muestra. 
O bien, el trabajo de Anderson, et al. (2011) donde se destaca que en 
los estudios de series de tiempo que han abordado el tema de los procesos de integración de la eurozona se ha dado poca atención al aspecto meto-
dológico y, en particular se señalan dos problemas: la cantidad insuficiente 
de datos históricos para el análisis econométrico, y la muestra limitada de 
países estudiados. Respecto al primer problema, los autores aseguran que 
no obstante que la moneda euro existe desde 1999, algunos instrumentos de 
mercado de dinero estuvieron disponibles apenas hasta 2002, por lo que no 
existen observaciones suficientes para análisis macroeconómicos de series 
de tiempo. En cuanto al segundo problema, sostienen que los países que par-ticiparon en el Sistema Monetario Europeo cambiaron con el transcurso del 
tiempo y que, en ocasiones, los nuevos miembros tienen políticas macroeco-
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En línea con el estudio anterior, Scheller (2004), plantea que no existe 
un consenso sobre la fecha de arranque de la integración financiera en la eu-rozona, se acostumbra tomar como referencia: a) el inicio de la operación del 
Sistema Monetario Europeo (SME), en marzo de 1979; b) inicio de la primera 
fase de la Unión Monetaria Europea en 1990; c) la firma de la Tratado de la 
Unión Europea “Tratado de Maastricht” en 1992 y d) cuando los países fun-dadores acuerdan las condiciones de admisión a la zona del euro así como la 
creación del Banco Central Europeo (BCE), en 1998. Tal falta de homogenei-
dad, argumenta Sheller (2004) puede tener serias implicaciones al momento de realizar análisis de series de tiempo.
Andrade y Chhaochharia (2012) documentan la reversión en la tenden-cia de largo plazo de la integración de mercados de capitales en Europa du-
rante 2007-2011, a la luz de tres crisis importantes en la región: la crisis de 
competitividad/crecimiento, la crisis de la deuda soberana, y la crisis banca-
ria. En su estudio aseguran que la causa fundamental de tales episodios fue 
la introducción de la moneda única en un contexto aún no suficientemente 
maduro para ello. Paradójicamente, plantean estos autores, mientras que el 
euro fue concebido para integrar aún más los mercados financieros euro-
peos, parecería ser que en realidad sentó las bases para los periodos de cri-sis mencionados y provocó una reversión de la integración de los mercados de capitales europeos.
Por último, el trabajo de Van Ewijk y Arnold (2015), al investigar el pa-
pel de la integración financiera en el proceso de ajuste macroeconómico de 
los países de la Unión Europea, parte de la idea de que la política monetaria comúnmente señalada como “one size fits all” puede complicar el proceso 
de ajuste monetario. La Comisión Europea en 2008 señaló que en la Unión 
Europea no sólo estaba asegurada la estabilidad macroeconómica sino que 
la zona se erigía como un polo de estabilidad. No obstante, argumentan Van 
Ewijk y Arnold, es de llamar la atención que en el mismo informe se men-
ciona que los desequilibrios económicos entre los estados miembros habían 
crecido con el tiempo, y concluyen que, desde la introducción del euro, la 
integración financiera ha afectado negativamente el proceso de ajuste ma-croeconómico de los países de la eurozona.
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2. Aspectos metodológicos
La estrategia de modelado conocida como Cópula-GARCH combina mode-
los GARCH y funciones de cópula para permitir flexibilidad en la selección de distribuciones marginales y estructuras de dependencia. En la primera 
etapa se emplearon modelos AR-GARCH para las distribuciones marginales. La selección del modelo más apropiado para cada serie se llevó a cabo con el 
criterio de Schwarz.Las ecuaciones de la media incluyeron en principio una constante, cinco 
términos autorregresivos y la variable dummy que captura la ruptura es-
tructural de las series a partir del modelo de Perron, más un error aleatorio: 
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El modelo GARCH6; desarrollado independientemente por Bollerslev (1986) y 
Taylor (1986), asume que la varianza condicional depende de las noticias o shocks pasados 
y de sus propios rezagos, como una función ponderada del valor promedio α0, de la 
volatilidad de periodos previos        , y de las varianzas condicionales rezagadas       , 
de la manera siguiente: 
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La estimación de los parámetros utiliza la técnica conocida como Ajuste por 
Máxima Verosimilitud, la cual encuentra los valores más probables de los parámetros para 
la especificación modelada.  
Cuando el modelo se ajusta correctamente, los residuos presentan las características 
de “ruido blanco”.  Además del modelo GARCH (1,1) tradicional se probaron otras tres 
distintas variantes de la misma familia: EGARCH, TGARCH, IGARCH7. 
                                                          
6 Generalized Autoregressive Conditional Heterscedasticity Model 
7 Los modelos EGARCH(1,1) - Exponential GARCH- y  TGARCH(1,1) - Threshold GARCH o GJE-, 
incorporan la asimetría en las innovaciones para la estimación de los parámetros de la varianza condicional; 
en tanto que el modelo IGARCH(1,1) permite modelar cierto grado de persistencia en la varianza. 
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El modelo GARCH6; desarrollado independientemente por Bollerslev (1986) y 
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La estimación de los parámetros utiliza la técnica conocida como Ajuste por 
Máxima Verosimilitud, la cual encuentra los valores más probables de los parámetros para 
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de “ruido blanco”.  Además del modelo GARCH (1,1) tradicional se probaron otras tres 
distintas variantes de la misma familia: EGARCH, TGARCH, IGARCH7. 
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Cuando el modelo se ajusta correctamente, los residuos presentan las 
características de “ruido blanco”. Además del modelo GARCH (1,1) tradicio-
nal se probaron otras tres distintas variantes de la misma familia: EGARCH, 
TGARCH, IGARCH.4
Para continuar el análisis por medio del enfoque de cópulas (segunda 
etapa del modelado Cópula-GARCH), se tomaron los residuos estandarizados 
que se obtuvieron de los modelos seleccionados por el criterio de Schwarz, como las distribuciones marginales de los rendimientos de cada mercado. 
La base de dicho enfoque lo constituye el teorema de Sklar, según el cual la relación entre las distribuciones marginales, ,  1, ,iF i d= … , y la distribución conjunta ( )1, , dF x x  está dada por una función ( ) ( )( )1 1 , , d dC F x F x , llama-
da cópula, que puede describir toda la estructura de dependencia que existe en la distribución conjunta multivariada. Un resultado proporcionado por 
el teorema de Sklar es que la cópula se puede obtener con base en las dis-tribuciones marginales de las d variables aleatorias involucradas y es que la cópula puede estimarse con base en las distribuciones uniformes de las marginales, es decir, una cópula es entonces un distribución en el hipercubo unitario con marginales uniformes. El análisis con base en cópulas ha ganado un buen terreno en el análisis 
financiero y econométrico en la última década, especialmente gracias al uso 
de cópulas bivariadas. Se ha encontrado poca flexibilidad cuando el núme-
ro de variables analizadas crece; entre las posibles soluciones al problema 
multivariado de grandes dimensiones ha surgido el enfoque conocido como viñas de cópulas (vine copulas). Las viñas de cópulas son representaciones 
gráficas que permiten especificar lo que se conoce como construcciones de 
cópulas por pares. Este enfoque ha cobrado popularidad recientemente, ya 
que es posible descomponer las densidades multi-dimensionales en un pro-ducto de las densidades de pares de cópulas y las densidades de las distribu-ciones marginales:
 ( ) ( )
1
1 ,( ) ( ), ,(i j 1)
1 1 1
, ,
d jd d
d k ki i j i j
j i k
f x x c f x
−−
+ + + −
= = =
=∏∏ ∏

  ,
4 Los modelos EGARCH(1,1) —Exponential GARCH— y TGARCH(1,1) —Threshold 
GARCH o GJE—, incorporan la asimetría en las innovaciones para la estimación 
de los parámetros de la varianza condicional; en tanto que el modelo IGARCH(1,1) 
permite modelar cierto grado de persistencia en la varianza.
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esta descomposición no es única, Bedford y Cooke (2001, 2002) presentan el 
modelo llamado viña para clasificar las d construcciones de cópulas por pa-res acomodándolas en d(d -1)/2 árboles vinculados, por lo que el conjunto de 
d dimensiones se puede representar con conjuntos de árboles anidados que satisfacen alguna condición de proximidad. La aplicación de un modelo de viñas de cópulas implica, grosso modo, la selección de una estructura (árbol), las familias de cópulas pertinentes 
y la estimación de los parámetros correspondientes. Para la selección de la 
estructura se puede utilizar alguna medida de ponderación de las ramas que 
unen los nodos (pares) de los árboles, en tanto que para seleccionar las(s) cópula(s) se puede recurrir a pruebas de independencia, de bondad de ajus-
te y/o criterios de selección de modelos como el de Akaike o el de Schwarz. La estimación de los parámetros correspondientes se puede llevar a cabo 
mediante el método de máxima verosimilitud, estimación secuencial o esti-mación bayesiana. 
3. Análisis de resultadosLas series utilizadas son los precios de cierre diarios de los índices bursá-
tiles más representativos de Reino Unido (FTSE), Alemania (DAX), Francia 
(CAC), Italia (MIB) y España (IBEX), para el periodo comprendido del 2 de 
enero de 1998 al 7 de septiembre de 2015. Los datos fueron obtenidos de 
Yahoo Finance. Los índices están expresados en sus monedas locales; a saber, 
la libra esterlina para Gran Bretaña, y el euro en el caso de los demás países de la muestra. 
La representación gráfica en la Figura 1 utiliza precios de cierre diarios en forma logarítmica y en primeras diferencias (rendimientos logarítmicos) para ilustrar el comportamiento de los índices bursátiles estudiados (FTSE, 
DAX, CAC, MIB e IBEX). El comportamiento de los rendimientos exhibe raci-
mos de volatilidad, en tanto que los niveles revelan dos importantes caídas. 
El primer desplome se presenta hacia el final del primer trimestre de 2001, en parte explicado por la explosión de la burbuja de las acciones dot-com, o 
de la “nueva economía”, agravado por los ataques terroristas a las Torres 
Gemelas de Nueva York, en septiembre del mismo año, y los preparativos bé-
licos para la invasión de Irak a lo largo de 2002. Durante los primeros meses 
de 2003, los comienza una recuperación, para alcanzar los niveles previos 
al desplome a mediados de 2007. Pero la recuperación terminó inesperada-
mente, debido a que comenzaron a presentarse los efectos de la Crisis de las 
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Fuente: Elaboración propia con datos de Yahoo Finance. 
Figura 1. Precios de cierre y rendimientos logarítmicos
 Índice Logaritmos Rendimientos logarítmicos
Fuente: Elaboración propia con datos de Yahoo Finance.
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Hipotecas Subprime. A partir de aquel momento se inicia un nuevo periodo 
bajista que toca fondo a inicios de 2009. 
Para llevar a cabo un análisis más riguroso de la similitud de comporta-
miento de las distintas bolsas, se utiliza una metodología econométrica que comienza por determinar el grado de integración de las series de precios 
de cierre diario. Para ello, se realizaron pruebas de raíz unitaria, tanto en la transformación logarítmica de los niveles como en sus primeras diferen-
cias, mediante la prueba Dickey-Fuller (véase el Cuadro 1). Los valores de las 
pruebas indican que en ningún caso se puede rechazar la presencia de raíces 
unitarias en niveles, en tanto que las pruebas sobre las primeras diferencias rechazan dicha hipótesis en el total de los casos.
Cuadro 1. Pruebas de raíz unitaria de Dickey-Fuller Aumentada
Intercepto Intercepto y 
Tendencia
Ninguno Intercepto Intercepto y 
Tendencia
Ninguno
CAC -2.5989 -2.7279 0.4210  -42.0918***  -42.0907***  -42.0927***
DAX -1.3443 -1.9868 0.7604  -66.3409***  -66.3365***  -66.3389***
FTSE -2.1889 -2.2732 0.2175  -32.3209***  -32.3172***  -32.3233***
IBEX -2.5339 -2.5033 0.2083  -65.690***  -65.6848***  -65.6968***
MIB -1.5175 -2.6937 -0.1843  -67.279***  -67.2737***  -67.2859***
Niveles Primeras Diferencias
Valores Críticos de la Prueba Dickey Fuller Aumentada
Sig. Intercepto Intercepto y 
Tendencia
Ninguno
1% -3.4316 -3.9601 -2.5655
10% -2.5671 -3.1272 -1.6167
Fuente: Elaboración propia con salida de Eviews.
No obstante los resultados anteriores, el comportamiento gráfico de las series en la Figura 1 sugiere la presencia de rompimientos estructurales. 
Por lo tanto, se prueba nuevamente la hipótesis de la presencia de raíz uni-
taria con la técnica de Perron, desarrollada para utilizarse precisamente en 
ese caso (véase Cuadro 2). 
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Intercepto Tendencia Ambos Intercepto Tendencia Ambos
CAC -3.18 -2.89 -3.02  -33.01***  -32.64***  -33.04***
DAX -3.63 -3.12 -3.51  -31.05***  -30.76***  -31.16***
FTSE -3.73 -3.40 -3.67  -33.04***  -32.32***  -33.4***
IBEX -3.43 -2.53 -3.67  -41.29***  -40.91***  -41.29***
MIB -3.68 -2.77 -3.45  -31.37***  -31.15***  -31.46***
Niveles Rendimientos 
Cuadro 2. Pruebas de raíz unitaria de Perron para series con rompimientos 
estructurales
Intercepto Tendencia Ambos
-5.92 -5.45 -6.32
-5.23 -4.83 -5.59
-4.92 -4.48 -5.29
Sig. al 5% = **
Sig. al 10% = *
Sig. al 1% = 
***
Valores críticos de la prueba de Perron
Fechas de ruptura estructural identificadas en los rendimientos
Intercepto Tendencia Ambos
CAC 10/10/2008 2/19/01 10/15/02
DAX 10/10/2008 2/23/01 03/12/2003
FTSE 10/10/2008 9/22/00 10/10/2008
IBEX 10/10/2008 8/31/00 10/10/2008
MIB 03/06/2009 2/21/01 9/21/01
Fuente: Elaboración propia con salidas de Eviews y datos de Yahoo Finance.
Los resultados del Cuadro 2 permiten corroborar el rechazo de la hi-pótesis de presencia de raíz unitaria en los rendimientos logarítmicos de los índices accionarios en presencia de rompimientos estructurales de las 
series, con un alto nivel de significancia.Tal como se describió en la sección anterior, para representar la vola-
tilidad condicional de los rendimientos se recurrió a un modelo GARCH cu-ya ecuación de la media expresa el rendimiento medio de cada uno de los 
26 Volumen 6, número 1, enero -junio 2016, pp. 9-36
Estocástica:
FINANZAS Y RIESGO
R.J. Santillán-Salgado, C. Gurrola Ríos, F. López-Herrera
índices como función de una constante, cinco términos autorregresivos y una variable dummy5 que captura el efecto de la ruptura estructural en el 
intercepto de la serie identificada con la prueba de Perron.6
Para modelar la volatilidad condicional se seleccionó el modelo de mejor 
ajuste de acuerdo al Criterio de Información de Schwarz7 entre las versio-
nes siguientes de la familia GARCH: GARCH(1,1), EGARCH(1,1), TARCH(1,1), 
IGARCH(1,1). 
Con base en los resultados de la primera corrida para cada serie se redu-
jo el número de términos autorregresivos, según el caso, cuando no fueron 
estadísticamente significativos. En la mayoría de los casos, los autorregre-
sivos resultaron ser no significativos, con contadas excepciones. En aquellos 
casos en los cuales se encontró una significancia del 5% o menos, se inclu-yeron en el cálculo de los residuos estandarizados. Las variables dummy con 
valor cero antes de la fecha identificada por la prueba de Perron para la rup-tura estructural en el intercepto de cada serie resultaron, en todos los casos, 
no significativas y, por lo mismo, fueron eliminadas.
Como se mencionó anteriormente, para seleccionar entre las variantes 
del modelo de volatilidad condicional aquel que ofrece el mejor ajuste, se 
optó por el criterio de información de Schwarz.8 En Cuadro 3 se destaca con negritas el criterio de información cuyo valor mínimo dio lugar a la elección del modelo óptimo. Es importante destacar una excepción a la regla ante-rior: en el caso de los modelos utilizados para la serie de rendimientos del 
índice DAX, no fue posible eliminar la heterocedasticidad condicional de los residuos9 con tres de los cuatro modelos probados,10 por lo cual se optó por 
5 El valor de la dummy es igual a uno a partir de la fecha de ruptura en adelante y 
cero antes de esa fecha.
6 La fecha de ruptura en tendencia o en ambas, intercepto y tendencia, no se repor-
tan ni se incorporan en la ecuación auxiliar ya que, tratándose de series de rendi-
mientos sólo hace sentido hablar de ruptura en el intercepto de la serie, pero no en 
la tendencia y, en consecuencia, tampoco en ambas. 
7 En la mayoría de los modelos coincidieron los tres criterios de información típica-
mente utilizados: Akaike, Hannan-Quin y Schwarz. No obstante, en caso de conflic-
to entre la señal se optó por el criterio de Información de Schwarz. En el caso de la 
modelación. 
8 No obstante en el Cuadro 3 se reportan los valores de los tres criterios de infor-
mación tradicionales (Akaike, Hannan-Quin y Schwarz) para los distintos modelos 
GARCH, para destacar que, en la mayoría de los casos, fueron consistentes entre sí.
9 Se utilizó la prueba ARCH LM para verificar la presencia de efectos GARCH. Para 
confirmar que los efectos GARCH son completamente capturados con cada uno 
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de los modelos considerados, se utilizó una prueba de Multiplicador de Lagrange 
(LM), aplicada sobre los residuos cuadrados de la ecuación estimada de la media:
Para modelar la volatilidad condicional se seleccionó el modelo de mejor ajuste de 
acuerdo al Criterio de Información de Schwarz10 entre las versiones siguientes de la familia 
GARCH: GARCH(1,1), EGARCH(1,1), TARCH(1,1), IGARCH(1,1).  
Con base en los resultados de la primera corrida para cada serie se redujo el número 
de términos autorregresivos, según el caso, cuando no fueron estadísticamente 
significativos. En la mayoría de los casos, los autorregresivos resultaron ser no 
significativos, con contadas excepciones. En aquellos casos en los cuales se encontró una 
significancia del 5% o menos, se incluyeron en el cálculo de los residuos estandarizados. 
Las variables dummy con valor cero antes de la fecha identificada por la prueba de Perron 
para la ruptura estructural en el intercepto de cada serie resultaron, en todos los casos, no 
significativas y, por lo mismo, fueron eliminadas. 
Como se mencionó anteriormente, para seleccionar entre las variantes del modelo 
de volatilidad condicional aquel que ofrece el mejor ajuste, se optó por el criterio de 
información de Schwarz11. En Cuadro 3 se destaca con negritas el criterio de información 
cuyo valor mínimo dio lugar a la elección del modelo óptimo. Es importante destacar una 
excepción a la regla anterior: en el caso de los modelos utilizados para la serie de 
rendimientos del índice DAX, no fue posible eliminar la heterocedasticidad condicional de 
los residuos12 con tres de los cuatro modelos probados13, por lo cual se optó por escoger el 
único de los cuatro modelos que sí lo logró, el modelo IGARCH (1,1), aun cuando no 
correspondió con el valor mínimo indicado por el Criterio de Información de Schwarz. El 
                                                          
10 En la mayoría de los modelos coincidieron los tres criterios de información típicamente utilizados: Akaike, 
Hannan-Quin y Schwarz. No obstante, en caso de conflicto entre la señal se optó por el Criterio de 
Información de Schwarz. En el caso de la modelación  
11
 No obstante en el Cuadro 3 se reportan los valores de los tres criterios de información tradicionales 
(Akaike, Hannan-Quin y Schwarz) para los distintos modelos GARCH, para destacar que, en la mayoría de 
los casos, fueron consistentes entre sí. 
12 Se utilizó la prueba ARCH LM para verificar la presencia de efectos GARCH. Para confirmar que 
los efectos GARCH son completamente capturados con cada uno de los modelos considerados, se utilizó una 
prueba de Multiplicador de Lagrange (LM), aplicada sobre los residuos cuadrados de la ecuación estimada de 
la media: 
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donde    es un error estocástico. Las pruebas de interés en este caso son: 
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TARCH(1,1).  
10 Los modelos que no r sult ron capaces de eliminar la heterocedasticidad condicio-
nal autorregresiva en los residuos de la ecuación auxiliar estimada del índice DAX 
fueron: GARCH(1,1), EGARCH(1,1), TARCH(1,1). 
Cuadro 3: Criterios de información para elegir el modelo GARCH de mejor ajuste.
 
 GARCH EGARCH TARCH IGARCH Valor 
   (GJR)  Mínimo
  AIC -5.8797 -5.9099 -5.9072 -5.8715 -5.9099 
 CAC BIC (Schwarz) -5.8666 -5.9021 -5.8985 -5.8614 -5.9021
  Criterio Hannan-Quinn -5.8751 -5.9038 -5.9042 -5.8680 -5.9042
  AIC -5.8319 -5.8631 -5.8609 -5.8241 -5.8631 
 DAX BIC (Schwarz) -5.8246 -5.8544 -5.8522 25.3457 -5.8544 
  Criterio Hannan-Quinn -5.8293 -5.8600 -5.8579 -5.8225 -5.8600
  AIC -6.3347 -6.3712 -6.3673 -6.3260 -6.3712 
 FTSE BIC (S hwarz) -6.3260 -6.3625 -6.3586 -6.3188 -6.3625 
   Criterio Hannan-Quinn -6.3317 -6.3681 -6.3642 -6.3243 -6.3681
  AIC -5.8274 -5.8564 -5.8536 -5.8206 -5.8564 
 IBEX BIC (Schwarz) -5.8201 -5.8477 -5.8450 -5.8163 -5.8477 
   Criterio Hannan-Quinn -5.8248 -5.8533 -5.8506 -5.8191 -5.8533
  AIC -5.8207 -5.8431 -5.8401 -5.8156 -5.8431 
 MIB BIC (Schwarz) -5.8135 -5.8344 -5.8314 -5.8098 -5.8344 
   Criterio Hannan-Quinn -5.8182 -5.8401 -5.8371 -5.8136 -5.8401 
Notas: 
1. Los modelos con los cuales no f  posible eliminar el problema de heterocedasticidad condi-
cional fueron: a) para el CAC, TARCH; b) para el DAX, GARCH, EGARCH y TGARCH; c) para el IBEX, 
TARCH; d) para el MIB, TARCH. 
2. En el caso del DAX, el modelo cuyo Criterio de Información habría sido elegido fue el EGARCH, 
pero al probar la presencia de heteroce asticidad condicional en los residuos, se confirmó que no se 
logró eliminarl . En la tabla e indic  la falta de co responden i  entre el valor mínimo del Criterio de 
Schwarz y del modelo IGARCH selecci nado finalmente.
Fuente: Elaboración propia con resultados de EViews.
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escoger el único de los cuatro modelos que sí lo logró, el modelo IGARCH 
(1,1), aun cuando no correspondió con el valor mínimo indicado por el Crite-
rio de Información de Schwarz. El modelo de volatilidad condicional escogi-
do para las etapas subsecuentes del análisis fue el EGARCH (1,1), en cuatro 
de los cinco índices. La excepción correspondió al índice DAX, para el cual 
fue necesario optar por el modelo IGARCH (1,1).Los residuos estandarizados de los modelos seleccionados en la etapa anterior se transformaron en distribuciones uniformes mediante la integral de la probabilidad, aplicada a cada serie. La Figura 2 muestra los diagramas de dispersión de las distribuciones marginales uniformes en la triangular 
Figura 2. 
Diagramas de dispersión de las distribuciones uniformes y  
gráficas de contorno de las cópulas con marginales normales estándar
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Fuente: Gráfico elaborado con R11
11 El análisis de cópulas en R se llevó a cabo con el paquete CDVine, véase Brechmann 
y Schepsmeier (2013).
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superior, de los cuales se desprende que la mejor cópula para describir esas distribuciones bivariadas puede ser de la familia elíptica (gaussiana o t de 
Student). Dicha figura también muestra las gráficas de contorno de cópulas correspondientes a las marginales normales estándar de los datos con dife-rentes valores del parámetro de dependencia. 
El Cuadro 4 muestra las correlaciones entre las distribuciones unifor-
mes, de las marginales y el valor que alcanza la Tau de Kendall para cada 
par. En general se puede ver que los grados de asociación entre los diferentes 
mercados analizados tienden a ser de medianos a altos. Se puede ver que el 
índice CAC muestra niveles más altos de asociación con los demás mercados, 
como lo sugieren los coeficientes de correlación y las Tau de Kendall estima-
das empíricamente. El mercado británico parece ser el que tiene un menor grado de asociación con los otros mercados, no obstante, su Tau promedio es 
marginalmente superior al 0.58; el grado más bajo de asociación es, en este caso, con el mercado madrileño.
Cuadro 4: Matriz de Correlaciones-Tau de Kendall
 
 CAC DAX FTSE IBEX MIB
CAC 1 0.7074 0.6381 0.6454 0.6657
DAX 0.8818 1 0.5920 0.5925 0.6136
FTSE 0.8223 0.7817 1 0.5380 0.5537
IBEX 0.8302 0.7829 0.7249 1 0.6261
MIB 0.8459 0.7987 0.7409 0.8118 1
Correlaciones en la diagonal superior  
Tau de Kendall (empíricas) en la diagonal inferior
Fuente: Tabla elaborada con resultados de R.
En el Cuadro 5 se observa el rechazo de la independencia que sugieren para 
todos los casos los resultados de la prueba T, y se puede ver también ahí que 
los criterios de Akaike y de Schwarz (BIC) sugieren la cópula t de Student como la mejor opción para todos los pares. 
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Cuadro 5: Pruebas de independencia y de selección de cópula por pares
 
 Prueba de independencia Cópula seleccionada 
  (MV)
 Par Estadístico   p AIC BIC 
  T de G&F
CAC-DAX 70.4464 < 0.01 t de Student t de Student
CAC-FTSE 63.5490 < 0.01 t de Student t de Student
CAC-IBEX 64.2672 < 0.01 t de Student t de Student
CAC-MIB 66.2936 < 0.01 t de Student t de Student
DAX-FTSE 58.9555 < 0.01 t de Student t de Student
DAX-IBEX 59.0068 < 0.01 t de Student t de Student
DAX-MIB 61.1021 < 0.01 t de Student t de Student
FTSE-IBEX 53.5795 < 0.01 t de Student t de Student
FTSE-MIB 55.1403 < 0.01 t de Student t de Student
IBEX-MIB 62.3458 < 0.01 t de Student t de Student
G&F = Genest y Favre (2007), AIC = criterio de información de Akaike;  
BIC = Criterio Bayesiano de Schwarz, MV = Estimación máximo-verosímil
Fuente: Tabla elaborada con resultados de R.
La Figura 3 muestra la estructura de la viña empleada en este trabajo para 
analizar la dependencia de los cinco mercados europeos estudiados; se tra-
ta de una viña canónica en la cual cada árbol tiene sólo un nodo que se co-necta con todos los demás. En el cuadro 6 se observan los resultados de la estimación secuencial de los parámetros ( ρ , υ  ), los cuales sugieren una 
significancia superior a cualquier nivel convencional. La estimación secuen-cial de los parámetros se lleva a cabo comenzando desde el árbol ubicado en la cima, mediante máxima verosimilitud bivariada. 
Como se había indicado anteriormente, las cópulas que relacionan los 
rendimientos del mercado francés con los rendimientos de los demás mer-
cados son las que muestran mayores grados de asociación, dados los altos va-lores de los parámetros de dependencia estimados, ρ  mayores en todos los 
casos a 0.83 y las τ  de Kendall mayores a 0.63 (estimadas con base en los va-lores de los parámetros ρ ), en particular con el mercado alemán. Aunque la 
moneda de las cotizaciones del mercado británico difiere de todos los demás, 
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la asociación de sus rendimientos con los del mercado francés superan a la 
fuerza de asociación de los rendimientos de España e Italia con ese mismo mercado. En todos los demás árboles de la viña, se observa una caída drás-
tica en los parámetros de asociación, incluso a pesar de que los parámetros de las cópulas correspondientes se encuentren condicionadas al mercado 
francés. No obstante, resulta conveniente destacar que los rendimientos del 
mercado de la Gran Bretaña se encuentra más fuertemente asociado con los 
rendimientos de los otros mercados que como lo están los de España e Italia, en particular cuando la estructura de su dependencia se encuentra condicio-
nada por los rendimientos de los mercados francés y alemán. 
En la estructura de dependencia se encuentra que las cópulas estima-
das en el primer árbol de la viña, las que relacionan los rendimientos del 
mercado francés con los rendimientos de los otros mercados, implica una 
Figura 3: Árbol de la viña canónica estimada para los cinco mercados
Fuente: Gráfico elaborada con base en resultados obtenidos de R.
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distribucion t con mayores niveles de dispersión que todos los demás casos. 
La cópula que modela la estructura de dependencia de los rendimientos de los 
mercados francés y español es la que muestra mayor dispersión, en tanto que 
la estructura de dependencia de los rendimientos de Gran Bretaña e Italia muestran la menor cuando se encuentran condicionados por los rendimien-tos de Francia y Alemania. 
ConclusionesDurante los últimos lustros ha tenido lugar un notable crecimiento y pro-
fundización de los mercados de capital europeos, aunque con importantes diferencias de uno a otro. La coordinación de políticas macroeconómicas (al menos en materia de política monetaria) ha sido uno de los impulsores más 
importantes de una mayor integración financiera.
Nodos ρ
Error 
estand. ν
Error 
estand.
τ  de 
Kendall
AIC BIC
1,2 0.8888 0.0030 5.6594 0.5255 0.6970 -6863.6125 -6850.8288
1,3 0.8592 0.0038 5.1659 0.4633 0.6581 -5932.9202 -5920.1365
1,4 0.8433 0.0041 5.6704 0.5549 0.6388 -5507.9684 -5495.1847
1,5 0.8382 0.0043 5.2191 0.4680 0.6328 -5389.2522 -5376.4685
2,3|1 0.2318 0.0153 8.6853 1.1332 0.1489 -295.9198 -283.1361
2,4|1 0.1871 0.0155 9.9124 1.5218 0.1198 -212.9418 -200.1581
2,5|1 0.1984 0.0152 12.0421 2.2112 0.1271 -211.6648 -198.8811
3,4|1,2 0.3526 0.0138 9.6981 1.4180 0.2294 -637.9373 -625.1536
3,5|1,2 0.0977 0.0157 14.2983 3.0536 0.0623 -61.5086 -48.7248
4,5|1,2,3 0.0568 0.0161 12.4470 2.3218 0.0362 -47.0550 -34.2713
C. de Información Globales: AIC= -25,160.78; BIC= -25,032.94
Máximo Verosimil Global=12,600.39
Cuadro 6: Estimación Secuencial de la Viña
Notas: AIC se refiere al Criterio de Información de Akaike; BIC se refiere al Criterio de In-
formación de Schwarz. La correspondencia de los dígitos utilizados para identificar a los 
nodos es la siguiente: 1= CAC; 2=DAX; 3=FTSE; 4=IBEX; 5=MIB.
Fuente: Tabla elaborada con resultados de R.
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todología Cópula-GARCH que consiste en identificar el modelo GARCH de 
mejor ajuste en términos del criterio de información de Schwarz para gene-
rar residuos estandarizados en la siguiente etapa de modelación con Cópu-
las Viña. En la totalidad de los casos, el modelo GARCH de mejor ajuste, de 
acuerdo con el Criterio de Schwarz son del tipo EGARCH. No obstante, en el 
caso del índice DAX, el modelo EGARCH no fue capaz de eliminar el problema 
de heterocedasticidad en los residuos de acuerdo con la prueba ARCH LM. 
Por lo tanto, se opta por el modelo IGARCH, el único cuyos residuos no están afectados por heterocedasticidad, para generar los residuos estandarizados a utilizar en la siguiente etapa del estudio.
Con base en los resultados del análisis de Cópulas-Viña de la siguiente 
etapa, destaca que no en todos los casos se identifican relaciones fuertes entre los mercados estudiados pero, en promedio, se trata de valores media-
nos a altos. Asimismo, es notable que aquellos mercados con menor grado de 
integración son, también, los que tienen menor dispersión y, por lo tanto, los más adecuados para la construcción de portafolios. 
Otro aspecto que vale la pena destacar es que, a pesar de que los ren-dimientos del mercado británico están calculados en su moneda original, 
libras esterlinas, en tanto que los rendimientos de los otros mercados están 
estimados en euros, aquel no se encuentra menos relacionado con los de-más por la diferencia de monedas e, incluso, muestra vínculos más fuertes 
con el conjunto que los mercados de España e Italia. Asimismo resalta, como 
se comenta en los párrafos anteriores, las cópulas que relacionan los rendi-
mientos del mercado francés con los de los demás mercados sugieren una asociación más fuerte entre ese mercado y el resto.Estos resultados contribuyen a una mejor comprensión de las relaciones 
que prevalecen entre los mercados de capital de las principales economías 
de Europa occidental. Específicamente, se mide objetivamente el impacto 
que tiene la volatilidad de los rendimientos de alguno de los mercados sobre los demás. 
Es preciso destacar la importancia de continuar con la búsqueda de ex-plicaciones sobre la dinámica e interacción de los distintos mercados. Sólo de esa manera, será posible generar información más completa con la cual apoyar los procesos de administración de riesgos, valuación de activos, di-
versificación de portafolios, regulación y supervisión de los mercados.
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Resumen
En el área de análisis financiero, medidas como el Valor en riesgo, el VaR, 
y el Valor en riesgo extremo, el EVaR, son medidas comúnmente acep-tadas para evaluar el riesgo en portafolios de inversión. En este trabajo 
se analizan los métodos de varianza-covarianza, el método histórico y el 
método de picos sobre el umbral en términos de su pertinencia en la esti-
mación del VaR y EVaR. Se propone una forma de estimar puntualmente 
y por intervalos el VaR y EVaR usando cada uno de los métodos señala-dos, en el contexto particular de portafolios de inversión. Los procedi-
mientos propuestos son desarrollados poniendo énfasis en su correcta 
aplicación, en términos de los supuestos técnicos que los validan. El des-empeño de las metodologías propuestas se ilustran con datos simulados de un portafolio de inversión, así como en portafolios de acciones del sec-tor de la construcción.
Clasificación JEL: C1, G11.
Palabras clave: Estimación por intervalos, intervalos Bootstrap, método 
de picos sobre el umbral, método de corridas.
AbstRAct
In Finance, indicators such as Value at Risk, called VaR, and Value at 
Extreme Risk, EVaR, are commonly accepted to assess risk in investment 
portfolios. In this paper variance-covariance, historical and the peak 
on the threshold methods are analyzed in terms of their applicability to 
estimate VaR and EVaR. In addition, punctual and interval estimations 
under those methods are carried out. The procedures are reviewed under 
the specific context of investment portfolios. Special care was taken on 
the correct application of the proposed procedures in terms of their 
underlying technical assumptions. Their performance is illustrated using 
a simulated investment portfolio, and a real stock portfolio related to the 
construction sector in Mexico.
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IntroducciónA lo largo del tiempo los inversionistas han colocado su capital en diferen-tes instrumentos de inversión, con el fin de obtener mayores ganancias 
en una fecha futura. En algunos casos en el momento en que determinan en cuáles activos invertir, desconocen cuál será su valor futuro, y por ende, la ga-nancia correspondiente. Algunos ejemplos de instrumentos de inversión son las acciones, los bonos, los bienes y los derivados, entre otros. En la mayo-
ría de los casos, los valores de los instrumentos cambian a través del tiempo 
y siguen un comportamiento aleatorio debido a que sus variaciones son in-ciertas. Todo instrumento cuyo comportamiento es aleatorio tiene un riesgo 
asociado. El riesgo, desde el punto de vista financiero, se define como la ex-
posición ante posibles eventos que impactan de manera adversa en la inver-sión de un individuo. Existen varios tipos de riesgo tales como el de mercado, 
el de crédito y el de liquidez, entre otros. En este trabajo se analiza el riesgo 
de mercado, el cual consiste en el riesgo que conllevan las variaciones de los 
precios de los activos financieros.Algunas propuestas, existentes en la literatura, para medir el riesgo 
son la volatilidad de un portafolio, introducida por primera vez por Harry 
Markowitz en 1952, (Markowitz, 1952), el coeficiente beta, el cual se uti-
liza en el Modelo de Valuación de Activos de Capital (CAPM) desarrollado 
por Sharpe, Lintner y Mossin, ver (Sharpe, 1964), (Mossin, 1966) y (Lint-ner, 1965), respectivamente. Otras medidas de riesgo, las cuales utilizan la 
distribución de las pérdidas del portafolio, son el Valor en Riesgo (VaR) y el 
Valor en Riesgo Extremo o Condicionado (EVaR). El VaR nació a finales del 
siglo pasado y es una medida de riesgo que por su sencillez es muy popular 
en el sistema financiero. El VaR tiene varias propiedades atractivas, entre 
ellas: se puede aplicar a cualquier portafolio sin importar su composición; toma en cuenta las correlaciones en los cambios de los precios de los activos del portafolio, el riesgo se representa mediante un sólo número y es fácil de 
calcular. Sin embargo, tiene sus inconvenientes, entre los que se encuentra 
no tener la propiedad de subaditividad, que viola el principio de diversifica-
ción en finanzas, por lo que no es una medida de riesgo coherente. Debido a 
esta limitación, se propone usar al EVaR que es una medida coherente y por 
ende, más confiable desde el punto de vista financiero. Cabe mencionar que 
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la volatilidad de un portafolio y el coeficiente beta tampoco son medidas 
coherentes, (McNeil et al., 2005).En el presente trabajo se aplican a varios portafolios de inversión dis-
tintos métodos para estimar el VaR y el EVaR. El de varianza-covarianza que 
supone rendimientos que siguen una distribución Normal. Otros, que tra-
bajan directamente con las pérdidas del portafolio sin suponer distribución 
alguna, como son el método histórico y el de picos sobre el umbral (POT). 
Este último usa la teoría de valores extremos que permite estimar de mejor 
manera la probabilidad de ocurrencia de pérdidas excesivamente grandes.El objetivo general del presente trabajo es analizar, comparar y aplicar 
los métodos de varianza-covarianza, histórico y de picos sobre el umbral, en 
la estimación del VaR y EVaR asociados a datos financieros. Lo anterior po-niendo especial atención al cumplimiento de los supuestos teóricos asocia-
dos a cada método. Particularmente, se muestra cómo obtener estimaciones 
puntuales y por intervalos de confianza.El contenido del presente artículo es el siguiente. En la Sección 1 se pre-
sentan el cálculo de la pérdida en el valor de un portafolio de inversión, se 
introducen las definiciones del VaR y el EVaR, se explican las metodologías utilizadas en este trabajo para estimar puntualmente estas medidas de ries-go y los procedimientos para generar los correspondientes intervalos de 
confianza. En la Sección 2 se muestran los resultados obtenidos cuando se 
estiman el VaR y EVaR de un portafolio de acciones con distintas estrategias 
de inversión. Por último, en la Sección 3 se ofrecen las conclusiones corres-pondientes.
1. Definiciones y métodos para estimar el VaR y EVaR
1.1. La función de pérdidaA continuación se explica cómo calcular la pérdida en el valor de un por-
tafolio de inversión. Se asume que en el tiempo t se conoce el valor del instrumento financiero i , denotado por ,Pti  desde 
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Cabe resaltar que si los precios de los instrumentos financieros 1   tiP  son 
aleatorios, entonces 1tV  y  1tL  también son variables aleatorias. Por lo 
general, la distribución de probabilidad  de estas variables se desconoce. 
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Cabe resaltar que si los precios de los instrumentos financieros 1   +tiP  son aleatorios, entonces 1+tV  y 1+tL  también son variables aleatorias. Por lo general, la distribución de probabilidad de estas variables se desconoce.
1.2. Valor en Riesgo y Valor en Riesgo Extremo
El Valor en Riesgo es la pérdida más grande que se obtiene de un portafolio 
de inversión para un nivel de confianza α−1  y en un horizonte de tiempo 
dado. Es decir, el VaR es un cuantil asociado a la distribución de la pérdida. Su expresión matemática está dada por
 }1)(|{ inf αααα −≥≤= kLPkVaR . (3)
Por otro lado, el Valor en Riesgo Extremo o Condicionado se define como 
la pérdida esperada que se puede obtener del portafolio de inversión dado 
que ésta excedió el VaR. Su expresión matemática está dada por
 ]|[ αα VaRLLEEVaR >= .  (4)
Existen modelos, tanto paramétricos como no paramétricos, para es-
timar el VaR y el EVaR. En los primeros, se asume que la pérdida se mo-
dela mediante una distribución de probabilidad específica. En los modelos 
no paramétricos sólo se considera que la distribución de probabilidad que 
describe el comportamiento de la pérdida es alguna dentro de una familia F  de distribuciones.
1.3. Métodos para estimar puntualmente el VaR y el EVaR
Aproximación varianza-covarianza
El procedimiento de varianza-covarianza asume que la distribución de las 
pérdidas L , en el valor del portafolio, es normal con media µ  y varianza 2σ . 
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En la práctica, los parámetros se desconocen por lo que se estiman con datos 
históricos. Con base en este supuesto, el VaR se define como el cuantil de or-den α−1  de una distribución Normal, y se estima por
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donde 1  es la  inversa  de la  función de distribución acumulada  de una 
normal estándar.  El supuesto  de normalidad  no se cumple en general puesto que 
las pérdidas exhiben colas pesadas, ver las gráficas que se presentan en la Sección 
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 donde Fˆ  es la función de distribución empírica de las pérdidas. El mayor 
atractivo de este me´todo  es que es completamente  no paramétrico,  es decir, 
no se asume ninguna distribución específica de la pérdida. Sin embargo, la 
variabilidad  de los estimadores depende de la muestra  que se obtenga. Es por 
ello que una estimación puntual no es suficiente. Este procedimiento se puede 
complementar  mediante  me´todos de remuestreo  como los me´todos Bootstrap  con 
los cuales se pueden  calcular  intervalos  de confianza para  el VaR  y el EVaR  a 
partir  de la muestra  de datos.  El inconveniente  de este me´todo reside en su 
dependencia  muestral.  En consecuencia, genera únicamente escenarios que 
ocurrieron en el pasado, lo que es un problema en el área de finanzas donde lo 
importante es prever las expectativas  futuras  del mercado, (McNeil et al., 2005) y 
(Crouhy et al., 2001). 
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atractivo de este método es que es completamente no paramétrico, es decir, 
no se asume ninguna distribución específica de la pérdida. Sin embargo, la 
variabilidad de los estimadores depende de la muestra que se obtenga. Es 
por ello que una estimación puntual no es suficiente. Este procedimiento se 
puede complementar mediante métodos de remuestreo como los de Boots-
trap con los cuales se pueden calcular intervalos de confianza para el VaR 
y el EVaR a partir de la muestra de datos. El inconveniente de este método reside en su dependencia muestral. En consecuencia, genera únicamente es-
cenarios que ocurrieron en el pasado, lo que es un problema en el área de fi-nanzas donde lo importante es prever las expectativas futuras del mercado, 
(McNeil, et al., 2005) y (Crouhy, et al., 2001).
Método de picos sobre el umbral (POT)En contraste con la aproximación varianza-covarianza y el metodo his-tórico, el método POT modela únicamente la distribución de la pérdida a partir de un valor u  definido como umbral, es decir, se enfoca en la cola derecha de la distribución. El método asume una distribución de los ex-
cedentes o excesos. Los excedentes son aquellos valores de la pérdida que exceden el umbral u  y el exceso es la diferencia entre el excedente y el 
umbral. Este método se fundamenta en el Teorema de Pickands-Balkema-
de-Haan, (Pickands, 1971) y (Balkema y de Haan, 1974).
Teorema (Pickands-Balkema-de-Haan)
Para una función de distribución F  y un umbral u  se puede encontrar una función positiva medible )(uβ  tal que:
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del valor extremo generalizado H , ver McNeil et al. [8, 2005]. 
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Con frecuencia los parámetros se desconocen y deben estimarse por algún 
procedimiento, por ejemplo, por máxima verosimilitud. Por lo general, se asume 
que los parámetros se estiman a través de una muestra de observaciones 
independientes e idénticamente distribuidas. Sin embargo, en finanzas los 
excedentes  no son independientes por lo que debe recurrirse a métodos como el 
de corridas para obtener una muestra de elementos, al menos poco 
correlacionados, ver ( Campa, 2001). A continuación se explica brevemente el 
método de corridas. 
 
 
 
(8)
si y sólo si F  está en el máximo dominio de atracción de una función de dis-tribución del valor extremo generalizado εH , ver McNeil et al., (2005).
Es decir, conf rme el umbral se aproxime al punto final derecho Fx , los 
excesos convergen, en distribución, a una Distribución Pareto Generalizada 
(GPD) )()(, yG uβε  definida por:
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donde 0≥y si 0≥ε  y  si 0<ε  y 
ε
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−≤≤ y0  en ambos casos 0>β .
Con frecuencia los parámetros se desconocen y deben estimarse por al-
gún procedimiento, por ejemplo, por máxima verosimilitud. Por lo general, 
se asume que los parámetros se estiman a través de una muestra de ob-
servaciones independientes e idénticamente distribuidas. Sin embargo, en 
finanzas los excedentes no son independientes por lo que debe recurrirse 
a métodos como el de corridas para obtener una muestra de elementos, al 
menos poco correlacionados, ver (Campa, 2001). A continuación se explica 
brevemente el método de corridas.
Método de corridas
El método de corridas se basa en agrupar la muestra de pérdidas, ordenadas cronológicamente, en grupos disjuntos y de cada grupo seleccionar el valor 
máximo. La muestra de excedentes se escoge por medio de este método: se 
ordenan las pérdidas cronológicamente, se agrupan en corridas, tomando 
en cuenta su tamaño. Cada corrida debe tener un número de elementos ma-yor o igual a r , donde 0>r  se elige de antemano, y se selecciona de cada grupo el valor más grande. La nueva muestra de excedentes se forma con 
aquellos valores seleccionados que excedan el valor del umbral u . Con esta 
muestra de excedentes se aplica el Teorema de Pickands-Balkema-de-Haan. 
Para estimar los parámetros de la distribución de Pareto Generalizada se 
asume que los excedentes se modelan mediante una distribución de este ti-
po. Este supuesto debe verificar mediante alguna prueba de bondad de ajuste. Por ejemplo, la prueba de Anderson-Darling, (Razali, et al., 2011). 
Una vez que se valida la aplicación del Teorema de Pickands-Balkema-
de-Haan se puede estimar el VaR y el EVaR mediante la relación entre la 
distribución de los excedentes y la distribución de las pérdidas F  como se muestra a continuación.
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Método de corridas 
 
El método de corridas se basa en agrupar  la muestra  de pérdidas, 
ordenadas  cronológicamente, en grupos disjuntos  y de cada grupo seleccionar el 
valor máximo. La muestra  de excedentes se escoge por medio de este me´todo: se 
ordenan las pérdidas cronológicamente, se agrupan en corridas, tomando en 
cuenta  su tamaño. Cada corrida debe tener un número de elementos mayor o 
igual a r , donde 0r  se elige de antemano,  y se selecciona de cada grupo el 
valor más grande. La nueva  muestra de excedentes  se forma con aquellos valores 
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se aplica el Teorema de Pickands-Balkema-de-Haan. Para estimar  los parámetros 
de la distribución de Pareto Generalizada se asume que los excedentes se modelan 
mediante una distribución de este tipo.
Este supuesto  debe verificar mediante alguna prueba  de bondad  de ajuste. Por 
ejemplo, la prueba de Anderson-Darling, (Razali et al., 2011).  
 
Una vez que se valida la aplicación del Teorema de Pickands-Balkema-de-Haan 
se puede estimar el VaR y el EVaR mediante la relación entre la distribución de 
los excedentes  y la distribución de las pérdidas F  como se muestra  a 
continuación. 
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donde )(1)( xFxF   es la función de supervivencia. Para conocer el VaR de 
orden 1  simplemente se despeja x de la ecuación (10). Es decir, se igualan 
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El EVaR al mismo nivel 1  se calcula obteniendo la esperanza de la GPD, la 
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siempre que 1 . Para 1  no existe ningún momento central. En la práctica    
β y )(uF  se reemplazan por sus respectivos valores estimados. 
 
 
2.4.   Estimación por intervalos 
 
En la aproximación de varianza-covarianza se asume  que la pérdida  en el 
valor del portafolio L  se distribuye normal con media   y varianza 2 . Sin 
embargo,  aun bajo este supuesto la variabilidad de algún  cuantil, como el VaR, es 
 (10)
donde )(1)( xFxF −=  es la función de supervivencia. Para conocer el 
VaR de orden α−1  simplemente se despeja x de la ecuación (10). Es de-cir, se igualan α=)(xF  y xVaR =α  y se obtiene:
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valor del portafolio L  se distribuye normal con media   y varianza 2 . Sin 
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2.4. Estimación por intervalos
En la aproximación de varianza-covarianza se asume que la pérdida en el va-lor del portafolio L  sigue una distribución Normal con media µ  y varianza. Sin 
embargo, aun bajo este supuesto la variabilidad de algún cuantil, como el VaR, 
es difícil de estimar. Para tratar de estimar la variabilidad de los correspon-
dientes estimadores del VaR y EVaR, en el presente trabajo se propone usar el 
método de remuestreo que consiste en generar varios modelos de variables 
aleatorias normales con media y varianza estimadas a través de una muestra. Esto es, bajo el supuesto de normalidad de la aproximación varianza-cova-rianza, sea { } RjLL jmj ,.1,,, )()(1  =  la j-ésima modelo aleatorio donde R  es el número de muestras generales y 
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difícil de estimar. Para tratar de estimar la variabilidad de los correspondientes  
estimador s  del VaR y EVaR, en el presente trabaj  se propone usar el método 
de  remuestreo  que consist  n generar varias mu str s de variables aleatorias 
normales con media  y vari nza estimadas  través de una muestra. Esto es, bajo 
el supuesto de normalidad de la aproximación varianza-covarianza, sea 
  jLL jmj ,.1,,, )()(1   la j-ésima muestra aleatoria donde R  es el número de 
muestras generadas y   es el tamaño de cada muestra. Para cada muestra se 
estiman el VaR y el EVaR por lo que se tiene una muestra de distintos valores del 
VaR,    ̂       ̂  y otra de distintos valores de EVaR,     ̂        ̂ . A 
partir de la distribución de la muestra  de valores del VaR estimado  se obtiene un 
intervalo de confianza al (1 − α). Análogamente se obtiene un intervalo de 
confianza para el EVaR.   
En el caso del me´todo histórico  se sugiere usar  el me´todo del percentil 
básico que es un me´todo Bootstrap no paramétrico  para  estimar  intervalos de 
confianza. Los me´todos Bootstrap son métodos de remuestreo empleados para  
estimar el sesgo de  un  estimador  y el intervalo  de  confianza  de  un parámetro, 
ver, por ejemplo, (Davidson y Hinkley, 1997].  
Cuando se emplea la estimación por  Máxima Verosimilitud (MV) se puede 
derivar un intervalo de confianza asintótico para algún parámetro desconocido θ. Los 
intervalos  de confianza se calculan a partir de la tasa de log-verosimilitud, la cual 
es un estadístico  de prueba  utilizada  para  probar si el parámetro   tiene 
cierto valor 0  (hipótesis  nula).  Este  procedimiento conocido con el nombre  de 
me´todo de la razón de verosimilitud genera un intervalo de confianza asimétrico. 
Dado  que se usa el método de máxima verosimilitud para estimar los parámetros 
de la distribución de los excedentes, también se usa este método para generar  
intervalos de confianza para la estimación del VaR y EVaR en el me´todo POT. 
Para más detalles sobre este método, ver, por ejemplo, (Urbina, 2015) y las 
referencias allí incluidas. 
 
 
3.   Aplicación a portafolios de inversión 
 
 
Como se ha dejado ver en las secciones anteriores, la aplicación correcta de 
métodos formales para estimar adecuadamente cantidades como VaR y el EVaR 
dependen fuertemente de los supuestos bajo los que trabaja cada uno de los métodos. 
A continuación se ilustran las metodologías analizadas anteriormente empleando 
datos reales del sector de la construcción en México y datos simulados de pérdidas 
de portafolios de inversión. Se pone énfasis en la adecuada aplicación de cada una de 
las metodologías.  
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 A partir de la distribución de la muestra de valores del VaR 
estimado se obtiene un intervalo de confianza al (1−α). Análogamente se ob-
tiene  intervalo de confianza para el EVaR. 
En el caso del método histórico se sugiere usar el del percentil básico 
que es un método Bootstrap no paramétrico para estimar intervalos de con-
fianza. Los métodos Bootstrap son de remuestreo, empleados para estimar 
el sesgo de un estimador y el intervalo de confianza de un parámetro, ver, 
por ejemplo, (Davidson y Hinkley, 1997]. 
Cuando se emplea la estimación por Máxima Verosimilitud (MV) se 
puede derivar un intervalo de confianza asintótico para algún parámetro 
desconocido θ. Los intervalos de confianza se calculan a partir de la tasa de log-verosimilitud, la cual es un estadístico de prueba utilizada para probar si el parámetro θ  tiene cierto valor 0θ  (hipótesis nula). Este procedimiento 
conocido con el nombre de método de la razón de verosimilitud, genera un 
intervalo de confianza asimétrico. Dado que se usa el método de máxima verosimilitud para estimar los parámetros de la distribución de los exceden-
tes, también se usa este procedimiento para generar intervalos de confianza 
para la estimación del VaR y EVaR en el método POT (Urbina, 2015). 
3. Aplicación a portafolios de inversión
Como se ha dejado ver en las secciones anteriores, la aplicación correcta de 
métodos formales para estimar adecuadamente cantidades como VaR y el 
EVaR dependen fuertemente de los supuestos bajo los que trabaja cada uno 
de los métodos. A continuación se ilustran las metodologías analizadas ante-
riormente empleando datos reales del sector de la construcción en México y 
datos simulados de pérdidas de portafolios de inversión. Se pone énfasis en la adecuada aplicación de cada una de las metodologías. 
Portafolios con datos reales
Para este caso, se seleccionaron acciones de las siguientes cinco empresas: 
Grupo ICA, Grupo Mexicano de Desarrollo (GMD), Cementos Mexicanos (CE-
MEX), Desarrolladora HOMEX y Grupo CARSO (GCARSO). Se tomaron los 
precios diarios de cada una de sus acciones en el periodo 2009-2013 y se estimaron el vector de rendimientos promedio y la matriz de varianza-co-
varianza de los rendimientos diarios. Se empleó el método de Markowitz, 
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(Davison, 1998), para encontrar el vector de pesos óptimo, es decir, los por-
centajes del monto total que se invierten en cada una de las acciones para minimizar la varianza del portafolio. La solución del problema de optimiza-ción de la varianza del portafolio se muestra en la Tabla 1. Los pesos dados en la Tabla 1 están en el intervalo abierto ( )1 , 0 , lo que significa que no se 
requiere pedir prestado capital para lograr tener la menor volatilidad con el 
rendimiento esperado dado, el cual se propuso del 5% anual.Adicionalmente, se realizaron pruebas de bondad de ajuste de Shapiro-
Wilk (Razali y Wah, 2011), para validar el supuesto de normalidad de la dis-
tribución de las pérdidas del portafolio correspondiente. 
Tabla 1: Vector de pesos óptimo de Markowitz para el portafolio de acciones
 
 Acción ICA GMD CEMEX HOMEX GCARSO
 wi 0.4057 0.0948 0.0379 0.0997 0.3616
Fuente: elaboración propia.
En el presente trabajo se analizaron dos portafolios compuestos por las mis-
mas acciones. Los dos portafolios difieren en los pesos de inversión. El por-
tafolio A es aquel donde se invierte la misma proporción del monto de capital 
en cada una de las acciones y el portafolio B es aquel donde se invierte de 
acuerdo a la solución del problema de Markowitz mostrada en la Tabla 1. Se 
construyeron los gráficos QQ-plot para las pérdidas de cada portafolio como se muestran en las Figuras 1 y 2. Se puede apreciar una discrepancia en las 
colas de la distribución en ambas gráficas. Por otro lado, los valores p  de 
las respectivas pruebas de Shapiro-Wilk son del orden de 10-16. Por lo tanto, 
se puede concluir que la distribución Normal no modela adecuadamente las 
pérdidas en el valor de ninguno de los dos portafolios, lo que invalida el uso 
del método de varianza-covarianza para estimar el VaR y EVaR. Cabe men-
cionar que también se analizó si las pérdidas de ambos portafolios podrían seguir una distribución t-student. Se aplicó una prueba de bondad de ajuste de Anderson-Darling para distintos grados de libertad. En todos los casos el valor p  de las pruebas correspondientes resultó muy pequeño por lo que 
también se rechaza el supuesto que los datos se pueden modelar mediante una distribución t -Student.
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En la Tabla 2 y en la Tabla 3 se muestran los resultados numéricos de 
las estimaciones del VaR y el EVaR empleando los métodos de varianza-co-
varianza, el histórico y el método POT. Asociadas al método de varianza-
covarianza se presentan las estimaciones por intervalos de confianza del 
método de remuestreo, empleando el método del percentil básico las corres-
pondientes estimaciones por el método histórico y finalmente, por el méto-
do de verosimilitud de perfiles o de razón de verosimilitud se exhiben los 
intervalos asociados al método POT. Para este último se estableció el cuantil 
empírico de 85% como umbral. Se aplicó el método de corridas para generar una muestra independiente de excedentes. El tamaño de la muestra antes 
de usar el método de corridas fue de 195 excedentes. Al aplicar el método 
de corridas, con tamaño de corrida igual a 2, se obtuvieron 133 exceden-tes para el portafolio A  y 128 para el portafolio B . Con el fin de validar la 
correcta aplicación del Teorema de Pickands-Balkema-de-Haan a los datos de los excedentes de los dos portafolios se les aplicó la prueba de Anderson-Darling. En ambos portafolios los correspondientes valores resultaron ma-
Figura 1: QQ plot de las pérdidas en el valor del portafolio A.
Fuente: elaboración propia.
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Tabla 2: Estimaciones del VaR y el EVaR para el portafolio A. Monto = $1.00, 
Tiempo = 1 día. IC=Intervalo de confianza
 
 Método Var-Covarianza Histórico POT
 VaR 0.0329 0.0313 0.0331
 IC VaR (0.0314, 0.0344) (0.0278, 0.0345 ) (0.0295, 0.0374)
 EVaR 0.0414 0.0463 0.0481
 IC EVaR (0.0396, 0.0431) (0.0407, 0.0523 ) (0.0427, 0.0579)
Fuente: elaboración propia.
Tabla 3: Estimaciones del VaR y el EVaR para el portafolio B. Monto=$ 1.00, 
Tiempo = 1 día.
 
 Método Var-Covarianza Histórico POT
 VaR 0.0284 0.0305 0.0309
 IC VaR (0.0272, 0.0297 ) (0.026, 0.0339 ) (0.0279, 0.0344)
 EVaR 0.0358 0.0405 0.0427
 IC EVaR (0.0343, 0.0372) (0.0366, 0.0447) (0.0384, 0.0489)
Fuente: elaboración propia.
yores a 0.8. Por lo anterior, se puede concluir que la aplicación del teorema es adecuado para ambos portafolios. 
De los resultados presentados en las tablas 2 y 3 se puede observar que el 
método POT es el que ofrece las estimaciones más altas tanto para el VaR 
como el EVaR en ambos portafolios. A excepción de la estimación del VaR para el portafolio A , la aproximación de varianza-covarianza es la que da 
las estimaciones más bajas. Como se discutió previamente, los resultados 
anteriores están acordes a lo que se esperaría desde el punto de vista teó-
rico. Es decir, dado que las correspondientes pruebas de bondad de ajuste 
(Anderson-Darling) validaron la aplicación del Teorema de Pickands-Balke-
ma-de Haan y dado que las correspondientes pruebas de bondad de ajuste para la normalidad y para una distribución t-Student se rechazaron, se pue-
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de concluir que a excepción del método POT los otros métodos subestiman el 
riesgo. Particularmente, en este caso se observa que el método de varianza-
covarianza subestima en demasía el riesgo, al asumir una distribución Nor-
mal para las pérdidas. Aunque los intervalos de confianza obtenidos por el 
método histórico (remuestreo y del percentil básico) y por el método de POT 
(verosimilitud de perfiles) se intersectan en todos los casos, es claro que los 
intervalos asociados al método POT ofrecen valores mayores, comparados 
con el método histórico. 
Por otro lado, se puede observar que las estimaciones del VaR y el EVaR para el portafolio B  son generalmente menores que las correspondientes al portafolio A . Específicamente, lo anterior siempre ocurre en el caso del 
método de varianza-covarianza. Esto último se puede explicar dado que el 
VaR y EVaR están en función de la desviación estándar del portafolio, y el portafolio B  es aquel donde ésta alcanza su valor mínimo. Sin embargo, no 
hay ningún resultado teórico que nos permita asegurar que lo anterior se 
cumple para el método histórico o para el método POT.
Figura 2: QQ plot de las pérdidas en el valor del portafolio B.
Fuente: elaboración propia.
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Portafolios con datos simuladosEn este caso se presentan ejemplos con datos simulados donde se analiza el 
desempeño de los diferentes métodos de estimación. Se generó una muestra 
de pérdidas que siguen una distribución Normal con media -0.00076475 y 
varianza 0.0002942. Se aplicaron los tres métodos antes vistos. Los resulta-
dos se muestran en la Tabla 4. Como se puede observar, el POT estima bien 
el VaR dado que es el más cercano al de varianza-covarianza que en este 
caso es el valor correcto. Los intervalos obtenidos para cada uno de los mé-todos contienen al valor verdadero. Esto muestra la ventaja de contar con 
intervalos de confianza porque permiten asegurar que la estimación es ra-
zonable a pesar de que puntualmente las estimaciones son distintas. Para el 
EVaR, como era de esperarse, el POT lo sobreestima cuando se comparan las 
estimaciones puntuales. Aunque todos los intervalos estimados contienen al valor correcto se puede notar un sesgo respecto a los valores obtenidos 
por el método de varianza-covarianza. Por otro lado, se simuló un portafo-
lio donde las pérdidas se generaron de una distribución t-Student con cinco 
grados de libertad. El VaR bajo esta distribución es 2.015 y una aproxima-
ción numérica del EVaR resultó ser 2.925. En la Tabla 5 se muestran los re-
sultados correspondientes. En este caso se puede observar que el método 
de varianza-covarianza es el que peor se desempeña cuando la distribución 
que genera las pérdidas tiene colas relativamente más pesadas que la distri-
bución Normal. Particularmente, el valor exacto no se encuentra dentro del 
intervalo de confianza asociado.
Tabla 4: Estimaciones del VaR y el EVaR para un portafolio con las mismas 
características del portafolio B en el que se asume que las pérdidas son normales. 
Monto=$ 1.00, Tiempo = 1 día.
 
 Método Var-Covarianza Histórico POT
 VaR .027439 .026364 .027483
 IC VaR (0.0263, .0286) (.0242, .0296) (.0248, .0306)
 EVaR .03452 .03347 .03805
 IC EVaR (.0331, .0359) (.0308, .0362) (.0342, .044) 
Fuente: elaboración propia.
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4. Conclusiones
Derivado del análisis de este trabajo se puede observar que las pérdidas ex-
cesivas tienen probabilidades más grandes que si se asumiera un modelo 
con una distribución Normal. Por lo anterior, la aproximación de varianza-
covarianza subestima el riesgo. Por otro lado, el método histórico no propor-
ciona suficiente información sobre la cola de la distribución de las pérdidas 
y difícilmente permite considerar escenarios futuros. Esto implica que las 
estimaciones del VaR y el EVaR son poco útiles. Por otro lado, una opción que 
resulta atractiva es la aplicación de métodos basados en la Teoría de Valores 
Extremos, como el método POT. A pesar de que se debe tener cuidado en la 
aplicación de métodos de remuestreo como el Bootstrap, estos ofrecen una 
manera fácil de construir intervalos de confianza para el VaR y el EVaR en 
situaciones donde teóricamente resultaría retador. Los métodos que traba-
jan con los valores extremos dan una mejor estimación del riesgo ya que al 
garantizar que los supuestos se cumplen, se asegura que las estimaciones 
sean consistentes. El método POT, a diferencia del método histórico, tiene 
la posibilidad de generar nuevos escenarios que permiten al inversionista 
estimar de antemano el riesgo que conllevan. Aunque el método POT es el 
que da las mejores estimaciones, tiene la limitación de requerir de un tama-
ño suficientemente grande de excedentes para estimar los parámetros y así 
poder estimar el VaR y el EVaR adecuadamente. Por último, es importante 
hacer notar que la información que se usó en las aplicaciones es histórica 
por lo que no refleja las expectativas futuras del mercado. Como una futura 
Tabla 5: Estimaciones del VaR y el EVaR para un portafolio cuyas pérdidas tienen 
distribución t-Student con 5 grados de libertad.
Fuente: elaboración propia.
 
 Método Var-Covarianza Histórico POT
 VaR 2.229789 2.133007 2.208766
 IC VaR (2.1350,2.3238) (1.9577, 2.3095) (2.0032, 2.4579)
 EVaR 2.7871 3.0640 3.1567
 IC EVaR (2.6790, 2.8910) (2.6730, 3.5404) (2.8150, 3.6992)
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Resumen
Las métricas usuales de riesgo de mercado, tales como Valor en Riesgo 
(VaR) o Déficit Esperado (ES), se calculan usando estimadores puntua-
les. Desde un punto de vista estadístico, el VaR es un cuantil y el ES una 
esperanza condicional de la distribución de pérdidas, la cual puede ser 
modelada de forma paramétrica o no paramétrica. Sin embargo, un esti-
mador puntual es tan bueno como su precisión, por lo que cualquier es-timación de riesgo debería complementarse con alguna indicación de su 
precisión. En este trabajo construimos intervalos de confianza para los 
estimadores de ambas métricas bajo las distribuciones más comúnmen-
te usadas: normal y empírica. La utilidad de los intervalos radica en que 
es posible obtener conclusiones equivalentes a la prueba de backtesting 
desde la primera estimación de riesgos que se realice, sin necesidad de 
esperar a tener una muestra de estimaciones de métricas de riesgo. 
Clasificación JEL: C12, C13, G17.
Palabras clave: Valor en riesgo, déficit esperado, backtesting, intervalos 
de confianza.
AbstRAct
The usual market risk metrics, such as Value at Risk (VaR) or Expected 
Shortfall (ES), are estimated pointwise. From a statistical viewpoint, VaR 
is a quantile and ES is a conditional expectation of the loss distribution, 
which can be modeled parametrically or non-parametrically. However, 
a point estimator is only as good as its precision; therefore any risk 
estimation should be accompanied with some indication of its precision. 
In this paper confidence intervals for the estimators of both metrics, 
under the most commonly used distributions: Normal and empirical, were 
calculated. The usefulness of the intervals lies in the possibility of drawing 
a decision equivalent to backtesting from the very first risk estimation, 
without having to wait to gather a sample of risk estimates.
JEL Classification: C12, C13, G17.
Keywords: Value at risk, expected shortfall, backtesting, confidence 
intervals.
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IntroducciónUna vez que se han estimado las métricas de riesgo por algún tiempo, es importante que la adecuación del modelo de estimación de riesgos sea 
evaluada periódicamente. Ello supone tanto verificar los supuestos del mo-
delo como cuantificar su desempeño. Esto último se refiere al uso de métodos 
estadísticos para contrastar las métricas de riesgo pronosticadas con los re-
sultados —reales o hipotéticos— del período posterior. 
En términos prácticos, esto significa realizar una prueba de hipótesis. 
Para ello, se requiere establecer una hipótesis nula que probar, una hipótesis 
alternativa consistente con el tipo de desviación que se desea validar; así 
como un nivel de significancia (la máxima probabilidad aceptable de recha-
zar un modelo válido) independiente del nivel de confianza de la métrica de 
riesgo. Seleccionar un nivel demasiado pequeño no tiene sentido porque se incrementaría la probabilidad de no rechazar un modelo inválido. Así, gene-
ralmente se elige un nivel de significancia arbitrario y se procura construir una prueba con la máxima potencia (habilidad de rechazar un modelo invá-lido).
Para medir dicha habilidad se construye un estadístico de prueba y se estima su distribución de probabilidades bajo la hipótesis nula. Si el valor 
de esta probabilidad (valor-p) es menor que el nivel de significancia, la hi-
pótesis nula se rechaza, entendiéndose que la muestra presenta evidencia razonable en su contra. 
Si la estimación de métricas de riesgo es una disciplina relativamente reciente, la validación de modelos (backtesting) lo es aún más. Una de las primeras y todavía más ampliamente pruebas usadas de validación para el 
VaR es la propuesta por Kupiec (1995), basada en el cociente de verosimili-tudes de la distribución binomial. La potencia de esta prueba no es muy alta 
(salvo para muestras muy grandes) porque no usa ni valida la aleatoriedad ni la magnitud de los excesos. 
La prueba de Christoffersen (1998) incorpora la aleatoriedad de forma 
explícita en el estadístico de prueba, mientras en McNeil et al., (2005) pro-pone una prueba independiente para la aleatoriedad. Engle y Manganelli 
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(2004) proveen un ejemplo de cómo probar la independencia usando una regresión binaria y lo llaman la prueba dinámica de cuantiles. Algunas prue-
bas recientes que usan el tiempo transcurrido entre excesos incluyen Chris-
toffersen y Pelletier (2004), Candelon et al., (2011) y Pelletier y Wei (2015). 
Dowd (2005) presenta algunas pruebas alternativas, mientras Campbell (2006) hace una revisión extensa de modelos de validación. 
La popularidad del Déficit Esperado (ES por sus siglas en inglés) como 
métrica de riesgo creció a raíz de que Artzner et al., (1999) probaron que el 
VaR no es una medida coherente, Acerbi y Tasche (2002), entre otros, mos-
traron que el ES sí lo es. Posteriormente, El Comité de Basilea (BIS 2013) 
decidió reemplazar al VaR a 99% por el ES al 97.5% como la métrica están-
dar de riesgo de mercado, pero mantuvo el VaR para efectos de validación de modelos.
Validar la estimación de VaR es relativamente sencillo porque basta ve-
rificar la fracción de tiempo que la pérdida posterior excedió el VaR y esto 
se puede hacer con independencia del modelo que produjo el VaR. El caso del ES no es tan directo por dos razones vinculadas entre sí: 1) el ES involucra 
en general el cálculo de un promedio, pero la pérdida del día siguiente es la realización de un único escenario y 2) el ES depende de la distribución 
subyacente. Así para validar un modelo de estimación de ES se requieren 
necesariamente técnicas tipo MonteCarlo o Bootstrap. 
Algunos autores proponen métodos paramétricos para la estimación de ES y su backtesting (ver McNeil y Frey (2000), por ejemplo). Entre los mé-
todos no paramétricos podemos destacar los trabajos de Kerkhof y Melen-
berg (2004), quienes usan la funcional delta para construir una prueba que se compara favorablemente con el backtesting del VaR de Basilea, así como 
Acerbi y Szekely (2014), quienes proveen tres estadísticos de prueba que 
mediante MonteCarlo muestran en general mejor potencia que la prueba de 
Basilea para VaR a 99%.Una limitación de los procedimientos de validación de modelos de ries-
gos más populares es que se basan en aproximaciones asintóticas de la dis-
tribución del estadístico de prueba, lo que se traduce en la necesidad de contar con muestras grandes antes de poder tomar una decisión acerca de la adecuación del modelo de estimación de riesgos. En la práctica, si se usan cuatro años de retornos diarios para estimar 
las métricas de riesgo y se realiza una prueba de adecuación (backtest) con-
trastando, según recomienda el Comité de Basilea, al menos un año de esti-
maciones diarias de riesgos con la pérdida del día siguiente, se tendría que 
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disponer de alrededor de 1 250 datos diarios antes de poder tomar una deci-sión sobre la bondad del modelo. Desde la primera estimación de riesgos, se debe esperar al menos un año para evaluar el modelo. 
Otra limitante del procedimiento usual de backtesting es que existen subconjuntos no observables de la región de rechazo de la hipótesis nula. 
En particular, supóngase que se intenta probar la adecuación de un modelo 
de VaR estimado a 99% con base en una muestra de un año (250 observa-ciones). La región de no rechazo de la prueba de Kupiec para esta situación 
es [0,6], esto es, se considera que el modelo subestima el riesgo si se obser-van más de seis excesos. Sin embargo, no será posible detectar si el modelo 
sobre-estima el riesgo, ya que es imposible observar un número negativo 
de excesos. Este será el caso siempre que el riesgo se estime a un nivel de 
confianza alto. 
Para superar estas limitaciones es importante conocer la distribución 
de las métricas de riesgo al considerarlas como variables aleatorias. Para el 
VaR, por ejemplo, esto equivale a encontrar la distribución de un estadístico 
de orden, tal como lo hace Dowd (2005). Sin embargo, la distribución mues-
tral es siempre función de la distribución de los factores de riesgo, lo que puede complicar su instrumentación práctica. 
Respecto a intervalos de confianza, Dowd (2006) se basa en estadísti-
cos de orden para estimar intervalos para VaR que funcionan bajo modelos 
paramétricos y no paramétricos. Moraux (2011) construye el intervalo para 
el VaR Normal, como en la sección 2.2.2, mejorando la estimación de Jorion 
(1996), quien ignoraba la media y, por tanto, su dispersión. Cotter y Dowd 
(2007) usan simulación MonteCarlo para construir intervalos para VaR, ES 
y medidas espectrales, partiendo de la Normal y luego alejándose en cuando 
a asimetría y kurtosis de la distribución de retornos. Gao y Song (2008) y 
Spierdijk (2014) construyen intervalos para estimadores basados en mode-
los GARCH.
En este trabajo se propone un método completamente general para el 
cálculo de intervalos de confianza que se basa en el estimador máximo ve-rosímil y sus propiedades distribucionales asintóticas. Al usar propiedades asintóticas, no se pretende resolver el problema del tamaño de la muestra 
para la toma de decisiones. Sin embargo, en la medida que se suponga una 
distribución específica para los factores de riesgo, es posible construir in-
tervalos más precisos con la misma muestra que se usó para estimar los parámetros. 
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En estricto sentido, las pruebas de validación tienen el componente 
de la aleatoriedad (McNeil et al., (2005)) e independencia (Christoffersen 
(1998)) de los excesos, pero las métricas de riesgo heredan esa propiedad 
de los retornos de los factores de riesgo y consideramos, por tanto, que la 
independencia debe validarse antes de estimar el riesgo. Campbell (2006) recomienda efectuar las pruebas de independencia o aleatoriedad de forma separada de la prueba de cobertura no condicional (frecuencia de excesos). 
En este sentido, la metodología de intervalos de confianza va más allá de los modelos tradicionales de validación al incluir la magnitud de los excesos y 
no sólo la frecuencia de éstos.
El resto del artículo está dividido en 4 secciones. En la  primera Sección se hace una revisión muy general de los procedimientos usuales de valida-
ción de modelos. En la Sección 2 se construyen los intervalos de confian-za en el caso general, cuando los estimadores son máximo verosímiles, así 
como los intervalos de confianza para VaR y ES en los casos de Simulación 
Histórica (SH) y Normal. En la Sección 3 se demuestra la equivalencia entre 
las pruebas de validación e intervalos de confianza para ambas métricas. 
La Sección 4 presenta una aplicación al caso del mercado colombiano y se discuten los resultados. Finalmente, se redondean los resultados y enuncia algunas conclusiones.
1. Pruebas de validación (Backtesting)
Cuando las métricas de riesgo se han estimado sistemáticamente por algún período de tiempo, es posible evaluar el desempeño del modelo de estima-ción riesgo. A este proceso se le conoce como backtesting.1 Sea L la variable aleatoria (v.a.) de pérdida de la cartera y supóngase que para cada período t se tienen la pérdida aleatoria Lt y estimaciones para VaR 
y ES a un nivel de confianza 
 
una aplicación al caso del mercado colombiano y se discuten los resultados. Finalmente, la 
Sección 6 redondea los resultados y enuncia algunas conclusiones. 
 
2. Pruebas de validación (Backtesting) 
 
Cuando las métricas de riesgo se han estimado sistemáticamente por algún período de 
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1 Aunque es posible traducir backtesting como prueba de validación, prueba de 
adecuación o prueba retrospectiva, se mantendrá el anglicismo dado su us
extendido.
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Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
 ̅    
 ̂ √ ⁄
                                                               
donde  ̅  es la media de las pérdidas en exceso observadas { ̂       }   
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
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donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
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nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
(1.4)
donde 
 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar e  comportamie to d  media cero: 
    [ ̂            ]            [ ̂            ]                               
Dado que la ueba se realiza sobre la m dia de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
 ̅   
 ̂ √ ⁄
                                                              
e ̅  es la media de las pérdidas en exceso observadas { ̂     }   
 
, n es el tamaño de 
la uestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alter ativa en (2.3) se puede plan ear tanto par  validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica par  L, s  puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asi tótico (ASL, por s siglas en inglés) para la hipótesis alternativa, 
el ual se est ma como  
   ̂     {       }                                                    
donde       ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
 s la edia de las pér idas n xceso observadas 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos conc ntraremos en probar el comportamiento de media cero: 
    [ ̂            ]            [ ̂            ]                               
D do que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
    
̅   
 ̂ √⁄
                                                               
donde  ̅  es la media e l s pérdidas en exceso observadas { ̂       }   
 
, n es el t maño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Ti shira i (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba ajo la hi ótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }  
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal par  L es que se pu de realizar una prueba t de libro de texto.  
En cualquier c so, si sólo s  tiene un exceso sobre el V R, no es posibl  estimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bo tstrap n  produce una r gión de rechazo o -su equivalente- un valor crítico, sin  un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {        }                                                   
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
  el tamaño de la muestra, 
 
Realizar una prueba de est  segunda propi ad es equivalente al backtesting del VaR, por 
lo que nos concentrar m s en probar el comportami nt  de medi  cero: 
  [ ̂           ]          [ ̂         ]                          
Dado qu  la prueba s  realiza sobre la media de una distribución, el e tadístico de prueba 
por excelencia es de la forma  
    
 ̅   
̂ √⁄
                                                               
donde  ̅  es la media de las pérdidas en exceso observadas { ̂      }  
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂         ]   . 
 
Dowd (2005) propone h cer una pru ba t " libr  de texto", pero ello no s evidente 
porque la d stribución el estadístico pen e de la distribución de pé didas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bo tst p no paramétrica basada en 
la distribución empírica del estadístico de prueba baj  la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muest eando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución es ecífica para L, se puede sar una versión par métrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tanto, tampoco es posi le probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce un región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
 es la desv ación estándar de la muestra de excesos. 
La hipótesis lternativa en (1.3) se puede plantear tanto para vali ar igualdad (dos colas) como la falta de simetría (una cola). En este caso se usa-rá la hipótesis alte nativa de antisimetría positiva 
 
Realizar una pru ba de sta segund  pro iedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar el comportamiento de media cero: 
    [ ̂           ]            [ ̂            ]                               
Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
̅
 ̂ √ ⁄
                                                               
onde  ̅  es la me ia de las pérdidas en exceso observadas { ̂       }   , n es el tamaño de 
la muestr , 0=0 y  ̂ es la esviación estándar de la muestra de excesos.  
La hipótesis alternativa e  (2.3) se puede plantear tant  para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este c so se us rá la hipótesis alternativa de 
antisimetría positiva    [ ̂            ]   . 
 
Dowd (2005) ropone hacer una pru ba t "de libro de texto", p ro llo no es evidente 
porque la istri ución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) propone  una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del est dístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución aju tada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede re lizar una prueb  t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tant , tampoco es posible pr ar H0 us ndo el estadístico d  la ecuación (2.4). 
El bootstr p no produce una región de r chazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
donde         ̂  es el valor del estadístico (2.4) obser do en la muestra original y N 
es el número de repeticio es bootstrap.   
Dowd (2005) propone hacer una prueba t “de libro de texto”, pero ello 
no es evidente porque la distribución del estadístico depende de la distribu-
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ción de pérdidas. Por ello, Efron y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en la distribución empírica del estadístico de prueba bajo la hipótesis nula. 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no paramétrico, muestreando con reemplazo de 
 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar el comportamiento de media cero: 
    [ ̂            ]            [ ̂            ]                               
Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
 ̅    
 ̂ √ ⁄
                                                               
donde  ̅  es la media de las pérdidas en exceso observadas { ̂       }   
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
mientras que si se ha supuesto una distribución específica para L, se puede 
usar una versión paramétrica del bootstrap, muestreando de la distribución 
ajustada. Sólo en el caso que se suponga la distribución normal para L es que se puede realizar una prueba t de libro de texto. 
En cualquier caso, si sólo se ti ne un exceso sobr  el VaR, no es posible estimar 
 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar el comportamiento de media cero: 
    [ ̂            ]            [ ̂            ]                               
Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
 ̅    
 ̂ √ ⁄
                                                               
donde  ̅  es la media de las pérdidas en exceso observadas { ̂       }   
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se supong  la distribució  
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible est   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
, p r tanto, tampoco es posible probar H0 usando el estadístico 
de la ecuación (1.4).El bootstrap no produce una región de rechazo o —su equivalente— un 
valor crítico, sino un nivel de significancia asintótico (ASL, por sus siglas en 
inglés) para la hipótesis alternativa, el cual se estima como 
 
 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar el comportamiento de media cero: 
    [ ̂            ]            [ ̂            ]                               
Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
     
 ̅    
 ̂ √ ⁄
                                                             
donde  ̅  es la media de las pérdidas en exceso observadas { ̂       }   
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empíric  del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mi ntras que si se ha supuesto 
una distribución específica para L, e puede usar una versi  paramétrica del bootstrap, 
muestreando de la distribución ajust da. Sólo en l caso que se suponga la distribución 
normal para L es que se puede realizar una p ueba t de libro de texto. 
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible stimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de ignificancia asintót co (ASL, por sus sigl s en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂     {        }                                                    
donde         ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
(1.5)
donde 
 
Realizar una prueba de esta segunda propiedad es equivalente al backtesting del VaR, por 
lo que nos concentraremos en probar el comportamiento de media cero: 
    [ ̂          ]           [ ̂    ]                           
Dado que la prueba se realiza sobre la media de una distribución, el estadístico de prueba 
por excelencia es de la forma  
    
 ̅   
 ̂ √ ⁄
                                                               
donde  ̅  es la media de las pérdidas en exceso observadas { ̂       }   
 
, n es el tamaño de 
la muestra, m0=0 y  ̂ es la desviación estándar de la muestra de excesos.  
La hipótesis alternativa en (2.3) se puede plantear tanto para validar igualdad (dos colas) 
como la falta de simetría (una cola). En este caso se usará la hipótesis alternativa de 
antisimetría positiva     [ ̂            ]   . 
 
Dowd (2005) propone hacer una prueba t "de libro de texto", pero ello no es evidente 
porque la distribución del estadístico depende de la distribución de pérdidas. Por ello, Efron 
y Tibshirani (1994) proponen una prueba de hipótesis bootstrap no paramétrica basada en 
la distribución empírica del estadístico de prueba bajo la hipótesis nula.  
 
Si la distribución de la v.a. de pérdida L es la empírica, se puede usar el bootstrap no 
paramétrico, muestreando con reemplazo de { ̂       }   
 
; mientras que si se ha supuesto 
una distribución específica para L, se puede usar una versión paramétrica del bootstrap, 
muestreando de la distribución ajustada. Sólo en el caso que se suponga la distribución 
normal para L es que se puede realizar una prueba t de libro de texto.  
En cualquier caso, si sólo se tiene un exceso sobre el VaR, no es posible estimar   y, por 
tanto, tampoco es posible probar H0 usando el estadístico de la ecuación (2.4). 
El bootstrap no produce una región de rechazo o -su equivalente- un valor crítico, sino un 
nivel de significancia asintótico (ASL, por sus siglas en inglés) para la hipótesis alternativa, 
el cual se estima como  
   ̂      {         }                                                    
dond        ̂   es el valor del estadístico (2.4) observado en la muestra original y N 
es el número de repeticiones bootstrap.   
 el valor d l estadístico (1.4) observado en la muestra original y N es el número de repeticiones bootstrap. 
Como lo hacen notar Efron y Tibshirani, el estimador 
 
C mo lo hacen notar Efron y Tibshirani, el estima    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
 
  
)   [     
     ]  
√       
 [       ]
 
√   
    
                            
lo que implica que           , con      
√   
√ 
 [       ]
      
. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                     
           
 
   
         
       
            
   
  [      ]                                      
                                   
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
-
terpreta como una probabilidad exacta, sino que, como todos los estimado-res bootstrap, su precisión crece con el tamaño de la muestra. 
2. Intervalos de confianza
2.1 Notación y fundamentos
Igual que antes, sea L la v.a. —absolutamente continua— de pérdida de la cartera, con función de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) los estadísticos de orden. 
Siempre que la función de distribución FL se suponga conocida, el vector 
 
Como lo hacen notar Efron y Tibshirani, el estimador ̂     no se interpreta como una 
probabilidad exacta, ino que, como todo  los estimador s bo tstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
 
  
)   [     
     ]  
√       
 [       ]
 
√   
    
                            
lo que implica que           , con      
√   
√ 
 [       ]
      
. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                     
           
 
   
         
       
            
   
  [      ]                                      
                                   
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
 resentará los parámetros y 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámet   ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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lo que implica que           , con      
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. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                   es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
i ador de Máxima Verosimilitud 
(MV). Por otra parte, 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud ). Por otr    denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (  ̅)
  
        y l  variable aleatoria            se distribuye      . En 
particular, [        ]   , esto es,        y además (ver Lehmann y Casella 
(1998  sección 2.2): 
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donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
rá la función de distribución de la Normal estándar, 
 
Como lo hacen notar Efron y Tibshirani, el esti d r   ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos os e timadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente c ntinua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota un  muestra aleatoria de L y L(1) < … < (n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el v ctor   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal ,  su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye    . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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. Dicho de otra forma, 
  ̂       (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                   es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]    [      ]  con      √ . 
Finalmente, se sigue que  
i  de densidad y 
 
Como lo hacen notar Efron y Tibshirani, e  stimador  ̂  no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión c ece con 
el tamaño de la muestra. 
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, , Ln denota na muestra al atoria de L y L(1) <  < (n) 
los estadísticos de orden. 
Siempre que la función de distribución FL se suponga conocida, el vector  representará los 
parámetros y ̂   el estimador de Máxima Verosim litud (MV). Por otra parte,  denotará 
la función de distribución de la Normal estándar,  su función  si     su cuantil 
 , i.e.,      , para cualquier  [  ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muest al 
   ∑ (    ̅)
  
        y la variable aleatoria        se distribuye   . En 
particular, [        ]     , esto es,        y además (ver Lehm nn y Casel a 
(1998) sec ión 2.2): 
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. Dicho de otra forma, 
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donde             es la varianza de na variable al atoria con distribución 
    y la última aproximación se obtiene de   [   ]   [   ]  con    √ . 
Finalmente, se sigue que 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
, i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
  ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [          ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
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. Dicho de otra forma, 
  ̂      (y o S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
a 
cualquier 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores b otst ap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igua  que ante , sea L la v.a. -absol tamente conti ua- de pérdida de la cartera, con función 
de distribución acumula a FL. L1, …, Ln denota una m estra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de dist ibución d  la Normal estándar,   su función de densidad y    su cuantil 
, i.e.,      , para cualqui  [  ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (   ̅)
  
          y la variable aleatoria             se distribuye      . En 
p rticular,  [        ]   , esto es,       y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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lo que implica que        , con      
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. Dicho de otra forma, 
 ̂       (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                 es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
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Bajo el supuesto de normalidad de la pérdida L, el único estimador in-
sesgado de varianza mínima (UMVUE por sus siglas en inglés) de la varianza 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función d  densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
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lo que implica que           , con      
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. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
  la varianza muestral 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
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lo que implica que           , con      
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. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
l iable aleatoria 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
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lo que implica que           , con    
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. Dicho de otra forma, 
  ̂      (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de [ ]    [      ]  con      √ . 
Finalmente, se sigue que  
 distribuye 
 
Como lo h cen notar Efr n y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,  su función de densidad y    su cuantil 
, i.e.,    , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesga o de v rianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
         y la variable aleatoria            se distribuye     . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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. Dicho de otra forma, 
  ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                 es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]   [      ]  con      √ . 
Finalmente, se sigue que  
. En particular, 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
   ∑ (    ̅)
  
          y la variable aleatoria            se distribuye      . En 
particula  [          ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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. Dicho de otra forma, 
  ̂     (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                 es la varianz  d un  variable aleatoria con distribución 
     y la última aproximación se obtiene de  [ ]     [    ]  con      √ . 
Finalm nte, se sigue que  
to es, 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de istribución de la Normal e tándar,   su función de densidad y    su cuantil 
 , i. .,     , p ra cualquier   [   ]. 
Bajo el upu sto de normalidad de la pérdida L, el ún co estimador insesgado de varianza 
mínima ( MVUE por sus siglas en inglés) de l  varianza     es la varianza muestral 
  ∑ (    ̅)
  
      y l  variable aleatoria         se distribuye     . En 
particular, [         ]    , esto e        y además (ver Lehmann y Casella 
(1998) sección 2.2): 
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. Dicho de otr  forma, 
 ̂      (y no S) es el MVUE de la desviación estándar. Luego calculamos 
                   
 
       
 
       
 
 
           
 
  [   ]                                      
                                   
donde                  es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [   ]    [      ]  con      √ . 
Finalmente, se sigue que  
emás (ver Lehmann y C sella (1998) sección 1.2):
 
 
Como lo hacen notar Ef on y Tibshirani, el estimador    ̂     no se interpreta como una 
proba ilidad exacta, sino que, como t dos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   represe tará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra pa te,   denotará 
la función de distr bución de la Norm l st ndar,  su función de densidad y    su cuantil 
 , i.e.,      , para cualquier [  ].
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianz    es la vari nza muestral 
   ∑ (    ̅)
 
        y la variable aleatoria             se distribuye      . En 
particular, [       ]  , esto es,        y además (ver Lehmann y Casella 
(1998) s cción 2.2): 
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lo que implica que          , con  
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. Dicho de otra forma, 
  ̂    (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
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donde                    es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
(2.1)
lo que implica que 
 
Como lo hacen no a  Efron y Tibshirani, el estimador    ̂     no se interpreta c mo un  
proba ilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, s a L la v.a. -absolutamente continu - de pérdida de la cartera, con función 
de distribución acumulada FL. L1, …, Ln denota una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que l  función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂  el estimador de Máxima Verosimilitud (MV). Por tra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalid d de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza    es la varianza muestral 
∑ ( ̅)
  
        l  variable al atoria            se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
(√
 
  
) [    
     ]  
√     
 [      ]
 
√  
    
                            
lo e lica e           , con     
√   
√ 
 [       ]
      
. Dicho de otra forma,
  ̂     (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
            
     
 
   
      
   
        
  
 [     ]                                      
                                  
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
con 
 
Como lo hacen notar Efron y Tibshirani, el estimador   ̂     n  se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente contin a- de pérdida de la cartera, co  función 
de distribución acumulada FL. L1, …, Ln denota una muestra al atoria de L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función d  distribución FL se uponga conocida, el vector   representará los 
pará etros y  ̂   el estimador de Máxima Verosimilitu  (MV). Por otra parte,   denotará 
la función de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [  ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza    es la varianza muestral 
  ∑ ( ̅)
       y la variable aleatoria          se distribuye      . En 
particular,  [         ]    , esto es,         y ade ás (ver Leh ann y Casella 
(1998) sección 2. ): 
(√
 
 
) [  
   ]  
√    
 [   
             
lo que implica que  , con    
√   
√ 
 [ 
  
 tra forma, 
 ̂     (y no S) es el UMVUE de la desviación estándar.  l l s
                
         
               
   
 [     ]                                      
                                 
donde                   es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
Dicho de otra forma, 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la mu st a.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de i tribución acumula a FL. L1, …, Ln denota una mu stra leatoria de L y L(1) < … < (n
los est dísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la fu ción de distribución de la Normal estándar,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
B j  el upuesto de normalidad de la érdida L, el ú ico estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral
  ∑ (   ̅)
 
        y la variable aleatoria             se distribuye      . En 
particular,  [           ]     , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
(√   
 
)   [     
   ]
√       
 [       ]
√  
  
                         
lo que implica que          , con    
√   
√ 
 [       ]
  
. Dicho de otra forma, 
  ̂      (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                     
          
         
  
  [      ]                                      
                                   
donde                 es la varianza de una variable aleatoria con distribución 
    y la última aproximació  se obtiene de   [  ]   [ ]  con      √ . 
Finalment , se sigue que  
 (y no S) es el UMV   l  desviación estándar. Luego calculamos
 
 
Com  lo h cen notar Efron y Tibshirani, l estimador    ̂     no s  interpreta como una 
probabilidad exacta, i  que, como todos los stimadores boot trap, u pr cisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confia z . 
 
3.1. Notación y Fundamentos. 
 
Ig al qu  antes, sea L la v.a. -absolut mente o tinua- de pérdida de la cartera, con función 
de dis ribución acumulada FL. 1, …, Ln denota una muestra aleatoria de L y L(1) <  < L(n) 
l s estadí ticos de ord n.  
Siempre que la función de distribución FL se suponga con cida, el vector  r ntará los 
parámetros y  ̂  el estim dor de Máxima Verosi ilitud (MV). Por otra part ,  denotará 
la función de distr bución de la Normal estándar,  su función de densidad y    su cuantil 
 , i. .,      , p ra cualquier [   ]. 
Bajo el supuesto de norm lidad de a pérdida L, el único estimador ins sgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la vari nza    es la varianza muestral 
  ∑ (  ̅)
  
        y la variable aleatoria           se distribuye     . En 
particular,  [          ]   , esto es,      y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√ )  [   
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√     
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lo que implica que        , con   
√  
√ 
 [      ]
      
. Dicho de otra forma,
  ̂    (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
        
 
     
            
   
 [      ]                                      
                                
donde                es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
(2.2)
donde 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que ant s, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distribución a umula a FL. L1, …, Ln den ta una muestra aleat ia d  L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la fun  distribución FL se suponga conocida, el vector  representará los 
parámetros y  ̂   el estimador de Máxima Verosimilitud (MV). Por otra parte,   denotará 
la función de distribuc ón de la Normal estándar,   su función de densidad y    su cuantil 
, i.e.,    , para cualq i r [  ]. 
Bajo el supuesto de normalid d de la pérdid  L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la v rianza     es la varianza muestral
  ∑ (    ̅)
  
       y la variable aleatoria            se distribuye      . En 
particular,  [       ]  , esto es,         y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√  
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lo que implica que          , con     
√   
√
[ ]
   
. Dicho de otra forma, 
̂      (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                 
          
                
   
  [     ]                                      
                                  
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
es la varianza de una variable alea-toria con distribución 
 
Como lo hacen notar Efron y Tibshirani, el estimador    ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de l  estra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de distrib ción cum lada FL. L1, …, Ln deno  una muestra aleatoria de L y L(1) < … < L(n) 
los estadísticos de orden. 
Siempre que la f nción de istribución FL se supo ga conocida, el vector   representará los 
parámetros y  ̂   el estimador Máx ma Vero imilitud (MV). Por otra parte,   denotará 
la función de distribución d  la N rmal estándar,   su función de densidad y    su cuantil 
 , i.e.,     , para cualquier  [   ]. 
Bajo el supuesto de normalid d de la pérdida L, el único estimador insesgado de varianza 
míni  (UMVUE por sus siglas en inglés) de la varianza     es la varianza muestral 
  ∑ (    ̅)         y la variable aleatoria            se distribuye   . En 
particular,  [          ]    , esto es,      y además (ver Lehmann y Casella 
(1998) sección 2.2): 
(√ ) [     
 ]
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√   
 
                            
lo que implica que          , con     
√   
√ 
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. Dicho de otra forma, 
 ̂    (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                    
           
 
        
      
            
[    ]                                      
                                   
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
  la última aproximación se obtiene de 
 
Como lo hacen notar Efron y Tibshirani, el estim d r   ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la muestra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fundamentos. 
 
Igual que antes, sea L la v.a. -absolutamente continua- de pérdida de la cartera, con función 
de d stribución acu ulada FL. L1, …, L  enota na muestra aleatoria  L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la fu ción de istribución FL se suponga nocid , el vect r  r prese t rá los 
parámetros y  ̂  el estimador de Máxima Verosimilitud (MV). Por otra parte,  denotará 
la función de distribución de la Normal estánd r,   su función de densidad y    su cuantil 
 , i.e.,     , para cualquier   [ ]. 
Bajo l supuesto de normalidad de la pérdida L, el único estimador insesgado de varia za 
mínima (UMVUE por sus siglas en inglés) de la varianza   es la varianza muestral
   ∑ (    ̅)
  
       y la variable aleatoria     se distribuye      . En
particular,  [           ]     , esto es,        y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (√   
 
  
) [     
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√
 
                  
lo que implica que        , con    
√   
√ 
 [       ]
   
. Dicho de otra forma,
 ̂        (y no S) es el UMVUE de la desviación estándar. Luego calculamos 
                     
          
 
   
            
            
   
  [      ]                                     
                                 
donde                      es la varianza de una variable aleatoria con distribución 
     y la última aproximación se obtiene de    [    ]     [      ]  con      √ . 
Finalmente, se sigue que  
con 
 
Como lo hac n notar Efron y Tibshirani, el estimador   ̂     no se interpreta como una 
probabilidad exacta, sino que, como todos los estimadores bootstrap, su precisión crece con 
el tamaño de la m estra.  
 
3. Intervalos de Confianza. 
 
3.1. Notación y Fun amentos. 
 
Igual que ante , sea L la v.a. -absolutamente continua- de pérdida d  l  c rtera, con función 
de distribución acumulada FL. L1, …, Ln d nota una muestra aleatoria d  L y L(1) < … < L(n) 
los estadísticos de orden.  
Siempre que la función de distribución FL se suponga conocida, el vector   representará los 
parámetros y  ̂   el estimador de Máxima V rosimilitud (MV). Por otra part ,  denotará
la función de distribución de la Normal estánd r,   su función de densidad y    su cuantil 
 , i.e.,       , para cualquier   [   ]. 
Bajo el supuesto de normalidad de la pérdida L, el único estimador insesgado de varianza 
mínima (UMVUE por sus siglas en inglés) de la varianza    es la varianza muestral 
 ∑ (    ̅)
  
       y la variable aleatoria      se distribuye . En 
particular,  [        ]     , esto es,      y además (ver Lehmann y Casella 
(1998) sección 2.2): 
 (   
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l  e i lica e   , c    
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. Dicho de otra forma, 
   (   )  l   l  i ci n estándar. Luego calculamos 
   
        
 
  
      
          
 ] 
                      
  ri  e una variable aleatoria con distribución 
     l  i    [    ]    [    ]    √ . 
i l t , 
 Finalmente, se sigue que 
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Cuando n es suficientemente grande, se puede usar la expresión 
      
 [       ]
 
√   
√ 
 (  
 
             
)                                
para obtener la aproximación                cuando    . Por tanto, 
      ̂  
  
 
      
                                                             
 
Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
 (2.3)
Cuando n es suficientemente grande, se puede usar la expresión
 
 
      ̂      
              
     
  
 
   
                                     
Cuando n es suficientemente grande, se puede usar la expresión 
      
 [       ]
 
√   
√ 
 (  
 
             
)                                
para obtener la aproximación              cuando . Por tanto, 
      ̂  
  
 
      
                                                             
 
Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
      
 
  
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
 (2.4)
para obtener la aproximación 
 
      ̂    
              
      
  
 
   
                                    
Cuando n es suficientemente grande, se puede usar la expresión 
      
 [  ]
 
√  
√ 
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)                                
para obt ner l  aproximación               cuando    . Por tanto, 
      ̂  
  
 
      
                                                             
 
Sea ahora     la métrica de ri sgo (VaR o ES) xpresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define     mediante la función cuantil de la pérdida:
             
                                                             
mientras que para        los mismos autores definen 
      
 
  
∫         
 
 
                                                     
En ambas instancias     es una función continu  de   y también es diferenciable.  
La propi dad d  invarianza de los stimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usar m s en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que quí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
do 
 
      
            
     
 
 
   
                                    
   fi i t t  rande, se puede usar la expresión 
 
  ]
√  
√ 
 (  
 
 
)        
i              cuan    . Por tanto, 
        
  
 
    
                  
 
 r      l  tri  e riesgo ( aR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del      , McNeil, et al (2005) 
define      ediante la función cuantil de la pérdida: 
              
                                                            
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                     
En ambas instancias      s una función continua de   y también es diferenciable.  
La propi dad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (    ( (̂  )))                                   
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
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      ̂      
              
      
  
 
   
                                     
Cuando n es suficientemente grande, se puede usar la expresión 
      
 [       ]
 
√   
√ 
 (  
 
             
)                                
para obtener la aproximación                cuando    . Por tanto, 
      ̂  
  
 
      
                                                             
 
Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
 (2.5)
Sea ahora 
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Cuando n es suficientemente grande, se puede usar la expresión 
      
 [      ]
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 ( 
 
        
)                                
para obtener la aproximación                cuando    . Por tanto, 
     ̂  
  
 
                                                             
 
e      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
     
 
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
l    i sg  S) expr
de los parámetros de la distribución de pérdida de la cartera. En el caso del 
 
      ̂      
              
      
  
 
   
                                     
Cuando n es suficientemente grande, se puede usar la expresión 
      
 [       ]
 
√   
√ 
 (  
 
             
)                           
para obtener la aproximación                cuando    . Por tanto, 
      ̂  
  
 
      
                                                          
 
Sea ahora      la métrica de riesgo (VaR o ES) expresad  como función de los pa ámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                           
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                   
En ambas instancias      es una función continua de   y tambié  es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                  
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
 cNeil, et al., (2005) d fine 
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación                cuando    . Por tanto, 
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Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En l caso del        , McNeil, et al (2005) 
e    mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para  los mismos autores definen 
      
 
   
∫         
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propieda  de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador  (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regula idad, se tiene:
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de con iciones usuales e regularidad n Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para stimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con étricas de riesgo calculadas, como se requiere en los 
proc dimientos us les de backtesting. Así, (3.8) e válida desde la primera estimación de 
las métricas de riesgo, siempre que la v ntan  temporal sea suficientemente larga. 
 
 e l  f nción cuantil de a 
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación                cuando   . Por tanto, 
      ̂  
  
 
      
                                                             
 
Sea ahora     la métrica de rie go (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
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mientras que para 
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Cuando n es suficientemente grande, se puede usar la expresión 
     
 [       ]
√   
√ 
 (
            
)                                
para obtener la aproximación                cuando    . Por tanto, 
     ̂ 
 
      
                                                             
 
Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                            
mientras que p        los mismos autores definen 
     
   
∫         
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )     ]
 
  (     ( (̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resulta o asintótico, s importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calcul das, como se requiere en los 
procedimientos usual s d  b cktesting. Así, (3.8) e  válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
res definen
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación        cuando . Por tanto, 
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Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del       , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                        
mientras que para  los mismos autores definen 
     
 
   
∫        
 
 
                                                 
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                 
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales d  regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando ste es un resultado asintótico, es importante aclarar que aquí n se refier  al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo c lculadas, como se r quier  en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
(2.7)
En ambas instancias 
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación             cuando . Por tanto, 
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Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del       , McNeil, et al (2005) 
define     mediante la función cuantil de la pérdida: 
          
                                                     
mientras que para        los mismos autores definen 
     
   
∫      
 
                                               
En ambas nsta     es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂ )     ]
 
  (     ( (̂  )))                                 
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regul ridad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un esultado asintóti o, es importante acla ar que aquí n se refiere al 
tamaño de mu stra usado para estimar   (conoci a como la vent na temporal), a diferencia 
del número de p ríodos con mé ricas de rie go calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
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Cuando n es s ficientemente grande, se puede usar la expresión 
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para obtener la aproximación    cuando    . Por tanto, 
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Sea ahora     la métric de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
defi e     mediante la función cuantil de la pérdida: 
 
                                                         
mientras que para      los mismos autores definen 
 
  
∫  
 
                                                     
En ambas i s ancias    es una func ón continua de   y también es diferenciable.  
La propie ad de invarianza de los estimadores MV gara tiza que (̂ ) es también un 
estimador MV (ver por ejempl Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )   ]
 
  (   ( (̂  )))                                    
Usaremos en forma r it rada este resultado, que puede ser consultado, junto con el 
sign ficado de condicion s usual s de gularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un r sult do asintótico, e  importante aclarar que aquí n se refiere al 
a ño de muestra usado para estimar   (conoci a como la ventana temporal), a diferencia 
del número de períodos con métrica  de riesgo calculadas, como se requiere en los 
procedimientos usuales e backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, iempre que la ventana temporal sea suficientemente larga. 
 
y tambié  es diferenciable. 
La propiedad de invari nza de los estimadores MV gar ntiza que 
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Cuando n es suficientemente grande, se puede usar la expresión 
      
[   ]
√  
√ 
 (  
 
  
)   
para obtener la aproximación              cuando    . Por tanto, 
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Sea ahora     la métric  de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida:
                                                                  
mientr s que par      los mismos autores definen 
      
 
 
∫      
 
 
                                                 
En ambas instanci s     es una función continua de  y también es diferenciable.  
La propieda  e invarianza de los estimadores MV antiza e ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usual s de 
r gularidad, se tiene: 
[ (̂  )     ]
 
  (   ( ( ̂  )))                                    
Usaremos en forma reite ada este resultad , que u de ser consultado, ju to con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando ste es n resultado asintótico, es importante aclara  que aquí n s  refiere al 
tam ño d  muestra u ado par  estimar   (cono id  como la ventana temporal), a diferencia 
d l número de período  con métricas de riesgo calcu das, como se requiere en los 
proc dimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
es tamb én un estimador MV (ver r je plo Casella y Berger (2002)) y, ba-jo las condiciones usuales de regularidad, se tiene:
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación               cuando   . Por tanto, 
     ̂  
  
 
     
                                                            
 
Sea ahora  la métrica de riesgo (VaR o ES) expres da como función de lo  parámetros 
de la distribución de pérdida de la cartera. En el caso del     , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
                                                                        
mi ntras que para      los mi mos a tores defi e  
    
 
 
∫        
 
 
                                                   
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad,  tiene: 
[ ( ̂  )     ]  (  ( (̂  )))                              
Usaremos en for a reiterada este resultado, que p de ser consultado, junt  con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos c n étricas de riesgo cal uladas, com  s  r quier  en l s 
procedimientos usual s de backtesting. Así, (3.8) es váli a d sde la primera stimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
( .8)
Se usará en forma reit r da este resultado, que puede ser consultado, 
junto on el signific do de con iciones usual de regul ridad en C sella y 
Berger (2002), Sección 9.4.
Aun cuand  e te es un resulta  asi i te aclarar qu  
aquí n se refiere al t maño de uest a usado para tim r 
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación        cuando . Por tanto,
   ̂   
  
      
                                                             
 
Sea ah a   la métrica de riesgo (VaR o ES) xpresada como función de los parámetros 
de la distribución de pér ida de l  artera. En l caso del       , McNeil, et al (2005) 
defi e   mediante la función uantil de la pérdida: 
              
                                                             
mientras e ara       los mismos autores definen 
     
 
  
∫         
 
 
                                                     
En mba  instancias    es u a función continua de   y ta bién es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
(conocida como la ventana t mporal),  difer nc a del número de período  con métri-
cas de riesg  calculadas, como se requiere en lo  pr cedimientos usuales de 
backtesting. Así, (2.8) es válida desde la pri era estimación de las métric  
de riesgo, siempre que la ventana temporal sea suficientemente larga.
Bas a con calcular o aproximar
 
Basta con calcular o apro i    ( ( ̂  )), la vari nza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)            ( ̂   )                                                 
donde 
(     )
 
 
   
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
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Basta con calcular o aproxim r   ( ( ̂  )), la varianza de l  métrica de riesgo, para 
const uir u  intervalo de confianza par    . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden:
 ( ̂)             ( ̂   )                                                 
donde 
(    )
 
 
     
  
                                                      
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
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 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )           √  ( ̂)
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3.2. Intervalos de Confianza para VaR. 
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Bast  con calcula  o aproximar ( ( ̂  ) , la ri    étrica de riesgo, para 
const   rvalo de fianza para   . D do  eral no es una función 
sencilla de su  argumentos  , se puede usar la apro i l dada por la expansión 
en series de Taylor de primer ord n: 
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donde 
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Nu v mente, estas derivadas parciales pueden er calcul das en f rma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función    . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)            ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosi ilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂  
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
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en general no es una función sencilla de sus argumentos 
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Cuando n es suficientemente grande, se puede usar la expresión 
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para obtener la aproximación                cuando    . Por tanto, 
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Sea ahora      la métrica de riesgo (VaR o ES) expresada como función de los parámetros 
de la distribución de pérdida de la cartera. En el caso del        , McNeil, et al (2005) 
define      mediante la función cuantil de la pérdida: 
               
                                                             
mientras que para        los mismos autores definen 
      
 
   
∫         
 
 
                                                     
En ambas instancias      es una función continua de   y también es diferenciable.  
La propiedad de invarianza de los estimadores MV garantiza que  ( ̂  ) es también un 
estimador MV (ver por ejemplo Casella y Berger (2002)) y, bajo las condiciones usuales de 
regularidad, se tiene: 
[ ( ̂  )      ]
 
  (     ( ( ̂  )))                                    
Usaremos en forma reiterada este resultado, que puede ser consultado, junto con el 
significado de condiciones usuales de regularidad en Casella y Berger (2002), Sección 9.4. 
 
Aun cuando este es un resultado asintótico, es importante aclarar que aquí n se refiere al 
tamaño de muestra usado para estimar   (conocida como la ventana temporal), a diferencia 
del número de períodos con métricas de riesgo calculadas, como se requiere en los 
procedimientos usuales de backtesting. Así, (3.8) es válida desde la primera estimación de 
las métricas de riesgo, siempre que la ventana temporal sea suficientemente larga. 
 
, se puede usar la aproximación lineal dada por la expansión en series de Taylor de primer orden:
 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
(2.9)
donde
 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para    . Dad  que      en general no es una fu c
s cilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)          (̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [    
   
     ]| ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confi nza para VaR. 
 
(2.10)
Nuevamente, estas derivadas parciales pueden ser calculadas en forma 
cerrada o bien numéricamente, dependiendo de la complejidad de la función 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función    . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂  )                                             
Es claro que la varianza del estimador de la métrica depend rá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
 l ignorar el re i  obtiene la aproximación
 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
(̂)           ( ̂   )                                                 
donde 
(    )
 
 
  
   
                                                        
Nuevamente, estas derivadas parciales puede  ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función    . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                              
Es claro que la varianza del estimador de la  dependerá de la covarianza de los
parámetros,   ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
i versa de la matriz de información esperada. Ef on y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin e bargo, calcular el Hessiano de la log-
ve osimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (   , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
 (2.11)
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los parámetros, 
 
Bast  con calcular o aproximar   ( ( ̂ )), la varianz  de la métrica de riesgo, para 
construir un intervalo de confianza para    . Dado que      en general no es una función 
sencilla de sus argumentos , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, stas deriva as parcial s pue n ser alculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
pará et    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
, i ados por máxima verosimi-litud. 
Se sabe que la matriz d  covaria z  de estos estimadores es asintóti-camente igual a la inversa de l  atri  de información esperad . Efron y 
Hinkley (1978) proveen una justificación para usar la matriz de información 
observada en lugar de la esperada, ya que no involucra el cálculo de la espe-
ranza. Sin bargo, calcular el Hessiano d  la l g-verosimilitud puede no ser 
sencillo, por lo que Meilijson (1989) propone usar lo que llama la matriz de información observada empírica, como aproximación (
 
Basta con calcular o aproximar    ( (̂  )), la varianza de la métrica de riesgo, para 
construir un i tervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos , se uede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
(̂)        (̂  )                                                
donde 
(   )
 
   
  
                            
Nuevamen e, stas d riv das parciales pu den ser calcul das en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función    . Al ignorar el residuo se 
obtiene la aproximación 
(̂)       ( ̂   )                                              
Es claro que la varianza del ti ador de la métrica dependerá de la covarianza de los 
parámetros,   ( ̂  )  es ima os por máxima v rosimil tud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificació  para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de i r a í i ,     , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
        ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalme te, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂ )         √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
, ver cLachlan y 
Krishnan (2008)). Así, se obtiene
 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)            ( ̂  )                                                
donde 
(   )
 
     
  
                                                  
Nuevamente, estas derivadas parciales pueden ser calculadas en form  cerrada o bien 
numéricamente, dependiendo de la complejid d de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)            ( ̂   )                                                 
Es claro que la varianza del estimador de la étrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
S  sabe que la matriz de covarianza de estos estimadores s asintóticament  igual a la 
invers  de l  matriz de información esperada. Efro y Hinkley (1978) proveen una 
j stificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (   , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [    
   
   ]|   ̂  
   
 (̂)
 ̂                                                   (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   (̂  )     ( ̂)
 ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
 (2.12)
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Finalmente, el intervalo de confianza asintótico con un nivel de confian-za 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
par  el estimador de 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejidad de la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂   )                                                 
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
á dado por
 
 
Basta con calcular o aproximar    ( ( ̂  )), la varianza de la métrica de riesgo, para 
construir un intervalo de confianza para     . Dado que      en general no es una función 
sencilla de sus argumentos  , se puede usar la aproximación lineal dada por la expansión 
en series de Taylor de primer orden: 
 ( ̂)             ( ̂   )                                                 
donde 
(     )
 
 
     
   
                                                        
Nuevamente, estas derivadas parciales pueden ser calculadas en forma cerrada o bien 
numéricamente, dependiendo de la complejida  d  la función     . Al ignorar el residuo se 
obtiene la aproximación 
 ( ̂)             ( ̂  )                                         
Es claro que la varianza del estimador de la métrica dependerá de la covarianza de los 
parámetros,    ( ̂  )  estimados por máxima verosimilitud.  
Se sabe que la matriz de covarianza de estos estimadores es asintóticamente igual a la 
inversa de la matriz de información esperada. Efron y Hinkley (1978) proveen una 
justificación para usar la matriz de información observada en lugar de la esperada, ya que 
no involucra el cálculo de la esperanza. Sin embargo, calcular el Hessiano de la log-
verosimilitud puede no ser sencillo, por lo que Meilijson (1989) propone usar lo que llama 
la matriz de información observada empírica, como aproximación (    , ver McLachlan y 
Krishnan (2008)). Así, se obtiene 
   ( ( ̂  ))    [     
   
          ]|   ̂   
   
 ( ̂)
 ̂                                                     (3.12) 
Finalmente, el intervalo de confianza asintótico con un nivel de confianza   para el 
estimador de      está dado por 
[ ( ̂  )            √  ( ̂)
 ̂   ( ̂  )           √  ( ̂)
 ̂ ]          (3.13) 
 
3.2. Intervalos de Confianza para VaR. 
 
(2.13)
2.2. Intervalos de confianza para VaR
2.2.1 Simulación histórica
El estimador no paramétrico usual para 
 
3.2.1. S mulaci n Histórica. 
El estimador no ra étrico usual ra      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
es 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para   es ⌊ ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
       ∑(
 
 
) [   ]
 [     ]
 
 
 
    
y de la siguiente propiedad (con i < j): 
 (      
       )   (      
   )   (      
   )
 ∑(
 
 
)       
 
 
    
    
donde la continuidad absoluta de   se ha usado en la segunda igualdad. Dados  y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que   . Como 
  es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.  
Para n y  dados, el mapeo    (        ) es creciente si  ⌊ ⌋ y 
decreciente cuando  ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊ ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 10   % para   es  
[       ]    
donde  ⌊ ⌋    se escogen según el proceso anterior tales que    . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (20 5) propone un 
proceso bo tstrap equivalente a escoger i y j de modo que      . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros        . Sean 
 ̂    ̅ y     ̂  
 
 
∑    ̅
  
  
 
 
   los estimadores MV usuales. 
donde 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico us al para   es ⌊ ⌋, onde ⌊ ⌋ repres nta el mayor 
entero que s menor o igual que x. Se pued  construir un intervalo de confianza que no 
dep nda de la distribución de L, a parti  de la distribución del k-ésimo estadístico de orden:  
     (
 
 
) [  ]
 [  ]
 
 
 
     
y de la siguiente propieda  (con i < j): 
  (     
     )    (     
   )  (    
   )
 (
 
 
)      
 
  
    
    
donde la continuida  absoluta de  se ha usado en la segunda igualda . Dados y el nivel 
de confianza des ado par  el intervalo ( ), escójanse i y j tales que  . Como 
   es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.  
Par  n y   da os, el mapeo    (      ) es creciente si  ⌊ ⌋ y 
decreciente cuando ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza des ado par  el intervalo.  
Por lo tanto, el intervalo de confianza del 10   % par    es  
[       ]     
donde  ⌊ ⌋   se escogen según el proceso anterior tales que   . 
Obsérves  que no existe una manera única de scoger el intervalo y que éste no tien  por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (20 5) prop ne un 
proceso bo tstrap equivalente a escoger i y j de mod  que     . 
 
3.2. . Delta-Normal. 
Supóngase ahora que L tien  una distribución Normal con parámetros       . Sean 
 ̂  ̅ y    ̂  
 
 
∑   ̅
  
  
 
 
   los estimadores MV us ales. 
re r  
el mayor entero que es menor o igual que x. Se puede construir un intervalo 
de confianza que no dependa de la distribución de L, a partir de la distribu-ció  l k-ésimo estadístico de orden: 
 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para     es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
 
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
 (2.14)
y de la siguiente propiedad (con 
 
3.2.1. Simulación Históric . 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
   
 ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente pr i < j): 
  (       
         )   (   
   )  (     )
∑(
 
 
)         
  
  
                 
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
):
 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para   es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ] [       ]
 
 
 
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
   
                          
          
donde la continuidad abs luta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiend  a ser 
conservador.   
Para n y   dados, l map o  (            ) s creciente si   ⌊  ⌋ y 
decreciente cuando  ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de co fianza del 100  % para     es   
[         ]                                                                 
donde   ⌊  ⌋    se escogen según el proceso anterior tales que       . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente  escoger i y j de modo q e             . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
       ∑(
 
 
) [     ]
 [       ]
   
 
 
                                       
y de la siguiente propiedad (con i < j): 
  (       
         )   (       
     )    (       
     )
∑(
 
)          
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
      es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo    (         ) es creciente si  ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
 
3.2.1. Simulación His ó ica. 
El estimador no paramétrico usual para   es ⌊  ⌋, donde ⌊ ⌋ repre enta el mayor 
entero que es menor o igual que x. Se puede c struir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
        ∑(
 
 
) [    ] [      ]
  
 
  
                                  
y de la siguiente propiedad (con i < j): 
  (       
        )   (      
    ) (      
 )
 ∑(
 
 
)          
  
   
                         
         
donde la continuidad absoluta de   se ha usado en la s gund  igualdad. Dados  y el nivel 
de confianza desea o para l intervalo ( ), escójanse i y j tales q e        . C mo 
       es una función d  escalón, el intervalo de confianza obtenido tiende a s r 
conservador.   
Para n y   dados, el mapeo    (         ) s creci nte si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se c ntinúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para     s   
[         ]                                                                
donde   ⌊  ⌋    se escogen según el proceso anterior tales que        . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                 . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
 (2.15)
donde la co inuidad absoluta de 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑( 
) [     ] [      ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
         )   (      
     )    (     
     )
 ∑(
 
)          
  
  
                        
          
donde la continuida  a   se ha usado n la segunda igualdad. Dados   y el nivel 
de co fianza des ado par  el intervalo ( ), escójanse i y j tales que        . Como
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊ ⌋. Así, se inicia con un intervalo pequ ño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
e confianza deseado para el i tervalo.  
Por lo tanto, el intervalo de confianz  del 100  % para   s   
[        ]                                                                  
donde   ⌊  ⌋    se escogen según el proceso anterior tales qu          . 
Obsérv s  que no existe una man ra única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto el estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
a i aldad. D -dos 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [     ]
   
 
   
                                     
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (          )
 ∑(
 
 
)          
   
   
                         
         
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Da   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) s creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros       . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
de confianza deseado para el intervalo (
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para     es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
      ∑(
 
 
) [  ] [  ]
   
 
 
                                       
y e la siguiente propied  (c  i < j): 
  (              )    (          )   (       
     )
 ∑(
 
 
)         
   
   
                         
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
   a i t l   ), escójanse i y j tales que         . Como 
      es una función de escalón, el intervalo de confia za obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo   (          ) es crecie te si   ⌊  ⌋ y 
decrecient  uando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[        ]                                                                      
donde   ⌊  ⌋   se escogen según el proceso anterior tales que        . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser si étrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proc so bootstrap equivalente a escoger i y j de odo que            . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
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   los estimadores MV usuales. 
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3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de co fianza qu  no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
        ∑(
 
 
) [     ]
 [       ]
 
   
                                       
y de la siguiente propiedad (con i < j): 
(    
    )  (      
   )   (       
    )
∑(
 
 
)         
   
   
                        
         
donde la continuidad absoluta de    se ha usado e  l  segunda igu ldad. D dos  y el niv l 
de confianza deseado para el intervalo ( ), escójanse i y j t          . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si  ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un i tervalo pequeño escogiendo valore  
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de est  valor hast que s  lcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para     es   
[         ]                                                                    
donde   ⌊  ⌋    se escogen según el proceso anterior tales que       . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de m do que            .
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
   los estimadores MV usuales. 
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3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para    es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es m nor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
    
  ∑(
 
 
) [  ] [   ]   
  
                                       
y d  la iguiente propied d (co  i < j): 
  (   
      )   (     )   (     
     )
 ∑(
 
)     
   
   
                         
          
do de la continuid d bsoluta de    se ha usado en la segunda iguald d. Dados   y el nivel 
de confia za des ado para el intervalo ( ), escójanse i y j tales que         . Como 
     es una función de escalón, el interval  de confianza obtenido tiende a ser 
conservador.   
P r n y  dados, el mapeo   (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado par  l intervalo.  
Por lo tant , l intervalo de confianza del 100  % para      es   
[         ]                                                                     
d nde  ⌊ ⌋   se escogen según el proceso anterior tales que       . 
Obsérvese que no xiste una man ra única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                 . 
 
3.2.2. Delta-Normal. 
Supóng se ahora que L tiene una distribución Normal con parámetros            . Sean 
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3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
 n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
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3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para    es ⌊ ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
      (
 
 
) [    ]
 [      ]
  
 
  
                                   
y de la siguiente propiedad (con i < j): 
  (     
       )    (     
    )    (     
    )
 (
 
 
)         
  
  
                    
      
donde la continuidad absoluta de   se ha usado en la segunda igualdad. Dados  y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que    . Como 
  es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n    dados, el mapeo    (         ) es creciente si   ⌊  ⌋ y 
decreciente cuando  ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 10  % para    es   
[    ]                                                                 
donde   ⌊  ⌋   se escogen según el proceso anterior tales que    . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (20 5) propone un 
proceso bo tstrap equivalente a escoger i y j de modo que         . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros        . Sean 
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 el mapeo 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (               )    (       
     )    (       
     )
 ∑(
 
 
)         
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
     es una función de escalón, el intervalo de confianza obtenido tiende a ser 
co s r r.   
Par  s,   (         ) es cre i nt  si  ⌊ ⌋ y 
decr    ⌊ ⌋. Así, se inicia con un i tervalo pequ ño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
   los estimadores MV usuales. 
 es cre i  
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                     
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
 
 
∑      ̅ 
  
    
   
 
   los estimadores MV usuales. 
 y decreciente cuando 
 
3.2.1. Simulación Histórica. 
El estim dor no paramétrico usual para     es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confia za que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
        ∑( 
) [    ]
 [   ]   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (          )    (     
     )    (    
    )
 ∑(
 
 
)        
   
   
                       
          
donde la continuidad absoluta de   se ha us do n la segunda iguald . Dados  y el nivel 
de confi nza deseado para el intervalo ( ), escójanse i y j tales que       . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (          ) es creciente si   ⌊  ⌋ y 
decreciente cua   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proces  bootstrap equivalente a escoger i y j de modo que                . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
̂    ̅ y   ̂  
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   los estimadores MV usuales. 
sí, s i   n intervalo pe-
queño escogiendo valores de 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                     
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
 ∑(
 
 
)          
   
   
                          
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para l intervalo ( ), escójans  i y j tales que         . Como 
       es una función de escalón, el interv lo  confi nza obtenido tiende a ser 
conservador.   
Para n y  dados, el mapeo     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiend  v lores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándos  de ste valor h sta que se al anza el ivel 
de confianz  deseado para el interval .  
Por lo tanto, el intervalo de c nfianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tal s qu        . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂    ̅ y     ̂  
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3.2.1. Simulación Histórica. 
El estimador no p ramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un int rvalo de confianza que no 
d penda de la distribución de L, a partir de la distribución d l k-ésimo estadístico de orden:  
        ∑(
 
 
) [     ]
 [       ]
   
 
  
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (      
     )    (       
     )
 ∑(
 
)       
  
                      
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
    es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo    (            ) es creciente si   ⌊  ⌋ y 
decreciente cu ndo   ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cer ⌊ ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
d  c nfianza des ad  para el intervalo.  
Por lo tanto, el intervalo de confianza del 100 % para      es   
[        ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂ ̅ y    ̂
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   los estimadores MV usuales. 
 i a alejándose 
de este valor hasta que se alcanza el nivel de confianza deseado para el in-tervalo. 
or lo tanto, el intervalo de confi nza del 100 
 
3.2.1. Simulación Histórica. 
El estimad r no paramétrico su l par   es  ⌊  ⌋, onde ⌊ ⌋ repres nta l mayor 
entero qu  es menor o igual qu  x. S puede construir un intervalo de co fia za que no 
dependa d  la distr bución de L, a partir de la istr bución del k-ésimo estadístico de r n:  
    
  ∑(
 
 
) [    ]
 [     ]
   
 
  
                               
y de la siguiente propiedad (con i < j): 
  (     
       )  (     
   )  (      
   )
∑(
 
 
)      
   
   
                   
      
donde la continuidad absoluta de    se h  usado en la segunda igualdad. Dados   y el nivel 
de co fianza deseado para el intervalo ( ), escójanse i y j tales que     . Co o 
   es una fu ción d  escalón, el intervalo de co fianza t i  ti de  s r 
conservador.   
Para n y   dados, el mapeo (     ) es cr i t  i ⌊
decreciente cuando  ⌊ ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊ ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
P r lo anto, el intervalo de co fianza del  % para    es   
[       ]                                                                    
donde  ⌊  ⌋   se scog n según el pr ceso anterior tales que      . 
Obsérves  que no existe un  m nera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico respecto del estima or de VaR. Por ejemplo, Dowd (2005) propone un 
pr ces  bootstrap equivalente a escoger i y j de modo que            . 
 
3.2.2. Delta-Normal. 
Supóng se hora que L tie e una distribución Normal con parámetros         . Sean 
 ̂ ̅ y     ̂  
 
∑   ̅   
   
 
   los estimadores MV usuales. 
ra
 
3.2.1. Si ulación H stórica. 
El estimador no paramét ico usual para    es  ⌊ ⌋, donde ⌊ ⌋ representa el mayor 
entero que s menor o ig al q e x. S  puede construir un interv lo de confianza que no 
depen a de la istribución de L, a partir de la istribución del k-ésimo e adí tic   orden:  
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 [   ]
   
 
 
     
y de la siguiente propiedad (con i < j): 
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donde la continuidad absoluta de   se ha usado en la segund  igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que      . Co o 
   es una función d  escalón, el intervalo de confianza obtenido tie   s r 
conservador.  
Para n y   dados, el mapeo    (     ) s creciente si  
decreciente cuando  ⌊ ⌋. Así, se inicia con u  intervalo pequ ño escogiendo valores 
de i y j cerc nos a ⌊  ⌋ y se continúa alejándos  d  este valor hasta que se alcanza el nivel 
de confianza deseado para l intervalo.  
Por lo tanto, l intervalo de confianza del 1 0  par     es  
[    ]        
donde ⌊  ⌋   se escogen según el pr ceso anterior tales que     . 
Ob érvese qu  no xiste una manera única de escoger el intervalo y qu  éste no tiene por 
qué ser simét ico respecto del estimador de VaR. Por ejempl , Dowd (2005) propo e un 
proceso bootstrap equivalente a escoger i y j de modo que           . 
 
3.2.2. Delta-Nor al. 
Supóngase ahora que L tiene una distribución Normal con parámetros       . Sean 
̂    ̅ y     
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   los estimadores V usuales. 
 
 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
 
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (           )  (       )  (     )
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)      
   
   
                       
      
donde la continuidad bs luta de    se ha usado en la segunda igual d. Dados   y el nivel 
de confianza dese do par el intervalo ( ), escójans i y j t le  que     . Como 
       es una funció  de escalón, el intervalo de c nfianza obtenid  tiende a s r 
conservador.   
Para n y   dados, el mapeo     (       ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de ste valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                      
donde   ⌊  ⌋    se escogen según el proceso anterior tales qu          . 
Obsérvese que no existe una anera única de escoger el int rvalo y qu  éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros         . Sean 
 ̂    ̅ y      
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   los estimadores MV usuales. 
 (2.16)
donde 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
 
   
    ∑(
 
 
) [    ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (      
        )  (      
 )  (   
  )
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)        
   
   
                      
          
donde la continuidad absoluta de   se ha us do e  la segunda igualdad. Dados   y el nivel 
d  confianza deseado p ra el i tervalo ( ), es ójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo  (       ) es creciente si ⌊  ⌋ y 
d creciente cuando  ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cerca os a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de c nfianz  des ado pa a el int rvalo.  
Por lo tanto, el intervalo de confianza del 100 % para  es   
[         ]                                                                    
dond   ⌊  ⌋    se escogen según el proceso anterior tales que        . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no tiene por 
qué ser simétrico resp cto del estimad r de VaR. Por ejemplo, Dowd (2005) propone un 
proceso bootstrap equivalente a escoger i y j de modo que                  . 
 
3.2.2. Delta-N mal. 
Supóngase ahora que L tiene una distribución Normal con parámetros        . Sean 
̂   ̅ y    ̂
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   los estimadores MV usuales. 
  scoge  según el proceso ante ior tales que 
 
3.2.1. Simulación H stórica. 
El estimad r o paramétrico usu l para    es ⌊  ⌋, d nde ⌊ ⌋ representa el mayor 
entero que s menor o igual que x. S  puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo e adístic de orden:  
    
   ∑(
 
 
) [     ]
 [     ]
   
 
   
           
y de la siguiente propiedad (con i < j): 
(      
        )   (     
 )  (   )
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)      
  
   
          
       
donde la continuidad absoluta de  se ha usado en la segunda igualdad. Dados y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que     . Como 
     es una fu ción de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y  da s, el mapeo   (        ) es cr ciente si  ⌊  ⌋ y 
decreciente cuando  ⌊  ⌋. Así, se inicia con un interv lo p qu ño escogiendo valores 
de i y j cercanos  ⌊ ⌋ y s  co tinú  alejándos  d este valor hasta que se alcanza el nivel 
de c nfianza deseado para l intervalo. 
Por lo tanto, el intervalo de confianza del 100  % para   es   
[     ]                                         
donde  ⌊  ⌋    se escogen según el pr ceso anterior tales q     . 
Obsérves  que no xiste una m nera única de escoger el intervalo y qu éste no tiene por 
qué ser simét ico respecto del stima or de VaR. Por ejempl , Dowd (2005) propo e un 
pr ces  bootstrap equivalente a escoger i y j de modo que         . 
 
3.2.2. Delt -Normal. 
Supóngase hora que L tie e una distribución Normal con parámetros         . Sean 
̂  ̅ y    ̂
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   los estimadores MV usuales. 
.
Obsérvese que no existe una manera única de escoger el intervalo y que 
éste no tiene por qué ser simétrico r specto del stimador de VaR. Por ejem-
plo, Dowd (2005) propone un proceso bootstrap equivalente a escoger 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para    es ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
         ∑(
 
 
) [     ]
 [       ]
   
 
   
                                       
y de la siguiente propiedad (con i < j): 
  (       
          )    (    
    ) (   
   )
 ∑(
 
 
)         
  
                          
          
donde la continuidad absoluta de  e ha usado en la segunda igualdad. Dados   y el nivel 
de confi nza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conserv or.   
Par  n y  dados, map o     (            ) es creciente si   ⌊  ⌋ y 
decreciente cuando  ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j c rcanos a ⌊ ⌋ y se c ntinúa alejándose de este valor hasta que se alcanza el nivel 
 f  eseado para el intervalo. 
Por lo tanto, el intervalo de confianza del 100  % para     es   
[    ]                                                                    
do de  ⌊ ⌋   se esc en según el proceso anterior tales que         . 
Obsérv se qu  no existe una manera única de sc ger l inte valo y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. P r ejemplo, Dowd (2005) propone un 
proces  bootstrap equivalente a escoger i y j de modo que                  . 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros            . Sean 
 ̂   ̅ y    ̂   ∑      ̅
 
    
 
 
   los estimadores MV usuales. 
de modo que 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico de orden:  
        ∑( 
) [     ]
 [    ]
   
 
   
                                 
y de la siguiente propiedad (con i < j): 
  (       
          )    (       
     )    (       
     )
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)        
  
   
                          
          
donde la continuidad absoluta de    se ha usado n la segu d igual ad. Dados  y l ni el 
de confianza deseado para el intervalo ( ), escójanse i y j tales q e       . Como 
       es una función de escalón, el interval  de c nfianza obtenido tiende a ser 
conservador.   
Para n y  dados, el mapeo     (         ) s creciente si   ⌊  ⌋ y 
decre iente cuando   ⌊  ⌋. Así, s  inicia con un intervalo pequeño escogie d  valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de est  valor h sta que se lcanza l nivel
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para    es 
[   ]                                                                
donde   ⌊  ⌋    se es ogen según el proceso a erior tal  que     . 
Obsérvese que no existe u a man ra única de escoger el interval  y que éste no tiene por 
qué ser simétrico respecto del estimador de VaR. Por ej pl , Dowd (2005) propon un 
proceso bootstrap equivalente a escoger i y j de o              . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución Normal con parámetros        . Sean 
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   los estimadores MV usuales. 
2.2.2 Delta-Normal
Supóngase hora que L tiene  ist i i  N r al con parámetros 
 
3.2.1. Simulación Histórica. 
El estimador no paramétrico usual para      es  ⌊  ⌋, donde ⌊ ⌋ repr senta el mayor 
entero que es menor o igual que x. Se puede construir un intervalo de confianza que no 
dependa de la distribución de L, a partir de la distribución del k-ésimo estadístico  or en:  
         ∑(
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 [      ]
  
 
   
                                     
y de la siguiente propiedad (con i < j): 
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          )    (       
     )    (    
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donde l  c ntinuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
       es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y   dados, el mapeo     (           ) es creciente si   ⌊  ⌋ y 
decreciente cuando   ⌊  ⌋. Así, se inicia con un intervalo pequeño scogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
de confianza deseado para el intervalo.  
Por lo tanto, el intervalo de confianza del 100  % para      es   
[         ]                                                                     
donde   ⌊  ⌋    se escogen según el proceso anterior tales que         . 
Obsérvese que no existe una manera única de escoger el intervalo y que éste no ti ne por 
qué ser simétrico respecto del estimador de VaR. Por ejemplo, Dowd (2005) pr pone un 
proceso bootstrap equivalente a escoger i y j de modo que                 . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribución No mal con parámetros          . Sean 
̂  ̅ y     ̂
 
 
∑     ̅ 
 
      
  los estimadores MV usuales. 
 
 
3.2.1. Simulación Hist rica. 
El estimador no pa métrico usual para      es ⌊  ⌋, donde ⌊ ⌋ representa el mayor 
entero que es menor o igual que x. Se pued  construir un intervalo de c nfianza que no 
dependa de la distribución de L, a p rtir de la distribución del k-ésimo e ta ístico d  orden:  
   
   ∑(
 
) [  ]
 [      ]
  
 
                                    
y de la siguiente propiedad (con i < j): 
  (      
         )   (      
     )   (      
     )
∑(
 
)        
   
   
                     
          
donde la continuidad absoluta de    se ha usado en la segunda igualdad. Dados   y el nivel 
de confianza deseado para el intervalo ( ), escójanse i y j tales que         . Como 
      es una función de escalón, el intervalo de confianza obtenido tiende a ser 
conservador.   
Para n y  dados, el mapeo   (          ) s creciente si   ⌊  ⌋ y 
d r ci nte cuando  ⌊  ⌋. Así, se inicia con un intervalo pequeño escogiendo valores 
de i y j cercanos a ⌊  ⌋ y se continúa alejándose de este valor hasta que se alcanza el nivel 
 confianza deseado para el intervalo.  
Por l  t nt , el i terv lo de confianz  del 100  % para      es   
[      ]                             
dond  ⌊ ⌋  se s ogen gún e  p oc so anterior tales que         . 
Ob érv se que no exist u  m e a ú ca de escoger el intervalo y que éste no tiene por 
qué er simétrico r s cto del st mador de VaR. Por j mplo, D wd (2005) propone un 
roceso bootstrap equivalente a escog r i y j e modo que               . 
 
3.2.2. Delta-Normal. 
Supóngase ahora que L tiene una distribució  Normal co  parámetr s            . Sean 
 ̂  ̅ y    ̂
 
∑   ̅ 
 
    
  
 
  los estimadores MV usuales.  l s estima-
dores MV usuales.En este caso 
 
En ste so                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
  
 
 
         ̂  
  
 
   
    
      
  
 
      
                          
se tiene 
   (   ̂ )       ̂       ̂             
      ̂      
       ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
 
    
 
  
 
   
    
       
  
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(   ̂ )  
  
 ̂
 
    
 
  
 ̂
      
  ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
. e la teoría de inferencia esta-
dística (ver por ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que
 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂     ̂                                                      
es el UMVUE para   . Este estimador se p ed  escribir en términos del estimador MV 
como    ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
 
 
 
         ̂  
 
 
   
    
      
 
 
      
                          
se tiene 
   (   ̂ )       ̂       ̂             
      ̂      
       ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
 
 
 
    
 
  
 
   
    
       
 
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(   ̂ )  
 
 ̂
 
    
 
  
 ̂
      
 ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
 
 
(  
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
(2.17)
es el UMVUE para 
 
En este caso                . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)  ̂       ̂                                                      
s l pa   . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂     ]
 
 (     (  ̂  ))   cuando   . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12)  directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
  
 
 
         ̂  
  
 
   
    
      
  
 
      
                          
se tiene 
   (   ̂ )       ̂       ̂             
     ̂     
       ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
    
 
  
 
  
    
       
  
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante 
  ̂(  ̂  )
  
 ̂
   
  
 ̂
      
  ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                     
donde el est mador   ̂  se obtie e según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
.  stimador se pued  escribir en términos del 
estimador MV como 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
 ̂   ( ̂)  ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
co     ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂  ]
 
  (    (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
  
 
 
         ̂  
  
     
     
  
   
                          
se tiene 
   (   ̂ )       ̂       ̂             
   ̂ 
 
 ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
 
    
 
  
 
  
          
  
 
    
 
  
 
   
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
  ̂(   ̂ )  
  
 
 
    
 
  
̂
   
  ̂   ̂ 
                                     
o su simplificación ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂        ̂   ̂ ]                                       
donde el estimador  ̂   se obti ne según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
 y por la propieda  
de invarianza es él mismo un estimador MV de 
 
En este caso       . De l  teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) s cción 2.2) sabemos que 
  ̂ ( ̂)   ̂      ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como ̂   ̂       √    ̂ √
 
  
 y por la propied d de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimad r s MV (3.8) para obtener: 
[   ̂      ]
 
 (     (   ̂ ))   cuando  . Así, basta con calcular la varianza 
del estimador MV,  (    ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
  ̂   
 
 
    ̂ 
 
      
      
  
 
                          
se tiene 
   (   ̂ )      ̂       ̂             
     ̂            ̂  
                                       
ya que ̅ y S son independientes y, por lo tanto,   ̂     ̂  . Luego, de las igualdades 
(3.18) se sigue 
  (   ̂ )  
  
 
  
  
 
      
 
    
  
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(   ̂ )  
  
 ̂
 
    
 
  
 ̂
      
  ̂   ̂ 
                                     
o su simplificación ̂   ̂ 
   
 ̂
 
(
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂      
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
.
Se puede entonces usar la normalidad asintótica de los estimadores MV 
(2.8) para obtener: 
 
En este caso                . De la teoría de inferencia estadística (ver por 
ejempl , Lehmann y Casella (1998) sección 2.2) sabemos que 
   ( ̂)  ̂      ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como   ̂  ̂       √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂     ]
 
 (    (  ̂  ))   cuando   . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para c nstruir un i tervalo de confianz  par     . En ef ct , a partir de  
    ̂   
  
 
 
      ̂
  
 
    
     
 
 
     
                          
se tiene 
   (   ̂ )      ̂       ̂             
̂  
   ̂  
                                      
ya que  ̅ y S son independientes y, por lo tanto, ̂  . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )
  
 
 
  
  
 
 
    
 
   
  
 
   
  
 
      
                     
Como    ( ̂  ) depende de   , es necesario estimarla mediante  
   (   ̂ )  
  
 ̂
  
  
 ̂
 ̂   ̂ 
                                    
o su simplificación  ̂   ̂ 
   
 ̂
 
(  
  
). En cualquier caso, el intervalo de confianza al 
100 % para    está dado por   
[   ̂         ̂   ̂   ̂     
 
  ̂   ̂ ]                                       
donde el estimador   ̂   se obtiene según la ecuación (3.17), ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
cu
 
En este caso            . e la teoría de inferencia estadística (ver por 
eje plo, Leh ann y ase la (1998) sección 2.2) sab os que 
̂
  (̂)  ̂            
es el E para    . Este esti ador se puede escribir en tér inos del esti ador  
co o    ̂         
 
   
 y por la propiedad de invarianza es él is o un 
esti ador  de    .  
Se puede entonces usar la nor alidad asintótica de los esti adores  (3.8) para obtener: 
[      ]
 
 (    (   ))  cuando  . sí, basta con calcular la varianza 
del esti ador ,  ( ) ya sea ediante (3.12) o directa ente -co o en este caso-, 
par  constr ir un i tervalo de confianz  para   . En ef cto, a partir de  
   ̂  
  
 
       
  
 
 
   
 
    
  
 
    
       
se tiene 
  (  )     ̂        
̂   
      
      
ya que  ̅ y S son independientes y, por lo tanto, ̂ . Luego, de las igualdades 
(3.18) e sigue 
  (   )  
  
 
 
  
  
 
    
      
  
 
   
  
 
     
       
o o  (   ) depende de   , es necesario esti arla ediante  
 (   )
  
 
  
  
 
 
 ̂   
       
o su si plificación  ̂    
   
 
 
( 
  
 
 
). En cualquier caso, el intervalo de confianza al 
100  para     está dado por  
[        
 
̂           
 
 ̂    ]        
donde el esti ador   se obtiene según la ecuación (3.17), ̂    
  se calcula ediante 
(3.21) o su si plificación y    es el cuantil  de la distribución or al estándar. 
.
Así, basta con calcular la varianza del estimador MV, 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como   ̂   ̂       √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de    .  
Se puede entonces usar la normalidad asintótica de los esti adores MV (3.8) para obtener: 
[  ̂       ]
 
  (     (  ̂ ))   cuando    . Así, basta con calcular la varianza 
ti ador MV    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
  ̂   
  
 
      ̂ 
  
 
  
     
  
 
  
                          
se tiene 
   (   ̂ )     ̂      ̂             
    ̂    
 
 ̂
                                       
ya que  ̅ y S son independientes y, por lo tanto, ̂    ̂ . Luego, de las igualdades 
(3.18) se sigue 
 (   ̂ )
  
 
    
  
 
   
      
 
 
  
 
  
            
Como  (  ̂  ) dep nde de  , es necesario estimarla mediante  
  (   ̂ )  
  
 ̂
    
 
  
 ̂
  ̂   ̂ 
                                     
o su simplificación  ̂  ̂
   
 ̂
 
(  
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂         ̂   ̂     ̂      ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecu ción (3.17), ̂   ̂ 
 se calcul  mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
-diante (2.12) o directamente —co o en este caso—, par  co struir un i t r-
valo de confianza para 
 
En este caso                 . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemo  que 
   ̂  ( ̂)  ̂      ̂                                                      
es l UMVUE      . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂       √  ̂ √   y por la propiedad de invarianza es él mismo un 
estimador MV de    .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ )) cuand  . Así, basta c n calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
     ̂    
  
 
 
      ̂ 
 
 
    
   
  
 
     
                          
se tiene 
 (  ̂  )      ̂      ̂            
  ̂     
 
 ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,     ̂     ̂   . Lueg , de las igualdades 
(3.18) se sigue 
  (   ̂ )
  
 
 
   
  
      
 
   
 
  
  
 
      
                
Como    ( ) depende de   , es n esario estimarla mediante  
   ̂(   ̂ )  
 
 ̂
    
  
 ̂
      
 ̂   ̂
                                    
o su simplificación  ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
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En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
  
 
 
         ̂  
  
 
   
    
      
  
 
      
                          
se tiene 
   (   ̂ )       ̂       ̂             
      ̂      
       ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
 
    
 
  
 
   
    
       
  
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(   ̂ )  
  
 ̂
 
    
 
  
 ̂
      
  ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
(2.18)
se tiene
 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para   . Este estimador se puede escribir en términos del esti ador MV 
como    ̂   ̂         √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
  
 
 
         ̂  
  
 
   
    
      
  
 
      
                          
se tiene 
   (   ̂ )       ̂      ̂             
      ̂      
       ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂    ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
 
    
 
  
 
   
    
       
  
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de   , es necesario estimarla mediante
   ̂(   ̂ )  
  
 ̂
 
    
 
  
 ̂
      
 ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂    ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
 
En este caso                . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂         √   ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
 (     (   ̂ ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
     ̂    
  
 
         ̂  
  
  
         
  
      
                          
se tiene 
   (   ̂ )      ̂    ̂             
      ̂            ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,      ̂    ̂   . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
    
  
   
          
  
 
    
  
      
                     
Como    (   ̂ ) depende de   , es necesario estimarla mediante  
   ̂(   ̂ )  
  
̂
 
    
  
̂
      
  ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
  
̂
 
(  
  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
 (2.19)
ya que 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
  ̂  ( ̂)   ̂       ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂        √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimad res MV (3.8) para obtener: 
[   ̂    ]
 
 (   (  ̂ ))   cuando  . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂    
 
 
 
         ̂   
    
 
   
  
 
      
                       
se tiene 
   (  ̂  )  ̂             
     ̂    
       ̂  
                                       
ya q   ̅ y S son independientes y, por lo tanto,     ̂     ̂  . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )
  
 
 
   
 
  
     
       
  
 
 
    
 
  
 
      
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(   ̂ )  
  
 ̂
 
    
 
  
 ̂
     
  ̂   ̂ 
                                     
o su simplificación  ̂   ̂ 
  
 ̂
 
(  
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para   está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
 ̂   ̂ ]                                       
donde el est mador  ̂   se obtiene según la ecua (3.17), ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
  i dependientes y, por lo tanto, 
 
En este caso             . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂ ( ̂)  ̂     ̂                                                    
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como  ̂   ̂       √    ̂ √
 
   
 y por la propiedad de invarianza es él mismo un 
stimador MV de    .  
Se puede entonces usar la normalida  asintótica de los estimadores MV (3.8) para obtener: 
[   ̂    ]
 
(     (   ̂ ))  cuando  . Así, basta con calcul r la varianza 
del estimador MV,   (   ̂ ) ya sea media te (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
    ̂    
  
 
 
       ̂  
 
 
   
 
   
  
 
   
                        
e tie e 
   (   ̂ )     ̂      ̂             
  ̂  
    ̂  
                                     
ya q   ̅ y S son independientes y, por lo t ,     ̂   ̂ . Luego, de las igualdades 
(3.18 s  sigue 
   (    )
  
 
 
   
 
  
   
 
    
  
 
   
  
 
   
                   
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
  ̂ (   ̂ )  
  
 ̂
 
   
 
  
 ̂
   
̂  ̂ 
                                   
o su simplificación ̂ ̂
   
 ̂
 
(   
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para     está dado por   
[   ̂    
 
̂  ̂     ̂    
 
̂  ̂ ]                                     
donde el estimador   ̂  se obtiene según la ecuación (3.17), ̂  ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
las igualdades (2.18) se sigue
 
 
En este caso                  . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂   ( ̂)   ̂       ̂                                                      
es el UMVUE para  . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂        √    ̂ √
 
 
 y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]   (    (  ̂  ))   cuando    . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para   . En efecto, a partir de  
     ̂    
 
 
 
        ̂ 
 
 
   
    
 
   
 
 
      
                        
se tiene 
   (   ̂ )       ̂       ̂             
     ̂     
       ̂  
                                   
ya que  ̅ y S son independientes y, por lo tanto,      ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
  (   ̂ )  
  
 
 
  
  
 
   
    
   
 
 
   
 
  
      
                   
Como    (   ̂ ) depende de   , es necesario estimarla mediante  
   ̂(  ̂  )  
  
 ̂
 
    
 
  
 ̂
      
 ̂   ̂ 
                                  
o su simplificación  ̂   ̂ 
  
  
̂
 
(  
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[      
 
  ̂  ̂   ̂       
 
  ̂   ̂ ]                                    
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
(2.20)
Como 
 
En este caso           . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
  ̂   ( ̂)   ̂      ̂                                                      
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
com   ̂   ̂      √    ̂ √
 
  
 y por la propiedad de invarianza es él mismo un 
estimador MV de    .  
Se puede entonces usar la normal dad asintótica d  los estimad res MV (3.8) para obtener: 
[   ̂   ]
 
    (  ̂ ))   cuando  . Así, basta n calcular la varianza 
del estimador MV,  ( ̂  ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
     ̂    
  
 
 
      
  
 
      
 
   
  
 
                          
se tiene 
  (  ̂ )    ̂      ̂             
      ̂     
       ̂  
                                       
ya que ̅ y S son independientes y, por lo tanto,    ̂     ̂  . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
 
    
 
  
 
   
    
       
  
 
    
 
  
 
      
                     
   (   ̂ ) depende de    , es necesario estimarla mediante  
  ̂ ( )  
  
 ̂
 
   
 
  
 ̂
    
̂   ̂ 
                                     
o su simplificación ̂   ̂ 
   
 ̂
 
( 
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂      
 
  ̂  ̂      ̂     
 
  ̂   ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
de de
 
En este caso             . De la teoría de inferencia estadística (ver por 
ejem lo, Lehma n y Case la (1 98) s ción 2.2) sabemos que
 ̂    ( ̂)   ̂      ̂                                                    
es el UMVUE para    . Este estimador se puede escribir en términos del estimador MV 
como    ̂ ̂     √    ̂ √
  y por la propiedad de invarianza es él mismo un 
estimador MV de   .  
Se puede entonces usar la normalidad asi tótica de los s imadores MV (3.8) p a obtener: 
[  ̂     ]
 
 (   ( ̂  )   cuando  . Así, basta con calcular la v rianza 
del estimador MV,  (  ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
̂   
  
 
 
        
  
 
  
 
   
  
 
                       
se tiene 
  ( ̂ )  ̂     ̂             
    ̂        ̂  
                                     
ya que  ̅ y S son independientes y, por lo tanto,   ̂    ̂  . Luego, de las igualdades 
(3.18) se sigue 
   (  ̂ )  
  
  
 
  
 
   
 
  
 
 
 
   
 
  
 
     
                  
Como    (  ̂ ) depen     , es necesario estimarla mediante  
 ( )  
 ̂
 
  
  
 ̂
    
̂ ̂  
                                   
o su simplificación ̂ ̂  
   
 ̂
 
( 
  
 
). En cualquier caso, el intervalo de confianza al 
1 0 % para     está dado por   
[  ̂   ̂ ̂   ̂  
 
  ̂ ̂  ]                                    
donde el estimador  ̂   se obtiene según la ecuación (3.17),  ̂ ̂  
  se c lcula mediante 
(3.21) o su simplificación y    es el cuantil  de la distribución Normal estándar. 
 
ario estim rla mediante 
 
 
En este caso          . De la teoría de nferencia esta ística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
   ̂  (̂)   ̂       ̂                                                      
es el UMVUE para Este estimador se puede escribir en térmi os del estimador MV 
como    ̂   ̂   √    ̂ √
 
   
 y por la pr piedad de invarianza s él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
  (     (   ̂ ))   cuando   . Así, basta con calcular la varianza 
del estimador MV,    (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para co struir un intervalo de confianza para  . En efecto, a partir de  
     ̂    
  
 
 
        ̂   
 
 
 
    
  
  
                      
se tiene 
 (   ̂ )    ̂   ̂          
      ̂      
      ̂   
                                    
ya que  ̅ y S son independientes y, por lo tanto,     ̂     ̂   . Luego, de las igualdades 
(3.18) se sigue 
 (   )  
 
 
   
  
 
    
       
  
 
 
  
  
   
                   
Como    (   ̂ ) depende de    , es necesario estimarla mediante 
  (  )  
 
̂
    
 
  ̂
      
  ̂   ̂                                     
o su simplificación  ̂   ̂
   
 ̂
 
(  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para      está dado por   
[   ̂     
 
  ̂   ̂     ̂      
 
  ̂  ]                                    
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
 (2.21)
o su simplificación 
 
En este caso               . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
 ̂  (̂)   ̂     ̂                                                 
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
com   ̂  ̂   √   ̂ √
 
  
 y por l  propiedad de invarianza es él mismo un 
estimador MV de     .  
S  puede entonces usar la normalidad asintótica e los estimadores MV (3.8) par  obtene :
[   ̂  ]
 
  (   (  ̂ ))  cuando  . Así, basta con calcular la varianz  
del estimador MV,  (  ̂  ) ya sea mediante (3.12) o directamente -como en este caso-,
para construir un intervalo de confianza para     . En efecto, a partir de  
     ̂   
 
 
 
     ̂ 
 
 
    
 
 
 
  
                          
se tiene 
  (   ̂ )    ̂       ̂             
   ̂           ̂  
                                       
ya que  ̅ y S son independientes y, por lo tanto,  ̂   ̂ . Luego, de las igualdades 
(3.18) se sigue 
   (   ̂ )  
  
 
    
 
 
     
    
 
 
 
       
                     
Como    ( ̂  ) depende de   , es e esario stimarla mediante  
   ̂(  ̂  )  
  
 ̂
 
    
  
 ̂
   
  ̂   ̂ 
                                     
o su si plifi ̂  ̂ 
 
 ̂
 
(
  
 
 
). En cualquier caso, el intervalo de confianza al
100 % para      está dado por   
[  ̂        ̂  ̂    ̂       
 
  ̂  ̂ ]                                       
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
 so, l tervalo de 
confianza al 
 
En este caso          . De la teoría d  inferencia estadística (ver por 
ejem lo, Lehmann y Casell  (1998) sección 2.2) sabe os que
   ̂  ( ̂)   ̂     ̂                                                      
es el UMVUE para    . Este estimador se puede escribir en términos del estimador MV 
como   ̂  ̂     √   ̂ √
 
  
 y por la propiedad de invarianza es él mismo un 
stimador MV de .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[  ̂      ]
 
 (    ( ̂ ))   cuando   . Así, basta con calcular la varianza 
del estimador MV,   (   ) y  sea media t  (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para  . En efecto, a partir de  
     ̂   
  
 
 
       ̂ 
 
 
      
  
     
                          
se tiene 
  (   ̂ )    ̂   ̂              
 ̂   ̂  
                                       
ya q ̅ y S son independientes y, por lo tanto,     ̂    ̂  . Luego, de las igualdades 
(3.18) se sigue 
( ̂  )
 
   
 
  
  
 
    
 
  
 
     
                     
Como    (   ̂ ) depende de    , es necesario estimarla mediante  
   ̂(  ̂  )  
  
̂
 
   
 ̂
     
  ̂   ̂                                     
o su simplificación  ̂ ̂
   
 ̂
(  
  
 
). En cualquier caso, el intervalo de confianza al 
100 % para     está dado por   
[   ̂       
 
  ̂   ̂     ̂      
 
  ̂   ̂ ]                                        
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
a 
 
En este caso          . e la t oría de inferencia estadística (ver por 
eje plo, Leh ann y ase la (1998) s cción 2.2) sabemos que 
    (̂)  ̂           
es el E para   . Este esti ador se puede esc ibir en tér inos del esti ador  
co o     ̂       
 
   
 y por la propiedad de inv rianza s él is o un 
esti ador  de  .  
Se puede entonces usar la nor alidad asintótica de los esti adores  (3.8) para obtener: 
[     ]
 
 (   (  ))  cuando . sí, basta con calcular la varianza 
del esti ado  ,  (    ) ya sea edia t  (3.12) o di ecta ente -co o en este caso-, 
para construir un intervalo de confianza para   . En efecto, a partir de  
   ̂   
  
 
 
     
 
    
         
       
se tiene 
(   )    ̂    
 ̂    
      
ya que  ̅ y S son independientes y, por lo tanto,    ̂        . Luego, de las igualdades 
(3.18) se sigue 
(  )  
  
   
 
  
 
      
 
   
  
 
     
       
o o   (  ) depende de   , es necesario esti arla ediante  
  (   )
  
 
   
 
  
   
 ̂       
o su si plific ción ̂   
  
  
 
( 
  
 
). En cualquie  caso, el intervalo de confianza al 
100  par    está dado por  
[        
 
 ̂            
 
 ̂   ]        
donde el esti ador    se obtiene según la ecuación (3.17),  ̂   
  se calcula ediante 
(3.21) o su si plificación y    es el cuantil   de la distribución or al estándar. 
 
 ado por 
 
 
En est  caso        . De la teoría de inferencia estadística (ver por 
ej mplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
  ̂  ( ̂)   ̂      ̂                                                     
es el UMVUE para     . Este estimador se puede escribir en términos del estimador MV 
como    ̂  ̂      √   ̂ √    y por la propied d de invarianza es él mismo un 
estimador MV de    .  
Se puede entonces usar la normalidad asintótica de los stimadores MV (3.8) para obtener: 
[   ̂      ]
 
 (     (   ̂ ))   cuando  . Así, basta con calcular la varianza 
del estimador MV,  ( ̂  ) y  sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para   . En efecto, a partir de
    ̂    
 
 
 
       ̂  
 
 
  
 
 
  
    
                        
se tiene 
  ( ̂  )     ̂     ̂        
   ̂   
      ̂  
                             
ya que ̅ y S son independientes y, por lo tanto,    ̂    ̂  . Luego, de las igualdades 
(3.18) se sigue 
  (   ̂ )  
 
 
 
  
    
 
   
 
 
    
  
  
               
Como    (   ̂ ) depende de   , es necesario estimarla mediante  
  ( )
 ̂
  
  
 ̂
    
̂   ̂
                                     
o su simplificación ̂   ̂ 
  
 
 
(  
 
). En cualquier caso, el intervalo de confianz  al 
100 % para      está dado por   
[   ̂      
 
 ̂   ̂     ̂     
 
  ̂   ̂ ]                                      
donde el estimador    ̂  se obtiene según la ecuación (3.17),  ̂   ̂
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
, (2.22)
donde el estimador 
 
En este caso             . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casella (1998) sección 2.2) sabemos que 
  ̂ ( ̂)   ̂     ̂                                                     
es el UMVUE para   . Este estimador se pue  cribir en términos del estim dor MV 
como   ̂ ̂     √   ̂ √    y por la propiedad de invarianza es él mismo un 
estimador MV de     .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂      ]
 
 (     (  ̂  ))   cuando   . Así, basta con calcular la varianza 
d l stimador MV,   ( ̂  ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para . En efecto, a partir de  
     ̂   
  
 
         
 
 
   
     
 
    
                     
se tiene 
  ( ̂ )  ̂            
     ̂    
      ̂  
                      
ya que ̅ y S son independi nt s y, por lo tanto,  ̂  ̂   . Luego, de las igualdades 
(3.18) se sigue 
 (   ̂ )  
 
 
  
  
   
 
    
 
    
 
 
 
                   
Como    (    ) depende de  , es necesario estimarla mediante  
   ̂( ̂  )
 
    
 
  
 
 
 ̂   ̂
                                  
o s  ̂  ̂  
  
 ̂
 
(  
  
 
 
). En cualquier caso, el in ervalo de confianz  al 
100 % para     está dado por   
[  ̂    
 
 ̂   ̂   ̂    
 
  ̂   ̂ ]                                  
 est r   ̂  se obtiene según la ecuación (3.17),  ̂   ̂ 
  se calcula mediante 
(3.21) o su simplificación y    es el cuantil   de la distribución Normal estándar. 
 
s obti s l  ecu i (2.17), 
 
En este caso             . De la teoría de inferencia estadística (ver por 
ejemplo, Lehmann y Casel a (1998) sección 2.2) sabemos que 
  ( ̂)  ̂                                                  
es el U VUE para . Este estim dor se puede escri ir en té mino  del stim d r V 
como    ̂     √  √
 
 
 y por la propiedad de invarianza es él mismo un 
estimador V de    .  
Se puede entonces usar la normalidad sintótica de los estima or s V (3.8) para obt n r: 
[       ]  (  (  ))   cuando . Así, basta con calcular la varianza 
del estimador V,  ( ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para  . En efecto, a partir de 
   ̂   
  
 
     
  
    
 
    
 
 
  
                       
se tiene 
  (  )  ̂           
    ̂        
                               
ya que ̅ y S son independientes y, por lo tanto,  ̂     . Luego, de las igualdades 
(3.18) se sigue 
  (   )  
  
 
  
  
 
  
  
       
   
 
    
                 
Como  (   ̂ ) depende de   , es necesario e timarla mediante  
   (  )
  
 
   
 ̂
   
 ̂  ̂  
                                  
o su si plificación ̂  ̂  
   
 ̂
(
 
). E  cualq ier cas , el intervalo de confianza al 
100  para     está dado por   
[     
 
 ̂  ̂      
 
 ̂  ̂  ]                                 
donde el ti ador     e iene egún la ación 3. ), ̂  ̂  
  se calcula mediante 
(3.21) o su simplificación y   es el cuantil  de la distribución Normal estándar. 
 
se calcu-
la mediante (2.21) o su simplificación y 
 
En este caso       . De l  teoría de inferencia estadística (ver por 
ejem lo, Lehmann y Casell  (1998) sección 2.2) sabemos que 
 ̂    (̂) ̂       ̂                                                     
es el UMVUE para    . Este estimador se puede escribir en términos del estimador MV 
como    ̂   ̂      √    ̂ √   y por la propiedad de invarianza es él mismo un 
stimador MV de .
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) para obtener: 
[   ̂    ]
 
 (   (  ̂ ))   cu ndo   . Así, basta con calcular la varianza 
del estimador MV,  (   ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para    . En efecto, a partir de  
  ̂   
 
   ̂ 
  
 
      
 
 
                          
se tiene 
 ( ̂  )   ̂ ̂      
   ̂   
 ̂
                                      
ya que  ̅ y S son independientes y, por lo tanto,     ̂     ̂  . Luego, de las igualdades 
(3.18) se sigue 
 (  ̂  )
 
 
   
 
 
 
   
 
   
 
                     
Como (   ̂ ) depende de    , es necesario estimarla mediante  
( ̂  )
 
 
   
 
 ̂
   
 ̂  ̂  
                                     
o su simplificación  ̂   ̂ 
   
 ̂
(  
 
 
). En cualquier caso, el intervalo de confianza al 
100 % para     está dado por   
[   ̂        ̂   ̂     ̂        ̂   ̂ ]                                       
donde el e timador    ̂ se obtiene según la ecuación (3.17),  ̂   ̂ 
  e calcula mediante 
(3.21) o su si plifica i    es el cuantil   de la distribución Normal estándar. 
 
til
 
E  este caso          . De la teoría de inferencia estadística (ver por 
ejem lo, Lehma n y Casell  (1 98) s ción 2.2) sabemos que 
   ̂  ( ̂) ̂     ̂       
es el UMVUE para . Este estima or se puede escribir en términos del estimador MV 
como   ̂   ̂      √   ̂ √
 
 
 y por la propiedad de invarianza es él mismo un 
estimador MV de .  
Se puede entonces usar la normalidad asintótica de los estimadores MV (3.8) p ra obtener: 
[ ̂     ]
 
   ( )   cu ndo  . Así, basta con calcular la v rianza 
del estimador MV,   (  ̂ ) ya sea mediante (3.12) o directamente -como en este caso-, 
para construir un intervalo de confianza para  . En efecto, a partir de  
  ̂   
 
 
    ̂
 
 
  
 
     
s  ti ne 
  (  ̂ ) ̂ ̂       
  ̂   ̂  
   
ya que  ̅ y S son independientes y, por lo tanto, ̂   ̂  . Luego, de las igualdades 
(3.18) se sigu  
 ( ̂  )  
 
 
  
 
 
 
  
 
 
  
 
 
   
Como ( ̂ ) depende de   , es nec sario estimarla mediante  
 (  ̂ )  
 
 
 ̂
  ̂ ̂  
    
o su simplificación ̂ ̂  
   
 ̂
 
(   
 
). En cualquier caso, el intervalo de confianza al 
1 0 % para    está dado por   
[  ̂   
 
  ̂ ̂   ̂     ̂ ̂  ]     
donde el estimador  ̂   se obtiene según la ecuación (3.17),  ̂ ̂  
  se c lcula mediante 
(3.21) o su simpl ficación y   es el cuant   de la distribución Normal estándar. 
 
 e la distribución 
Normal estándar.
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Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
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donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
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donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde    
 
   
 (      ). Su 
estimador es   
  ̂   ( ̂)    ̂      ̂                                                     
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂      ̂             
       ̂    
       ̂  
                                           
 á ado por
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donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
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3.3.2. Delta-Normal. 
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el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂     ̂           
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donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂       los estimadores descritos anteriormente, basados en los 
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el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
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 sará el siguiente resultado 
asintótico de David y Nagaraja (2003):
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el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y  
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
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supuesto de normalidad,                 , donde    
 
 
 (      ). Su 
estimador es   
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3.3.2. Delta-  
Sean  ̂  ̅ y       esti adores des ri r ente, basados en los 
estimadores MV, con varianzas dadas p r (3.18). il t l ( 05  uestran que, bajo el 
supuesto de rmalidad,         , donde   
 
   
(    ). Su 
estimador es   
  ̂  ( ̂)    ̂     ̂                                                     
el cual se pu de escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para   debido a la propiedad de invarianza de 
os res MV.  
De la linealidad de la ecuación (3.26) y el hecho de que  ̂ y  ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de  . Entonces, p r (3.8) basta con encontrar la 
varianza de   ̂  para struir un intervalo de confianza para   :
   (  ̂ )    ̂  ̂           
   ̂  ̂
                                           
 donde 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
  ⌊  ⌋
∑    
 
  ⌊  ⌋  
                                        
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
       
             
                              
donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[ ̂        
 
  ̂  ̂    ̂     
 
  ̂  ̂ ]                                           
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza d  la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriorment , basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, baj  el 
supuesto de normalidad,                 , donde    
 
   
(     ). Su 
estimador es   
  ̂   ( ̂)    ̂     ̂                                                 
el cual se puede escribir en términos del estim dor MV tal como en la S cción 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   son ins sga os, s  sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂     ̂             
       ̂    
       ̂  
                                           
Su estimador es 
 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador n  paramétrico de     está dado por 
  ̂ 
 
⌊  ⌋
∑    
  ⌊  ⌋  
                                          
Para aproximar la distribución de  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂  ]
 
                        
donde        |     . De esta mane a, el intervalo de confianza al nivel 100 % 
para  es  
[  ̂     
 
  ̂  ̂    
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂  ̅ y   ̂      los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,             , donde    
 
  
(    ). Su 
estimador es   
  ̂  (̂)  ̂                         
el cual se pued escribir en té mi os del e timador MV tal como en la Sección 3.2.2 y es 
por tant  u  estimador MV en sí mismo para    debido a la pr pied d de inv rianza de 
los estimadores MV.  
De l  linealidad de la ecuació  (3.26) y el hecho de que   ̂ y ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de   . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para   : 
   (  ̂ )       ̂              
       ̂    
      ̂   
                                         
(2.26)
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el cual se puede escribir en términos del estimador MV tal como en la Sec-
ción 2.2.2 y es por tanto un estimador MV en sí mismo para 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
  ⌊  ⌋
∑     
 
  ⌊  ⌋  
                                           
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
       
             
                                
donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂       
 
  ̂  ̂    ̂      
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde    
 
   
 (      ). Su 
estimador es   
  ̂   ( ̂)    ̂      ̂                                                     
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por ta t or sí is     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂      ̂             
       ̂    
       ̂  
                                           
 
propiedad de invarianza de los estimadores MV. 
De la linealidad de la ecuación (2.26) y el hecho de que 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
  ⌊  ⌋
∑     
 
  ⌊  ⌋  
                                           
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
       
             
                                
donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂       
 
  ̂  ̂    ̂      
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde    
 
   
 (      ). Su 
estimador es   
  ̂   ( ̂)    ̂      ̂                                                     
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuació  (3.  el he  d    ̂ y   ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂      ̂             
       ̂          ̂  
                                           
  -
sesgados, se sigue que 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no p ramétrico de     está dado por 
  ̂  
 
  ⌊  ⌋
∑     
 
  ⌊  ⌋  
                                           
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
       
            
                                
donde          |      . De esta manera, el intervalo de confianza al nivel 100 % 
para    es  
[  ̂       
 
  ̂  ̂    ̂      
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂  ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde    
 
 
 (      ). Su 
estimador es   
  ̂   ( ̂)    ̂      ̂                                                     
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para    debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )        ̂      ̂             
    ̂  
 
 ̂  
                                           
es un estimador inses de 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de    está dado por 
  ̂   ⌊ ⌋
  
 
 ⌊ ⌋ 
    
Para aproximar la distribución de  ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (20 3): 
√ [  ̂     ]
 
     
           
       
donde       |      . De esta manera, el intervalo de confianza al nivel 10  % 
para   es  
[  ̂    
 
̂    ̂    
 
̂ ]    
donde  ̂  está dado por la ecuación (3.23), ̂ ̂  
  es la varianza de la distribución Normal 
en (3.24) y   es el cuantil  de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂     los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (20 5) muestran que, bajo el 
supuesto de normalidad,               , donde  
 
 
 (    ). Su 
estimador es   
  ̂   ( ̂)    ̂     ̂    
el cual se puede escribir en términos del estimador MV tal como en la Sec ión 3.2.2 y es 
por tanto un estimador MV en sí mismo para    debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que  ̂ y  ̂ son insesgados, se sigue 
que  ̂  s  or sesgado e   . Entonces, por (3.8) basta con encontrar la 
varianza de  ̂  para construir un intervalo de confianza para   : 
   (  ̂ )      ̂     ̂   
   ̂     ̂  
    
 Entonce , por 
(2.8) basta con encontrar la varianza de 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de    está dado por 
  ̂   ⌊  ⌋
∑    
 
  ⌊  ⌋  
                                           
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]      
                                           
donde         |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂      
 
  ̂̂    ̂   
 
  ̂̂ ]                                            
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean  ̂   ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde    
 
   
 (      ). Su 
estimador es   
  ̂   ( ̂)   ̂    ̂                                                      
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
qu    ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
  (  ̂ )  ̂   ̂             
       ̂          ̂  
                                           
para construir un intervalo e 
confianza para 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
  ⌊ ⌋
∑     
 
  ⌊  ⌋  
                                          
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
     
        
                             
donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂       
 
  ̂  ̂    ̂  
 
  ̂  ̂ ]                                          
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianza  dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                , donde    
 
   
 (      ). Su 
estimador es   
  ̂   ( ̂)   ̂      ̂                                                    
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tanto un estimador MV en sí mis o para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se igue 
que   ̂  es un estimador i sesgado de   . Entonce , por (3.8) basta con encontrar l
varianza de   ̂  para construir un intervalo de confianza para  : 
   (  ̂ )        ̂      ̂             
       ̂    
       ̂  
                                       
:
 
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. S ulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
 ⌊ ⌋
∑
  ⌊  ⌋  
                                         
Para aproximar l  distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [̂   ]
 
                                       
donde       |     . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂       ̂  ̂  
̂   ̂̂ ]                                           
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el c antil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂  ̅ y   ̂       los estimadores descritos anteriormente, basados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                , donde    
 
   
 (      ). Su 
estimador es   
 ̂  (̂) ̂  ̂                                                    
el cual se uede escribir en términos d l esti ador MV tal como en la Sección 3.2.2 y es 
p r tanto un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
que  ̂   es un estimador insesgado de  . Entonces, por (3.8) basta con encontrar la 
varianza de  ̂   para construir un intervalo de confianza para  : 
 (  ̂ )     ̂      ̂             
     ̂    
       ̂  
                                   
 
3.3. Intervalos de Confianza para ES. 
 
3.3.1. Simulación Histórica. 
El estimador no paramétrico de     está dado por 
  ̂  
 
  ⌊  ⌋
∑    
 
  ⌊  ⌋  
                                           
Para aproximar la distribución de   ̂  se usará el siguiente resultado asintótico de David y 
Nagaraja (2003): 
√ [  ̂     ]
 
                                               
donde          |       . De esta manera, el intervalo de confianza al nivel 100 % 
para     es  
[  ̂    
 
  ̂  ̂   ̂      
 
  ̂  ̂ ]                                           
donde   ̂  está dado por la ecuación (3.23),  ̂  ̂ 
  es la varianza de la distribución Normal 
en (3.24) y    es el cuantil   de la distribución Normal estándar. 
 
3.3.2. Delta-Normal. 
Sean   ̂   ̅ y   ̂        los estimadores descritos anteriorme te, b sados en los 
estimadores MV, con varianzas dadas por (3.18). McNeil et al (2005) muestran que, bajo el 
supuesto de normalidad,                 , donde        ( 
     ). Su 
estimador es   
  ̂   ( ̂)    ̂      ̂                                                     
el cual se puede escribir en términos del estimador MV tal como en la Sección 3.2.2 y es 
por tant  un estimador MV en sí mismo para     debido a la propiedad de invarianza de 
los estimadores MV.  
De la linealidad de la ecuación (3.26) y el hecho de que   ̂ y   ̂ son insesgados, se sigue 
que   ̂  es un estimador insesgado de    . Entonces, por (3.8) basta con encontrar la 
varianza de   ̂  para construir un intervalo de confianza para    : 
   (  ̂ )      ̂  ̂             
       ̂          ̂  
                                            (2.27)
dado que 
 
dado qu   ̅ y S son independientes y, por lo tanto,       ̂   ̂   . Siguiendo un desarrollo 
análogo a la Sección 3.2.2 se obtiene 
   ̂(  ̂ )  
  
 
 
    
 
  
 
   
    
      |
   ̂
 
  
 ̂
 
    
 
  
 ̂
   
    
     
 
  
 ̂
 
[  
 
   
  
 
 
]    ̂  ̂ 
                                                             
         
lo cual se puede simplificar a  ̂  ̂ 
  
  
 ̂
 
[  
  
 
 
] para n grande. El intervalo de confianza al 
nivel 100 % para     es entonces 
[  ̂       
 
  ̂  ̂    ̂      
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)              ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
  independientes y, por lo tanto, 
 
ado que  ̅ y S so  ind pendientes y, por lo tant    ̂  ̂  . Siguiendo un desarr llo 
anál go  la Sección 3.2.2 se obti ne 
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]   ̂  ̂ 
                                                             
      
lo cual se pu de simplific r a  ̂  ̂ 
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] para n grande. El intervalo de confianza al 
nivel 100 % para   s entonces 
[  ̂    
 
 ̂  ̂   ̂   
 
 ̂  ̂ ]                                         
donde ̂  está ado por la ecuación (3.26),  ̂  ̂ 
  está ado por (3.28) y   s el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por tro lado, de la teoría de inferencia estadística sabemos qu  existe una 
correspondencia entre u  intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asoci da al 
intervalo (3.13) es 
    (̂)         (̂)                                   
 
En el resto de esta sección e unciamos y probamos, con base en la propie ad anterior, los 
resultados que permiten establ cer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Pr posición 1. Sea    como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igu l al intervalo de confianza (3.13). 
Demostración. B sta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se ti ne: 
i -do un desarrollo análogo a la Sección 2.2.2 se obtiene
 
 
dado que  ̅ y S son independientes y, por lo tanto,       ̂   ̂   . Siguiendo un desarrollo 
análogo a la Sección 3.2.2 se obtiene 
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lo cual se puede simplificar a  ̂  ̂ 
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] para n grande. El intervalo de confianza al 
nivel 100 % para     es entonces 
[  ̂      
 
  ̂  ̂    ̂     
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hi ótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)              ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianz . 
 
En la Sección 2 se establecieron las hipót sis de los procedi ientos de backtesting para 
VaR y ES. Por otro lado, de la te ría de inf rencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
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En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equiv lencia entre las pruebas de hipótesis d  la 
Sección 2 y los intervalos de confi nza de la S cción 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la r gión de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 
dado que  ̅ y S son independientes y, por lo tanto,       ̂   ̂   . Siguiendo un desarrollo 
análogo a la Sección 3.2.2 se obtiene 
   ̂(  ̂ )  
  
 
    
  
 
 
        |
   ̂
 
  
 ̂
    
 
  
 ̂
   
    
     
  
 ̂
 
[  
   
 
 
]    ̂  ̂ 
                                                             
       
lo cual se puede simplificar a  ̂  ̂ 
  
  
 ̂
[ 
  
 
 
] para n grande. El intervalo de confianza al 
nivel 100 % para     es entonces 
[  ̂       
 
  ̂  ̂    ̂      
 
  ̂  ̂ ]                                            
donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)              ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 (2.28)
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donde  ̂  está dado por la ecuación (3.26),  ̂  ̂ 
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4. Equivalencia entre Backtesting e Intervalos de Confi nza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). A í, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         (̂)            ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permit n establ cer na equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalo  de c nfianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equival ncia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedi ientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
        ( ̂)              ( ̂)                                     
 
En el resto de esta sección en nciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
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4. Equival ncia entre Backtesting e Intervalos de onfianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
aR y ES. Por otro lado, de la teoría de inferencia estadística sabe os que existe una 
co respondencia entre un intervalo de confianza y una prueba de hipótesis (ver por eje plo 
Case la y Berger (2002), Teore a 9.2.1). sí, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
      ( ̂)          ( ̂)      
 
En el resto de esta sección en ncia os y proba os, con base en la propieda  anterior, los 
resultados que per iten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea     co o en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
e ostración. Basta probar que la prueba de hipótesis (2.2) co responde a (4.1). En efecto, 
partiendo de la pri era ecuación se tiene: 
  tonces
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donde   ̂  está dado por la cuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    s el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)             ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
, (2.29)
donde 
 
dado que  ̅ y S son independientes y, por lo tanto,   ̂   ̂  . Siguiendo un desarrollo 
análogo a la Sección 3.2.2 se obtiene 
   ̂(  ̂ )  
  
 
 
   
  
 
  
     |
  
 ̂
   
  
 ̂
 
  
 ̂
 
[  
 
   
  
]   ̂  ̂
                                                          
        
lo cual se puede simplificar a  ̂  ̂ 
   
 ̂
 
[  
  
 
 
] para n grande. El intervalo de confianza al 
nivel 100 % para  es entonces
[  ̂       
 
  ̂  ̂        
 
  ̂  ̂ ]                                     
don ̂  está d d  p r la ecu ción (3.26),  ̂  ̂ 
  stá dado por (3.28) y    es el cuantil  de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspon encia ntre u  in rvalo d  co fianz  y un  prueba de hi ót is (v r por ejemplo 
Casella y Berger (2002), T orema 9.2.1). Así, la prueba de hipótesis que está asociada al 
i tervalo (3.13) es 
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En el resto de esta sección enunciamos y probamos, con base en la pr pied d anterior, los 
resultados que per iten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂  está dado por (3.28) y   es el cuantil   de 
la distribución No mal está d r. 
 
4. Equival ncia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se esta leci ron las hipót si  de l s procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
      ̂)           ( ̂)                                   
 
En el resto de e sección en nciamos y probamos, con base en la propiedad a t rior, los 
sultados que er ite  establece  una equival ncia entre las pruebas de hipótesis de la 
Sección 2 y s intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 stá d  por (2.28) y 
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donde   ̂  está dado p r la ecu ció (3.26), ̂    d o por (3.28)   es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Secció  2 e st ble ier  s hipót s s d  l  proc dimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
       ( ̂)             ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad ant rior, los 
resultados que permiten establecer u a quivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confi nza d  l  Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 es el cuantil 
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cua t   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)              ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 la distribución Norm l estándar.
ISSN 2007-5383 versión digital, ISSN 2007-5375 versión impresa 71
Estocástica:
FINANZAS Y RIESGO
Intervalos de confianza para VaR y ES y su aplicación al mercado…
3. Equivalencia entre Backtesting e Intervalos de ConfianzaEn la Sección 1 se establecieron las hipótesis de los procedimientos de backtes-
ting para VaR y ES. Por otro lado, de la teoría de inferencia estadística sa-
bemos que existe una correspondencia entre un intervalo de confianza y 
una prueba de hipótesis (ver por ejemplo Casella y Berger (2002), Teorema 
9.2.1). Así, la prueba de hipótesis que está asociada al intervalo (2.13) es
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂ 
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspondencia entre un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
intervalo (3.13) es 
         ( ̂)              ( ̂)                                     
 
En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposición 1. Sea      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiendo de la primera ecuación se tiene: 
 (3.1)
En el resto de esta sección enunciamos y probamos, con base en la pro-
piedad anterior, los resultados que permiten establecer una equivalencia 
entre las pruebas de hipótesis de la Sección 1 y los intervalos de confianza de la Sección 2.
Proposición 1. Sea 
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donde   ̂  está dado por la ecuación (3.26),  ̂  ̂
  está dado por (3.28) y    es el cuantil   de 
la distribución Normal estándar. 
 
4. Equivalencia entre Backtesting e Intervalos de Confianza. 
 
En la Sección 2 se establecieron las hipótesis de los procedimientos de backtesting para 
VaR y ES. Por otro lado, de la teoría de inferencia estadística sabemos que existe una 
correspond nci  entr  un intervalo de confianza y una prueba de hipótesis (ver por ejemplo 
Casella y Berger (2002), Teorema 9.2.1). Así, la prueba de hipótesis que está asociada al 
interv lo (3.13)  
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En el resto de esta sección enunciamos y probamos, con base en la propiedad anterior, los 
resultados que permiten establecer una equivalencia entre las pruebas de hipótesis de la 
Sección 2 y los intervalos de confianza de la Sección 3. 
 
Proposi      como en la ecuación (3.6). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.2) es igual al intervalo de confianza (3.13). 
Demostración. Basta probar que la prueba de hipótesis (2.2) corresponde a (4.1). En efecto, 
partiend  de la primera ecuación se tiene: 
i  2. ). ces, l  región 
de no rechazo de la prueba de hipótesis (1.2) es igual al intervalo de confian-
za (2.13).
Demostración. B sta prob r qu  la pr   i t sis (1. ) rrespon-
de a (3.1). En efecto, partiendo de la primera ecuación se tiene:
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición establece la equivalencia entre el proceso de backtesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]   
 
 
     (  ̂ )
     (  ̂ ) 
                                       
                      
  
Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
 (3.2)
Así, p r ejemplo, sean n  250, p = 1% y 
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Así, por ejemplo, sean n = 250, p =   = 99%, e  inte valo para np usando (3.16) 
arriba, es [        ]. Dicho de otra manera, el modelo s  considera adecuado si se observan 
entre 0 y 6 xcesos en 250 días hábiles, tal como curre con la prueba de Kupiec. 
Por lo tanto, se tiene una ale ta temprana cu ndo un  observación excede el lím te superior 
del int rvalo de confianza; mientras que el modelo está siendo emasiado conservador 
cuando no existen obs rvaciones por enci a del límite inferior de dicho intervalo.  
Obsérvese q e no ocurre la limit nte de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Propo ición est blece la equivalencia entre el proceso de backtesting y la 
onstrucción de  int rvalo de confi nza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de n rechazo de la 
prueba de hipótesi  (2.3) es igual  int rvalo de confianza (3.13). 
Demostración. Clarament , la prueba de hipótesis (2.3) corresponde xact mente a (4.1), 
debido a que: 
       [ ̂       ]   [(      ̂ ) {     ̂ }]                 
  ( |    ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]    
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   (  ̂ ) 
                                       
                      
  
Se concluye entonces que es equiv l nte hacer l backtesting para ES (respecto de la 
propieda  de media cero) y construir e  int rvalo de confianza, con la ventaja de que no se 
requiere esperar para acu ular l muestra que ermita probar H0. 
 
5. Resultados Empíricos. 
  9  el int  a  usando (2.16) arriba, es 
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arr [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición establece la equivalencia entre el proceso de backtesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]   
      (  ̂ )
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Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
. ich   anera, el modelo se con-sidera adecuado si se observan entre 0 y 6 excesos en 250 días hábiles, tal como o urre con la prueba de Kupiec.
Por lo tanto, se tiene una alerta tempran  cuando una observ ción exce-
de el límite superior del intervalo de confianza; mientras que el modelo está siendo demasiado conservador cuando no existen observaciones por encima del límite inferior de dicho intervalo. 
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Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida 
en la Sección 1, ya que es factible observar pérdidas tanto por abajo de 
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible obse var pér idas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición establece la equivalencia entre el proceso de backtesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]   
 
 
     (  ̂ )
     (  ̂ ) 
                                       
                      
  
Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
como por arriba de 
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por a rib  L(6).  
La siguiente Proposición establece la equivalencia entre el proceso de backtesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]   
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     (  ̂ ) 
                                       
                      
  
Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
La siguiente Proposición establece la equivalencia entre el proceso de 
backtesting y la construcción del intervalo de confianza para ES.
Proposición 2. Sea 
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición estable  la equivale e t  pr backtesting y la 
construcción del intervalo de confianza para ES. 
Proposició       como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]   
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Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
  la ecuación (2.7). Entonces, la región 
de no rechazo de la prueba de hipótesis (1.3) es igual al intervalo de confian-
za (2.13).
Demostración. Claram nte, la prueba de hipótesis (1.3) corresponde 
exactamente a (3.1), debido a que:
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se observan 
entre 0 y 6 excesos en 250 días hábiles, tal como ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta temprana cuando una observación excede el límite superior 
del intervalo de confianza; mientras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por encima del límite inferior de dicho intervalo.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición establece la equivalenci  entre el proceso de backtesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. S a      como en la ecuación (3.7). Entonces, la región de n  r chazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde exactamente a (4.1), 
debido a que: 
       [ ̂        ]   [(       ̂ ) {     ̂ }]                 
   ( |     ̂ )   [  ̂   {     ̂ }]
   [ ̂     ]    
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Se concluye entonces que es equivalente hacer el backtesting para ES (respecto de la 
propiedad de media cero) y construir el intervalo de confianza, con la ventaja de que no se 
requiere esperar para acumular la muestra que permita probar H0. 
 
5. Resultados Empíricos. 
 (3.3)
Se concluye entonces que es equivalente hacer el backtesting para ES 
(respecto de la propiedad de media cero) y construir el intervalo de confian-
za, con la ventaja de que no se requiere sperar a a acumul r la muestra 
que permit  prob
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Así, por ejemplo, sean n = 250, p = 1% y   = 99%, el intervalo para np usando (3.16) 
arriba, es [         ]. Dicho de otra manera, el modelo se considera adecuado si se ob rva  
entre 0 y 6 excesos en 250 días hábiles, tal com  ocurre con la prueba de Kupiec. 
Por lo tanto, se tiene una alerta tempr a cuando una observ ción excede el límite superior 
del intervalo de confianza; mi ntras que el modelo está siendo demasiado conservador 
cuando no existen observaciones por e cima d l límite inferior de dicho interva o.  
Obsérvese que no ocurre la limitante de la prueba de Kupiec discutida en la Sección 1, ya 
que es factible observar pérdidas tanto por abajo de L(1) como por arriba de L(6).  
La siguiente Proposición establece la equivalencia e tr  el proceso  b cktesting y la 
construcción del intervalo de confianza para ES. 
Proposición 2. Sea      como en la ecuación (3.7). Entonces, la región de no rechazo de la 
prueba de hipótesis (2.3) es igual al intervalo de confianza (3.13). 
Demostración. Claramente, la prueba de hipótesis (2.3) corresponde xactamente a (4.1), 
debido a que: 
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Se concluye entonces que es quivalent hacer l backt sting p ra ES (respecto de la 
propiedad de media cero) y construir el intervalo de c nfianza, con la ventaj  de que o se 
requiere esperar para acumular la muestra que permita pro H0. 
 
5. Resultados Empíricos. 4. Resultados empíricosEn esta sección se propone una cartera de activos, a la cual se le calculan las 
métricas de riesgo, se aplican las pruebas de validación y se construyen los 
intervalos de confianza descritos, comparando las conclusiones obtenidas con cada estrategia.
La cartera propuesta (ver Cuadro 1) se compone de posiciones largas en seis acciones del mercado colombiano y una posición corta en dólares. El período de vigencia de la cartera incluye desde julio de 2001 hasta 
junio de 2015. Cuando no existe precio para una acción, se ha usado su 
beta respecto del índice de la bolsa de valores de Colombia (IGBC) y el ren-
dimiento de éste.
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 Instrumento PFBCOLO ECOPETL ISAGEN PREC CNEC ISA USDCOP
 Acciones 1 800 30 000 18 000 5 000 8 500 7 000 -20 000 
 o Nominal
Cuadro 1. Descripción de la cartera
Fuente: Elaboración propia.
Todos los cálculos de VaR se han realizado al 99% con una ventana histórica de 1 000 días hábiles y un horizonte de tenencia de un día hábil. 
Los intervalos de confianza para el VaR también se han calculado al 99% 
de confianza. Para el ES, los cálculos y los intervalos se han hecho al 97.5% de 
confianza, según lo propone el BIS (2013), con la misma ventana histórica y 
horizonte. Así, tanto VaR como ES se han calculado desde agosto 2005 has-
ta junio 2015. El Cuadro 2 muestra un resumen de las métricas de riesgo individuales y para la cartera durante los 10 años considerados por ambos 
métodos de cálculo.
Cuadro 2. VaR(99%) para la Cartera Considerada (MXN mln)
 
Métrica VaR(99%) ES(97.5%)
Método SH Delta-Normal SH Delta-Normal
PFBCOLO 1.955 1.654 2.006 1.662
ECOPETL 4.317 3.552 4.364 3.570
ISAGEN 1.389 1.149 1.426 1.155
PREC 16.439 12.821 18.084 12.885
CNEC 8.115 6.116 8.498 6.146
ISA 3.205 2.502 3.19 2.515
USDCOP 0.839 0.661 0.853 0.665
Cartera 32.424 24.09 34.217 24.211
Fuente: Elaboración propia.
La Figura 1 muestra el VaR al 99% estimado por SH con los intervalos de 
confianza y las pérdidas del día siguiente, mientras que el Cuadro 3 desplie-
ga los datos agrupados por año y magnitud: la columna [Var,LimSup) mues-
tra los excesos sobre el VaR pero no sobre el límite superior del intervalo, la 
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columna [LimSup,+∞) muestra los excesos sobre el límite superior del in-tervalo y la columna Excesos es igual a la suma de las dos columnas previas. 
Es clara la consistencia de metodologías para los años 2006 y 2014 en 
los que ambas rechazan la adecuación del modelo, así como para los años 
2005, 2007 y 2013, en los que ninguna rechaza la hipótesis nula.
Figura 1. VaR(99%) SH e Intervalo de confianza
Fuente: Elaboración propia.
Cuadro 3. Backtesting e Intervalos de Confianza para VaR(99%) SH
 
	 Año	 Datos	 (LimInf,VaR]	 (VaR,LimSup]	 (LimSup,+∞)	 Excesos	
 2005 99 2 3 0 3
 2006 242 9 3 7 10
 2007 243 2 1 0 1
 2008 244 6 2 1 3
 2009 242 0 0 1 1
 2010 245 1 0 0 0
 2011 246 5 0 0 0
 2012 244 2 0 0 0
 2013 244 1 2 0 2
 2014 244 2 2 5 7
 2015 118 0 2 1 3
 2014-15 242 1 4 6 10 
Fuente: Elaboración propia.
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Del 2010 al 2012 la prueba de Kupiec no es capaz de indicar si el mode-lo es demasiado conservador. Existen, sin embargo, 1, 5 y 2 observaciones 
sobre el límite inferior del intervalo, lo que apunta a que el modelo no está 
siendo conservador. En estos casos, la metodología de intervalos de confian-
za provee información adicional que la prueba de hipótesis no puede.
Los años 2008, 2009 y 2015 presentan discrepancias. En 2008 y 2009 se 
tienen pocos excesos (3 y 1) pero de tal magnitud que uno de ellos en cada 
año supera el límite superior del intervalo de confianza. Ambos constituyen 
observaciones atípicas: Lehmann Brothers en 2008 y una pérdida de 30% en 
Pacific Rubiales en 2009. 
Finalmente, en 2015 se han presentado 3 excesos sobre el VaR, que es el límite superior de la región de aceptación, pero uno de ellos excede el inter-
valo. Esto hace suponer que el modelo es demasiado agresivo (como en 2006 
y 2014) pero falta un exceso más para confirmarlo. Sin embargo, si se com-
pleta una muestra de un año desde julio 2014, desaparece la inconsistencia y ambas metodologías rechazan la bondad del modelo. En situaciones como 
ésta, los intervalos de confianza proveen una alerta temprana.
Los resultados correspondientes para el modelo Normal se encuentran 
en la Figura 2 y en el Cuadro 4. Al comparar las metodologías de backtesting 
e intervalos de confianza para este modelo se obtienen las mismas conclu-
siones que con SH para 2006, 2009, 2012 y 2014. Para 2005, 2008 y 2015, 
el modelo Normal sería rechazado ya sea mediante pruebas de hipótesis o 
intervalos de confianza. 
En contraste, las metodologías discrepan para los años 2007, 2010, 2011 
y 2013, ya que prácticamente cualquier exceso sobre el VaR sobrepasó tam-
bién el intervalo de confianza. Es decir, la metodología de intervalos se ha-
bría rechazado la bondad del modelo para los cuatro años, mientras que no habría sido así mediante pruebas de hipótesis.
La razón de esta discrepancia es que el intervalo de confianza es muy 
angosto, pues la dispersión estimada del VaR es muy pequeña. Está ya bien 
documentado, desde el trabajo seminal de Fama (1965), que la distribución 
Normal no modela adecuadamente los retornos de los factores de riesgo de mercado y los activos usados en este ejercicio dejan ver claramente esa de-bilidad.
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Figura 2. VaR(99%) Normal e Intervalo de Confianza
Fuente: Elaboración propia.
Cuadro 4. Backtesting e Intervalos de Confianza para VaR(99%) Normal
 
 Año Datos (LimInf,VaR] (VaR,LimSup] (LimSup,+∞) Excesos 
 2005 99 1 2 3 5
 2006 242 1 4 16 20
 2007 243 1 0 3 3
 2008 244 1 1 8 9
 2009 242 0 0 1 1
 2010 245 0 0 1 1
 2011 246 0 1 4 5
 2012 244 2 0 0 0
 2013 244 1 0 3 3
 2014 244 2 1 10 11
 2015 118 1 1 3 4
Fuente: Elaboración propia.
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Respecto al ES(97.5%), el intervalo de confianza de una cola y el backtes-
ting para el modelo de SH se muestran en la Figura 3 y en el Cuadro 5.
Figura 3. ES(97.5%) SH e Intervalo de Confianza
Fuente: Elaboración propia.
Cuadro 5. Backtesting e Intervalos de Confianza para ES(97.5%) SH
Fuente: Elaboración propia.
 
 Año	 Datos	 (VaR,ES]	 (ES,LimSup]	 (LimSup,+∞)	 ASL
 2005 99 3 3 0 0.714
 2006 242 11 8 2 0.017
 2007 243 3 1 0 0.966
 2008 244 7 3 0 0.502
 2009 242 0 1 0 ND
 2010 245 1 0 0 ND
 2011 246 6 0 0 0.999
 2012 244 4 0 0 0.936
 2013 244 4 0 0 0.972
 2014 244 4 4 3 0.019
 2015 118 1 2 1 0.143
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En la Figura 3 se visualizan líneas para el VaR(97.5%), el ES(97.5%) y el 
extremo superior del intervalo de confianza al 97.5% para este último. Tam-
bién se grafican como puntos los excesos sobre el VaR(97.5%). 
De ellos, seis caen por arriba de la cota superior del intervalo de confian-
za: 2 en el año 2006, 3 en 2014 y 1 en 2015 (ver la quinta columna del Cuadro 
5). El nivel de significancia asintótico, calculado mediante un proceso boots-
trap de 10 mil repeticiones, rechaza la hipótesis nula para 2006 y 2014, no 
así para 2015. Adicionalmente, este método no pude pronunciarse para los 
años 2009 y 2010, ya que, al existir un único exceso, no es posible estimar la 
dispersión de los excesos sobre el VaR. El intervalo de confianza para estos 
años permite concluir que el modelo es adecuado, entregando nuevamente 
más información que el backtesting. 
La única discrepancia entre los métodos reside entonces en 2015. Como se indicó en la sección 2 la precisión del ASL depende del tamaño de la mues-
tra, que en este caso es demasiado pequeña (sólo 118 datos y 4 excesos). 
Para el modelo Normal, los intervalos de confianza de una cola y el bac-
ktesting para el ES(97.5%) se observan en la Figura 4 y en el Cuadro 6. Esta Figura tiene escala logarítmica para su mejor visualización.
Figura 4. ES(97.5%) Normal e Intervalo de Confianza
Fuente: Elaboración propia.
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Cuadro 6. Backtesting e Intervalos de Confianza para ES(97.5%) Normal
 
	 Año	 Datos	 (VaR,ES]	 (ES,LimSup]	 (LimSup,+∞)	 ASL
 2005 99 2 2 3 0.110
 2006 242 3 4 16 0.000
 2007 243 1 0 3 0.091
 2008 244 4 1 8 0.007
 2009 242 0 0 1 ND
 2010 245 1 0 1 0.252
 2011 246 1 1 4 0.069
 2012 244 4 0 0 0.942
 2013 244 2 0 3 0.173
 2014 244 7 0 10 0.003
 2015 118 3 1 3 0.045
Fuente: Elaboración propia.
Los años 2006, 2008, 2012 y 2014 proveen la misma conclusión mediante 
pruebas de hipótesis e intervalos de confianza. Los años 2005, 2007, 2011 y 
2015 generan la misma conclusión si se reduce el nivel de confianza (entre 
96.5% para 2015 y hasta 88% para 2005). Igual que antes, no es posible pro-
bar la hipótesis para 2009 pero el intervalo de confianza indica un modelo no 
válido para ese año. Existen discrepancias entre los métodos para los años 
2010 y 2013, en que el método de intervalos de confianza rechaza la validez 
del modelo mientras la prueba de hipótesis no encuentra evidencia suficiente 
para hacerlo. Igual que antes, esto se debe a la combinación de dos factores: a) 
una muestra de excesos muy pequeña y b) la distribución Normal no describe adecuadamente el comportamiento de los factores de riesgo.
La primera dificultad se puede subsanar realizando la prueba de hipó-
tesis con los excesos combinados de 2, 3 o hasta 4 años, lo cual le otorgaría mayor precisión, pero con el inconveniente de tomar decisiones sobre el mo-delo de forma potencialmente tardía. 
En el caso de SH, por ejemplo, tomando los excesos de períodos de dos 
años no existen discrepancias entre intervalos de confianza y pruebas de hipótesis para ningún período.
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Conclusiones
El resultado más importante de este trabajo es la equivalencia entre el bac-
ktesting y el intervalo de confianza para cualquier métrica basada en el estimador máximo verosímil de los factores de riesgo. En particular, se de-
mostraron resultados específicos para VaR y ES y se aplicaron empírica-
mente bajo las metodologías Simulación Histórica y Normal, con resultados 
generalmente consistentes y discrepancias que pueden depender de obser-
vaciones atípicas, de la bondad del modelo de estimación o del hecho que en diversos momentos se han usado aproximaciones.
La estrategia de intervalos de confianza tiene dos ventajas evidentes: 
1) no se requiere acumular una muestra de métricas que permita probar la 
hipótesis nula, ya que el intervalo se construye con la misma muestra que 
se estima la métrica y 2) permite decidir, a diferencia de la prueba de hipó-tesis, si el modelo está siendo demasiado conservador, aun cuando el núme-
ro de estimaciones de riesgo sea “pequeño”. Gracias a esta combinación de propiedades la metodología podría establecerse como un sistema de alertas 
tempranas. 
Una tercera propiedad, sobre la cual el Comité de Basilea está poniendo 
énfasis, es que las metodologías tradicionales de validación de modelos no 
toman en cuenta la magnitud de los excesos. El BIS se basa en ello —en-
tre otros motivos— para proponer el cambio de VaR a ES como métrica de 
riesgo, pero aquí se observa que la metodología de intervalos de confianza 
permite incorporar la magnitud del exceso de forma natural, por lo que es posible poner a revisión un modelo aún desde el primer exceso observado, 
dependiendo si éste superó el límite superior del intervalo de confianza. 
Por último, la asimetría de los intervalos es un punto a destacar. Si bien 
el intervalo (2.13) es simétrico por construcción, ello se debe a que se basa 
en la distribución asintótica de los estimadores MV, que es simétrica. Cuan-do la distribución supuesta de los parámetros es tratable, como es el caso de 
la distribución Empírica, los intervalos no necesariamente son simétricos, como se aprecia en la Figura 1. 
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Resumen
Los vínculos económico financieros entre países vecinos son indiscutibles, en este sentido, es de primordial importancia analizar los riesgos implícitos para una mejor toma de decisiones. En la presente investigación el riesgo se mide mediante 
las pérdidas potenciales del Valor en Riesgo (VaR) entre los mercados accionarios 
de México y Estados Unidos. Se utilizan diversas metodologías tradicionales del 
VaR: VaR Delta-Normal, VaR Simulación Histórica, y VaR Simulación Monte Carlo; 
a su vez, se contrastan con la metodología del VaR Cópulas Elípticas, que dadas sus características, estima de manera más precisa los eventos extremos inherentes de los rendimientos de los precios de los mercados accionarios. El período de 
análisis comprende 40 años (1975-2014) de series de tiempo diarias, las cuales son segmentadas para su análisis en periodos anuales. La muestra de estudio de 
los mercados accionarios comprende a los índices bursátiles de México (IPC) y 
Estados Unidos (S&P 500). La evidencia empírica identifica cómo varían, a través 
del tiempo, los patrones de pérdidas potenciales entre los mercados accionarios bajo análisis. Asimismo, comprueba la precisión y robustez de la medición del 
VaR mediante la metodología de cópula, la cual está dirigida a capturar la no 
linealidad y por ende a no subestimar las pérdidas.
Clasificación JEL: C02, C15, C52, G11, G15.
Palabras Clave: Valor en Riesgo, mercados de capitales, cópulas.
AbstRAct
Economical and financial links between neighboring countries are undeniable, in 
this sense, it is of paramount importance to analyze the implied risks to improve 
the decision making process. In this research risk is measured through the potential 
loss of Value-at-Risk (VaR) between Mexican and USA stock markets. Different 
traditional VaR methodologies are used, such as Delta-Normal VaR, Historical 
Simulation VaR, and Monte Carlo Simulation VaR, these in turn are verified against 
the Elliptic Copulas VaR methodology, which estimates more accurately inherent 
extreme events of the stock market prices returns. The analysis considers daily time 
series data during 40 years, from 1975 to 2014; these are divided into segments 
to carry out a yearly analysis. The stock markets sample includes the Mexican 
(IPC) and USA (S&P 500) stock indexes. The empirical evidence identifies the 
variation over time of potential losses patterns of the stock markets being analyzed. 
Additionally, it verifies the precision and robustness of VaR measurement through 
the copula methodology which aims to capture the non-linearity and therefore 
avoids the underestimation of the losses. 
JEL Classification: C02, C15, C52, G11, G15.
Keywords: Value at Risk, Stock Markets, Copulas.
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IntroducciónLa creciente globalización económico financiera ha conllevado a que se creen diversos bloques económico financieros no sólo regionales sino que 
también bloques entre países relativamente distantes; en lo que respecta a los 
bloques regionales estos se caracterizan por relacionar países que comparten 
fronteras. Se puede afirmar que los vínculos económico financieros entre paí-
ses vecinos se han incrementado a través de la globalización. Estos vínculos 
económico financieros involucran diversos riesgos, por ende es de primordial importancia analizar los riesgos para una mejor toma de decisiones.La administración de riesgos es esencial para un proceso de toma de de-
cisiones consciente, ya sea que el tomador de riesgos pertenezca a una insti-
tución financiera, del sector público o del sector privado. La administración 
de riesgos tiene como principal encomienda evitar pérdidas económicas in-
aceptables; particularmente analizando y ponderando los riesgos con la fi-
nalidad de mejorar el desempeño económico financiero. Es necesario aplicar una distribución óptima del riesgo para de este modo lograr una asignación 
más eficiente del capital y en este sentido obtener inversiones más producti-
vas que en consecuencia impulsen el crecimiento económico financiero.
El Valor en Riesgo es una de las herramientas más empleadas para la medición de riesgo. La principal razón de su popularidad es la sencillez y versatilidad al aplicarse a todas las posiciones de riesgo o carteras de inver-
sión en cualquier nivel de una institución financiera, del sector público o del 
sector privado. Jorion (2007) y Crouhy, Galai y Mark (2001) definen el valor 
en riesgo (VaR) como la pérdida máxima esperada (o peor pérdida) a lo largo 
de un horizonte de tiempo objetivo en un intervalo de confianza dado.
El análisis del riesgo en esta investigación se mide mediante las pérdi-
das potenciales obtenidas a través del Valor en Riesgo (VaR) entre los mer-
cados accionarios de México y Estados Unidos, la muestra de estudio de los 
mercados accionarios comprende a sus principales índices bursátiles: IPC 
de México y S&P 500 de Estados Unidos. La estimación del VaR es realizada con ponderaciones iguales (ponderación naive) entre estos dos mercados y 
mediante varias metodologías: VaR Simulación Histórica, VaR Delta-Normal, 
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VaR Simulación Monte Carlo y VaR Cópulas Elípticas. El período de análisis 
comprende 40 años (1975-2014) de series de tiempo diarias, las cuales son 
segmentadas en períodos anuales. El objetivo de este trabajo es identificar 
los patrones de pérdidas potenciales entre los mercados accionarios bajo 
análisis, y discernir cual o cuales metodologías del VaR son más precisas. El trabajo está estructurado de la siguiente manera: primeramente se ha-ce una revisión de la literatura mencionando trabajos seminales y recientes, 
en la siguiente sección se presenta el marco teórico, definiendo las diferen-
tes metodologías utilizadas para el cálculo del VaR así como la metodología 
empleada para validar las estimaciones obtenidas; en la penúltima sección se 
discuten los resultados; y finalmente se presentan las conclusiones.
1. Revisión de la literatura
En la actualidad existe un sinfín de estudios que analizan el VaR; hay estu-
dios que analizan mercados locales (activos del mismo país) y estudios de 
VaR de mercados internacionales; asimismo hay estudios que investigan la 
interrelación de activos locales con activos internacionales. Con el avance 
tecnológico y metodológico los estudios de VaR que logran capturar de me-jor manera el comportamiento del mercado son cada vez más difundidos y 
usados por los administradores de riesgos. Por la pertinencia de esta inves-tigación nombramos sólo algunos. 
Reyes y Ortiz (2013) analizan el VaR de los mercados accionarios del TL-
CAN, dicho análisis del VaR es realizado mediante un modelo multivariado 
de la familia GARCH. En Benavides (2007) se realiza un análisis de VaR con 
futuros sobre tasas de interés mexicanas utilizando modelos GARCH. López 
et al. (2012) analizan el VaR de la bolsa mexicana de valores complementan-
do el análisis del VaR a través de econometría fraccional para determinar 
memoria larga en los mercados del TLCAN. 
Por su parte De Jesús y Ortiz (2013) analizan el efecto de la volatilidad y 
los rendimientos del peso y la bolsa mexicana a través de la implementación 
del VaR de valores extremos, y Aguirre et al. (2013) estiman el VaR de la 
bolsa mexicana también a través de la teoría de valores extremos pero con 
implementaciones de diversos modelos de la familia GARCH. 
En Cortez et al.  (2009) se analiza el VaR paramétrico de un portafolio 
compuesto por los tipos de cambio de México y Argentina seccionando el 
análisis en época de crisis y en época de estabilidad cambiaría. 
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Respecto al análisis de riesgo vía la implementación del Valor en Riesgo 
con cópulas, Torres y Olarte (2009) analizan esta aplicación del VaR con có-
pulas elípticas y arquimedianas. Embrechts, et al. (2005) aplican el método de cópula para crear diversos escenarios de valor en riesgo para el peor de 
los casos. Rank (2007) muestra la fiabilidad del uso de cópulas en uno de los 
dos métodos principales de la valuación del VaR, el método de Monte Carlo. 
Cabe recalcar que estos estudios analizan el caso de los mercados finan-
cieros desarrollados; los estudios con cópulas sobre mercados emergentes 
son escasos. Debe, no obstante resaltarse las investigaciones de Ozun y Cif-
ter (2007), y Hotta, et al. (2008) quienes utilizan a la teoría de cópulas en la 
valuación del VaR de portafolios de mercados emergentes de Latinoamérica; 
y Bucio y Ortiz (2013) analizan dependencia y VaR entre mercados acciona-rios desarrollados y emergentes del continente americano. 
2. Metodología
Valor en Riesgo
El Valor en Riesgo (Value at Risk, VaR; por sus siglas en inglés) es un concep-
to desarrollado en el ámbito financiero de la administración de riesgos. El 
Valor en Riesgo (o en otras palabras, valoración del riesgo), proviene de la 
necesidad de cuantificar con un determinado nivel de significancia o incer-
tidumbre el monto o porcentaje de pérdida que un portafolio enfrentará en 
un período predefinido de tiempo (Jorion 2007, Penza y Bansal 2001, Best 
1998, y Dowd 1998).
El VaR es una medida de riesgo de mercado creada por JP Morgan y re-
comendada en la medición de riesgos por el Comité de Basilea.1 La principal 
característica del porqué el VaR se ha convertido en la metodología estándar en la medición del riesgo de mercado, es su aparentemente fácil implementa-
ción, flexibilidad y sencilla lectura.
Sin embargo, el VaR es un concepto controvertido, debido principal-
mente a los diversos métodos utilizados en la obtención de su estimación, 
los valores divergentes así obtenidos y el temor de que la administración 
de riesgos esté en algunos casos basada en gran medida en la estimación 
del VaR; teniendo por ende poca consideración para otros tipos de riesgos. 
Lo ideal sería que el VaR exprese con precisión la exposición al riesgo, sin 
embargo, la complejidad e inestabilidad de los mercados hace que sean ne-
1 Basel Committee on Banking Supervision, Basel I, Basel II and Basel III, www.bis.org 
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cesarios modelos refinados que logren capturar las características de los mercados. 
El concepto de VaR incorpora tres factores:1. Un horizonte temporal dado. Es decir, un administrador de riesgos podría 
estar preocupado por las posibles pérdidas ya sea para un día, una sema-
na, etcétera.
2. El VaR está asociado a una probabilidad. El VaR representa la posible pér-dida durante un período determinado de tiempo con una determinada probabilidad.
3. El monto de dinero invertido.
En síntesis, la definición de VaR es la siguiente:
Valor en Riesgo.- El VaR resume la pérdida máxima esperada “o peor pér-
dida” a lo largo de un horizonte de tiempo objetivo dentro de un intervalo 
de confianza establecido.
En esencia el VaR no es más que una cifra, expresada en unidades mo-
netarias (o términos porcentuales), que indica la máxima pérdida esperada 
para un horizonte temporal y nivel de confianza determinado. Dicha cifra 
tiene la característica de que puede ser especificada mediante diversas me-
todologías, es por ende que no sólo es necesario especificar los parámetros 
referidos sino también el método de estimación empleado en su cálculo.
Para el cálculo del VaR, previamente se requiere modelar los rendimien-
tos del portafolio y hallar la distribución de pérdidas que los describe, tradi-cionalmente y por simplicidad se han supuesto rendimientos normalmente 
distribuidos, pero la evidencia empírica muestra que éstos no se comportan 
así. De este modo es que se han creado modelos más refinados para medir de 
una mejor manera las pérdidas de portafolio.
Las metodologías tradicionales de estimación del VaR aprobadas por el 
Comité de Basilea son: VaR Paramétrico, VaR Histórico y VaR Monte Carlo 
con un nivel de confianza de 95% y más restrictivamente de 99% tomando en cuenta series de datos diarias de por lo menos un año. 
En este trabajo se pondrá énfasis por ende en las metodologías de VaR 
especificadas por el Comité de Basilea, que asimismo son las metodologías 
con mayor popularidad en el entorno económico financiero: el modelo del-
ta-normal (modelo de VaR paramétrico), el modelo de simulación histórica 
(modelo de VaR Histórico) y el modelo de simulación Monte Carlo (modelo de 
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VaR Monte Carlo). Posteriormente se contrastarán estas metodologías tra-
dicionales contra el modelo de VaR con cópulas elípticas, el cual es un mode-
lo perfeccionado de VaR Monte Carlo que incluye la metodología de cópulas. 
VaR Delta-Normal
J.P. Morgan en el año de 1994 mediante su destacada metodología llamada 
RiskMetrics introduce lo que se conoce como el método de valor en riesgo delta-normal. Esta metodología está fundamentada en la teoría de portafo-
lio de Markowitz (1952, 1959) de varianza-covarianza. La metodología delta-normal dada su fácil implementación es la más 
usual en el entorno financiero, este método está basado en el supuesto de 
normalidad de los datos, es decir para su cálculo se supone que los precios o 
rendimientos de los activos financieros son independientes e idénticamente 
distribuidos, suponiendo que se distribuyen de manera normal (gaussiana). 
Al suponer linealidad se sobre entiende que las volatilidades y correlaciones 
son estables a través del horizonte temporal pactado. El valor en riesgo delta-normal se determina,
 
 
𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑍𝑍𝑐𝑐�𝑤𝑤𝑇𝑇 Σ 𝑤𝑤 ∗ √Δ𝑡𝑡           (1)
donde
𝑍𝑍𝑐𝑐 = nivel de significancia (valor critico) asociado a la distribución normal
𝑤𝑤 = vector de posiciones de los activos
𝑤𝑤𝑇𝑇 = transpuesta de 𝑤𝑤
Σ = matriz de varianza-covarianza del activo o portafolio de activos
Δ𝑡𝑡 = horizonte temporal 
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La semejanza hacia la distribución normal hace que el mec nism  de 
medir las pérdidas de portafolio sea más fácil, ya que sólo se necesita s-
timar el valor del percentil previamente escogido. Cabe resaltar que los 
cambios en el portafolio pueden interpretarse, ya sea como pérdidas, o c mo g nancias dependiendo si mantien  una posición larga o or a, 
esto es de qué lado de la dis ribución sé este ubicado. Para e  caso del VaR 
es común ubicarse del lado izquierdo de la distribución, i.e., en el lado de 
las pérdidas.
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VaR de simulación histórica
Los modelos VaR de simulación tienen propiedades más atractivas que el 
modelo VaR delta-normal, la propiedad más significativa de estos modelos 
es que no se asume ningún supuesto sobre la estructura de la distribución de probabilidad de los rendimientos de los activos. 
El modelo VaR de simulación histórica consiste en generar escenarios de 
los factores de riesgo (activos financieros) mediante la información obser-vada en un período determinado. En la actualidad existen diversas metodo-
logías para el VaR de simulación histórica, son semejantes en su mecanismo 
de implementación, y la evidencia empírica ha comprobado que llevan a re-sultados similares, De Lara (2009). El algoritmo de la simulación histórica utilizado en esta investigación es:
i) Recopilación de los datos del o los activos que conformaran el portafolio. 
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do 𝑃𝑃𝑘𝑘 es el vector de precios de los activos (o vector de factor de riesgo  ). 
ii) Mediante el vector de precios se obtiene el vector de rendimientos, 
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donde 𝑅𝑅𝑘𝑘 es el vector de los rendimientos de los precios de los activos.   
iii) Se obtiene el último precio y se fija como semilla, 𝑃𝑃𝑛𝑛. Mediante el precio último se 
simulan nuevos precios, 𝑃𝑃𝑘𝑘∗. El precio semilla se multiplica por el exponencial de cada uno 
de los rendimientos y de esta manera se obtiene una nueva serie de datos, i.e.,
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donde 𝑃𝑃𝑘𝑘∗ es el vector de precios simulados de los activos.   
iv) Para obtener el vector de pérdidas y ganancias se requieren tres pasos. Primeramente se 
toma el valor de la posición inicial,   (si es que se tiene un portafolio de un activo) o 
posiciones iniciales, (si es que se tiene un portafolio comprendido por más de un activo). 
Se obtiene el vector de precios y ponderaciones, para ello se realiza el cociente entre el 
valor de la posición inicial y el precio último, y se multiplica por cada uno de los precios 
simulados. Si se tiene un portafolio de más de un activo para llegar al vector de precios y 
ponderaciones se hace la suma de cada uno de los cocientes de las posiciones iniciales con 
sus respectivos precios últimos, multiplicadas por sus correspondientes precios simulados.      
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donde 𝑣𝑣𝑘𝑘 es el vector de precios y ponderaciones simulados de los activos.   
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valor de la posición inicial y el precio último, y se multiplica por cada uno de los precios 
simulados. Si se tiene un portafolio de más de un activo para llegar al vector de precios y 
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donde 𝑃𝑃𝑘𝑘∗ es el vector de precios simulados de los activos.   
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donde 𝑃𝑃𝑘𝑘∗ es el vector de precios simulados de los activos.   
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simulan nuevos precios, 𝑃𝑃𝑘𝑘∗. El precio se illa se multiplica por el exponencial de cada uno 
de los rend mientos y de esta manera se obtiene una nueva serie de da os, i.e.,
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donde 𝑃𝑃𝑘𝑘∗ es el vector de precios simulados de los activos.   
iv) Para obtener el vector de pérdidas y ganancias se requieren tres pasos. Primeramente se 
toma el valor de la posi ión inicial,   (si es que s  tiene un portafolio de un activo) o 
posiciones iniciales, (si es que se tiene un port folio comprendido por más de un activo). 
Se obtiene el vector de precios y ponderaciones, para llo se realiza el cociente entre el 
valor de la s ción i icial y el precio últim , y se multiplica por cada u o e los preci s 
simulados. Si se tiene un portafolio de más de un activo para llegar al ve t r de pr cios y 
ponderaciones se hace la suma de cada uno de los cocie tes de las posiciones iniciales on 
us respectivos precios últimos, multiplicadas por sus correspondientes pr i s simulados.     
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donde 𝑣𝑣𝑘𝑘 es el vector de precios y ponderaciones simulados de los activos.   
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donde 𝑅𝑅𝑘𝑘 es el vecto  de los rendimientos de l precios de l  activos.   
iii) Se obtiene el último precio y se fija como semilla, 𝑃𝑃𝑛𝑛. M diante el preci  último se 
simulan nuev  precios, 𝑃𝑃𝑘𝑘∗. El precio milla se multiplica por el expon ncial de cada uno 
de los rendim ento  y de est manera s obtiene una nu va seri de datos, i.e.,
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dond  𝑃𝑃𝑘𝑘∗ es el vector de precios simulados de l  activos.   
iv) Para obtener el vector e pérdidas y ganancias se requieren tres pasos. Prim ramente se 
toma el valor de la pos ón inic al,  (si es que se tiene un portafolio de un activo) o 
p s c ones ini ial s, (si s que se tiene un portafolio comprendido por más de un activo). 
Se obtiene el vector de precios y ponderaciones, para ello se realiza el cocient  entre el 
valor de a p s ón inicial y el pre io úl imo, y se mult plica por ca a o d  l precios 
simulados. Si s tiene un portafolio más de un ctivo p a ll gar al vector d precios y 
pondera io es se hace la suma de ca a uno de los cocientes de las pos c nes in ciales con 
sus resp ctiv preci  últimos, ultiplicad p sus corr spondi n e precios simulados.      
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dond 𝑣𝑣𝑘𝑘 es el vector de precios y ponderaciones simulados de l  activos.    s el v ctor de precios y ponderaciones simulados de l s activ s. 
v) El segundo paso a seguir en la obtención del vector de pérdidas y ganan-cias, es obtener el residuo entre el vector de precios y ponderaciones y el valor de posición inicial, o valores de posición inicial para el caso de más
un activo. Para el caso de más de un activo se hace la suma de los residuos de los vectores de precios y ponderaciones versus sus respectivos valores 
de posición inicial, para así obtener un vector de pérdidas y ganancias conjunto.
 
 
v) El segundo paso a seguir en la obtención del vector de pérdidas y ganancias, es obtener 
el residuo entre el vector de precios y ponderaciones y el valor de posición inicial, o valores 
de posición inicial para el caso d  má un activo. Para el caso de más de un activo se hace 
la suma de los residuos de los vectores de precios y ponderaciones versus sus respectivos 
valores de posición inicial, para así obtener un vector de pérdidas y ganancias conjunto.
𝑉𝑉𝑘𝑘 = �𝑣𝑣1 −𝑊𝑊𝑣𝑣2 −𝑊𝑊⋮
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donde 𝑉𝑉𝑘𝑘 es el vector de pérdidas y ganancias simulados de los activos, sin orden.   
vi) Finalmente, los valores del vector de pérdidas y ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados 
de manera ascendente, dando como resultado la simulación del vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘∗. Mediante el vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en 
riesgo; en otras palabras, la estimación del VaR se obtiene a través del percentil c% del 
vector de pérdidas y ganancias. 
VaR de Simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está basada en la utilización de números 
aleatorios para crear escenarios futuros. La simulación de escenarios consiste en crear una 
secuencia de valores que conjuntamente formen una trayectoria de la variable de interés
(variable a analizar), i.e., la trayectoria se forma mediante la simulación de escenarios que 
es vista a través de un amplio rango de situaciones posibles. 
En lo que respecta al VaR, la simulación Monte Carlo sirve para simular escenarios sobre el 
probable valor de un portafolio en una fecha específica, en otras palabras, el valor del VaR 
es el que se obtiene mediante la distribución de valores del portafolio simulado. Esta 
metodología no toma en cuenta linealidad; incorpora variaciones a través del tiempo, i.e., 
volatilidad; captura colas amplias y valores extremos.
La implementación de la metodología del VaR de simulación Monte Carlo es la siguiente:
I) Primeramente se necesita seleccionar un modelo estocástico que describa el 
comportamiento de los precios (factores de riesgo) y especificar los parámetros que 
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donde 
 
v) El segundo paso a seguir en la obtención del vector de pérdidas y ganancias, es obtener 
el residuo entre el vector de precios y ponderaciones y el valor de posición inicial, o valores 
de posición inicial para el caso de más un activo. Para el caso de más de un activo se hace 
la suma de los residuos de los vectores de precios y ponderaciones versus sus respectivos 
valores de posición inicial, para así obtener un vector de pérdidas y ganancias conjunto.
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𝑉𝑉𝑘𝑘 es el vector de pérdidas y ganancias simulados de los activos, sin orden.   
vi) Finalmente, los valores del vector de pérdidas y ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados 
de manera ascendente, dando como resultado la simulación del vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘∗. Mediante el vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en 
riesgo; en otras palabras, la estimación del VaR se obtiene a través del percentil c% del 
vector de pérdidas y ganancias. 
VaR de Simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está basada en la utilización de números 
aleatorios para crear escenarios futuros. La simulación de escenarios consiste en crear una 
secuencia de valores que conjuntamente formen una trayectoria de la variable de interés
(variable a analizar), i.e., la trayectoria se forma mediante la simulación de escenarios que 
es vista a través de un amplio rango de situaciones posibles. 
En lo que respecta al VaR, la simulación Monte Carlo sirve para simular escenarios sobre el 
probable valor de un portafolio en una fecha específica, en otras palabras, el valor del VaR 
es el que se obtiene mediante la distribución de valores del portafolio simulado. Esta 
metodología no toma en cuenta linealidad; incorpora variaciones a través del tiempo, i.e., 
volatilidad; captura colas amplias y valores extremos.
La implementación de la metodología del VaR de simulación Monte Carlo es la siguiente:
I) Primeramente se necesita seleccionar un modelo estocástico que describa el 
comportamiento de los precios (factores de riesgo) y especificar los parámetros que 
  l ector de pérdidas y ganancias imulados de los activos, sin orden. 
vi) Finalmente, los valores del vector de pérdidas y ganancias sin orden 
 
v) El segundo paso a seguir en la obtención del vector de pérdidas y ganancias, es obtener 
el residuo entre el vector de precios y ponderaciones y el valor de posición inicial, o valores 
de posición inicial para el caso de más un activo. Para el caso de más de un activo se hace 
la suma de los residuos de los vectores de precios y ponderaciones versus sus respectivos 
valores de posición inicial, para así obtener un vector de pérdidas y ganancias conjunto.
𝑉𝑉𝑘𝑘 = �𝑣𝑣1 −𝑊𝑊𝑣𝑣2 −𝑊𝑊⋮
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donde 𝑉𝑉𝑘𝑘 es el vector de pérdidas y ganancias simulados de los activos, sin orden.   
vi) Finalmente, los valores del vector de pérdidas y ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados 
de manera ascendente, dando como resultado la simulación del vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘∗. Mediante el vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en 
riesgo; en otras palabras, la estimación del VaR se obtiene a través del percentil c% del 
vector de pérdidas y ganancias. 
VaR de Simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está basada en la utilización de números 
aleatorios para crear escenarios futuros. La simulación de escenarios consiste en crear una 
secuencia de valores que conjuntamente formen una trayectoria de la variable de interés
(variable a analizar), i.e., la trayectoria se forma mediante la simulación de escenarios que 
es vista a través de un amplio rango de situaciones posibles. 
En lo que respecta al VaR, la simulación Monte Carlo sirve para simular escenarios sobre el 
probable valor de un portafolio en una fecha específica, en otras palabras, el valor del VaR 
es el que se obtiene mediante la distribución de valores del portafolio simulado. Esta 
metodología no toma en cuenta linealidad; incorpora variaciones a través del tiempo, i.e., 
v latilidad; captura colas amplias y valores extremos.
La implementación de la metodología del VaR de simulación Monte Carlo es la siguiente:
I) Primeramente se necesita seleccionar un modelo estocástico que describa el 
comportamiento de los precios (factores de riesgo) y especificar los parámetros que 
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v) El segundo paso a seguir en la obtención del vector de pérdidas y ganancias, es obtener 
el residuo entre el vector de precios y ponderaciones y el valor de posición inicial, o valores 
de posición inicial para el caso de más un activo. P ra el caso de más de un acti o se hace 
la suma de los residuos de los vectores d  p cios y ponderaciones versus sus respectivos 
valores de posición inicial, para así obtener u  vector de pérdidas y gananci s conjunto.
𝑉𝑉𝑘𝑘 = �𝑣𝑣1 −𝑊𝑊𝑣𝑣2 −𝑊𝑊⋮
𝑣𝑣𝑛𝑛 −𝑊𝑊
� = �𝑉𝑉1𝑉𝑉2⋮
𝑉𝑉𝑛𝑛
�            (6)
donde 𝑉𝑉𝑘𝑘 es el vector de pérdidas y ganancias simulados de los activos, sin orden.   
vi) Finalmente, los valores del vector de pérdidas y ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados 
de manera ascendente, dando como resultado la simulación del vector de pérdidas y 
gananci 𝑉𝑉𝑘𝑘∗. Mediante el vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor e  
riesgo; en otras palabras, la estimació  del VaR se obtiene a través d l percentil c% del 
vector de pérdidas y ganancias. 
VaR de Simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está basada en la utilización de números 
aleatorios para crear escenarios futuros. La simulación de escenarios consiste en crear una 
secuencia de valores que conjuntamente formen una tr yectoria de la variable de interés
(variable a analizar), i.e., la trayectoria se fo ma mediante la simulación de escenarios que 
es vista a través de un amplio rango de situaciones posibles. 
En lo que respecta al VaR, la simulación Monte Carlo sirve para simular escenarios sobre el 
probable valor de un portafolio en una fecha específica, en otras palabras, el valor del VaR 
es el que se obtiene mediante la distribución de valores del portafolio simul d . Esta 
metodología no toma en cuenta line lidad; incorpora variacion s a través del ti mpo, i.e., 
volatilidad; captura colas amplias y valor s xtremos.
La implementación de la metodología del VaR de simulación Monte Carlo es la siguiente:
I) Primeramente se necesita seleccionar un modelo estocástico que describa el 
comportamiento de los precios (factores de riesgo) y especificar los parámetros que 
ediante el vector de pérdi-das y ganancias 
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el residuo entre el vector de precios y p deraciones y el valor de posición inicial, o valores 
de posición inicial para el caso de más un ctivo. Para el caso de más de un activo se hace 
la suma de los residuos de los vectores de precios y p deraciones versus sus respectivos 
val res de posición inicial, para así obtener un vector de pérdidas y ganancias conjunto.
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donde 𝑉𝑉𝑘𝑘 es el vector de pérdidas y gananci s simulados de los activos, sin orden.   
vi) Finalmente, los valores del vector e pérdid s y ganancias in orden 𝑉𝑉𝑘𝑘 son or enados 
de manera ascendente, dando como resultado la simulación del vector e pérdidas y 
gana 𝑉𝑉𝑘𝑘∗. Mediante el vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálcul  del valor en 
riesgo; en otras palabras, la estimación del VaR s  obtiene a través del percentil c% del 
vector de pérdidas y ganancias. 
VaR de Simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está bas da en la utilizació  de números 
ale torios para cre r escenarios futuros. La simulación de escenarios consiste en crear una 
secuencia de valores que conjuntamente formen una trayectoria de la variable de interés
(variable a analizar), i.e., la tray ct ria se forma mediante la simulación de escenarios que 
es vista a través de un mplio rango de situacion s posibles. 
En lo que respecta al VaR, la simulación Monte Carlo sirve para simular escenarios sobre el 
probabl  valor de un portafolio en una f ha específic , en otras palabras, el valor del VaR 
s l que s  obtiene mediante la distribución de valores del portafolio simul do. Esta 
metod logía no toma en cuenta linealidad; incorpora vari ciones a través del ti mpo, i.e., 
volatilidad; captura col s amplias y valores extremos.
La implementación de la metodología l VaR de simulación Monte Carlo es la siguiente:
I) Primerament  se necesita seleccionar un modelo estocástico que describa el 
comportamiento d  l s preci s (factor s de riesgo) y especific r los parám tros que 
 se hace el cá culo del valor en riesgo; en otras pala-
bras, la estimación del VaR se obtiene a través del percentil c% del vector 
de pérdidas y ganancias. 
VaR de simulación Monte Carlo
La simulación Monte Carlo data del año 1942 y está bas da en l  utiliza-ción de números aleatorios para crear escenarios futuros. La simulación de 
escenarios consiste en crear una secuencia de valores que conjuntamente 
formen una trayectoria de la variable de interés (va iable a analizar), i.e., la 
trayectoria se forma mediant  la simulación de esce arios que es vis a a tra-
vés de un amplio rango de situaciones posibles. 
En lo que respecta al VaR, la simul ción Monte Carlo sirve para simular 
cenario  sobre el probabl  valor de un port folio en una fecha e pecífica, 
en otras palabras, el valor del VaR es el que se obtiene mediante la distribu-ción de valores del portafolio simulado. Esta metodología no toma en cuenta 
linealidad; incorpora variaciones a tr vés del tiempo, i.e., volatil dad; captu-ra colas ampli s y valores xtrem s.
La implementación de la metodología del VaR de simulación Monte Carlo es la siguiente:
I) Primeramente se necesita seleccionar un modelo estocástico que d scri-
ba el comportamiento de los precios (factor s d  rie go) y especificar los 
parámetros que intervienen. El modelo más común en la literatura eco-
nómico-financiera y el que utilizaremos en este trabajo, es el movimiento 
browniano geométrico, 
 
 
interviene . El modelo más común en la lit ratu  económic -fina ciera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
(7)
donde, 
 
intervienen. El o e o más co ún en l literat r  económ co-fina cier  y l que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡          (7)
do , 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 r r t  el precio del activo financiero, 
 
intervi nen. El modelo más c mún e  a itera u  econó ico-financiera y el que 
utilizaremos en este trabajo, es el movimiento br wniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡         (7)
don e, 𝑆𝑆𝑡𝑡 rep esenta el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable a atoria d stribuida 
normal ente con media cero y varianz  𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan  la 
tend cia insta tánea y la volatilidad en l mo ento 𝑑𝑑, por simplicidad se asumen 
adelante que estos parámetros s n consta tes.    
Para la simulación de las trayectorias, e  n cesario previamente enco trar l  solución única 
de la anterior ecua ión estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)        (8)
Esta última ecua ión, caracteriza movimientos infinites males n l precio del activo 
financiero. P r cuestiones prácticas esta última ecua ión se transforma a términos di cretos, 
teniendo un intervalo de ti mpo equ ño ∆𝑑𝑑, que comprend  el mo ento actual 𝑑𝑑 y el 
mo ento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�         (9)
don e, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable a atoria d stribuida normal ente con media 
cero y varianz  1.  
II) Como segundo paso, e necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular  tr yectoria de precios. De este modo, el conjunto de precios simulados a 
través del horiz nte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�         (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
s una variable alea-toria distribuida normalmente con media cero y varianza 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normal ente con media cero y varianz  𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el omento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos pará tros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
y los pará-metros 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los pará tros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 y 
 
intervienen. El modelo más común en la literatura económico-fi anciera y el que 
util zaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡    (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatil dad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.  
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)   (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�    (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.  
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�    (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 repres ntan a l  tendencia instantánea y la volatilidad en el 
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intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
por simplic dad se asumen adelante que estos parámetros son constantes. 
Para la simulación de las trayectorias, es necesario previamente encon-trar la solución única de la anterior ecuación estocástica, la cual puede ex-presarse como,
 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un interv lo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el 
pr cio del activo fina ci ro. Por cuestiones prá ticas st  última ecuación 
se transforma a términos discretos, teniendo un intervalo de tiempo pe-
queño 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario prev amente e contrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en l preci  del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pe  ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.  
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
, que comprende el momento actual 
 
intervienen. E  modelo más común en la literatura econó ico-financiera y e  que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa l precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es u a variable aleatoria distribuida 
ormalmente con media cero y va ianza 𝑑𝑑𝑑𝑑; y los parámetr 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilida  en el omento 𝑑𝑑, por simplicidad se asumen en 
adel te que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la ant rior ecuación estocástica, la c al puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
momento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simu ar la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 y el mo ento objetivo 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 
transfor ación queda,
 
𝑑𝑑𝑆𝑆𝑡𝑡 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           
𝑆𝑆𝑡𝑡 𝑑𝑑𝑧𝑧𝑡𝑡
𝑑𝑑𝑑𝑑 𝜇𝜇𝑡𝑡 𝜎𝜎𝑡𝑡
𝑑𝑑
 
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡 𝜇𝜇𝑑𝑑𝑑𝑑 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡           
a 𝑑𝑑 𝑑𝑑
𝑇𝑇
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡 𝜇𝜇 𝑑𝑑 𝜎𝜎𝜀𝜀𝑡𝑡 𝑑𝑑            
𝜀𝜀𝑡𝑡
𝜀𝜀 , 𝜀𝜀 , , 𝜀𝜀𝑡𝑡
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡 𝜇𝜇 𝑑𝑑 𝜎𝜎𝜀𝜀 𝑑𝑑
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡  𝜇𝜇 𝑑𝑑 𝜎𝜎𝜀𝜀 𝑑𝑑
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡  𝜇𝜇 𝑑𝑑 𝜎𝜎𝜀𝜀 𝑑𝑑
𝑆𝑆𝑡𝑡 𝑛𝑛 𝑆𝑆𝑡𝑡 𝑛𝑛 𝜇𝜇 𝑑𝑑 𝜎𝜎𝜀𝜀𝑛𝑛 𝑑𝑑            
(9)
donde, 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡           (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simplicidad se asumen en 
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la nterior ecua ión estocástica, l  cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
Esta última ecuación, caracteriza movimientos infinitesimales en el precio del activo 
financiero. Por cuestiones prácticas esta última ecuación se transforma a términos discretos, 
teniendo un intervalo de tiempo pequeño ∆𝑑𝑑, que comprende el momento actual 𝑑𝑑 y el 
omento objetivo 𝑇𝑇. La transformación queda,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑡𝑡√∆𝑑𝑑�            (9)
donde, 𝜀𝜀𝑡𝑡 es ruido blan o, i.e., es una v iable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se nece ita gen rar una suc sión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De este modo, el conjunto de precios simulados a 
través del horizonte objetivo es,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀1√∆𝑑𝑑�
𝑆𝑆𝑡𝑡+1 = 𝑆𝑆𝑡𝑡exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀2√∆𝑑𝑑)
𝑆𝑆𝑡𝑡+2 = 𝑆𝑆𝑡𝑡+1exp (𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀3√∆𝑑𝑑)
⋮
𝑆𝑆𝑡𝑡+𝑛𝑛 = 𝑆𝑆𝑡𝑡+𝑛𝑛−1 exp�𝜇𝜇∆𝑑𝑑 + 𝜎𝜎𝜀𝜀𝑛𝑛√∆𝑑𝑑�            (10)
Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
 s ruido blanco, i.e., es un variable aleator  dist ibuid  normal-mente con media cero y varianza 1. 
II) Como segundo paso, se necesita generar una sucesión de números alea-torios 
 
intervienen. El modelo más común en la literatura económico-financiera y el que 
utilizaremos en este trabajo, es el movimiento browniano geométrico,  
𝑑𝑑𝑆𝑆𝑡𝑡 = 𝜇𝜇𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑡𝑡𝑆𝑆𝑡𝑡  𝑑𝑑𝑧𝑧𝑡𝑡          (7)
donde, 𝑆𝑆𝑡𝑡 representa el precio del activo financiero, 𝑑𝑑𝑧𝑧𝑡𝑡 es una variable aleatoria distribuida 
normalmente con media cero y varianza 𝑑𝑑𝑑𝑑; y los parámetros 𝜇𝜇𝑡𝑡 y 𝜎𝜎𝑡𝑡 representan a la 
tendencia instantánea y la volatilidad en el momento 𝑑𝑑, por simp icidad se asumen en
adelante que estos parámetros son constantes.    
Para la simulación de las trayectorias, es necesario previamente encontrar la solución única 
de la anterior ecuación estocástica, la cual puede expresarse como,
𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡−1 exp(𝜇𝜇𝑑𝑑𝑑𝑑 + 𝜎𝜎𝑑𝑑𝑧𝑧𝑡𝑡)          (8)
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donde, 𝜀𝜀𝑡𝑡 es ruido blanco, i.e., es una variable aleatoria distribuida normalmente con media 
cero y varianza 1.   
II) Como segundo paso, se necesita generar una sucesión de números aleatorios 𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑡𝑡
para simular la trayectoria de precios. De e te modo, el conjunto d  precios simula s a 
través del horizonte objetivo es,
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⋮
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Ampliando la metodología anterior, para el caso de un portafolio con más de un activo se 
requiere de lo siguiente:
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Ampliando la metodología anterior, para el caso de un portafolio con 
más de un activo se requiere de lo siguiente:
i) Inicialmente se necesita desco poner la ma riz de varianza-covaria za del precio de lo  activos, p a ello se lleva a cabo el mecanism  de des-
composición de Ch esky. Mediante la descomposición de Cholesky se obtiene la matriz A, la cual cumple la obtención de una matriz triangular inferior, i.e.,
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i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
                                                          
2 Para un estudio a detalle de la Teoría de Cópulas véase, Nelsen (2006) y Cherubini et al. (2004). 
 (11)donde 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
dond 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y vari nza 1. Para el cas  específ co de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
stimación del VaR e obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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 presenta una matriz triangular cuadrada e dimensión 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene l  matriz 𝐴𝐴, la cual cumple la obtención de u
m triz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
re resenta una triz angular c ad ada de i i 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en l caso de la simulación históri a; los valores del vect r de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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 ii) A continuación, se crea un vector de dimensión 
 
i) Inicial  se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópula
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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 de números aleato-rios, 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la de composición de Cholesky se obti ne la matri , la cual cumple la obtenció  de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media ero y arianza 1. Para el caso específico d  esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 repres nta el vector de dimen ión 𝑛𝑛 𝑥𝑥 1, e los precios futuros sperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido u  gran auge en investigaciones e implement ciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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 con media cer  y varianza 1. Para el caso e pecífico de esta investigación se generan 100,000 números aleat rios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera normal, 
 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición d  Cholesky se obtiene la atriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea u  vector de dimensió  𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se g n ra un c njunto rendimientos que se d stribuya de manera 
normal,
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan l s precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y gananci  𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo d va or en riesg ; otras palabras, la 
estimación del VaR se obti ne  través d l percentil c% del vector de pérdidas y ganancias.
alor en Riesgo on Cópulas
n los últimos años, se ha tenido un gr n auge en invest gaciones e i plementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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(12)
donde 
 
i) Inici ente se nec sita descomp ner la matriz de varianza-cov rianza del precio de los 
activos, para llo s  lleva a cab  el m canismo de descomposi ión de Chol sky.  Me iante 
la descomposición de Cholesky se obtie e la matriz 𝐴𝐴, la cual cumple la obtención e una 
atriz tria gular inf rior, i. .,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensió  𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta inv stigación se 
gen ran 100,000 núm ros aleato os.
iii) Paso sigui nte, se genera un conjunto de rendimientos que se distribuya de manera 
norm l, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector d  dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros sperados.
v) Una v z obt nido el vector de precios Z, este se utiliza pa a cr ar l vector de pérdidas y 
g nancias 𝑉𝑉𝑘𝑘, m diante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la pos ción tot l d l portafolio.    
vi) Y como en el aso de la s mulación histór ca; los valores del vector de pérdidas y 
ganan ias si  orden 𝑉𝑉𝑘𝑘 son ordenados de maner  ascendent , and  mo resultad la 
simulación del vector de pérdidas y gananci s 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganan ias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR e obtiene a través del percentil c% del vector de pérdid y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando l  estructura d  depende cia del 
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 e resenta un vector de dimensión 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el ec nismo de des omposición d  Cholesky.  M iante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se cr a un vector di ensión 𝑛𝑛 𝑥𝑥 1 de núm ros ale torios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, c  media c ro y varianza 1. Para l caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimi ntos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, s  genera  los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dime sión 𝑛𝑛 𝑥𝑥 1, de l s precios f turos esperados.
v) Una vez obtenido el vector de precios Z, este se util za para cr ar el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, media te 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdid s y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor e  riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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, variable normales t ansform das.
iv) A continuación, se generan los precios que se distribuyen de manera log-normal, 
 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de desc mposición de Cholesky.  M diante 
la descompos ción de Cholesky se obtiene l  matriz 𝐴𝐴, l  cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa u a matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuac ón, se crea un vector de imensión 𝑛𝑛 𝑥𝑥 1 de núm ro  aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con medi  cero y v ri nza 1. Para el caso esp cífi o de esta investigación se 
generan 100,00  núm ros aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           ( 2)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables nor ales transformad s.
iv) A co tinuación, se generan los precios que se distribuyen de manera lognor l,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliz  para cre r el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W e  la posición total del portafolio.   
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de maner  ascendente, dando como resultado la 
simulación del v ctor de pérdidas y gananci s 𝑉𝑉𝑘𝑘∗. Y finalm nte, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en ri sgo; en otras palabras, la 
est mación del VaR e obtiene  través del percentil c% del vector de pérdidas y gan ncias.
Valor en Riesgo con Cópul
En los últimos años, se ha tenido un gran uge n investigacion  e implementacion s p ra 
el cálculo del VaR utilizando c l s2, det rminando la estruc ura de depe dencia del 
                                                      
2 Para un estudio a detalle de la Teoría de Cópulas véase, Nelsen (2006) y Cherubini et al. (2004). 
 (13)
donde 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza d l precio de los 
activos, para ello se ll va a cabo el mec nismo de descomposición d  Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz tri ngular cuadrada d  dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
generan 100,000 números aleatorios.
iii) Pa  siguiente, se genera un co junto de ren imientos qu  se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vecto  de dimen ión 𝑛𝑛 𝑥𝑥 1, d  variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌           (13)
𝑆𝑆𝑡𝑡 representa el vector de dim nsión 𝑛𝑛 𝑥𝑥 1, de los precios futuros es e ados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediant  𝑉𝑉𝑘𝑘 = Z − W, donde W es la posici n tota  del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
g nancias sin orden 𝑉𝑉𝑘𝑘 son or ena os de manera asc dente, dando como resultado la 
simulación del vector de pérdidas y gan cias 𝑉𝑉𝑘𝑘∗. Y finalm nte, mediante l ect r de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en ri sgo; en otras palabras, la 
estimación del Va  se obtie e a travé  del percentil c% del vector de pérdidas y ga ancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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  l  
 
i) Inicialmente se ecesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanis o de descomposición de Cholesky.  Mediante 
la descomposició  de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇         (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se cr a un vector de dimen ión 𝑛𝑛 𝑥𝑥  núm ros aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso esp cífico de esta invest gación se 
generan 100,000 números ale t rios.
iii) Paso siguiente, se g era un c nju to de r ndimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 represe ta un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales t nsforma as.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector d  dimens ó 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenid  el v ctor e pr cios Z, este se utiliza para c ear el v ct r de pérdidas y 
gananci s 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el aso de la imulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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, de los pr cios futur s es-perados.v) Una vez obteni o el vector de precios 
 
i) Inicialmente se necesita descomponer l  matriz de varianza-covarianza de  precio de los 
activos, par  ello se lleva a cabo el mecanis o de descomposi ión de Cholesky.  Mediante 
la desc mposi ión de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la btención de una 
matriz t iangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A co tinuación, se r a un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleator os, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, co  dia c o y v ria za 1. Pa a el caso e pecífico de esta investigació  se
generan 100,000 núm ros aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 r presenta un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables nor sformadas.
iv) A continuación, se generan los precios que se distribuyen de a era l normal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) U  vez obtenido el vector de reci  Z, este se util za para crear l vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del p tafolio.    
vi) Y como e  el cas  de la simulación histórica; los val res del vector de pérdid s y 
gananc s sin orde  𝑉𝑉𝑘𝑘 son o en dos de manera ascendente, dando como result do la 
simulación del vector de pérdid s y ganan ias 𝑉𝑉𝑘𝑘∗. Y finalm n e, mediante el vecto  de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálcul  d l valor n rie go; n otras palabr s, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha teni  un gran aug  n investigaciones e imple ent i  
e  cálculo del VaR t lizando cópulas2, t rminando la e tructura de depen  
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 t  s  utiliza para crear l vec or 
de pérdidas y ganancias 
 
i) Inicialment  s  necesita sco poner la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el me anismo de descompos ción de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investigación se 
ge eran 100,000 números aleatorios.
iii) Paso siguie te, se g nera un co junto de r n mientos qu se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variables normales transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crear el vector de pérdidas y 
𝑉𝑉𝑘𝑘, media te 𝑉𝑉𝑘𝑘 = Z − W, donde W es la posición total del portafolio.    
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias si  orde  𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, dando como resultado la 
simulación del vector de pérdida  y ga ancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del valor en riesgo; en otras palabras, la 
estimación del VaR se obtiene a través del percentil c% del vector de pérdidas y ganancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e implementaciones para 
el cálcu o del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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i) Ini ialm te se n esita descomponer a m triz de vari nza-covarianza del precio de los 
ctiv s, para ello se lleva a cabo el mecanism  d scomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cua  cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 represen a un  matriz triangular cua rada de dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
i) A co tinuación, s crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso esp cífico de esta investigación se 
generan 100,000 números aleatorios.
ii ) Paso siguient , se genera un conju to de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
d n e 𝑌𝑌 repres ta un vector de dimensión 𝑛𝑛 𝑥𝑥 1, de variab es normales tran formadas.
iv) A co tinuación, se generan los precios que se distribuyen de manera ognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
don e 𝑆𝑆𝑡𝑡 representa el vect r de dimensión 𝑛𝑛 𝑥𝑥 1, de l s precios futuros esperados.
v) Una vez obtenido el vector de precios Z, este se utiliza para crea el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − , donde W es la posición t tal del portafolio.    
vi) Y como en l o de l  simulación histórica; los v lores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son or na os de manera ascen ente, dando como resultado la 
simu ación del vector de pérdid s y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, median e el vector de 
pérdid s y ganancias 𝑉𝑉𝑘𝑘∗ se ha e el cálculo d l valor en riesgo; en ot  p labras, la 
estimación del VaR se obtiene a través de percentil c% del vector de pérdidas y ganancias.
V lo  en Ri s o con Cópulas
En los últimos años, se ha tenido n gran auge en i vestigacion s  implement ciones para 
el cálculo de  V R utilizando cópulas2, determinando la estructura  dependencia del 
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 es la posición total del port fo i . 
 como en el caso de la simulación histór ca; los valores del vector de 
pérdidas y ganancias sin orden 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del precio de los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇         (11)
donde 𝐴𝐴 re res nt una matriz triangular cuadrad   dimensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con medi  cero y varianza 1. Para el caso pecífico de esta investigación se 
eneran 100,000 númer s aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuya de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 repr se ta un vector d  dimens ón 𝑛𝑛 𝑥𝑥 1, de vari bl s norm les transformadas.
iv) A continuación, se generan los precios que se distribuyen de manera lognormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌           (13)
dond  𝑆𝑆𝑡𝑡 repr senta el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de l s precios futuros esperados.
v) Un  vez obt nido el vect r de preci s Z, e s  uti z para cr ar el vector de pérdidas y 
ga anc a  𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es l  posición total del portafolio.    
vi) Y como  el caso e la simulació h órica; los valores el vector de pérdidas y 
gan cias in orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendent , dan o como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y finalmente, mediante el vector de 
pérdidas y ganancia  𝑉𝑉𝑘𝑘∗ se hace el cál ulo del valor en riesgo; en otras palabras, la 
timación del VaR se obtiene a través e centil c% del vector de pérdidas y ganancias.
Valor en Riesgo con C pulas
En los últim s años, se ha tenido un gran uge en investigacion s e implementaciones para 
el cálculo del VaR utilizando cópulas2, determinando la estructura de dependencia del 
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 son ordenados de an ra ascend t ,
dando com  resultado la simulación del vector de pérdidas y ganancias 
 
i) Inicialmente se necesita descomponer la matriz de varianza-covarianza del preci  e los 
activos, para ello se lleva a cabo el mecanismo de descomposición de Cholesky.  Mediante 
la descomposición de Cholesky se obtiene la matriz 𝐴𝐴, la cual cumple la obtención de una 
matriz triangular inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
donde 𝐴𝐴 representa una matriz triangular cuadrada de di en ión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuación, se crea un vector de dimensió  𝑛𝑛 𝑥𝑥 1 de números aleatori s, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, con media cero y varianza 1. Para el caso específico de esta investig ción se 
generan 100,000 números aleatorios.
iii) Paso siguiente, se genera un conjunto de rendimientos que se distribuy  de manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺           (12)
donde 𝑌𝑌 representa un vector de dimensión 𝑛𝑛 𝑥𝑥 1, e va iabl s ormales transformada .
iv) A continuación, se generan los precios que se distribuyen de manera log ormal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌            (13)
donde 𝑆𝑆𝑡𝑡 representa el vector de dimensión 𝑛𝑛 𝑥𝑥 1, de los precios fu u os espera os.
v) Una vez obtenido el vector de precios Z, este se utili a para crear el vector de pérdidas y 
ganancias 𝑉𝑉𝑘𝑘, mediante 𝑉𝑉𝑘𝑘 = Z − W, donde W es la pos ción total del portafolio.   
vi) Y como en el caso de la simulación histórica; los valores del vector de pérdidas y 
ganancias sin orden 𝑉𝑉𝑘𝑘 son ordenados de manera ascendente, da d  como resultado la 
simulación del vector de pérdidas y ganancias 𝑉𝑉𝑘𝑘∗. Y fi alm nte, me i nte el v ctor d  
pérdidas y ganancias 𝑉𝑉𝑘𝑘∗ se hace el cálculo del v lor en riesgo; en otras pal bras, la 
estimación del VaR se obtiene a través del per entil % del v ctor de pérdidas y g nancias.
Valor en Riesgo con Cópulas
En los últimos años, se ha tenido un gran auge en investigaciones e impl m taciones para 
el cálculo del VaR utilizando cópulas2, det rminando la estruct ra de dependencia l 
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 Y finalment , me iante l v ctor de pérdidas y ga ncias 
 
i) Inici lme te se n s ta scomponer l  matriz de varianza-covarianza del precio de los 
activ s, par  ello  l ev  a cabo el mec nis o de esco posición de Cholesky.  Mediante 
la descomposición d Chol sky se obtiene la m triz 𝐴𝐴, cu l cumple la obtención de una 
matriz triangul r inferior, i.e.,
Σ = 𝐴𝐴𝐴𝐴𝑇𝑇          (11)
o d  𝐴𝐴 representa u a m triz triangul r cuadra a  imensión 𝑛𝑛 𝑥𝑥 𝑛𝑛.
ii) A continuació , s  crea un vector de imensión 𝑛𝑛 𝑥𝑥 1 de números aleatorios, 𝜺𝜺 =
𝜀𝜀1, 𝜀𝜀2, … , 𝜀𝜀𝑛𝑛, c n med  cero y varianza 1. P ra el aso específico d  esta investigación se 
generan 100, 0 números aleat rios.
i i) Paso sig iente, se gen ra u c ju t  de re dimientos q e se distrib a e manera 
normal, 
Y = 𝐴𝐴𝑇𝑇𝜺𝜺          (12)
do de 𝑌𝑌 representa un v ctor de im nsión 𝑛𝑛 𝑥𝑥 1, de variables normales tra sformadas.
iv) A co tinuación, e g neran los pr cios qu  se distribuyen de manera logn rmal,  Z = 𝑆𝑆𝑡𝑡𝑒𝑒𝑌𝑌           (13)
d nde 𝑆𝑆𝑡𝑡 rep es nta el vector de m nsión 𝑛𝑛 𝑥𝑥 , de los pr cios futuros esperados.
v) Una vez obtenido l vector e precios Z, este se utiliza para crear el vector de pérdidas y 
ganancias 𝑘𝑘, mediant 𝑉𝑉𝑘𝑘 = Z − W, donde W es l  posición total del portafolio.    
vi) Y om  n el aso e la simulación hi tórica; l s val res del ector de pérdidas y 
ga anci s sin rden 𝑉𝑉𝑘𝑘 son rde ados de ma er  ascende te, dan o c m resultado la 
simulación el vector pérdi y ga anci s 𝑉𝑉𝑘𝑘∗. Y finalm nt , me iante el v ctor de 
pérdidas y g nancias 𝑉𝑉𝑘𝑘∗ se h ce e  cálculo d l valor en rie go; en otras palabras, la 
estimación d l V R se obtiene a través del p rcentil c% del vector de pérdidas y gananci s.
Valor e  Riesgo c  Cóp las
En l  últ os años, se ha tenido un gran au e en inv sti aciones  implementaciones para 
el cálculo d l VaR uti izando cópulas2, determinando la estruct ra de epende cia del 
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 se ha e 
el cálculo del valor en r e go; n otra  pa bras, la estimación del V R se
obtien  a t avés l percentil c% del vector de pérdida  y ganancias.
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Valor en Riesgo con cópulasEn los últimos años, se ha tenido un gran auge en investigaciones e imple-
mentaciones para el cálculo del VaR utilizando cópulas,2 determinando la 
estructura de dependencia del portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus distribuciones y con la espe-ranza de estimar las colas gruesas de estas distribuciones, obteniendo re-sultados más realistas y evitando así la sobrestimación o subestimación del valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008), y Bucio y 
Ortiz (2013) en este trabajo se hace el uso de la estimación del VaR vía Mon-
te Carlo con una adaptación a la teoría de cópulas. 
Inicialmente se tiene que encontrar la función distribución conjunta más 
adecuada, i.e., la que mejor describa los datos. Esto se hace seleccionando las 
funciones de distribución marginales específicas para los rendimientos de riesgo individual y una función cópula para unir las marginales en una sola función de distribución conjunta.Sean 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
S xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 y 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
al r en riesgo del portafoli .
i iendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
t ajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a l  
ría de Cópulas.  
ialmente se tiene que encontrar l  funció  distribución conjunta más adecuad , i.e, la 
 ejor describa los datos. Esto se hace sel ccionand  las funciones de distribución 
r inales específicas para los rendimientos de riesgo individual y un  función cópula para 
r las marginales en una sola función de distribución conjunta.
 xt yt los log-rendim entos de los activos en el tiempo t, y sea β ∈ (0,1) el peso d  la 
ación, por tanto el rendimiento del portaf lio está dado por
zt = βxt + (1 − β)yt            (14)
 f nción de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)| t 1)          (15)
 ste modo, la función de nsidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)| t−1)           (16)
os pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 los log-rendimientos de los activos en el ti mpo 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
v lor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los dat s. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
t t i ientos de los acti os en l t  , y sea β ∈ (0,1) el peso de la
asignación, por tanto el rendi iento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un port folio de dos activos z, el cual contiene una posición para cada no de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horiz te temporal [t − 1, t], us ndo la función de distribución condicional 
conjunta.
a) En primer lugar, se tien n que simular j variables aleatorias �uj,x, vj,y�′ de la ópula Ct(∙).
 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre s s 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimient  de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 l peso de la signación, por tanto el rendimiento del portafolio está dado por
 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniend  r sultados más realistas y evitando así la sobrestimación o subestimación del 
valor en rie go del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Mont  Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
q e mejor scrib  los datos. Esto se hace seleccionando las funciones de distribución 
marginal s específic s para l s r nd mientos de riesgo individual y u a función cópula para 
unir las margin les en una ola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activ  en el ti mpo t, y sea β ∈ (0,1) el peso d  la 
asignación, por tanto el endimiento del portafoli  está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confia za del VaR-Cópul  durante un período de tenenci  de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (  activos), cuy  val r en ti mp  t − 1 es:     Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer l gar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 (14)
La f  i n condicional conjunta estimada en el tiempo t-1 está dada como,
 
 
portafolio y de los activos riesgosos que l  conforma , sin partir de supuestos obre sus
distribucione  y con la esperanza d  estimar las colas grue as de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en ries o del portaf lio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) e  este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cóp las.   
I icialmente se tiene que encontrar la función distribución conjunta más a cuada, i.e, la 
que mejor descr ba los datos. E to se hace elecci nando as funciones de distribución 
marginales específicas par  los re d mientos de riesgo indiv d al y un  función cópula para 
unir las marginales en una sola f ción de distribución conjunta.
Sean xt y yt los log-rendim entos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt           (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianz  del VaR-Cópula durante un período de tene cia de un día son los siguie tes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos  el ti mpo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada l g-rendimient  de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la funció  de distribución condic onal 
conjunta.
a) En primer lugar, s  tienen que simular j variables le torias �uj,x, vj,y�′ de la cópul  Ct(∙).
(15)
de este modo, la función de densidad es á dada como,
 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace l uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópul s.   
Inicialmente se tiene que encontrar la función distribución co junt  más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginal s específic s para los rendimientos de riesgo individual y  función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un port f lio  do  activ s z, el al contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento e los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
(16)
Los pasos detallados del procedimiento para la estimación de los p-ési-
mos niveles de confi nza del VaR-Cópula duran  un período de tenencia de un día son los siguientes:
96 Volumen 6, número 1, enero -junio 2016, pp. 83-114
Estocástica:
FINANZAS Y RIESGO
C. Bucio, R. De Jesús, A. Cabello
1. Sea un portafolio de dos activos 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
el cual contiene una posición para cada uno de los dos factores de riesgo (o activos), cuyo valor en el tiempo 
 
portafolio y de los activos riesg sos que l  conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimie tos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un p ríodo d tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor  l t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 es: 
 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-  está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pas s detallados del procedimiento para la estimación d  los p-ésim s niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horiz poral [t − 1, t], usando la función de distribución ondi ional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 (17)
donde 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de s puestos sobre su  
distribuciones y con la esperanza de stim r las colas gruesas de as distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de l  estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente s  tiene qu  encontrar l  función distribución conju ta más adecuada, i.e, la 
que mejor describ  lo  datos. Esto s  hac  selecciona do l s funciones de distribución 
marginales específicas par  los rendimientos de riesgo individual y u a función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el iempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de d  a tiv s z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
  l s pr i s de ercado de los dos activos en el tiem-po 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobr stimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzi  (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccio ando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y u a función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiem t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
. 2. Simular 
 
portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del V R-Cópula durante un períod  de tenen ia de un día so  los guientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (  acti os), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de m rcad  de l s dos ctivos en el tiempo t − 1.
2.- Si l r j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En prim r lugar, se ti nen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 r  Monte Carlo para c da log-rendimiento de los activos, 
 
port  y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesg  d l portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría e Cópulas.  
Inicialmente se tiene que encontrar la función distribución conjunta más adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir l s marginal s en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicional conjunta estimada en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos niveles de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguientes:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
,  l rizonte te poral 
 
t folio y de los activos riesgosos que lo confor an, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de esti ar las colas gruesas de estas distribuciones, 
obteniendo resultados ás realistas y evitando así la sobresti ación o subesti ación del 
valor en riesgo del portafolio.
Siguiendo a o ano (2002), ank (2007), Fantazzini (2008) y ucio y rtiz (2013) en este 
trabajo se hace el uso de la esti ación del a  vía onte arlo con una ad ptación a la 
teoría e ópulas.  
Inicial ente se tiene que encontrar la función distribución conjunta ás adecuada, i.e, la 
que ejor describa los datos. sto se hace seleccionando las funciones de distribución 
arginales específicas para los rendi ientos de riesgo individual y una función cópula para 
unir las arginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendi ientos de los activos en el tie po t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendi iento del portafolio está dado por
zt βxt (1 β)yt (14)
a función de distribución condicional conjunta esti ada en el tie po t-1 está dada co o,Ht(x, y| t−1) Ct(Ft(x| t−1), Gt(y| t−1)| t−1) (15)
de este odo, la función de densidad está dada co o,ht(x, y| t−1) ct(Ft(x| t−1), Gt(y| t−1)| t−1) (16)
os pasos detal ados del procedi iento para la esti ación de los p-ési os niveles de 
confia za del a - ópula durante un período de tenencia de un día son los siguient s:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada uno de los 
dos factores de riesgo (o activos), cuyo valor en el tie po t 1 es: Pz,t−1 Px,t−1 Py,t−1 (17)
donde Px,t−1 y Py,t−1 son los precios de ercado de los dos activos en el tie po t 1.
2.- Si ular j 100,000 escenarios onte arlo para cada log-rendi iento de los activos, 
�xj,t, yj,t�, sobre el ho [t 1, t], usando la función de distribución condicional 
conjunta.
a) n pri er lugar, se tienen que si ular j variables aleatorias �uj,x, vj,y�′ de la cópula Ct(∙).
 fun-ción de distribución condicional conjunta.
a) En primer lugar, se ti nen que simular 
 
p rtafolio y de los activos riesgosos que lo co forman, sin partir de supuestos sobre sus 
d stribuciones y con l  esperanza de estimar las colas gruesas de estas d stribuciones, 
bteniendo re ultados más realistas y evitando así la sobrestimación o subestimación d l 
valor en riesgo del p rtafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo s  hace el uso de l  estimación del VaR vía Monte Carlo con un  adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que e contrar la función d stribució  conjunta más adecuad , i.e, la 
que mejor describ  los dat s. Esto se ha e seleccionando las funcione  de d stribución 
marginales específicas para los rendimi nto  de riesgo individual y una función cópula para 
unir las marginales en una sola función de d stribució  conjunta.
Sean xt y yt los log-rendimi ntos de l s activos en el iempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del p rtafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de d stribución condicional conjunt  estimada en el iempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la funció  de ensidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detalla os d l procedimiento para l  estimación de los p-és m s niveles de 
confianz  del VaR-Cópula durante un período de ten ncia de u  día on los siguientes:
1.- Sea un p rtafolio de dos activos z, el al contiene una posición p ra ca a uno de los 
dos factor  de riesgo (o activos), cuyo va or en el iempo t − 1 es:      
z,t = x,t 1 + Py,t−1           (17)
donde x,t 1 y Py,t−1 son l s precios de mercado de los d  activos en el iempo t − 1.
2.- Simular j = 100,000 escenarios Monte Carlo p ra cada log-re dimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función e d stribución condicional 
conjunta.
 En primer lugar, s  ie  j variables leatorias uj,x, vj,y�′ de cópula Ct(∙).  l t  
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portafolio y de los activos riesgosos que lo conforman, sin partir de supuestos sobre sus 
distribuciones y con la esperanza de estimar las colas gruesas de estas distribuciones, 
obteniendo resultados más realistas y evitando así la sobrestimación o subestimación del 
valor en riesgo del portafolio.
Siguiendo a Romano (2002), Rank (2007), Fantazzini (2008) y Bucio y Ortiz (2013) en este 
trabajo se hace el uso de la estimación del VaR vía Monte Carlo con una adaptación a la 
teoría de Cópulas.   
Inicialmente se tiene que encontrar la función distribución conjunta ás adecuada, i.e, la 
que mejor describa los datos. Esto se hace seleccionando las funciones de distribución 
marginales específicas para los rendimientos de riesgo individual y una función cópula para 
unir las marginales en una sola función de distribución conjunta.
Sean xt y yt los log-rendimientos de los activos en el tiempo t, y sea β ∈ (0,1) el peso de la 
asignación, por tanto el rendimiento del portafolio está dado por
zt = βxt + (1 − β)yt            (14)
La función de distribución condicio al conjunta estim da en el tiempo t-1 está dada como,Ht(x, y|Φt−1) = Ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)          (15)
de este modo, la función de densidad está dada como,ht(x, y|Φt−1) = ct(Ft(x|Φt−1), Gt(y|Φt−1)|Φt−1)           (16)
Los pasos detallados del procedimiento para la estimación de los p-ésimos nive es de 
confianza del VaR-Cópula durante un período de tenencia de un día son los siguient s:
1.- Sea un portafolio de dos activos z, el cual contiene una posición para cada un  de los 
dos factores de riesgo (o activos), cuyo valor en el tiempo t − 1 es:      Pz,t−1 = Px,t−1 + Py,t−1           (17)
donde Px,t−1 y Py,t−1 son los precios de mercado de los dos activos en el tiempo t − .
2.- Simular j = 100,000 escenarios Monte Carlo para cada log-rendimiento de los activos, 
�xj,t, yj,t�, sobre el horizonte temporal [t − 1, t], usando la función de distribución condicional 
conjunta.
a) En primer lugar, se tienen que simular j variables aleatorias �uj,x, vj,y�′ e l  Ct(∙). i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
.e., 
 
 
i) Si se emplea una cópula nor al 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposic ón de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
dond  ρ�t es l  correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleato ias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los compon ntes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estánd r. El vector �uj,x, vj,y�′ es una j va iab e aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplic  una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposic ón de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
dond  ρ�t es l  correlación condicional pronosticada, estimada mediante la co ula.
• Simular dos variables aleato ias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	al atoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parám tro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los compon ntes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El pas  siguiente consiste en obtener el registro de los log-rendimientos de los activos 
ta darizados medi nte e  uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
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i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación co dicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
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i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas nor  est zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de un  distribución χv�t2 , indepen iente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tvt�cj 1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso iguiente consiste en obtener el registro de los log-rendimientos os activ s 
estandarizados mediant  el uso de las funciones inversas de las m rginal s estimadas, l s 
cuales pueden ser Normales o t-Student, 
. 
• Establecer el vector 
 
i) Si se emplea una cópula nor al 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Si ular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• t l r l t r bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
.
• Determi ar los c mp nentes 
 
i) Si s emplea una cópula normal 2-d m nsional, se tiene el siguiente algoritmo:
• Encontra  mediante la descompo ición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correl ción c ndicional pronosticada, estimada mediante la copula.
• Simular dos v riables aleatoria independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Esta lecer el vector bj = Azj.
• D t rmi ar os co ponentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, don e ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ s una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si s  aplica una cópula t-Student 2-di ensional, se emplea el siguiente algoritmo:
• Encontra  mediante la descompo ición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correl ción c ndicional pronosticada, estimada mediante la copula.
• Simular dos v riables aleatoria independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simul r	una	variabl 	aleatoria sj, de una distribución χv�t2 , independi nte de zj, donde v�t es 
el parám tro de los grados de libertad estimado mediante la copula.       
• Esta lecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los compon es �uj,x vj,y�′ = tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) s la cdf t-Student, 
con gr dos d  liberta  iguales a v�t. El vector �uj,x, vj,y�′ s una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−S udent( ∙ ; ρ�t , v�t|Φt−1).
b) El paso sigui nte consiste en obtener el re istro de los log-rendimientos de los activos 
e tandar z do  medi nte el uso de las funcione  inversas de las rginales estimadas, las 
cu les pueden ser Normales o t-Student, 
, donde 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
 es la cdf normal estándar. El vector 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El  �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
es una j variable 
aleato ia de la 2-dimensional Cópula Normal 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Stud nt Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante l uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
ii) Si se aplic  una cópula t-Student 2-dimensional, se emplea el siguien-te algoritmo:
• Encontrar media te la descomposición e Cholesky A a la matriz de correlación 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los comp nentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf ormal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ; ρ�t|Φt−1).
ii) Si se ap ica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es l  correlación condicional pronos icada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
.e., 
 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algorit o:
• Encontrar med ant  la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar diante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	 na	variable	aleatori sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de liber ad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Stud n  Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuale  pueden er Normales o -Student, 
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donde 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
 ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
  l  rr lación condicional pron sticada, estimada mediante la copula.
• Simular dos variables aleatorias i ependientes distribuidas nor-mal estándar 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
 
• Simular una variable aleatoria 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = � �bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópul  Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, s  emplea l siguiente algoritmo:
• Encontrar m diante la descomposición d  Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la orrelación c dicional pronostic , estimada mediante l  copula.
• Simular dos variables l s independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleat i sj, de una distribución χv�t2 , independiente de zj, donde v�t es 
el parámetro de los grados de libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
 e una distribución 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algoritmo:
• E contrar mediante la desc mposición de Cholesky A a la matriz d  correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
ond  ρ�t es la correlació  c dici al pronosticada, estimada medi nte la copula.
• Simular dos variab s ale torias independi istribuidas normal estándar zj = �zj,1, zj,2�′.
•	Simular	 na	variable	ale toria sj, de una distribuci  χv�t2 , independiente de zj, donde v�t es 
el parámetro de los gra os d  libertad estimado mediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tvt�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de los activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
, inde-pendiente de 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2��′, donde ϕ(∙) es la cdf normal 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-di ensional Cópula Normal CNormal( ∙ ;  ρ�t|Φt−1).
ii) Si se aplica una cópula t- t t - i si l, s  l a el siguiente algoritmo:
• Encontrar mediante la des  l  atriz de co relación Σ, i.e., 
donde ρ�t es la cor elación c i i ti  ediante la copula.
• Simular dos variables aleat ri   i i s nor stándar zj = �zj,1, zj,2�′.
•	Simular	una	variable	aleat ri sj,   istri i  χv�t2 , i dependiente  zj, donde v�t es 
el parámetro de los grados de libertad esti ado ediante la copula.       
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �v�t
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2��′, donde tv�t(∙) es la cdf t-Student, 
con grados de libertad iguales a v�t. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-
dimensional Cópula t-Student Ct−Student( ∙ ; ρ�t , v�t|Φt−1).
b) El paso siguiente consiste en obtener el registro de los log-rendimientos de os activos 
estandarizados mediante el uso de las funciones inversas de las marginales estimadas, las 
cuales pueden ser Normales o t-Student, 
 donde 
 
i) Si se emplea una cópula normal 2-dimensional, se tiene el siguiente algoritmo:
• Encontrar mediante la descomposición de Cholesky A a la matriz de correlación Σ, i.e., 
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj = �zj,1, zj,2�′.
• Establecer el vector bj = Azj.
• Determinar los componentes �uj,x, vj,y�′ = �ϕ�bj,1�,ϕ�bj,2� ′, donde ϕ(∙) es la cdf nor al 
estándar. El vector �uj,x, vj,y�′ es una j variable aleatoria de la 2-dimensional ópula or al CNormal( ∙ ; ρ�t|Φt−1).
ii) Si se aplica una cópula t-Student 2-dimensional, se emplea el siguiente algorit :
• Encontra  mediante la descomposición de Cholesky A a la matriz de cor elaci  , i. .,
�
1 ρ�t
ρ�t 1 �
donde ρ�t es la correlación condicional pronosticada, estimada mediante la copula.
• Simular dos variables aleatorias independientes distribuidas normal estándar zj � j, , j, ′.
•	Simular	una	variable	aleatoria sj, de una distribución χv�t2 , independiente de zj, v�t es 
el parámetro de los grados de libertad estimado mediante la copula.  
• Establecer el vector bj = Azj.
•	Construir	el	vector cj = �vt
�sj
bj.
• Determinar los componentes �uj,x, vj,y�′ = �tv�t�cj,1�, tv�t�cj,2� ′, donde tv�t(∙) es la cdf t-Student, 
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Qj = �qj,x, qj,y�′ = �F�t−1�uj,x�, G�t−1�vj,y��           (18)
c) Finalmente, se repite este procedimiento para j = 100,000.
3.- Mediante el uso de estos 100,000 casos, el portafolio será reevaluado en el tiempo 𝑡𝑡, es 
decir,
Pz,tj = Px,t−1 exp�xj,t� + Py,t−1 exp�yj,t�,         j = 1 , … , 100,000          (19)
4.- Las pérdidas del portafolio en cada escenario j, son calculadas mediante, Lj = Pz,tj − Pz,t−1,       j = 1 , … , 100,000           (20)
5.- El cálculo del VaR a diferentes niveles de confianza es muy simple:
Se toma en cuenta el vector de pérdidas y ganancias sin orden, entonces como en los casos 
anteriores de simulación de VaR, i.e., simulación histórica y simulación Monte Carlo; este 
vector es ordenado de manera ascendente, dando como resultado la simulación del vector 
de pérdidas y ganancias con el cual se hace el cálculo del valor en riesgo vía el c% 
percentil.
Prueba de Kupiec
Para llevar a cabo el proceso de verificación de las estimaciones del VaR se precisa de un 
mecanismo de contraste estadístico. Para ello utilizaremos una prueba de Backtesting, la 
prueba de Kupiec3, dicha prueba está basada en la aplicación estadística de una prueba de 
contraste. La prueba de Kupiec es la tradicionalmente utilizada para probar la validez del 
VaR. 
La prueba de Kupiec (prueba de proporción de fallas de Kupiec), consiste en medir si el 
nivel de significancia propuesto por el VaR es consistente con la proporción de fallas que 
presenta el modelo. Es decir, se compara el VaR estimado respecto a las pérdidas y 
ganancias reales, de este modo lo que se mide es la eficiencia del VaR a través del número 
de fallos observados. Asimismo, la prueba de Kupiec busca observar si el nivel de 
significancia propuesto por el modelo VaR, es consistente con el nivel de significancia 
                                                          
3 Para un análisis a detalle véase, Kupiec (1995). 
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VaR. 
La prueba de Kupiec (prueba de proporción de fallas de Kupiec), consiste en medir si el 
nivel de significancia propuesto por el VaR es consistente con la proporción de fallas que 
presenta el modelo. Es decir, se compara el VaR estimado respecto a las pérdidas y 
ganancias reales, de este modo lo que se mide es la eficiencia del VaR a través del número 
de fallos observados. Asimismo, la prueba de Kupiec busca observar si el nivel de 
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3 Para un análisis a detalle véase, Kupiec (1995). 
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5. El cálculo del VaR a diferentes niveles de confianza es muy simple:
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Se toma en cuenta el vector de pérdidas y ganancias sin orden, entonces 
como en los casos anteriores de simulación de VaR, i.e., simulación histórica 
y simulación Monte Carlo; este vector es ordenado de manera ascendente, 
dando como resultado la simulación del vector de pérdidas y ganancias con 
el cual se hace el cálculo del valor en riesgo vía el c% percentil.
Prueba de Kupiec
Para llevar a cabo el proceso de verificación de las estimaciones del VaR se 
precisa de un mecanismo de contraste estadístico. Para ello se utiliza una 
prueba de Backtesting, la prueba de Kupiec,3 dicha prueba está basada en la aplicación estadística de una prueba de contraste. La prueba de Kupiec es la 
tradicionalmente utilizada para probar la validez del VaR. La prueba de Kupiec (prueba de proporción de fallas de Kupiec), consis-
te en medir si el nivel de significancia propuesto por el VaR es consistente 
con la proporción de fallas que presenta el modelo. Es decir, se compara el 
VaR estimado respecto a las pérdidas y ganancias reales, de este modo lo 
que se mide es la eficiencia del VaR a través del número de fallos observados. 
Asimismo, la prueba de Kupiec busca observar si el nivel de significancia 
propuesto por el modelo VaR, es consistente con el nivel de significancia ob-
servado en la realidad, es decir se busca determinar la hipótesis nula de que 
la probabilidad de falla sea igual a 1-α.Se considera como un fracaso si las pérdidas son inferiores al VaR, a 
dicho evento se le atribuye la probabilidad (p*). Por otro lado cuando el VaR 
es inferior a las ganancias o pérdidas, se tiene un evento de éxito con proba-bilidad (1- p*).
Si se estima el VaR con un nivel de confianza de 95%, entonces se propo-
ne la hipótesis nula sea Ho: p = 0.05.
La hipótesis nula se contrasta a través de una prueba de razón de vero-similitud de la forma,
 
 
observado en la realidad, s decir se busca determinar la hipótesis nula de que la 
probabilidad de falla sea igual a 1-α.
Se considera como un fracaso si las pérdidas son inferiores al VaR, a dicho evento se le 
atribuye la probabilidad (p*). Por otro lado cuando el VaR es inferior a las ganancias o 
pérdidas, se tiene un evento de éx to con probabilidad (1- p*).
Si se estima el VaR con un nivel de confianza del 95 por ciento, entonces se propone la 
hipótesis nula sea Ho: p = 0.05.
La hipótesis nula se contrasta a través de una prueba de razón de verosimilitud de la forma,
𝐿𝐿𝐿𝐿 = −2 ln� (𝑝𝑝∗)𝑥𝑥(1 − 𝑝𝑝∗)𝑛𝑛−𝑥𝑥(𝑝𝑝∎)𝑥𝑥(1 − 𝑝𝑝∎)𝑛𝑛−𝑥𝑥�                         (21)
El criterio para aceptar o rechazar la hipótesis nula, es el siguiente:
• Si 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 > 𝑝𝑝∗ se acepta la hipótesis nula, es decir 𝑝𝑝∗ = 𝑝𝑝∎
• Si 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 < 𝑝𝑝∗ se rechaza la hipótesis nula, es decir 𝑝𝑝∗ ≠ 𝑝𝑝∎
En este caso 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 corresponde al valor asociado a LR en tablas de la distribución 𝜒𝜒2 con 
un grado de libertad. El resultado obtenido nos permite discernir si el nivel de confianza del 
VaR es el correcto.
IV. Evidencia Empírica 
La estimación de pérdidas potenciales vía el Valor en Riesgo haciendo uso de diversas 
metodologías de VaR serán realizadas para un portafolio compuesto por los mercados 
accionarios de México y Estados Unidos. Los mercados accionarios son analizados a través 
de sus principales índices bursátiles: IPC por México y S&P 500 por Estados Unidos. En 
este sentido se enfatiza el análisis realizado en este trabajo es un análisis bivariado, i.e., un 
análisis a dos activos (o factores de riesgo). El período de análisis abarca 1975-2014,
tomando en cuenta datos de series de tiempo diarias, siendo un total de 9,736
observaciones, las cuales son segmentadas en períodos anuales.
Con el fin de contar con una muestra similar dado el disímil funcionamiento de los 
mercados accionarios las series de datos fueron previamente homogenizadas tomando solo 
días en común. Además, para una mejor homogenización se convierten los índices 
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atribuye la probabilidad (p*). Por otro lado cuando el VaR es inferior  las g nancias o 
pérdidas, se tiene un evento de éxito con probabilidad (1- p*).
Si se estima el VaR con un nivel de confianza del 95 por ciento, ntonces se propone la 
hipótesis nula sea Ho: p = 0.05.
La hipótesis nula se contrasta a través de una prueba de razón de verosimilitud de la f rm ,
𝐿𝐿𝐿𝐿 = −2 ln� (𝑝𝑝∗)𝑥𝑥(1 − 𝑝𝑝∗)𝑛𝑛−𝑥𝑥(𝑝𝑝∎)𝑥𝑥(1 − 𝑝𝑝∎)𝑛𝑛−𝑥𝑥�                         (21)
El criterio para aceptar o rechazar la hipótesis nula, es el siguiente:
• Si 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 > 𝑝𝑝∗ se acepta la hipótesis nula, es decir 𝑝𝑝∗ = 𝑝𝑝∎
• Si 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 < 𝑝𝑝∗ se rechaza la hipótesis nula, es decir 𝑝𝑝∗ ≠ 𝑝𝑝∎
En este caso 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 corresponde al valor asociado a LR en tablas d  la distribución 𝜒𝜒2 con 
un grado de libertad. El resultado obtenido nos permite discernir si el nivel de confianza del 
VaR es el correcto.
IV. Evidencia Empírica 
La estimación de pérdidas potenciales vía el Valor en Riesgo haciendo uso divers  
metodologías de VaR serán realizadas para un portafolio co puesto por los merca o
accionarios de México y Estados Unidos. Los mercados accion rios son analizados  través 
de sus principales índices bursátiles: IPC por México y S&P 500 por Esta os Uni os. En 
este sentido se enfatiza el análisis realizado en este trabajo es un análisis bivariado, i.e., un 
análisis a dos activos (o factores de riesgo). El período de li is barca 1975-2014,
tomando en cuenta datos de series de tiempo diarias, siendo un t tal de 9,736
observaciones, las cuales son segmentadas en períodos anuales.
Con el fin de contar con una muestra similar dado el disímil func o amiento de l s 
mercados accionarios las series de datos fueron previamente ho genizadas t ma do olo
días en común. Además, para una mejor homogenización se o vierten los índices 
 con un grado de libertad. El resultado o teni o nos permite 
discernir si el niv l de c nfianza del VaR s el correcto.
3. Evidencia empírica 
La estimación de pérdidas potenciales vía el Valor en Riesgo haciendo uso de 
diversas metodologías de VaR serán realizadas para un portafolio compues-
to por los mercados accionarios de México y Estados Unidos. Los mercados 
accionarios son analizados a través de sus principales índices bursátiles: IPC 
por México y S&P 500 por Estados Unidos. En este sentido se enfatiz  que el análi is realizado en este trabajo es bivariad , i.e., un a áli i  a dos activos 
(o factores de riesgo). El período abarca 1975-2014, tomando en cuenta da-
tos de series e ti mpo diarias, siendo un total d  9,736 observaciones, las cuales so  segment da  en períodos a ual s.
Con el fin de contar con una muestra similar dado el disímil funciona-miento de l s mercados ccionarios la  series  datos fueron previamente hom genizadas tom n o ólo días n co ún. Además, p ra una mej r ho-
mogenización se c vi rten los índices bursátiles a una sola moneda; en este 
caso el dólar estadounidense. La Gráfica 1 da cuenta del comportamiento de 
los merc dos ccionarios de México y Estad s Unidos, tanto en moneda local como n dólares estadouniden s.
Cabe mencionar que las estimaciones de l s pérdidas pot ci les entre estos mercados accionarios, serán realizadas mediante el uso de los rendi-mientos de sus principales índices bursátiles. Los rendimientos a utilizar son por tanto los homogenizados en una s la mo eda para obtener un mejor 
comparativo. La Gráfica 2 exhibe los rendimientos de los mercados acciona-
rios de México y Estados Unidos.
A través de la Gráfica 2 se puede constatar que los rendimientos de estos 
dos mercados que no son estables, ya que presentan clusters de volatilidad durante el período bajo análisis. Estos clusters de volatilidad exhibidos por 
los rendimientos de los mercados accionarios conllevan a que se tenga un 
comportamiento heteroscedástico y por consecuente que el análisis con el 
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supuesto de normalidad en la serie de los índices bursátiles sea erróneo. Por 
ende cualquier metodología que haga uso de este supuesto de normalidad conllevará a estimaciones espurias.
Para constatar que no se cumple el supuesto de linealidad, se hacen di-versos análisis a los rendimientos de los índices bursátiles de los mercados 
Gráfica 1. Mercados accionarios de México y Estados Unidos 
 Panel A. Moneda local Panel B. Dólares estadounidenses
Fuente: Elaboración propia, datos obtenidos de la página web de yahoo finanzas.
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Cabe mencionar que las estimaciones de las pérdidas potenciales entre estos mercados 
accionarios, serán realizadas mediante el uso de los rendimientos de sus principales índices 
bursátiles. Los rendimientos a utilizar son por tanto los homogenizados en una sola moneda 
para obtener un mejor comparativo. La Gráfica 2 exhibe los rendimientos de los mercados 
accionarios de México y Estados Unidos.
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                 Fuente: Elaboración propia, datos obtenidos de la pagina web de yahoo finanzas.
A través de la Gráfica 2 podemos constatar los rendimientos de estos dos mercados no son 
estables, visiblemente se comprueba tienen clusters de volatilidad durante el período bajo 
análisis. Estos clusters de volatilidad exhibidos por los rendimientos de los mercados 
accionarios conllevan a que se tenga un comportamiento heteroscedástico y por 
consecuente que el análisis con el supuesto de normalidad en la serie de los índices 
bursátiles sea erróneo. Y por ende cualquier metodología que haga uso e este supuesto de 
normalidad conllevará a estimaciones espurias.
Para constatar no se cumple el supuesto de linealidad, se hacen diversos análisis a los 
rendimientos de los índices bursátiles de los mercados de capitales de México y Estados 
Unidos. Primeramente se genera el histograma de los rendimientos de cada uno de los 
mercados de capitales bajo análisis, y sobre cada uno de estos histogramas se sobrepone el 
ajuste mediante la curva de la distribución normal y el ajuste mediante una curva de la 
distribución t-student; siendo ambas curvas no cualquier curvas de ambas distribuciones,
sino las que más se asemejan a los datos de los rendimientos de los índices bursátiles de 
cada mercado de capitales. La Gráfica 3 muestra el histograma de los rendimientos de los 
mercados accionarios de México y Estados Unidos con sus respectivas curvas de las 
distribuciones normal y t-student.
Gráfica 3. Histogramas con Curvas Normal y t-Student de los 
Rendimientos de los Mercados Accionarios de México y Estados Unidos
Panel A. IPC (México) Panel B. S&P 500 (Estados Unidos)
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de capitales de México y Estados Unidos. Primeramente se genera el histo-grama de los rendimientos de cada uno de los mercados de capitales bajo análisis, y sobre cada uno de estos histogramas se sobrepone el ajuste me-diante la curva de la distribución normal y el ajuste mediante una curva de 
la distribución t-student;  siendo las curvas de ambas distribuciones las que más se asemejan a los datos de los rendimientos de los índices bursátiles de 
cada mercado de capitales. La Gráfica 3 muestra el histograma de los ren-
dimientos de los mercados accionarios de México y Estados Unidos con sus respectivas curvas de las distribuciones normal y t-student. 
Gráfica 3. Histogramas con curvas Normal y t-Student de los 
rendimientos de los mercados accionarios de México y Estados Unidos
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                 Fuente: Elaboración propia, datos obtenidos de la pagina web de yahoo finanzas.
Mediante la Gráfica 3 se vuelve a comprobar no se cumple la linealidad de los rendimientos
de los mercados accionarios bajo análisis, se observa claramente el comportamiento de la 
curva normal difiere en gran medida al comportamiento del histograma de los 
rendimientos. Sin embargo se puede afirmar se tiene un mejor ajuste mediante la curva t-
student siendo esta similar al histograma de los rendimientos de los mercados accionarios
analizados. Cabe decir, el comportamiento de los rendimientos presenta leptocurtosis y 
colas pesadas.
Se ha analizado gráficamente el período completo 1975-2014, sin embargo el análisis 
estipulado en esta investigación es un análisis anual. El análisis gráfico del período 
completo nos sirve para identificar visualmente como es el comportamiento durante todos 
estos años de estudio. Por síntesis se omite realizar un análisis gráfico anual. No obstante 
para identificar comportamientos característicos de estos períodos de análisis se opta por 
utilizar algunos estadísticos descriptivos que ayuden a identificar patrones en cada período
bajo análisis. 
Por ende para continuar con el análisis de la no linealidad de los rendimientos de los 
mercados accionarios de México y Estados Unidos segmentados anualmente se realiza la 
estimación de diversos estadísticos descriptivos; cabe decir, mediante algunos de estos
estadísticos descriptivos propuestos nos apoyamos para determinar si se confirma o rechaza 
la linealidad en el comportamiento de los rendimientos. La Tabla 1 muestra los estadísticos 
descriptivos de los rendimientos de los mercados accionarios bajo análisis.   
Mediante la Gráfica 3 se vuelve a comprobar que no se cumple la linea-
lidad de los rendimientos de los mercados accionarios bajo análisis, ya que 
se observa claramente que el comportam to de la curva normal difiere en gran medida del comportamiento l histograma de l  r ndimient s. Sin 
embargo, se puede afirmar se tiene un mejor ajuste mediante la curva t-stu-
dent siendo ésta similar al histograma de los rendimientos de los mercados 
accionarios analizados. Cabe decir, que el comportamiento de los rendimien-tos presenta leptocurtosis y colas pesadas. 
Se ha analizado gráficamente el período completo 1975-2014, sin em-bargo el estipulado en esta investigación es un análisis anual. El análisis grá-
fico del período completo nos sirve para identificar visualmente como es el 
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comportamiento durante todos estos años de estudio. Por síntesis se omite 
realizar un análisis gráfico anual. No obstante para identificar comporta-mientos característicos de estos períodos de análisis se opta por utilizar al-
gunos estadísticos descriptivos que ayuden a identificar patrones en cada período bajo análisis. 
Por ende para continuar con el análisis de la no linealidad de los rendi-
mientos de los mercados accionarios de México y Estados Unidos segmenta-
dos anualmente se realiza la estimación de diversos estadísticos descriptivos; cabe decir, mediante algunos de estos estadísticos descriptivos propuestos 
nos apoyamos para determinar si se confirma o rechaza la linealidad en el comportamiento de los rendimientos. La Tabla 1 muestra los estadísticos des-criptivos de los rendimientos de los mercados accionarios bajo análisis. Los estadísticos descriptivos de los rendimientos de los mercados ac-
cionarios de México y Estados Unidos revelan para la mayor parte de los 
períodos analizados que se está lejos de un comportamiento normal, esta 
aseveración se observa a través de los coeficientes de asimetría y curtosis, 
los cuales en su mayoría muestran valores significativos de asimetría y al-tos grados de curtosis. La Tabla 1 resalta la estimación del estadístico de 
normalidad Jarque-Bera, a través de este estadístico es evidente que en la mayor parte de los períodos los rendimientos, de los mercados accionarios bajo análisis, no cumplen con el supuesto de linealidad.
Comprobada la no linealidad de los rendimientos de los índices bur-
sátiles de los mercados accionarios de México y Estados Unidos, se opta 
por mecanismos que estimen de mejor manera situaciones disímiles a la 
distribución normal. Para ello, se requiere de modelos más precisos. Por ende en este trabajo se propone el uso de la teoría de cópulas elípticas en 
la estimación de pérdidas potenciales a través del VaR para de este modo obtener estimaciones más robustas.
La estimación del Valor en Riesgo es realizada para portafolios com-puestos por dos activos, siendo los activos los diferentes índices bursáti-
les de los mercados accionarios de México y Estados Unidos. Se utiliza la 
serie temporal diaria que comprende el período de análisis 1975-2014 de 
los rendimientos de cada índice bursátil. Dicha estimación del Valor en 
Riesgo es llevada a cabo mediante las metodologías: VaR Delta-Normal, 
VaR Simulación Histórica, VaR Simulación Monte Carlo y VaR-Cópulas Elípticas.
Antes que nada, en la estimación del valor en riesgo se deben estipular los supuestos mediante los cuales se cimientan las estimaciones, los cuales 
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son: horizonte temporal de un día, probabilidad de ocurrencia (nivel de sig-
nificancia) al 99%, 95% y 90%, y la cantidad de 100 mil dólares por invertir.
En lo que respecta al monto de inversión por tratarse de un portafolio compuesto por un par de activos es necesario asignar un monto por cada uno de ellos, es decir, es necesario otorgar un porcentaje (cantidad) a inver-
tir de cada índice bursátil de los mercados accionarios de México y Estados 
Unidos. Ante tal situación, se opta por una diversificación naive, la cual con-siste en otorgar el mismo porcentaje a cada activo. Es decir, cada portafolio conformado por los dos activos bajo análisis y para cada período analizado 
se tiene una asignación (ponderación) de 50% para cada activo, en otras 
palabras a cada mercado de capital se le asignan 50 mil dólares; así al tomar 
montos de inversión idénticos, la estimación de Valor en Riesgo sirve como un comparativo más de las características de los mercados accionarios de 
México y Estados Unidos. 
La Tabla 2 muestra los resultados de las diversas metodologías de Valor 
en Riesgo propuestas para cada uno de los portafolios compuestos entre los 
mercados accionarios de México y Estados Unidos. Las pérdidas potenciales 
son reportadas en términos porcentuales para una mejor identificación. 
Mediante la Tabla 2 podemos constatar que las estimaciones de Valor 
en Riesgo vía las metodologías Delta-Normal y Simulación Histórica son las 
que indican estimaciones más conservadoras, les siguen las estimaciones 
vía la metodología de Monte Carlo dado que estas muestran un umbral de 
pérdida más alto con respecto al VaR Delta-Normal y VaR Simulación Histó-
rica; y se resalta que las estimaciones vía el VaR Cópulas Elípticas son las de 
mayor umbral de pérdida, destacando las estimaciones obtenidas a través 
del VaR Cópula t-Student. Aunque, cabe decir, depende del período analizado se cumpla lo anteriormente dicho. Se puede estipular, se tiene en su mayo-
ría el siguiente orden referente al mayor umbral de pérdida: primeramen-
te con mayores pérdidas estimadas el VaR Cópula t-Student, continuando 
el VaR Cópula Normal, siguiéndole muy de cerca dadas sus características 
metodológicas y de supuesto lineal el VaR Simulación Monte Carlo, aunque 
cabe hacer mención en algunos períodos la pérdida estimada es ligeramente 
mayor vía Simulación Monte Carlo que vía VaR Cópula Normal, y por último 
con menores proporciones de pérdidas están el VaR Delta-Normal y el VaR 
Simulación Histórica. 
Estas estimaciones muestran que el VaR-Cópula es un modelo robusto 
ya que captura mejor los comporamientos leptocurticos y asimétricos de los rendimientos de los índices bursátiles, conformando un umbral de riesgo 
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Tabla 1. Estadísticos Descriptivos de los Rendimientos de los Mercados 
Accionarios de México y Estados Unidos (continuación)
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Tabla 2. Medidas de VaR de los Mercados Accionarios  
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más amplio. De las estimaciones efectuadas se destaca la cópula t-student la 
cual, dada su estructura, estima las mayores pérdidas.
Referente a las menores y mayores pérdidas potenciales estimadas, se 
puede decir que el portafolio conformado por los mercados accionarios de 
México y Estados Unidos presenta, a través del tiempo y dependiendo del 
período analizado, un menor o mayor umbral de pérdidas potenciales.
El período que presentó el mayor umbral de pérdidas es el comprendido 
por el año 1987. Las pérdidas de este período están vinculadas al desplo-me bursátil del lunes negro, cabe recordar este acontecimiento originó una 
de las mayores crisis financieras. Sin embargo, siendo coherentes se puede 
afirmar que son varios los períodos que presentan umbrales de pérdidas por 
arriba del resto, los cuales en orden de mayor a menor pérdida son: 1987, 
2008, 1995, y 1998. Se observa los períodos que presentan mayores pérdi-
das tienen la particularidad de pertenecer a un período de crisis financiera 
que por ende se caracteriza por la presencia de altos niveles de inestabilidad 
financiera. Asimismo, debe resaltarse la estimación vía simulación histórica 
del año 1982, la cual muestra el umbral de pérdida más alto. En este año se 
llevó a cabo una gran devaluación en México que implicó una de las grandes 
crisis financieras de este país. De este modo, se confirma que la estimación 
de pérdidas potenciales es mayor en períodos de inestabilidad financiera. 
Cabe destacarse que no todos los modelos de VaR son viables en con-diciones inestables del mercado (e.g. volatilidad extrema, asimetría y lep-
tocurtosis). Cada metodología tiene sus pros y contras, sin embargo, la 
eficiencia de cada una de ellas depende de sus supuestos estadísticos y del comportamiento del mercado.
Finalmente, para verificar la validez en las estimaciones de las metodo-
logías de Valor en Riesgo propuestas, y que éstas a su vez sean robustas y 
precisas, se utiliza la prueba de Backtesting de Kupiec. La Tabla 3 muestra 
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Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
20
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19
99
20
00
19
98
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04
20
01
20
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19
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95
S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17) 0.0000(40) 0.0000(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) 0.0000(87) 0.0000(87) 0.0000(56)
99% 0.0000(29) 0.0000(35) 0.0000(19) 0.0000(19) 0.0000(12)
95% 0.0000(84) 0.0000(60) 0.0000(52) 0.0000(52) 0.0000(29)
90% 0.0000(118) 0.0000(91) 0.0000(99) 0.0000(99) 0.0000(63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99% 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99% 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
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93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
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19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
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Tabla 3. Backtesting al VaR de los Mercados Accionarios  
de México y Estados Unidos*
los resultados de la prueba de Kupiec aplicada a las metodologías de Valor 
en Riesgo propuestas para cada uno de los portafolios compuestos entre los 
mercados accionarios de México y Estados Unidos. 
La Tabla 3 confirma que son más robustas las estimaciones más restric-
tivas; se observa que en su mayoría las estimaciones al 99% son las de mejor 
desempeño. Asimismo, se comprueba que las estimaciones de VaR a través 
del VaR-Cópula t-Student también cumplen en su mayoría con el supuesto del mejor desempeño. 
* La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan de-
pendiendo del VaR estimado, i.e., los valores-p mayores o iguales al 10% se contrastan con 
el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR es-
timado al 95% y los valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 
99%, dichos valores estimados establecen la confiabilidad del VaR. Los valores en negritas 
indican el modelo con mejor desempeño y los valores en paréntesis indican el número de 
fallos reales.
 Estocástica:
FINANZAS Y RIESGO
ISSN 2007-5383 versión digital, ISSN 2007-5375 versión impresa 109
Valor en riesgo anual de los mercados accionarios…
 
Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
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S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
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S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17) 0.0000(40) 0.0000(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) 0.0000(87) 0.0000(87) 0.0000(56)
99% 0.0000(29) 0.0000(35) 0.0000(19) 0.0000(19) 0.0000(12)
95% 0.0000(84) 0.0000(60) 0.0000(52) 0.0000(52) 0.0000(29)
90% 0.0000(118) 0.0000(91) 0.0000(99) 0.0000(99) 0.0000(63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99% 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99% 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
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S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
20
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09
20
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20
11
20
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20
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Tabla 3. Backtesting al VaR de los Mercados Accionarios  
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Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
9 % .7579(39) 0.1619(5) .7419(2) .7419(2) .7419(2)
95% 0.2146(17) 0.133 (18 .1632(8) .1632 8 .0042 4
90% 0.0000(1 8) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95 0.8839(12) 0.0445(20) 0. 10(3) 0. 10(3) 0.0000 (0)
0 .0010(4 ) 0.0003(44) 0.0751(17) 0.0751(17) 0. 0(6)
99 0.7419(2) . (10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
5 0.0000(33) . 0(33) 0. 0(1) 0. 0(1) 0. 0 (0)
0 . (60) 0.0000(58) 0.6768(27) 0.6768(27) 0. 1(9)
20
03
19
99
20
00
19
98
20
04
20
01
20
02
19
96
19
97
19
95
S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17 0.0 00(40 0.0 00(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) . (87) . (87) .0000(5 )
9 % 0.0000(29) 0.0000(35) . (19) . 19 12
95% 0.0000(84) 0.0000(60) . (52) . 52 29
90% 0.0 (118 0.0000(91) . (99) . 99 . 63
9 % 0.2781(1) 758 3) .2781(1) .2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) .0042(4) .0042 4 0000
90% 0.0 05(43 0.0 25(12 . 00(8) 0.0121(1 ) 7
9 % 2781 1) .7419 2) .2781(1) .2781(1) .2781 1
95% 0.6691(14 0.1632(8) .0042(4) .0042 4 0002 2
90% 0.0103(38) 0.0436(16 0.0436(16 0.0436(16) 1 9
9 % 2781 1) 0.0000(21) .7 19(2) .7419(2) . 0(0)
95% 0.0000(4 0.0000(40) 0.4812(15 0.4812(15) . 42 4
90% 0.0000(83) 0.0000(70) .0033(40) .0059 39 0.8320(24)
9 % . 594(6) 0.0000(11) . 00 (0) . 00 (0) .000  (0)
95% 0.0 2 (24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0 0(102) 0.0000(47) 0.5341(28 0.3 52(30) 0.0 25(12)
9 % 0.7580(3) 0.0000(11) .0000 (0) .0 00 (0) . 00 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) . (8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
19
93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
87
19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
5 . 4 ) . (47) 657 1) 657 1) 0.0042(4)
0 75) . (72) 0.0103(38) 0.0173(37) . 237(15)
9 . (1 ) . (20) 0.2781(1 0.2 81(1) . 781(1)
5 36) . (39) 0.0137(5) 0.0137(5) 0.0002(2)
0 77) . (64) .5341 28) .5341 28) . 237 15)
9 . 3 ) . (41) 0.0000(14) 0.0000(14) .0054(8)
5 54) . (64) 0.0000(38) 0.0000(37) 00 30)
0 86) . (88) 0.0000(74) 0.0000(72) 0. 0(52)
9 0.7419(2 0.7419(2 0.7419(2 0.7419( .7419( )
5 0.4529(10) .6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
0 000 42) .1884( 9) 1884 19) 1884 19) 0. 01(9)
9 0.7419( 0.7580(3 0.7419(2 0.7419(2 0.74 9(2)
5 0.4529(10) .4 29(10) 0.0010(3) 0.0010(3) 0.0002(2)
0 .3872 21) .3872(21) 436 16) 436 16) 0. 00(5)
9 0000 14) .0000( 0) 0.3805(4) 0.3805(4 0.7580(3)
5 . (33) . (46) .00 0(29) 0.0002(27) 0.8854(13)
0 . (66) . (65) 0.0000(62) 0.0000(59) 0.0059( 9)
9 0.7580(3 0.7580(3 0.7580(3 0.7580(3 .7 80(3)
95 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90 0.1222(18) . 121(14) . 121(14) . 121(14) 0. 0 0(4)
9 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90 0.0001(42) 0.0003(44) 0.3872(21) .3872(21) 0. 0 0(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
20
13
20
09
20
10
20
08
20
11
20
12
20
06
20
07
20
05
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Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
20
03
19
99
20
00
19
98
20
04
20
01
20
02
19
96
19
97
19
95
S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17) 0.0000(40) 0.0000(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) 0.0000(87) 0.0000(87) 0.0000(56)
99% 0.0000(29) 0.0000(35) 0.0000(19) 0.0000(19) 0.0000(12)
95% 0.0000(84) 0.0000(60) 0.0000(52) 0.0000(52) 0.0000(29)
90% 0.0000(118) 0.0000(91) 0.0000(99) 0.0000(99) 0.0000(63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99% 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99% 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
19
93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
87
19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
20
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Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
20
03
19
99
20
00
19
98
20
04
20
01
20
02
19
96
19
97
19
95
S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17) 0.0000(40) 0.0000(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) 0.0000(87) 0.0000(87) 0.0000(56)
99% 0.0000(29) 0.0000(35) 0.0000(19) 0.0000(19) 0.0000(12)
95% 0.0000(84) 0.0000(60) 0.0000(52) 0.0000(52) 0.0000(29)
90% 0.0000(118) 0.0000(91) 0.0000(99) 0.0000(99) 0.0000(63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99% 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99% 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
19
93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
87
19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
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Tabla 3. Backtesting al VaR de los Mercados Accionarios  
de México y Estados Unidos (continuación)
 
Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
.  (26) .  (20)  (2)  (2) 7419 (2)
.  (49) .  (43) 0.0366 (6 0.0366 (6 0042 (4)
0.0000 (70) 0.0000 (67) . 237 (15) . 237 (15) 0.0000 (7)
0.2781 (1) .2781 (1) .2781 (1) .2781 (1) .2781 (1)
.4812 (15) 0.0000 (1) .000  (2) .0000 (1) . 00 (1)
0.0237 ( 5) 0. 0 (1) 0.0000 (2) 0.0000 (1) 0.0000 ( )
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
000 (0) 000 (0) .  ( ) .  ( ) .  ( )
0.0137(5 0.0000(1 0  (0) 0  (0) .  ( )
. 121(14) 0. 00(5 0.0000 (0 0.0000 (0  (0)
.0000(14) . 0( 9) 0.7580 3 0.7580 3 0.7419 2
. (44) . (41) .8854( 3) .8854( 3) 0.1632 8
. (83) . (74) .0173(73) .0173(3 ) .2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
20
03
19
99
20
00
19
98
20
04
20
01
20
02
19
96
19
97
19
95
S-H D-N S-M Cópula N Cópula t
. (12) 0. 14(9) 0.0191(7) 0.0191(7) 0.7419(2)
. (4 ) .2146(17) .0000(40) .0000(40) .3294(16)
. (95) . 33(40) . 000(87) . 000(87) . 00(56)
.0000(29) . 00(35) (19) (19) (12)
. (84) .0000(60) .0000(52) . 000(52) . 000(29)
. (118) .0000(91) . 000(99) . 000(99) . (63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
0.0 00(26) . (28) 0.3805(49) .3805(4) .7419(2)
. (81) 0.0000(58) 0.6571(11) 0.6571(11) . 137(5)
90 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
.1619(5) .0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
0.0 0(36) 0.3294(16) .1632(8) . 828(7) . 137(5)
. 000(5 ) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
19
93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
87
19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
20
13
20
09
20
10
20
08
20
11
20
12
20
06
20
07
20
05
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Tabla 3. Backtesting al VaR de los Mercados Accionarios de México y Estados Unidos
       
       
La tabla reporta los valores-p de la prueba de Kupiec. Los valores-p se determinan dependiendo del VaR estimado, i.e., los valores-p mayores o 
iguales al 10% se contrastan con el VaR estimado al 90%, los valores-p mayores o iguales al 5% se contrastan con el VaR estimado al 95% y los 
valores-p mayores o iguales al 1% se contrastan con el VaR estimado al 99%, dichos valores estimados establecen la confiabilidad del VaR. Los 
valores en negritas indican el modelo con mejor desempeño y los valores en paréntesis indican el número de fallos reales. 
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (26) 0.0000 (20) 0.7419 (2) 0.7419 (2) 0.7419 (2)
95% 0.0000 (49) 0.0000 (43) 0.0366 (6) 0.0366 (6) 0.0042 (4)
90% 0.0000 (70) 0.0000 (67) 0.0237 (15) 0.0237 (15) 0.0000 (7)
99% 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1) 0.2781 (1)
95% 0.4812 (15) 0.0000 (1) 0.0002 (2) 0.0000 (1) 0.0000 (1)
90% 0.0237 (15) 0.0000 (1) 0.0000 (2) 0.0000 (1) 0.0000 (1)
99% 0.0000 (13) 0.0014 (9) 0.7580 (3) 0.7580 (3) 0.2781 (1)
95% 0.0000 (52) 0.2146 (17) 0.8839 (12) 0.2860 (9) 0.0366 (6)
90% 0.0000 (76) 0.0018 (41) 0.0033 (40) 0.0704 (34) 0.2764 (20)
99% 0.0000 (74) 0.0000 (60) 0.0594 (6) 0.1619 (5) 0.2781 (1)
95% 0.0000 (105) 0.0000 (99) 0.0000 (40) 0.0000 (33) 0.6691 (14)
90% 0.0000 (123) 0.0000 (123) 0.0000 (84) 0.0000 (83) 0.0000 (59)
99% 0.3895(4) 0.0054(8) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0013(25) 0.0788(19) 0.1632(8) 0.1632(8) 0.0002(2)
90% 0.0003(44) 0.0033(40) 0.3052(30) 0.3052(30) 0.043600
99% 0.7419(2) 0.1619(5) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0788(19) 0.3294(16) 0.0042(49) 0.0042(4) 0.0002(2)
90% 0.0284(36) 0.5341(28) 0.1222(18) 0.1222(18) 0.0000(7)
99% 0.0000(28) 0.0000(25) 0.0003(10) 0.0003(10) 0.1619(5)
95% 0.0000(58) 0.0000(46) 0.0013(25) 0.0006(26) 0.3294(16)
90% 0.0000(82) 0.0000(64) 0.0000(60) 0.0000(63) 0.1553(32)
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0828(7) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0751(17) 0.0000 (0) 0.0000(0) 0.0058(13) 0.0000 (0)
99% 0.0000(47) 0.0000(46) 0.7419(2) 0.7419(2) 0.2781(1)
95% 0.0000(88) 0.0000(84) 0.0239(21) 0.0444(20) 0.2860(9)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
99% 0.7579(39) 0.1619(5) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.2146(17) 0.1331(18) 0.1632(8) 0.1632(8) 0.0042(4)
90% 0.0000(118) 0.0000(119) 0.0000(66) 0.0000(64) 0.2209(31)
19
83
19
79
19
80
19
78
19
84
19
81
19
82
19
76
19
77
19
75
S-H D-N S-M Cópula N Cópula t
99% 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0137(5) 0.0000(1) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0121(14) 0.0000(5) 0.0000 (0) 0.0000 (0) 0.0000 (0)
99% 0.0000(14) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(44) 0.0000(41) 0.8854(13) 0.8854(13) 0.1632(8)
90% 0.0000(83) 0.0000(74) 0.0173(73) 0.0173(37) 0.2764(20)
99% 0.0000(12) 0.0000(16) 0.2781(1) 0.2781(1) 0..2781(1)
95% 0.0000(44) 0.0000(30) 0.4529(10) 0.6571(11) 0.0010(3)
90% 0.0000(81) 0.0000(54) 0.5194(22) 0.6695(23) 0.0121(14)
99% 0.2781(1) 0.3805(4) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.8839(12) 0.6571(119 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.1061(33) 0.8320(24) 0.0004(10) 0.0004(10) 0.0000(4)
99% 0.0000(13) 0.0000(19) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0000(50) 0.0000(37) 0.2860(9) 0.2860(9) 0.0010(3)
90% 0.0000(81) 0.0000(74) 0.1061(33) 0.1061(33) 0.0237(15)
99% 0.3805(49) 0.0594(6) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4812(15) 0.6691(14) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.3052(30) 1.0000(25) 0.0025(12) 0.0025(12) 0.0000(6)
99% 0.0191(7) 0.0000(11) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(34) 0.0000(32) 0.0828(7) 0.0828(7) 0.0000(1)
90% 0.0000(81) 0.0000(57) 0.5341(28) 0.4096(29) 0.0025(12)
99% 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0042(4) 0.0002(2) 0.0000(1) 0.0000(1) 0.0000(1)
90% 0.0121(14) 0.0000(7) 0.0000(3) 0.0000(3) 0.0000(1)
99% 0.0594(6) 0.0594(6) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.8839(12) 0.0445(20) 0.0010(3) 0.0010(3) 0.0000 (0)
90% 0.0010(42) 0.0003(44) 0.0751(17) 0.0751(17) 0.0000(6)
99% 0.7419(2) 0.0003(10) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(33) 0.0000(33) 0.0000(1) 0.0000(1) 0.0000 (0)
90% 0.0000(60) 0.0000(58) 0.6768(27) 0.6768(27) 0.0001(9)
20
03
19
99
20
00
19
98
20
04
20
01
20
02
19
96
19
97
19
95
S-H D-N S-M Cópula N Cópula t
99% 0.0000(12) 0.0014(9) 0.0191(7) 0.0191(7) 0.7419(2)
95% 0.0000(41) 0.2146(17) 0.0000(40) 0.0000(40) 0.3294(16)
90% 0.0000(95) 0.0033(40) 0.0000(87) 0.0000(87) 0.0000(56)
99% 0.0000(29) 0.0000(35) 0.0000(19) 0.0000(19) 0.0000(12)
95% 0.0000(84) 0.0000(60) 0.0000(52) 0.0000(52) 0.0000(29)
90% 0.0000(118) 0.0000(91) 0.0000(99) 0.0000(99) 0.0000(63)
99% 0.2781(1) 0.7580(3) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0828(7) 0.0828(7) 0.0042(4) 0.0042(4) 0.0000(1)
90% 0.0005(43) 0.0025(12) 0.0000(8) 0.0121(14) 0.0000(7)
99% 0.2781(1) 0.7419(2) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.6691(14) 0.1632(8) 0.0042(4) 0.0042(4) 0.0002(2)
90% 0.0103(38) 0.0436(16) 0.0436(16) 0.0436(16) 0.0001(9)
99% 0.2781(1) 0.0000(21) 0.7419(2) 0.7419(2) 0.0000(0)
95% 0.0000(41) 0.0000(40) 0.4812(15) 0.4812(15) 0.0042(4)
90% 0.0000(83) 0.0000(70) 0.0033(40) 0.0059(39) 0.8320(24)
99% 0.0594(6) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0029(24) 0.0000(30) 0.0366(6) 0.0366(6) 0.0002(2)
90% 0.0000(102) 0.0000(47) 0.5341(28) 0.3052(30) 0.0025(12)
99% 0.7580(3) 0.0000(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(38) 0.0000(31) 0.0002(2) 0.0002(2) 0.0000(1)
90% 0.0000(84) 0.0000(59) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.7419(2) 0.7580(3) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.1632(8) 0.6571(11) 0.0000 (0) 0.0000 (0) 0.0000 (0)
90% 0.0704(34) 0.8340(26) 0.0000(6) 0.0000(6) 0.0000(1)
99% 0.0000(26) 0.0000(28) 0.3805(49) 0.3805(4) 0.7419(2)
95% 0.0000(81) 0.0000(58) 0.6571(11) 0.6571(11) 0.0137(5)
90% 0.0000(88) 0.0000(89) 0.0284(36) 0.0454(35) 0.0058(13)
99% 0.1619(5) 0.0054(8) 0.0000 (0) 0.0000 (0) 0.0000 (0)
95% 0.0000(36) 0.3294(16) 0.1632(8) 0.0828(7) 0.0137(5)
90% 0.0000(54) 0.1553(32) 0.0436(16) 0.0237(15) 0.0000(8)
19
93
19
89
19
90
19
88
19
94
19
91
19
92
19
86
19
87
19
85
S-H D-N S-M Cópula N Cópula t
99% 0.0000(14) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(44) 0.0000(47) 0.6571(11) 0.6571(11) 0.0042(4)
90% 0.0000(75) 0.0000(72) 0.0103(38) 0.0173(37) 0.0237(15)
99% 0.0000(15) 0.0000(20) 0.2781(1) 0.2781(1) 0.2781(1)
95% 0.0000(36) 0.0000(39) 0.0137(5) 0.0137(5) 0.0002(2)
90% 0.0000(77) 0.0000(64) 0.5341(28) 0.5341(28) 0.0237(15)
99% 0.0000(37) 0.0000(41) 0.0000(14) 0.0000(14) 0.0054(8)
95% 0.0000(54) 0.0000(64) 0.0000(38) 0.0000(37) 0.0000(30)
90% 0.0000(86) 0.0000(88) 0.0000(74) 0.0000(72) 0.0000(52)
99% 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.6571(11) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.0009(42) 0.1884(19) 0.1884(19) 0.1884(19) 0.0001(9)
99% 0.7419(2) 0.7580(3) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.4529(10) 0.4529(10) 0.0010(3) 0.0010(3) 0.0002(2)
90% 0.3872(21) 0.3872(21) 0.0436(16) 0.0436(16) 0.0000(5)
99% 0.0000(14) 0.0000(20) 0.3805(4) 0.3805(4) 0.7580(3)
95% 0.0000(33) 0.0000(46) 0.0000(29) 0.0002(27) 0.8854(13)
90% 0.0000(66) 0.0000(65) 0.0000(62) 0.0000(59) 0.0059(39)
99% 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3) 0.7580(3)
95% 0.0137(5) 0.0042(4) 0.0010(3) 0.0010(3) 0.0010(3)
90% 0.1222(18) 0.0121(14) 0.0121(14) 0.0121(14) 0.0000(4)
99% 0.0594(6) 0.0594(6) 0.7580(3) 0.7580(3) 0.7419(2)
95% 0.0124(22) 0.0445(20) 0.0137(5) 0.0137(5) 0.0010(3)
90% 0.0001(42) 0.0003(44) 0.3872(21) 0.3872(21) 0.0000(8)
99% 0.3805(4) 0.3805(4) 0.7419(2) 0.7419(2) 0.7419(2)
95% 0.0124(22) 0.2146(17) 0.0042(4) 0.0042(4) 0.0010(3)
90% 0.4096(29) 0.6768(27) 0.0121(14) 0.0121(14) 0.0000(4)
20
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Conclusiones
El objetivo de este trabajo fue estimar e identificar los patrones de pérdi-
das potenciales entre los mercados accionarios de México y Estados Unidos 
y con base en las estimaciones discernir cual o cuales metodologías del VaR son más precisas. En este sentido se comprueba y enfatiza las estimaciones 
obtenidas mediante la metodología VaR Cópula t-Student resultaron ser las 
más restrictivas, ponderando mayores pérdidas.
Mediante la investigación realizada fue posible determinar que el uso 
de la teoría de cópulas en la estimación de pérdidas potenciales a través 
del Valor en Riesgo es más viable que las metodologías utilizadas por la 
teoría económico-financiera convencional, conllevando a estimaciones más robustas.
En síntesis, se puede concluir que las estimaciones con metodologías 
más acordes al comportamiento de los activos financieros generan estima-
ciones más sensatas siendo el tomador de decisiones el que implementara la 
decisión óptima de la toma de riesgos. En este sentido, los resultados aquí 
expuestos recaen en la visión del académico y regulador, la cual busca esti-maciones más acordes al comportamiento de los datos. Sin embargo, no es 
necesariamente ésta la visión de un inversionista o banquero, dado que el uso de una reserva mayor de capital implica menor disponibilidad de recur-
sos para invertir. Sea cual sea la decisión que tome el tomador de decisiones 
se tiene como finalidad se conlleve a lograr una asignación más eficiente del 
capital y en este sentido obtener inversiones más productivas que en conse-
cuencia impulsen el crecimiento económico financiero.
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