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RÉSUM É
Les systèmes de reconnaissance de la parole sont fondamentalement dérivés des domaines 
du traitement et de la modélisation statistique des signaux. Depuis quelques années, d ’im­
portantes innovations de domaines connexes comme le traitement d ’image et les neuros­
ciences computationnelles tardent toutefois à améliorer la performance des systèmes ac­
tuels de reconnaissance de parole. La revue de la littérature a suggéré qu’un système de 
reconnaissance vocale intégrant les aspects de hiérarchie, parcimonie et grandes dimen­
sions joindrait les avantages de chacun. L’objectif général est de comprendre comment 
l’intégration de tous ces aspects permettrait d ’améliorer la robustesse aux bruits addi­
tifs d’un système de reconnaissance de la parole. La base de données TI46 (mots isolés, 
faible-vocabulaire) est utilisée pour effectuer l’apprentissage non-supervisé et les tests de 
classification. Les différents bruits additifs proviennent de la base de données NOISEX- 
92, et permettent d ’évaluer la robustesse en conditions de bruit réalistes. L’extraction de 
caractéristiques dans le système proposé est effectuée par des projections linéaires succes­
sives sur des bases, permettant de couvrir de plus en plus de contexte temporel et spectral. 
Diverses méthodes de seuillage permettent de produire une représentation multi-échelle, 
binaire et parcimonieuse de la parole. Au niveau du dictionnaire de bases, l’apprentis­
sage non-supervisé permet sous certaines conditions l’obtention de bases qui reflètent des 
caractéristiques phonétiques et syllabiques de la parole, donc visant une représentation 
par objets d’un signal. L’algorithme d ’analyse en composantes indépendantes (ICA) s’est 
démontré mieux adapté à extraire de telles bases, principalement à cause du critère de ré­
duction de redondance. Les analyses théoriques et expérimentales ont montré comment la 
parcimonie peut contourner les problèmes de discrimination des distances et d ’estimation 
des densités de probabilité dans des espaces à grandes dimensions. Il est observé qu’un 
espace de caractéristiques parcimonieux à grandes dimensions peut définir un espace de 
paramètres (p.ex. modèle statistique) de mêmes propriétés. Ceci réduit la disparité entre 
les représentations de l’étage d’extraction des caractéristiques et celles de l’étage de clas­
sification. De plus, l’étage d ’extraction des caractéristiques peut favoriser une réduction 
de la complexité de l’étage de classification. Un simple classificateur linéaire peut venir 
compléter un modèle de Markov caché (HMM), joignant une capacité de discrimination 
accrue à la polyvalence d ’une segmentation en états d ’un signal. Les résultats montrent que 
l’architecture développée offre de meilleurs taux de reconnaissance en conditions propres 
et bruités comparativement à une architecture conventionnelle utilisant les coefficients 
cepstraux (MFCC) et une machine à vecteurs de support (SVM) comme classificateur 
discriminant. Contrairement aux techniques de codage de la parole où la transformation 
doit être inversible, la reconstruction n ’est pas importante en reconnaissance de la parole. 
Cet aspect a justifié la possibilité de réduire considérablement la complexité des espaces 
de caractéristiques et de paramètres, sans toutefois diminuer le pouvoir de discrimination 
et la robustesse.
M ots-clés : apprentissage non-supervisé, espace à grandes dimensions, représentation 
binaire, mixture de Bernoulli, classificateur discriminant
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2.1 Modèle de Markov caché pour la classification de la parole. Chaque état 
Si possède une fonction de densité de probabilité p(Ot | 5,) de générer 
une observation Ot particulière, pour chaque temps t. Lors de l’évaluation 
du modèle, chaque observation possède une probabilité différente d ’avoir 
été générée par chacun des états. On remarque par exemple une différence 
entre les classes pour l’état S2 identifié le plus probable dans la séquence, 
qui modélise un segment voisé pour la classe 1, mais un segment de silence 
pour la classe 2. C ’est ce qui rendra un modèle plus vraisemblable que 
l’autre dépendamment de la séquence d ’observations évaluée......................
2.2 Pour un problème de classification, la parcimonie permet de réduire la 
redondance au niveau de l’activation des coefficients. Cette transforma­
tion doit exploiter l’information redondante (p.ex. lignes) pour concentrer 
l’énergie d’activation sur les caractéristiques clés (p.ex. détection des coins 
à partir des lignes). La discrimination est alors plus simple, car il y a accent 
sur les caractéristiques de haut-niveau fiables et pertinentes à l’identifica­
tion de l’objet................................................................. ......................................
2.3 La parcimonie permet de réduire le volume de l’espace des caractéristiques, 
car les classes sont contraintes dans des sous-espaces denses où le chevauche­
ment est idéalement minimisé. La quantité d ’information apportée par une 
dimension active (en noir) est alors supérieure, car les dimensions inactives 
(en blanc) qui ne contribuent pas à la description de la classe sont ignorées 
(c.-à-d. par réduction de dimension). Malgré la variabilité intra-classe, les 
sous-espaces distincts peuvent rester denses....................................................
2.4 Structure syllabique en langue anglaise. Un mot est une séquence d’une ou 
plusieurs syllabes qui sont elles-mêmes constituées de segments primaires, 
des phones pouvant être des voyelles ou consonnes. Le mot possède donc 
une nature hiérarchique où l’unité de base peut être choisie à plusieurs 
niveaux de représentation [136]..........................................................................
3.1 Étapes de traitement dans l’architecture proposée, soit le prétraitement, 
la projection hiérarchique et la classification. La dimension des représenta­
tions augmente jusqu’à la sortie de l’étage de classification, soit l’identité 
du mot dans le signal sonore. Un mécanisme de sélection de trames est 
inclus au niveau du classificateur.......................................................................
3.2 Représentation temporelle (a) du signal original, et (b) après le filtrage 
modélisant l’oreille externe/moyenne. On remarque l’amplification de cer­
taines transitoires et un changement important au niveau de l’enveloppe 
temporelle. Le signal d ’entrée correspond à la prononciation anglaise du 
mot "rubout" par un locuteur homme..............................................................
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3.3 Fréquence centrale (a) et largeurs de bande des formants (b), calculées 
depuis une base de données de trajectoires de formants [32], Les barres 
indiquent l’intervalle de confiance (p =  0.95) autour de la moyenne, assu­
mant une distribution gaussienne. Les sujets hommes et femmes n ’ont pas 
été séparés dans l’analyse pour bien tenir compte de la pleine variabilité 
entre les sexes. On remarque une plus faible variabilité fréquentielle du pre­
mier formant comparativement aux autres, ainsi qu’une augmentation de
la largeur du formant proportionnelle à l’ordre..................................................  35
3.4 Représentation du banc de filtres gammatones modélisant la membrane 
basilaire. On peut observer des configurations à deux formants séparées 
d’un court silence, bien que le contraste entre les zones de forte et de faible 
énergie soit très faible sans post-traitement. Le signal d ’entrée correspond 
à la prononciation anglaise du mot "rubout" par un locuteur homme. . . .  36
3.5 Représentation du cochléogramme (a) après l’opération de compression par 
racine cubique, et (b) après le filtrage passe-bas modélisant les cellules 
ciliées internes. On constate un changement important de contraste après 
le filtrage. Le signal d’entrée correspond à la prononciation anglaise du mot
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3.6 Projection hiérarchique jointe dans l’axe temporel et fréquentiel pour des 
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3.7 Projection hiérarchique par projection successive sur des dictionnaires. 
L’aspect spatial est considéré par la concaténation des projections adja­
centes du niveau inférieur, visant à extraire des caractéristiques couvrant 
de plus en plus de contexte fréquentiel et temporel. Dans l’exemple donné,
M(h) =  N(h) — 2 pour h = {1,2}, soit la concaténation de 4 fenêtres ad­
jacentes à chaque niveau. Les contours figuratifs des fenêtres sont montrés 
sur un cochléogramme correspondant à la prononciation du mot anglais 
"seven" par un locuteur homme. Il est à noter qu’en réalité, les niveaux 
Ll et L2 ne couvriront jamais plus de surface que ce qui est défini par le 
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3.8 Décomposition hiérarchique à 4 niveaux par dictionnaires, où l’apprentis­
sage des bases a été effectué avec l’algorithme d ’analyse en composantes 
indépendantes (ICA). Les bases du niveau L0 couvrent seulement 16 ca­
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canaux (c.-à-d. spectre complet) par 200 ms, qui est d ’échelle suffisante 
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et la production de coefficients binaires par des mécanismes de seuillage et 
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3.10 Création du vecteur de caractéristiques à partir de la projection hiérar­
chique. L’exemple illustre comment les coefficients des différentes projec­
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IN T R O D U C T IO N
1.1 M ise en con tex te  et problém atique
1.1.1 Innovations en interaction hum ain-m achine  
Au-delà de la commande tactile de l ’ordinateur
Depuis les 40 dernières années, la modernisation et l’utilisation constante de l’ordinateur 
dans la vie quotidienne nous forcent à réfléchir sur l’interaction humain-machine. Le clavier 
et la souris sont les périphériques les plus utilisés en ce moment, mais exploitent seulement 
l’aspect tactile. Dans le but de rendre la communication plus naturelle, la parole devrait 
être conjointement utilisée pour donner des commandes ou requérir de l’information. Un 
problème majeur est que les attentes sont grandes par l’utilisateur d ’un tel système. 
Idéalement, on veut que le système soit capable de capturer et de comprendre la parole 
aussi bien qu’une personne réelle. Il s’agit d ’une tâche difficile sachant les milliers d ’années 
d’évolution qui ont mené à des facultés exceptionnelles chez l’humain, surtout au niveau 
de la communication dans des environnements dynamiques, où l’intelligibilité de la parole 
est affectée (p.ex. bruit ambiant, conversations multiples).
Applications d’un systèm e robuste
Il est dans l’intérêt de la société, visant une acceptation plus large chez les utilisateurs, de 
développer des systèmes de reconnaissance vocale plus robustes en conditions normales 
et sous présence de bruit. Depuis quelques années, le domaine de la reconnaissance de 
la parole a de la difficulté à augmenter de façon significative les performances, particu­
lièrement en conditions bruitées. Ceci limite l’usage de la reconnaissance vocale sur les 
téléphones cellulaires, dans les environnements de travail achalandés ou dans les véhicules. 
Même les applications courantes en contrôle vocal, en systèmes téléphoniques automatisés 
(p.ex. transfert d ’appel) et en dictée de texte (p.ex. rapport médical) profiteront du gain 
de performance.
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Domaines de recherche impliqués
Dans l’espoir d’obtenir un système ayant des performances comparables à celles d ’un hu­
main, il est opportun de rassembler des idées venant de différents domaines. D’abord, 
une considération plus grande de la neurophysiologie du système auditif permettrait de 
comprendre la robustesse de l’audition humaine, pour ultimement la répliquer. Implémen- 
ter un système comparable sur ordinateur requiert alors des algorithmes adaptés à nos 
architectures matérielles, largement basées sur le traitement numérique des signaux.
1.1.2 Innovations en traitem ent de signal
Le domaine du traitement de signal est large et couvre de multiples disciplines, autant 
en champs pratiques que théoriques. Pour une application en reconnaissance vocale, les 
nouvelles avancées en extraction des caractéristiques et représentations adaptées seront 
mises en premier plan.
M éthodes d’extraction hiérarchique
Les méthodes d ’extraction hiérarchique de caractéristiques permettent d ’obtenir des re­
présentations de plus en plus haut-niveau. Il est alors possible de refléter l’organisation 
inhérente de l’information présente dans les données par une structure complexe. L’or­
ganisation hiérarchique est omniprésente dans le cerveau humain, et permet d ’expliquer 
le phénomène d’invariance et de spécialisation dans les étages corticaux supérieurs. Dans 
les tâches de classification, la variabilité intrinsèque des signaux et la présence de bruits 
sont des difficultés majeures à considérer. Des représentations invariantes utilisées pour 
la discrimination augmentent intuitivement le pouvoir de généralisation.
Domaine spatial et temporel
La structure hiérarchique est applicable autant au domaine spatial (p.ex. traitement 
d ’image) que temporel (p.ex. traitement de la parole). Dans le domaine spatial, il y a 
passage de caractéristiques très locales comme des traits et textures jusqu’à la représen­
tation complète de l’objet. Dans le domaine temporel, il y a passage de caractéristiques 
très fines avec évolutions rapides à l’intégration d ’information sur une plus grande échelle 
temporelle. Ces deux domaines sont applicables à la reconnaissance de la parole, car il 
s’agit d’un signal dynamique et représentable dans un espace spatio-temporel (p.ex. image
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auditive). Sous cette représentation bidimensionnelle de la parole, les techniques récentes 
de traitement d’image peuvent donc être exploitées.
Traitement parcimonieux du signal
Le traitement parcimonieux du signal implique généralement la projection (linéaire ou 
non linéaire) du signal sur des bases. Il est possible de choisir le dictionnaire de bases 
autre que l’exponentielle complexe utilisée dans l’analyse de Fourier. On peut obtenir 
un espace non-orthogonal où l’information est légèrement redondante en cas de repré­
sentation surcomplète, mais qui soit beaucoup plus parcimonieux. Une base ne va réagir 
idéalement qu’à une certaine caractéristique pertinente présente dans le signal, comme un 
patron de modulation spectrale ou temporelle. La sélection du dictionnaire (p.ex. taille, 
complexité des bases) dépendra donc de la nature du signal. Des outils sont mainte­
nant disponibles (p.ex. filtre de Gabor, transformation par ondelettes) pour permettre 
une meilleure représentation de caractéristiques spectro-temporelles (p.ex. par un parti- 
tionnement non-uniforme en fréquence), et sont ainsi applicables en reconnaissance de la 
parole.
Données d ’apprentissage et performance
Un inconvénient de l’approche statistique (p.ex. modèles de Markov cachés) est le nombre 
de données d’entraînement requises pour la modélisation. Le problème de la reconnais­
sance vocale a longtemps été perçu comme un manque de données d ’entraînement pour 
l’apprentissage des modèles statistiques. Pour un système de reconnaissance vocale, le 
nombre de données d ’entraînement requises pour atteindre un taux d ’erreur nul est de 
plusieurs ordres de grandeur supérieur en comparatif avec l’humain [124]. On doit donc 
avoir des systèmes qui généralisent bien, et avec moins de données.
Utilisation des caractéristiques suprasegmentales
Avec les approches statistiques actuelles, les observations acoustiques sont prises sur des 
fenêtres juste assez courtes pour considérer les caractéristiques segmentales (p.ex. for­
mants stables des voyelles, explosion d ’énergie) pour la reconnaissance des phonèmes. 
Les caractéristiques suprasegmentales (p.ex. transition des formants, prosodie, intona­
tion, rythme) au niveau syllabique et lexical, ont une dynamique ou évolution plus lente,
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mais contiennent aussi de l’information discriminante. Il faut donc repenser l’architec­
ture pour extraire le maximum d ’information des données déjà existantes, sur différentes 
échelles temporelles. Les méthodes d’extractions hiérarchiques et de représentations parci­
monieuses sont appropriées comme éléments de solution. De façon générale, on s’attend à 
ce que l’augmentation de la qualité des représentations se répercute par une amélioration 
des performances de reconnaissance.
1.1.3 Innovations en ressources com putationnelles
Un aspect important est qu’il est aujourd’hui possible d ’implémenter des systèmes de 
reconnaissance vocale qui étaient impensables il n’y a seulement qu’une dizaine d ’années. 
Il est donc à réfléchir si ces avancées technologiques peuvent favoriser un retour à la source 
(p.ex. traitement bio-inspiré), amené par un recul général sur le domaine et une meilleure 
considération des techniques plus anciennes délaissées principalement à cause du coût 
computationnel.
Parallélisme et calcul distribué
Avec l’apparition d ’ordinateurs plus puissants et l’abondance des ressources de stockage 
(p.ex. mémoire vive, disque dur), les architectures matérielles de calcul ne limitent plus 
de façon considérable le traitement des données. Il y a une tendance croissante pour le 
parallélisme et le calcul distribué, expliquée par les processeurs multicoeurs. Il est ainsi fa­
vorable de considérer des algorithmes issus du paradigme connexionniste, qui contournent 
les limitations du calcul séquentiel (p.ex. lenteur) par l’utilisation massive d ’unités de cal­
cul indépendantes.
1.2 D éfin ition  du projet de recherche
La question de recherche est la suivante : comment les aspects de parcimonie et de struc­
ture hiérarchique peuvent-ils améliorer la robustesse d’un système de reconnaissance de la 
parole ? De nouvelles avenues s’ouvrent grâce à des avancées simultanées dans le domaine 
des neurosciences computationnelles et du traitement des signaux. Le sujet de recherche 
s’appuie sur les nouvelles avancées en représentations surcomplètes et parcimonieuses des 
signaux pour fournir au système de classification des caractéristiques plus discriminantes 
et mieux adaptées à la parole [104], Des systèmes de reconnaissance de la parole plus
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robustes participeront au développement des voitures intelligentes autonomes (180] par 
une meilleure interaction humain-machine dans ces environnements bruités. On peut aussi 
penser au domaine de la santé, où une meilleure productivité des médecins/radiologistes 
serait favorisée par la dictée vocale de rapports médicaux [194], Les taux d’erreur actuels 
des solutions de transcription automatique étant parfois problématiques [170], une amé­
lioration des performances doit s’imposer. Il y a donc plusieurs applications pratiques en 
jeu, même si le projet de maîtrise n ’est que le développement d ’un prototype dans cette 
direction.
1.3 O bjectifs du projet de recherche
1.3.1 O bjectif général
L’objectif général est d ’obtenir une meilleure robustesse que les systèmes traditionnels 
dans des conditions bruitées, en intégrant les aspects de traitement hiérarchique et parci­
monieux dans l’extraction des caractéristiques et la classification. Bien qu’il ne s’agit pas 
d ’idées complètement nouvelles en reconnaissance de formes, l’application de ces concepts 
en reconnaissance de la parole reste relativement restreinte et mérite ainsi plus d ’attention.
1.3.2 O bjectifs spécifiques
Trois objectifs spécifiques sont visés dans ce mémoire, pour subdiviser et atteindre plus 
facilement l’objectif général.
Apprentissage non-supervisé des représentations
Le but est d ’inclure au maximum dans l’architecture à développer des techniques d’ap­
prentissage de type non-supervisé. Sans connaissance a priori du signal utile et du bruit, 
il s’agit tout de même de deux entités distinctes qu’on cherche à séparer pour réduire la 
variabilité des représentations. L’hypothèse est qu’en entraînant les bases sur un mélange 
bruité avec un algorithme tel que l’analyse en composante indépendante (ICA), il est 
possible de mieux faire ressortir les caractéristiques de la parole, qui sont statistiquement
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indépendantes du bruit. L’avantage est qu’il n ’y a nul besoin d’un apprentissage explicite 
du bruit au niveau du classificateur L
Parcimonie des observations et des paramètres
Le but est d’assurer une parcimonie des vecteurs d ’observations et des paramètres du clas­
sificateur. Cela permettra de comprendre comment la parcimonie permet de contourner 
de nombreux problèmes (p.ex. densité nulle) qui surviennent dans des représentations à 
grandes dimensions. L’hypothèse posée est qu’il serait possible de combiner efficacement 
une modélisation par mixtures jointe à une architecture par modèle de Markov caché 
(HMM), sous condition que les paramètres des mixtures soient aussi parcimonieux.
Apprentissage discriminant
Le but est d’intégrer des techniques d ’apprentissage discriminant lors de la classification. 
Il sera possible de réduire l’influence des composantes bruitées lors de la prise de décision, 
et d’idéalement réduire le nombre de données requises pour l’entraînement du système. 
La modélisation acoustique par modèles de mixtures n ’est pas de nature discriminante, 
donc, constitue un facteur important influençant la robustesse du système.
1.4 C ontributions originales
De façon séparée, les aspects de parcimonie et structure hiérarchique ont déjà fait l’objet 
de nombreuses études. Toutefois, la mise en commun dans une architecture de recon­
naissance de la parole est une nouveauté. Plusieurs approches ne sont pas réalisées sous 
prétexte qu’elles seront trop complexes en terme de temps de calcul ou mémoire, donc ul­
timement non-réalisables pour des applications temps-réel. Il n’est toutefois pas nécessaire 
d ’atteindre ce critère pour prouver la validité des hypothèses et compléter les objectifs de 
recherche. Une vision à plus long terme est requise : pourquoi ne pas développer main­
tenant ce qu’il ne sera seulement possible que d ’utiliser dans quelques années? Cette 
motivation vient d ’une curiosité vis-à-vis la recherche fondamentale et celle non stricte­
ment appliquée. Il y a plus de 15 ans, on envisageait déjà l’intégration de la cybernétique
1 La soustraction spectrale est un exemple où le bruit a été modélisé de façon explicite, pour réduire 
la variabilité induite sur le signal de parole propre.
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en reconnaissance de parole [p.ex. 103] et le surpassement des limitations matérielles de 
l’époque [p.ex. 6].
Il est aussi rare que l’étage d’extraction des caractéristiques et l’étage de classification 
soient conjointement optimisés. Les travaux de maîtrise proposent la remise en question 
des approches conventionnelles qui utilisent souvent des techniques de réduction de di- 
mensionnalité pour s’adapter aux contraintes posées par l’étage de classification.
1.5 P lan  du docum ent
La structure du document est comme suit : au chapitre 2, une revue de la littérature 
définira l’état de l’art quant à l’utilisation des approches parcimonieuses et hiérarchiques 
en reconnaissance de formes. Cela permettra de bien distinguer les contributions par 
rapport à la communauté scientifique. Au chapitre 3, les aspects théoriques et choix de 
conception de l’architecture proposée seront détaillés. L’argumentation exposera en quoi 
l’architecture proposée possède des fondements solides et intuitifs. Ensuite, au chapitre 4, 
les ressources nécessaires à l’implémentation logicielle de l’architecture seront discutées. 
Une comparaison des performances avec l’état de l’art, ainsi que le choix empirique de 
plusieurs méta-paramètres, feront l’objet du chapitre 5. Le document se terminera fina­
lement par le chapitre 6, présentant un sommaire des travaux de maîtrise et des travaux 
futurs qui pourront y porter suite.
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CHAPITRE 2 
ÉTAT DE L'ART
2.1 A pproche conventionnelle
Avec plus de 40 ans de progrès [47] en reconnaissance automatique de la parole (ASR), les 
systèmes basés sur les approches statistiques conventionnelles sont déjà très performants. 
Ils doivent toutefois être appliqués dans des contextes bien précis (p.ex. environnement de 
bureau), donc sont très peu flexibles comparativement à l’humain. L’imitation des détails 
les plus fins de la perception humaine de la parole n ’est pas un but souhaité si on cherche à 
concevoir un système de reconnaissance vocale fonctionnant avec la technologie actuelle. Il 
s’agit plutôt de dériver des modèles mathématiques efficaces à partir de ces connaissances 
[46]. En application pratique, les contraintes imposées par les ressources de calcul limitées 
expliquent partiellement pourquoi l’écart de performance est d ’un ordre de magnitude 
avec l’humain [106]. Une implémentation temps-réel, mais sans compromis majeur sur la 
performance, est alors de mise autant pour un système embarqué à ressources limitées 
que pour un centre d’appel à grand achalandage.
Les sources de variabilités en parole continue sont multiples [p.ex. 16]. Un énoncé linguis­
tique (segment de parole séparé par un silence, p.ex. phrase) contient une multitude de 
caractéristiques de modulation spectrale et temporelle [55], qui dépendront de plusieurs 
contextes. La difficulté de la parole spontanée réside en partie dans la variabilité intra- 
sujet accrue des mots, causée par le phénomène de coarticulation. Il s’agit de l’influence 
du contexte phonémique local lors de la prononciation. La variabilité d ’une réalisation 
acoustique intersujet provient plutôt de causes physiologiques, soit articulatoires [191].
Les approches statistiques en reconnaissance automatique de la parole sont aujourd’hui 
très populaires pour obtenir une robustesse à la variabilité de la parole. Premièrement, 
la performance de ces systèmes augmente significativement avec le nombre de données 
d ’apprentissage [123, 124]. La robustesse aux variations inter-locuteurs et intra-locuteurs 
est accrue, car les modèles statistiques considèrent les tendances générales (p.ex. moyennes 
et variances), qui sont souvent représentatives de structures cohérentes dans les données 
d ’entraînement. Avoir plus de données signifie directement une meilleure estimation des 
densités de probabilités du modèle statistique.
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Les caractéristiques acoustiques ont aussi été adaptées aux approches statistiques. Un 
des progrès majeurs a été la focalisation sur les caractéristiques acoustiques grossières et 
sans finesse sur les détails [73]. En effet, il est possible d ’identifier une voyelle seulement 
par la configuration des formants. L’information convoyée par le fondamental (période 
des impulsions glottales) n’est pas considérée utile, car elle est source de variabilité inter­
locuteur. Une analyse temporelle trop fine fait ressortir ce type de variabilité, ainsi que 
d ’autres effets indésirables comme la coarticulation. Il y a beaucoup de redondance dans 
le signal brut de parole. Le taux d’information (entropie) pouvant être estimé à environ 
40kb/s dans un signal de parole [66], il doit nécessairement y avoir perte d’information 
pour extraire la représentation d’un seul mot lors de la conversion acoustique à sémantique.
2.1.1 M odélisation de séquences par m odèle de M arkov caché
Le modèle de Markov caché (HMM) est depuis longtemps l’algorithme au coeur des sys­
tèmes de reconnaissance de la parole [140]. Il s’agit d ’un modèle état-transition générateur 
qui n’est pas discriminant de nature, car chaque modèle de phone/mot est entraîné in­
dépendamment des autres. Pour effectuer une classification, on utilise la vraisemblance 
de la séquence d’observations d’avoir été générée par chacun des modèles individuels. Le 
modèle le plus probable sera choisi comme la classe représentant la séquence d ’observa­
tions. La figure 2.1 (page 11) illustre ce concept pour un exemple à deux classes. Une 
fonction importante du HMM est d ’effectuer une segmentation en états de la séquence 
d’observations, donc de retourner la séquence d ’états la plus probable. En reconnaissance 
de la parole, cet aspect est crucial pour être robuste aux variabilités temporelles (p.ex. 
durée d’un silence). Il s’agit d ’absorber les segments d ’observations similaires par des états 
distincts et de représenter les variations/discontinuités par des transitions entre les états.
Le principal avantage du décodage statistique à partir du modèle de Markov caché est la 
possibilité d ’inclure de l’information a priori (p.ex. modèle de langage). Tout le problème 
de classification revient à trouver la séquence de symboles la plus probable par une re­
cherche dans un graphe de probabilités. Le problème est entièrement résolu dans un seul 
espace de recherche. L’information a priori sert à guider cette recherche, idéalement en 
évitant d ’explorer les chemins trop peu probables pour diminuer le coût computationnel.
Bien que le HMM se soit montré très polyvalent, les hypothèses de base (p.ex. indé­
pendance de Markov) sont parfois mises en doutes, mais les techniques d ’apprentissage 
automatique (non-supervisé) et l’utilisation de modèle graphique restent dans les ten­
dances récentes [p.ex. 154]. La faible discriminabilité du HMM pousse plusieurs à consi-
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Figure 2.1 Modèle de Markov caché pour la classification de la parole. Chaque 
état Si possède une fonction de densité de probabilité p(Ot | Si) de générer 
une observation Ot particulière, pour chaque temps t. Lors de l’évaluation du 
modèle, chaque observation possède une probabilité différente d ’avoir été gé­
nérée par chacun des états. On remarque par exemple une différence entre les 
classes pour l’état S2 identifié le plus probable dans la séquence, qui modélise 
un segment voisé pour la classe 1, mais un segment de silence pour la classe 2. 
C’est ce qui rendra un modèle plus vraisemblable que l’autre dépendamment 
de la séquence d ’observations évaluée.
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dérer des modèles connectionistes (p.ex. perceptron multi-couches) pour augmenter les 
performances [p.ex. 22].
2.1.2 M odélisation acoustique par m ixture de gaussiennes
La mixture de gaussiennes (GMM) est couramment utilisée pour la modélisation acous­
tique de la parole. Comme il a été illustré à la figure 2.1 (page 11), le modèle acoustique 
paramétrise les observations pour chacun des états sous la forme d ’un modèle probabiliste 
générateur. Pour un modèle de Markov caché (HMM) caractérisant un mot entier, c’est le 
modèle acoustique qui associera l’identité d’un segment acoustique stable à court-terme à 
un état particulier (p.ex. un phonème représentant une voyelle ou une transitoire). Dans 
le cas de la parole, les mixtures de gaussiennes sont très bien adaptées aux statistiques des 
coefficients cepstraux sur l’échelle de Mel (MFCC). Il s’agit donc de la combinaison du 
modèle acoustique et des caractéristiques la plus populaire et utilisée en reconnaissance 
vocale, autant pour des applications en parole isolée que spontanée.
Le modèle acoustique est l’élément qui contient généralement le plus de degrés de liberté 
dans un HMM. On cherche toutefois à éviter un trop grand nombre de paramètres à es­
timer. En posant l’hypothèse d’indépendance statistique entre les dimensions du vecteur 
d’observation, la matrice de covariance des observations devient diagonale. Les coefficients 
cepstraux sur l’échelle de Mel (MFCC) ainsi que leurs dérivées sont adaptés à cette simpli­
fication, à cause de l’utilisation de la transformée en cosinus discrète qui réduit fortement 
la corrélation entre les coefficients.
Formulation mathématique
L’expression générale d ’une modélisation par mixture est donnée à l’équation (2.1).
M—1
p( x ) =  (2-1)
i=0
M - 1
avec les contraintes p(i) = 1 et p (i) 6 [0,1]
i=o
On définit x comme le vecteur d ’observation de dimension N  généré par une variable 
aléatoire X.  La densité de probabilité p(x)  découle de la contribution de M mixtures,
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décrites par une probabilité a priori p(i)  et une densité de probabilité conditionnelle 
p (x|v‘). Dans le cas spécial d’une mixture de fonctions gaussiennes multivariables à n- 
dimensions, cette dernière est définie à l’équation (2.2). Les moments de premier ordre 
fi i = E [X] et de deuxième ordre E* =  E [(A — A-ij)2] paramétrisent chacune des M  
mixtures, où l’opérateur E représente l’espérance statistique d ’une variable aléatoire. Le 
vecteur de moyennes /r, G et la matrice de covariance E, G * N des observations sont 
associés à chacune des mixtures, elles-mêmes propres à chacun des états, et constituent 
ainsi le modèle acoustique des observations.
P(x|*) = e 2 (2 .2)
2.2 R eprésentation  parcim onieuse
Dans le domaine de la reconnaissance vocale, il y a préférence générale pour l’utilisation 
d ’information a priori de contexte général sur des représentations grossières et dans un 
espace de caractéristiques à faibles dimensions [73]. Une représentation parcimonieuse 
sous-entend un espace à grandes dimensions, où l’activation des dimensions est toutefois 
restreinte. Ainsi, même si l’espace lui-même est significativement plus grand, seule une 
fraction des dimensions contribue à représenter le signal pour un instant donné. Une repré­
sentation parcimonieuse est plus près d’une représentation par objets, comparativement 
à une représentation dense. La figure 2.2 (page 14) montre cet aspect dans la représen­
tation de formes géométriques seulement par leurs sommets, négligeant la majorité des 
caractéristiques redondantes des arêtes.
Il est connu qu’une variable aléatoire continue d ’un processus stochastique générant des 
observations parcimonieuses est à faible entropie. En effet, les réalisations mèneront à 
beaucoup de coefficients nuls, qui ne s’activeront que pour des instants rares et bien pré­
cis dans le signal. Une représentation de faible entropie est plus facile à prédire, donc 
intuitivement moins complexe à modéliser. Pour coder l’identité d ’une classe ou approxi- 
mer son processus générateur à des fins de discrimination, un faible nombre de paramètres 
effectifs est requis. Les coefficients très près de zéro peuvent être négligés (p.ex. seuillage à 
zéro), et seules les dimensions fortement actives peuvent définir un nouvel espace, comme 
illustré à la figure 2.3. On concentre alors l’information dans différents sous-espaces.
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Dense Parcim onieux
Figure 2.2 Pour un problème de classification, la parcimonie permet de réduire 
la redondance au niveau de l’activation des coefficients. Cette transformation 
doit exploiter l’information redondante (p.ex. lignes) pour concentrer l’énergie 
d’activation sur les caractéristiques clés (p.ex. détection des coins à partir des 
lignes). La discrimination est alors plus simple, car il y a accent sur les carac­
téristiques de haut-niveau fiables et pertinentes à l’identification de l’objet.
Espace d e s  caractéristiq u es
sous-espace 
classe A
d 'u n e  réalisation
Figure 2.3 La parcimonie permet de réduire le volume de l’espace des ca­
ractéristiques, car les classes sont contraintes dans des sous-espaces denses où 
le chevauchement est idéalement minimisé. La quantité d’information appor­
tée par une dimension active (en noir) est alors supérieure, car les dimensions 
inactives (en blanc) qui ne contribuent pas à la description de la classe sont 
ignorées (c.-à-d. par réduction de dimension). Malgré la variabilité intra-classe, 
les sous-espaces distincts peuvent rester denses.
Une représentation parcimonieuse contraint l’information dans un 
sous-espace dense, car seules les dimensions fortement actives sont 
pertinentes.
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2.2.1 A pplication en codage/reconnaissance parole
Les représentations parcimonieuses sont utilisées couramment en codage de la parole. La 
méthode la plus simple est la quantification vectorielle [111]. Il s’agit du partitionne- 
ment d’un espace A-dimensionnel par un ensemble de L  vecteurs prototypes, permettant 
l’association (par distance euclidienne) de chaque observation à un vecteur prototype (cen- 
troïde) spécifique. Cette forme de codage est à parcimonie maximale, car il n’y aura après 
transformation qu’un seul coefficient non-nul, qui sera lié au vecteur prototype le plus 
près de l’observation. Pour indiquer cette sélection unique, les coefficients seront aussi de 
nature binaire.
Au niveau du prétraitement acoustique, l’analyse spectro-temporelle du signal peut aussi 
favoriser la parcimonie. Par exemple, la décomposition en gammatones [1, 30] capture 
bien les signaux de type impulsion-résonances L
Le choix du dictionnaire est important, car il a avantage à représenter les causes sous- 
jacentes (composantes) du signal [177]. Dans un contexte de représentation par objets, ces 
dernières consistent en des caractéristiques haut-niveau dont la composition déterminera 
l’identité du signal. Pour le signal de parole, il est nécessaire d ’aller plus loin que l’extrac­
tion de caractéristiques représentant l’enveloppe spectrale [5]. Le dictionnaire peut être 
construit de façon supervisée (p.ex. définition manuelle des bases) ou non-supervisée.
L’utilisation de filtres de Gabor pour extraire des caractéristiques spectro-temporelles 
permet une plus grande robustesse au bruit [89, 118]. La forme prédéfinie des filtres met 
en effet l’emphase sur les formants ainsi que leurs transitions, qui modélise mieux les 
voyelles [118]. Il y a complémentarité avec les caractéristiques de l’enveloppe spectrale, 
qui modélisent mieux les consonnes. En imposant de telles contraintes (p.ex. localité, 
directivité de la modulation) sur les formes spectro-temporelles des bases, le nombre de 
paramètres libres pour l’apprentissage des bases est considérablement réduit [90].
Dans le cas d ’apprentissage non-super visé, les bases optimales sont découlées automati­
quement des données selon des critères entropiques ou de parcimonie. Par un apprentis­
sage suivant un critère de parcimonie et de décorrélation, émerge des bases à propriétés 
similaires (p.ex. localisation en temps et fréquence, modulation) aux champs récepteurs 
neurophysiologiques [88]. Une forte dépendance aux données d’entraînement (p.ex. locu­
teur) a toutefois été observée. Similairement, une représentation surcomplète et parci-
*On parle ici d ’un segment acoustique voisé produit par des organes vocaux, où l’impulsion crée par le 
flot d’air glottal induit des résonances dans le conduit vocal. L’amortissement suite à l’impulsion partage 
les propriétés d ’un signal à phase minimale exploité par la membrane basilaire [39].
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monieuse par des caractéristiques spectro-temporelles a permis d ’améliorer légèrement le 
taux de reconnaissance phonémique en condition de bruit réaliste [166]. L’analyse en com­
posantes indépendantes (ICA) a été utilisée pour apprendre des bases temporelles qui sont 
sensibles à l’information de phase, qui n ’est possible que lorsqu’on considère les moments 
statistiques d’ordre supérieur [15]. Cette technique permet d ’identifier les composantes les 
plus informatives (donc pertinentes) du signal. Cette méthode apporte un bon compromis 
temps-fréquence et permet de représenter les différentes classes (mélange non-harmonique, 
son large-bande, vocalisation harmonique) des sons naturels [104]. Il est noté aussi que 
ICA évite les restrictions d’orthogonalité et de distribution gaussienne d ’une analyse en 
composantes principales (PCA), qui ne capture que les moments de premier et second 
ordre.
Une meilleure performance des bases non-supervisées (ICA) comparativement aux bases 
manuelles (filtres de Gabor) a été observée, même si ces dernières semblent mieux mo- 
déliser visuellement les caractéristiques spectro-temporelles [64]. Le type de base n’est 
toutefois qu’un des nombreux paramètres de conception du système. La supériorité des 
bases non-supervisées n’est pas une généralité, mais plutôt une éventualité dans la solution 
optimale [131].
Bien que les caractéristiques extraites doivent être robustes aux variabilités de la parole, 
la majorité des modèles auditifs bio-inspirés sont trop coûteux au niveau computationnel 
pour les avantages qu’ils apportent [53]. Il reste que l’activation parcimonieuse des bases 
offre intuitivement un mécanisme robuste au bruit, car il y a réduction de l’activation 
ambiguë des bases. Le codage parcimonieux est aussi compatible avec une représentation 
binaire, surtout si le nombre de dimensions ou variables latentes est large [65].
2.2.2 Com paraison avec le cerveau hum ain
Les approches parcimonieuses sont aussi partiellement découlées de champs de recherches 
connexes comme les neurosciences computationnelles. Malgré la forte non-linéarité des 
neurones biologiques, les champs récepteurs spectro-temporels peuvent être une approxi­
mation linéaire convenable (bien qu’incomplète) de la sélectivité d’un neurone [174]. Com- 
putationellement efficaces, les techniques de projection linéaire sur des bases peuvent être 
interprétées comme les champs récepteurs d ’une population de neurones, qui est à la base 
des formalisations mathématiques (c.-à-d. neurones artificiels) comme le perceptron [150], 
suivi de l’extension en réseau multi-couche.
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Les avantages de la parcimonie dans le cerveau sont nombreux [134]
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- Augmentation de la capacité de stockage des mémoires associatives [147].
- Représentation explicite des structures d’un stimulus naturel (c.-à-d. par objets). 
Une représentation parcimonieuse est similaire à la détection d ’événements précis. 
Ceci corrobore avec la sensibilité d ’activation de certains neurones à des stimulus 
particuliers, reflétant des modulations spectro-temporelles à court-terme [31], les 
transitions larges de formants [176] et possiblement des objets auditifs beaucoup 
plus complexes [126].
- Facilitation de la lecture et du traitement par les étages subséquents. Par exemple, 
une classification linéaire est souvent possible dans un espace à grandes dimensions 
[29], qui a avantage à être parcimonieux.
- Diminution de la consommation d’énergie, à cause du coût métabolique élevé d ’un 
potentiel d’action [p.ex. 102]. Il s’agit d ’une contrainte énergétique qui est aussi ap­
plicable à une implémentation matérielle sur transistors, où la fréquence d’horloge 
et l’activation/désactivation des transistors déterminent aussi le taux de consom­
mation. Un impact sur les modèles fortement neuromorphiques [p.ex. 28] est donc 
à prévoir.
Plus spécifiquement au niveau des champs récepteurs, les techniques de codage parcimo­
nieuses permettent d’obtenir par apprentissage non-supervisé des sélectivités similaires 
aux neurones biologiques [92], en plus d ’être adéquates pour la reconnaissance de pho­
nèmes [117, 151].
2.2.3 Espace à grandes dim ensions
Il est important de contourner les problèmes communs de modélisation/classification dans 
des espaces à grandes dimensions, qui se situent au niveau de l’estimation des densités de 
probabilité et des métriques de distances géométriques (p.ex. norme euclidienne).
Estimation des densités de probabilité
L’usage de modèles statistiques basés sur les densités devient moins applicable dans des 
espaces à grandes dimensions, car les densités tendent vers zéro. Les algorithmes d ’agglo­
mération ont un problème similaire dans l’extraction de structures, et l’approche optimale
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dépend de la nature des données et des types de structures que l’algorithme peut trouver
[93].
Démonstration. Soit un vecteur binaire x G {0,1} de dimension N.  Cet espace définit un 
hyper-volume (ou nombre de combinaisons) de taille V = 2N. Considérons maintenant 
un nombre Ne fini de vecteurs échantillonnés dans cet espace. Pour un grand nombre de 
dimensions, la densité d’échantillonnage tend naturellement vers zéro :
lim ( ^ )  = 0  
N —*oo y  2  J
□
L’estimation de densité multi-variable par Ne échantillons montre une dépendance entre 
la qualité de l’estimation et le nombre de données d ’apprentissage disponibles. Pour des 
espaces à très grandes dimensions (p.ex. > 4 dimensions [160]), le problème reste toutefois 
intraitable et de complexité exponentielle [42]. Une solution couramment utilisée pour la 
modélisation statistique par densité de probabilité est alors de considérer les dimensions 
comme indépendantes, où l’hyper-volume défini par l’espace devient proportionnel à la 
dimension (c.-à-d. V = N).  Dans ce cas, la densité d ’échantillonnage tend toujours vers 
zéro, mais à un rythme beaucoup plus lent et non-exponentiel :
Hm ( § ) = 0
N - t o o \  N  J
Le requis Ne en nombre d ’échantillons pour la modélisation sera alors moindre, donc on 
pourra généraliser avec moins de données d ’entraînement. Le choix des caractéristiques 
devient donc crucial sachant cette contrainte d ’indépendance des dimensions. Complémen­
taire à cet aspect, il est suggéré d ’intégrer l’aspect de parcimonie en visant la formation 
des sous-espaces denses. Pour être possible, la représentation doit faire ressortir des struc­
tures cohérentes et localisées dans l’espace : la formation de noyaux distincts à haute 
densité. Tous ces aspects pointent donc vers une représentation par objets où les compo­
santes sont idéalement indépendantes, donc où les sous-espaces ne se chevauchent pas. Ces 
aspects rejoignent l’analyse multi-dimensionnelle par composantes indépendantes [25]. Il 
s’agit d ’une méthode d ’analyse en sous-espaces indépendants, qui généralise l’hypothèse 
de composantes indépendantes en considérant plutôt l’indépendance entre des groupes de 
composantes [173].
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L’usage de la distance euclidienne (p.ex. K  plus proches voisins) pose aussi problème dans 
des espaces à grandes dimensions, car la discriminabilité d’une dimension tend vers zéro. 
L’usage d’une métrique de distance fractionnelle [2] permet une plus grande robustesse, 
mais ne règle pas le problème à la source.
Démonstration. Soit deux vecteurs binaires x, y G {0,1} de dimension N, où x =  [x\ . . .  x n ) 
et y = [2 /1 - - - 2/jv] - Soit la métrique de distance euclidienne donnée par :
\
N
 ^^  {x n Un)
n = l
La distance minimale ddisc =  1 est la limite minimale de discrimination, correspondant au 
cas dmin = y ( x n — yn)2 =  1 où un seul des éléments des vecteurs x et y, donc une seule
dimension, diffère. La distance maximale dmax =  (xn — yn)2 =  N,  considérant
que l’ensemble complet des dimensions diffère.
Pour un grand nombre de dimensions, la contribution d ’une dimension à la discrimination 
tend naturellement vers zéro :
lim f — ijm ( -L^ =  0
V- + 0 0  \dmax J N->oo\ N /
Avec des vecteurs parcimonieux contenant Nnz = a  • N  dimensions non-nulles, où a  G 
[0,1], la perte de discrimination est réduite de façon proportionnelle. Cela s’explique par 
dmax =  2o • N  <C N.  Donc la parcimonie permet de mitiger la faible contribution d’une 
dimension à la discrimination, dans les espaces à très grandes dimensions. □
Requis de parcim onie
La considération des représentations à grandes dimensions jointe avec l’aspect de parci­
monie est nécessaire.
La parcimonie contourne les problèmes de discrimination des dis­
tances et d’estimation des densités de probabilité dans des espaces 
à grandes dimensions.
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2.3 R eprésentation  hiérarchique
Une décomposition hiérarchique permet de représenter de façon compacte des objets com­
plexes à partir d ’attributs simples. Dans le cas de la parole, l’unité de base courante dans 
les systèmes de reconnaissance continue à large vocabulaire (LVCSR) est le phonème. 
L’utilisation du phonème est toutefois remise en doute même au niveau de la modélisa­
tion acoustique, où il faudrait à la fois des détails plus fins et un contexte plus grand, tout 
en conservant une certaine parcimonie [136]. Dans le cas de la langue anglaise, la figure
2.4 (page 22) illustre la décomposition lexicale en une structure sous-lexicale hiérarchique.
Il est clair que l’information acoustique est présente et spécifique à chacun des niveaux, 
comme détaillé au tableau 2.1 (page 21). Par exemple, il y a une pondération non-uniforme 
des indices acoustiques lexicaux et sous-lexicaux (c.-à-d. hiérarchisation) lors de la seg­
mentation de la parole durant l’écoute [113].
Une représentation holistique (lexicale seulement) plutôt qu’atomistique (sous-lexicale) 
est susceptible d’être limitée par le nombre insuffisant de données d ’entraînement [141]. 
L’avantage d ’un modèle qui considère la combinaison des représentations lexicales et sous- 
lexicales est alors une utilisation plus efficace des données d ’entraînement [100]. L’ex­
traction d’information phonémique est donc importante pour considérer l’information 
contenue dans les régularités sous-lexicales de la parole. Il est possible de considérer une 
mixture hiérarchique de modèles acoustiques au niveau lexical, phonémique et syllabique 
[60, 61]. En comparant les modèles triphoniques, syllabiques et par mixtures, Hamalâinen 
et al. [60] démontrent que l’utilisation de la syllabe permet de capturer une variabilité 
acoustique négligée par le modèle triphonique. Pour une plus grande robustesse, les carac­
téristiques doivent considérer un plus grand contexte temporel (p.ex. plusieurs centaines 
de millisecondes) [6]. Il existe en effet des relations à long terme sur les statistiques d ’ordre 
supérieur, à l ’extérieur de la courte plage temporelle phonémique [104]. Le potentiel de la 
modélisation mixte ou hybride (syllabique et phonétique) est aussi soutenu par d ’autres 
travaux [p.ex. 80, 161]. Il y a donc avantage à représenter l’information acoustique au-delà 
de la durée d ’un phonème, par un large contexte temporel et une structure hiérarchique 
adaptée aux différentes composantes sous-lexicales.
2.3.1 A pplication en cod age/reconnaissance de parole et d ’im age
Il existe une similarité entre la reconnaissance de la parole et la reconnaissance d ’image. 
Depuis l’invention du spectrogramme [91], il est possible de représenter matériellement
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N iveau C aractéristiq u e acou stiq u e C aractér istiq u e  d istr ib u tio n n e lle
Segmentai
- Trajectoire des formants (mo- 
nophtongues, diphtongues, triph- 
tongues).
- Modulation cohérente.
- Prosodie syllabique (reflétée par une 
variation de la durée, du fondamen­
tal ou du niveau d ’énergie).
- Transition du profil spectral (p.ex. 
plan F1/F2).
- Probabilité phonémique a priori.
Suprasegmental
- Coarticulation. - Contraintes phonotactiques (struc­
ture syllabique, noyau de consonnes, 
séquence de voyelles).
Lexical
- Durée syllabique.
- Stress (primaire et secondaire) et 
accentuation lexicale.
- Tonalité lexicale (p.ex. en chinois 
mandarin).
- Stress (primaire et secondaire) et 
accentuation lexicale.
- Attaque et transitoire.
- Silence, pause ou absence de carac­
téristiques lexicales pertinentes.
- Probabilité lexicale a priori.
- Harmonicité des voyelles.
- Contraintes phonotactiques inter­
lexicales.
- Contraintes morphologiques (p.ex. 
préfixe, suffixe).
- Contexte lexical.
Phrasal
- Rythme des unités lexicales et sous- 
lexicales.
- Intonation (montée or descente du 
fondamental au long de la phrase).
- Prosodie phrasale (p.ex. exclama­
tion or interrogation).
- Silence ou pause prolongée.
- Contexte du sujet.
- Contexte sémantique.
- Syntaxe grammaticale.
Tableau 2.1 Description des caractéristiques acoustiques de la parole servant 
à la discrimination et/ou segmentation à plusieurs niveaux d ’abstraction. Les 
caractéristiques acoustiques sont visibles directement dans le signal (p.ex. tran­
sitoires). Les caractéristiques distributionnelles font référence à des modèles 
statistiques basés sur la distribution des caractéristiques acoustiques (p.ex. pro­
babilité d’une voyelle suivie d ’une transitoire). Le niveau segmentai comprend 
les différentes unités sous-lexicales (p.ex. phones, phonèmes, syllabes) considé­
rées en isolation. Le niveau suprasegmental comprend une séquence d ’unités 
sous-lexicales en général, alors que niveau lexical comprend la séquence d’uni­
tés sous-lexicales définissant entièrement un mot. Le niveau phrasal comprend 
le contexte lexical sur toute la phrase.
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Mot
Syllabe
^  Optii
Syllabe
tionel
J
Z J L __
Syllabe
O ptionel j
Attaque
Consonne
Voyelle,
Rime
O ptionel
f ____É __
Noyau
• *
! Coda ; ■ • 
! . . _____. . . . . . 2
consonne nasale ou liquide Consonne __
Figure 2.4 Structure syllabique en langue anglaise. Un mot est une séquence 
d’une ou plusieurs syllabes qui sont elles-mêmes constituées de segments pri­
maires, des phones pouvant être des voyelles ou consonnes. Le mot possède donc 
une nature hiérarchique où l’unité de base peut être choisie à plusieurs niveaux 
de représentation [136].
sous forme d’image (c.-à-d. dimensions temps-fréquence) les signaux acoustiques. Un hu­
main possédant des connaissances phonétiques acoustiques peut, par inspection visuelle 
du spectrogramme, décoder avec fiabilité et précision le signal de parole [p.ex. 196]. En 
fait, une des premières tentatives en systèmes de reconnaissance automatique de la parole 
était le développement de systèmes experts [p.ex. 145, 197] basé sur cette méthode d ’ana­
lyse. Plusieurs techniques spécifiques au traitement d ’image automatisé peuvent aussi 
être appliquées à la parole. Par exemple, une invariance à certaines caractéristiques (p.ex. 
translation spatiale) peut être obtenue par un traitement hiérarchique (multi-étage) avec 
des mécanismes de sélection [120, 146]. Dans ce type d ’architectures, l’opérateur de mise 
en commun MAX permet de mieux capturer l’invariance comparativement à un sous- 
échantillonnage [156].
La décomposition hiérarchique par dictionnaire (c.-à-d. projection linéaire) est en montée 
de popularité depuis quelques années. Il y a apprentissage de dictionnaires hiérarchiques et 
parcimonieux pour la compression d’images [175] ou l’analyse d ’images suivant l’extraction 
de caractéristiques invariantes [11]. Plus près des travaux de maîtrise, la décomposition 
hiérarchique est aussi possible par analyse en composantes indépendantes (ICA) récursive 
[162]. Il semble toutefois que dans le cadre de ces travaux, les bases d ’ordre supérieur 
aient été dérivées à partir des bases de la couche précédente, et non à partir des coeffi­
cients résultant de la projection précédente sur ces dernières. On perd donc l’information 
du signal dès le premier niveau. L’idée que des structures statistiques d ’ordre supérieur 
puissent être extraites par des décompositions ICA successives reste toutefois pertinente.
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Les bases de haut-niveau sont alors apprises sur les coefficients venant des projections 
ultérieures. Il n’y a pas de contraintes sur le choix de l’algorithme d ’apprentissage. La 
factorisation en matrice non-négative (NMF) a déjà été utilisée pour une représentation 
objet, hiérarchique et parcimonieuse de la parole [14]. Un autre travail d ’intérêt appliqué 
à la parole intègre l’aspect hiérarchique et parcimonieux par la succession d ’une décompo­
sition ICA, d ’un étage de sélection/compétition et finalement d ’une décomposition NMF 
pour extraire des structures plus complexes (c.-à-d. par combinaison de caractéristiques 
primaires) [64]. L’approche investigue l’utilisation de représentations parcimonieuses à 
grandes dimensions pour améliorer la robustesse en conditions bruitées. Un inconvénient 
majeur est toutefois qu’une décomposition en composantes principales (PCA) a été uti­
lisée pour effectuer une réduction de dimensions à l’entrée du classificateur par modèle 
de Markov caché (HMM). Ceci ne poursuit pas l’objectif d ’intégrer les représentations 
parcimonieuses à grandes dimensions dans tout le processus de traitement, y compris la 
classification.
En reconnaissance de la parole, les approches hiérarchiques ou multi-échelles en vue d’ex­
ploiter plus de contexte temporel sont loin d ’être nouvelles. Pour l’extraction de carac­
téristiques, il est possible de faire une quantification vectorielle sur plusieurs échelles 
temporelles [p.ex. 44, 45, 49]. Pour la classification, de nombreuses approches ont utilisé 
une organisation hiérarchique de réseaux de neurones artificiels : pour joindre l’informa­
tion de plusieurs bandes [27] ou bancs de filtres [181], estimer et réajuster les proba­
bilités a posteriori des phonèmes selon le contexte temporel [p.ex. 167, 178] ou dériver 
des sous-classes (p.ex. voyelles, consonnes) suivant un arbre de décomposition phoné­
tique/syllabique [165, 187]. Les modèles dérivés du paradigme connectionniste sont donc 
souvent hiérarchiques et ont été investigués minutieusement en reconnaissance de la parole 
[pour revue, voir 139].
2.3.2 Com paraison avec le cerveau hum ain
Malgré une structure multi-couche uniforme sur toutes les régions corticales, le traitement 
fait sur chacune des couches du cortex doit encore être élucidé. Le traitement hiérarchique 
de la vision est bien connu au niveau anatomique [37], et a déjà mené à des modèles de 
représentation par objets [146]. Les autres modalités comme l’audition pourraient être 
structurées de façon similaire.
Un système de reconnaissance vocale s’inspirant grandement du traitement effectué par le 
cortex auditif [p.ex. 38] permettrait de percer le mystère de la performance de l’audition
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humaine. Il est connu que le cerveau traite l’information auditive de façon hiérarchique : 
par la spécialisation accrue des champs récepteurs en fonction des régions/couches cor­
ticales [8, 133, 188] et par la connectivité corticale [143]. L’organisation hiérarchique du 
système auditif a potentiellement pour but une réduction de redondance et serait une pro­
priété générique des systèmes corticaux [26]. Le traitement exploiterait des flots multiples 
d’information [67], comme différentes régions d ’intégration temporelle [p.ex. 21, 34, 159]. 
Ceci rend très complexe l’analyse des interactions entre les régions corticales spéciali­
sées, ainsi que leurs pertinences dans la compréhension de la parole. Plusieurs hypothèses 
existent sur les processus de traitements spécifiques (p.ex. phonétique, orthographique, sé­
mantique) effectués par les différentes régions corticales [p.ex. 41, 67], mais l’organisation 
hiérarchique reste centrale dans le traitement global de la parole.
Plusieurs neurones du cortex auditif reflètent une certaine robustesse et invariance au 
signal : intensité sonore [155]), ou des caractéristiques comme le fondamental et la lon­
gueur de la trachée vocale du locuteur représentées dans des régions distinctes [94]. Il a 
même été observé que le système auditif humain possède une mémoire de ces caractéris­
tiques [129], ce qui favorise sans aucun doute la robustesse en condition d ’écoute difficile. 
Contrairement aux approches conventionnelles qui cherchent strictement l’invariance au 
niveau des représentations, le cortex semble utiliser le maximum d ’information à priori 
sur le locuteur.
CHAPIT RE 3 
A R C H IT E C T U R E  PARCIMONIEUSE,  HIÉRAR­
CHIQUE ET DISCRIMINANTE
Ce chapitre décrit en détail les choix de conception de l’architecture proposée, qui s’ins­
pirent des concepts relevés au chapitre précédent.
3.1 A sp ects généraux
3.1.1 M ise en com m un du traitem ent hiérarchique et parcim o­
nieux
Il est important que l’aspect parcimonieux soit bien intégré avec l’aspect hiérarchique, 
dans le but d’améliorer la qualité de la représentation (p.ex. reconstruction, discrimina­
tion) et de réduire la complexité de calcul et de mémoire.
Traitement hiérarchique dans l ’espace des coefficients
Il est possible de mettre en cascade des étages de décomposition par dictionnaires pour 
construire une représentation hiérarchique d ’un signal. En montant dans la hiérarchie, des 
caractéristiques couvrant un plus large contexte temporel sont extraites.
Plusieurs contraintes sont à considérer au niveau des coefficients et des bases : (1) les bases 
devraient représenter des caractéristiques distinctes et indépendantes, et (2) les coefficients 
de la projection doivent être parcimonieux. Il n’y aura aucun critère de parcimonie sur 
les bases elles-mêmes, qui pourront être individuellement denses.
Lorsque la décomposition hiérarchique est axée sur la reconstruction du signal, le nombre 
d’étages utilisé est généralement restreint. L’énergie des coefficients tend à diminuer plus 
on monte dans la hiérarchie, car la contribution de l’information d ’ordre élevé devient peu 
significative. La décomposition multi-étage par banc d ’ondelettes [4] en est un exemple. 
Toutefois, il s’agit de techniques où chaque étage supplémentaire apporte plus de détails
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sur le signal. En application de reconnaissance vocale, la reconstruction n’est pas néces­
saire - l’accent doit être plutôt mis sur l’obtention de caractéristiques discriminantes. D’un 
point de vue instantané, celles-ci ne sont pas forcément dans les structures fines, mais plu­
tôt dans le contexte global (p.ex. temps de monté voisé (VOT), transitoires, évolution des 
formants). Il semble donc intuitif de construire la hiérarchie partant d’un contexte acous­
tique restreint (p.ex. 20-40 ms), pour ensuite extraire des caractéristiques de plus en plus 
proches des unités de sous-lexicales de la parole (p.ex. syllabes), qui fourniront le contexte 
approprié.
Représentation de l’information à plusieurs échelles
En traitement d’image, il est commun de considérer seulement les coefficients de la dernière 
couche comme représentation d’entrée à un classificateur, car il s’agit de celle offrant la 
plus grande invariance à la translation/distorsion. Les coefficients des étages inférieurs ne 
servent donc pas explicitement à la représentation finale. Dans une représentation spectro- 
temporelle de la parole, l’aspect de translation sur l’axe fréquentiel est très important. 
Par exemple, un son voisé est défini par la position précise des formants. L’invariance est 
recherchée au niveau de l’évolution temporelle, mais cet aspect est déjà partiellement géré 
par le modèle de Markov caché (HMM), qui permet la segmentation en états du signal.
L’information venant de toutes les couches (c.-à-d. non pas seulement la dernière) peut 
alors être pertinente pour décrire les caractéristiques adéquates du signal de parole. En 
considérant les étages d ’ordres inférieurs, le classificateur peut possiblement corriger le fait 
que les caractéristiques d’ordres supérieurs peuvent être faiblement actives et représenter 
de façon incomplète le signal. Il existe pour la langue anglaise près de 22,000 syllabes dis­
tinctes h Une base de haut-niveau s’activerait idéalement pour chaque syllabe spécifique, 
rendant toutefois la taille du dictionnaire et la complexité de calcul excessives. Le nombre 
de combinaisons d ’activation reflétant des entités sous-lexicales explosant donc, les bases 
d’ordre supérieures doivent concentrer l’information (c.-à-d. au profit d ’une reconstruc­
tion parfaite) dans un dictionnaire de taille restreinte (p.ex. 256 bases). Dans le cas d ’une 
seule base répondant fortement par syllabe, la parcimonie est maximale. Toutefois, cette 
représentation n’est pas forcément robuste au bruit, car le changement d’un seul coeffi­
cient modifie complètement l’interprétation du signal. Une représentation plus compacte, 
mais encore parcimonieuse (p.ex. 10% de coefficients non-nuls), offre alors un avantage de 
robustesse. On cherche donc une représentation à grandes dimensions dont la parcimonie
C alcul effectué sur le dictionnaire de prononciation de Carnegie Mellon University (CMU), contenant 
plus de 127,000 mots.
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n’est pas maximale, mais plutôt élevée. Il faut considérer le fait qu’une partie de la tâche 
de la reconnaissance sera effectuée par le classificateur, et l’extraction des caractéristiques 
est faite de façon non-supervisée. Le but de l’extraction de caractéristiques n’est que de 
fournir des structures pertinentes et robustes au classificateur.
Par une architecture hiérarchique, on effectue une décomposition différente à une trans­
formation par ondelettes discrètes. Le cadre mathématique n ’étant pas axé sur la recons­
truction du signal (c.-à-d. transformation réversible), on dispose de plus de liberté sur le 
choix des bases à chaque étage.
3.1.2 Couplage de l ’apprentissage non-supervisé et supervisé
L’apprentissage non-supervisé est important pour réaliser un système naturellement adapté 
au signal à reconnaître. Peu d’effort manuel est alors requis dans le choix des paramètres 
du système (p.ex. choix des bases optimales). Pour un système de reconnaissance de forme, 
il devrait idéalement y avoir un passage graduel de l’apprentissage non-supervisé à un ap­
prentissage supervisé. Alors qu’une certaine ambiguïté sur la nature du signal est permise 
pour l’étage d’extraction de caractéristiques, une décision stricte devra être prise à l’étage 
de classification. Le tableau 3.1 illustre ces concepts dans le cas de la reconnaissance 
vocale. L’extraction des caractéristiques par une décomposition peut être entièrement 
non-supervisée si l’apprentissage du dictionnaire est fait sans intervention humaine. La 
modélisation par HMM est considérée semi-supervisée, car les séquences d ’observations 
liées à chacune des classes doivent être isolées pour entraîner individuellement chacun 
des modèles. Les états non-observables sont quant à eux estimés automatiquement par 
l’algorithme de Baum-Welch. Rappelons que la principale utilité du HMM est d’effectuer 
une segmentation en états des séquences d’observations, et que dans le cas de la parole 
isolée, une séquence particulière est attribuée à une seule classe 2.
3.1.3 A rchitecture globale
Il est possible de s’inspirer (grossièrement) des processus biologiques pour effectuer la re­
connaissance de la parole selon des techniques conventionnelles de traitement des signaux 
(voir tableau 3.2). Il est important que les étages soient bien adaptés les uns aux autres. 
L’objectif principal est que la parcimonie soit conservée au fil du traitement, même au ni-
2En parole continue, l’apprentissage reste quand même semi-supervisé, car la séquence de symbole 
(p.ex. mots) est requise. Il y aura toutefois une segmentation inter-classe effectuée par le modèle.
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É volu tion  d es  tech n iq u es d ’ap p ren tissa g e  
É ta g e  R ô le  T y p e  d ’ap p ren tissa g e
4J
1 i1 Classification Discrimination Supervisé
" I
r Modèle de Markov caché Segmentation Semi-supervisé
■g | Projection linéaire Extraction de caractéristiques Non-supervisé
£  11
Tableau 3.1 Tableau de l’évolution des méthodes d ’apprentissage non- 
supervisé et supervisé dans une architecture de reconnaissance vocale. Il y a 
un passage graduel de l’apprentissage non-supervisé à supervisé.
veau de la classification. Une inspiration de la biologie du système auditif périphérique est 
intéressante, car cela permet d ’obtenir un modèle potentiellement viable à construire des 
systèmes ressemblants au cerveau. Ceci contribue à la compréhension du fonctionnement 
du cerveau [116], même si le niveau de simplification est très élevé.
P ro cessu s  d e tra item en t
É tage R ôle
4-2
§ i k Aires corticales spécialisées Classification discriminante
s | Noyaux intermédiaires Décomposition hiérarchique
Ï* | Cellules ciliées internes Rehaussement temporel11 Membrane basilaire Analyse spectro-temporelle
Oreille externe/moyenne Rehaussement fréquentiel
Tableau 3.2 Évolution des différentes étapes de traitement de la parole dans 
une architecture inspirée du système auditif humain. Les étages périphériques 
au niveau de l’oreille interne participent au rehaussement et à l’analyse spectro- 
temporelle de la parole. Les noyaux intermédiaires (p.ex. noyau cochléaire et 
colliculus inférieur) participent à la décomposition hiérarchique. Cette repré­
sentation servira d ’entrée au cortex auditif, qui implémente la logique de classi­
fication. Ce modèle n’inclut pas de rétroaction ou de projections efîérentes dans 
le traitement, comparativement à une approche prédictive hiérarchique [p.ex. 
43],
Les différents étages composant l’architecture sont illustrés à la figure 3.1 (page 29), 
mettant l’emphase sur l’évolution de la dimension des représentations au fil des étages. 
Chaque étage sera maintenant décrit plus en détail dans les prochaines sections.
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Figure 3.1 Étapes de traitement dans l’architecture proposée, soit le prétrai­
tement, la projection hiérarchique et la classification. La dimension des repré­
sentations augmente jusqu’à la sortie de l’étage de classification, soit l’identité 
du mot dans le signal sonore. Un mécanisme de sélection de trames est inclus 
au niveau du classificateur.
3.2 É tage d ’extraction  des caractéristiques
3.2.1 Prétraitem ent au d itif du systèm e périphérique
Cette étape de traitement sert à produire la représentation bidimensionnelle de la parole 
(p.ex. cochléogramme).
Modèle de l’oreille externe/m oyenne
L’adaptation d’impédance par l’oreille moyenne est requise pour la transduction méca­
nique des ondes acoustiques en mouvements fluidiques dans l’oreille interne [54]. La fonc­
tion de transfert empirique a montré un gain maximal de 23.5 dB à 1.2 kHz [3], La pente 
du gain est approximativement de 6 dB/octave avant cette fréquence et de -6 dB/octave 
au-delà. La plupart des études expérimentales sur des oreilles humaines postmortem s’en­
tendent sur un maximum autour de 1 kHz et des pentes similaires [152]. Toutefois, les 
expériences in vivo de Huber et al. [72] ont montré une bande passante plus plate en 
haute-fréquence, mettant en emphase les effets de filtrage passe-bas des conditions post­
mortem [152]. Les effets principaux de l’oreille moyenne peuvent être considérés comme 
le rehaussement des fréquences moyennes entre 1 kHz et 3 kHz.
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La raison évidente pour cela vient des caractéristiques du système de production de la 
parole. Dans un modèle source-filtre de production de la parole, le spectre d ’une impulsion 
glottale montre une pente de -12 dB/octave, tandis que le facteur de radiation labial intro­
duit un gain de +6 dB/octave gain [63, 95]. Pour cette raison, un filtre de pré-accentuation 
est couramment utilisé dans les applications de traitement de la parole pour compenser 
la pente spectrale globale de -6 dB/octave du signal de parole. Il sert à amplifier l’énergie 
du contenu haute-fréquence pour obtenir un spectre mieux balancé. Toutefois, le gain 
dans les régions haute-fréquence doit être prudemment adapté à la structure phonétique 
de la parole. Tandis que les fricatives montrent un contenu large-bande dans la région 
haute-fréquence, le contenu spectral des voyelles et des nasales tend à être plutôt dans 
les régions basse-fréquence. Un ajustement du gain de pré-accentuation pour couvrir la 
région dominante d’énergie, évitant l’amplification du bruit, devient alors crucial pour 
obtenir une représentation stable du spectre [185].
Comme le but est de modéliser l’oreille externe et moyenne, différents types de filtrage 
linéaire ont d’abord été investigués :
- Filtre de pré-accentuation standard (a^e =  0.94), selon l’équation suivante pour le 
signal d’entrée discret x(n) et la sortie du filtre y(n) :
y(n) =  x(n) -  a^  • x (n -  1)
- Filtres avec paramétrisation selon des données physiologiques humaines, provenant 
de différents travaux : Huber et al. [72], Ruggero et Temchin [152], Lopez-Poveda 
et Meddis [107]
Le filtre découlant de la réponse spectrale observée physiologiquement par Huber et al. 
[72] a été utilisé. Il est composé de la somme de deux filtres passe-bande d ’ordre 1 dont les 
fréquences de coupures (basse, haute) sont respectivement de (1) fa =  1300 Hz, / /  =  3100 
Hz et (2) fa =  4000 Hz, fa = 6000 Hz. Les gains respectifs sont de 0 dB et -13 dB. 
Le rehaussement des hautes fréquences a été jugé visuellement meilleur pour les signaux 
de parole, comparativement aux autres méthodes. Les filtres implémentés sont de type à 
réponse impulsionnelle finie (FIR). Ce type de filtre est à phase linéaire, donc préserve 
l’information de phase en évitant les distorsions causées par un délai de groupe non- 
constant. La figure 3.2 montre un exemple de sortie après le filtrage, en représentation 
temporelle.
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Figure 3.2 Représentation temporelle (a) du signal original, et (b) après le 
filtrage modélisant l’oreille externe/moyenne. On remarque l’amplification de 
certaines transitoires et un changement important au niveau de l’enveloppe 
temporelle. Le signal d ’entrée correspond à la prononciation anglaise du mot 
"rubout" par un locuteur homme.
M odèle de la m em brane basilaire
La membrane basilaire (BM) permet la transduction du milieu acoustique à fluidique ainsi 
qu’une amplification mécanique additionnelle. Une onde de propagation à travers la BM 
fait osciller des cellules ciliées spécifiques en phase avec l’onde, qui est amplifiée par les 
mécanismes actifs de la cochlée [132]. Les basses fréquences apparaissent à l’apex alors que 
les hautes fréquences apparaissent à la base, près de la source d ’excitation (fenêtre ovale). 
L’organisation tonotopique des fréquences au long de la membrane est approximativement 
logarithmique, directement causé par la structure physique de la cochlée en forme de 
spirale. La majorité des bancs de filtres bio-inspirés reflètent cette transformation non- 
linéaire, qui a des impacts importants sur l’analyse de sons de type impulsion-résonance
3
A nalyse fréquentielle Le filtre cochléaire le plus utilisé est le Gammatone, dérivé de 
la corrélation inverse de fibres auditives chez le chat [30]. La forme asymétrique peut être 
prédite par des contraintes de parcimonie en codage de la parole [171]. La réponse impul­
sionnelle d’un filtre Gammatone est intuitivement adaptée aux sons de type impulsion- 
résonance, en capturant la transition et l’énergie des deux composantes.
3Un son de type impulsion-résonance est caractérisé, lors de segments voisés, par une séquence d ’im­
pulsions glottales suivies chacune d’une courte période de résonance dans le conduit vocal. Le ton de voix 
est défini par la fréquence des impulsions glottales, alors que le timbre est modifié selon la configuration 
du conduit vocal (p.ex. la position de la langue ou de la mâchoire).
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Comparativement à la transformée de Fourier à court terme (STFT) sur une fenêtre tem­
porelle large, les filtres de type Gammatone ont une bande passante beaucoup plus large. 
Dans une représentation spectro-temporelle, il existe un compromis entre la résolution 
spectrale et la résolution temporelle. Avec des filtres à bande passante large, l’accent est 
mis sur la résolution temporelle. Ceci permet de capturer des événements courts (p.ex. 
transitoires) avec beaucoup plus de précision temporelle. De plus, une trop grande ré­
solution spectrale fait ressortir les harmoniques de la parole, qui ne sont pas porteurs 
d ’information pour la reconnaissance vocale. Seule la position des formants est impor­
tante, et sera reflétée par une énergie accrue dans les harmoniques autour de ces zones.
On cherche à obtenir une représentation robuste avec un minimum de redondance parmi 
les canaux cochléaires. Plusieurs considérations d’implémentation doivent être analysées 
pour définir le nombre optimal de filtres, l’espacement des filtres sur l’axe des fréquences 
et les bandes passantes relatives des filtres comparativement à leur fréquence centrale [33].
Le but est de modéliser l’analyse spectrale en canaux parallèles effectuée par la membrane 
basilaire. Cette étape de traitement correspond au premier étage de projection sur des 
bases. Plusieurs bancs de filtres cochléaires dérivés du Gammatone ont été comparés :
- Gammatone selon Slaney [168]
- Approximation Gammatone selon Hohmann [69]
- Dual-resonance nonlinear (DRNL) [107]
L’implémentation de Hohmann [69] a été utilisée, car elle offre les meilleures performances 
en termes de rapidité de calcul comparativement aux autres approches. L’aspect rapidité 
d ’exécution a été privilégié quant à l’aspect de non-linéarité de la réponse cochléaire 
modélisé par le banc de filtres DRNL, qui provoque l’élargissement de la bande passante 
des filtres à haute intensité sonore ou niveau de bruit. Il est peu probable qu’il y est un 
effet notable sur la performance du système de reconnaissance, bien que la non-linéarité 
permettrait de rehausser les impulsions glottales en présence de bruit sur un même canal.
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Echelle non-linéaire Plusieurs échelles de projection fréquentielle ont été considérées 
dans le but de modéliser la non-linéarité de la sélectivité spectrale de la membrane basi­
laire, décrivant l’espacement des filtres et leur bande passante :
- Échelle de Mel [169]
- Échelle Equivalent-Rectangular-Bandwidth (ERB) [121]
- Fonction de distorsion universelle [179]. La particularité est que la fonction est dé­
coulée directement des signaux sonores de la base de données TIMIT, en contraste 
avec des observations psychoacoustiques (p.ex. ERB et Mel).
L’échelle de Mel (voir équation 3.1) a été utilisée à cause de sa popularité. Cette échelle 
a été dérivée d’expériences sur la distance perceptuelle entre différentes fréquences fon­
damentales [169]. Elle se compare aussi à l’organisation spatiale des fréquences au long 
de la membrane basilaire [57, 58], fournissant ainsi un corrélat neurophysiologique. Plus 
récemment, il a été montré qu’à partir des signaux acoustiques seulement (c.-à-d. sans 
subjectivité humaine), il est possible d ’obtenir une représentation robuste à la variabilité 
des formants et idéale pour les applications de traitement de la parole [179]. L’échelle 
empirique dérivée a été notée remarquablement similaire à l’échelle de Mel.
m = 2595 • log10 ( l  +  ^  (3.1)
Il est déjà possible au niveau du modèle de la membrane basilaire de tenir compte de 
certaines variabilités inter-locuteurs, comme les différences au niveau de la fréquence fon­
damentale ou de la longueur de la trachée vocale [pour revue, voir 16]. Un changement de 
la fréquence fondamentale induit une dilatation ou contraction des harmoniques pour une 
échelle fréquentielle uniforme. Toutefois, cette transformation est réduite à une translation 
sur une échelle fréquentielle logarithmique. Une robustesse à la variabilité de la fréquence 
fondamentale peut alors être facilement atteinte par une représentation invariante à la 
translation sur une échelle fréquentielle logarithmique. Cependant, comme les filtres uti­
lisés ont une bande passante large pour offrir une meilleure résolution temporelle, l’effet 
du fondamental au niveau spectral sera moins perceptible. Il y a résolution directe des 
formants plutôt que la résolution individuelle de chacune des harmoniques.
Il est à noter que les échelles non-linéaires inspirées de la physiologie (p.ex. échelle de Mel 
ou Bark) n ’ont montré un gain de performance de reconnaissance comparativement à une 
échelle linéaire (uniforme) que dans des conditions d ’entraînement et de test inégaux [163].
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Ainsi, l’optimisation du banc de filtre peut apparaître moins importante, et les efforts 
devraient être portés sur les représentations subséquentes au banc de filtres cochléaires.
Effet d u  nom bre de filtres et de la bande passan te  II est bien connu du domaine de 
la psychoacoustique que la perception auditive humaine expose des bandes critiques [40]. 
Il n’est pas obligatoire de limiter la sortie du banc de filtre cochléaire au faible nombre de 
canaux (p.ex. < 30) couramment utilisés en analyse de la parole [p.ex. 86, 138, 186], dans 
le but de modéliser les bandes critiques au niveau de la membrane basilaire. Récemment, 
un débat a émérgé sur la finesse de la sélectivité fréquentielle des neurones dans le système 
auditif humain : à savoir si les largeurs de bande sont plus étroites au niveau de la cochlée 
[81] qu’au niveau du cortex auditif [12], et si elles sont même similaires à travers diffé­
rentes espèces animales [153]. Le fait que des neurones hautement sélectifs en fréquence 
aient été trouvés dans le cortex auditif humain [19] pourrait donner un indice sur le phé­
nomène d’hyperacuïté en psychoacoustique. La sélectivité fréquentielle étant plus fine au 
niveau du cortex auditif primaire que des nerds auditifs [12] indiquerait l’importance d’un 
réencodage des détails temporels (p.ex. synchronie et verrouillage de phase au niveau des 
nerfs auditifs) après le traitement périphérique. L’implication pour les modèles compu- 
tationnels est la suivante : bien que la résolution spectrale soit faible quand un nombre 
limité de filtres à large-bande est utilisé, la finesse préservée de l’information temporelle 
et l’interaction entre canaux (p.ex. inhibition latérale) permet d ’améliorer l’estimation 
des harmoniques et formants. Par exemple, l’utilisation du chevauchement de filtres indi­
viduels adjacents est fondamentale aux radio-détecteurs par démodulation de fréquence 
[114]. La restriction est qu’une seule harmonique ne doit couvrir en tout temps qu’un seul 
filtre (mais pas nécessaire à sa fréquence centrale). La différence d ’amplitude entre les 
filtres adjacents permet la localisation précise en fréquence de l’harmonique, contournant 
ainsi le principe d ’incertitude temps-fréquence.
L’utilisation de seulement 64 filtres pour le banc de filtre est ultimement justifiée pour 
une question de rapidité de calcul. De plus, comme aucune inhibition latérale ou inter­
action entre les canaux n ’est effectuée, un nombre plus élevé de filtres ne favorise que la 
redondance de l’information, sachant que les filtres ont une résolution spectrale très faible. 
Chaque bande passante B  d ’un filtre varie selon sa fréquence centrale f c (voir équation 
3.2), en accord avec les données physiologiques humaines [107].
Q _  jq (0 .03728+0.78563 log10( /c)) (3.2)
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Effet de la plage de fréquence Le banc de filtres devrait s’étendre sur la plage 
de fréquences [0,4000] Hz pour capturer minimalement les trois premiers formants. Les 
statistiques des fréquences centrales et largeurs des formants sont visibles dans la figure
3.3. Les largeurs sont significativement plus grandes que les mesures reportées sur la 
transmission de la trachée vocale [36], mais correspondent ici à une situation réaliste 
puisque les mesures sont dérivées des spectrogrammes de la parole 4.
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Figure 3.3 Fréquence centrale (a) et largeurs de bande des formants (b), cal­
culées depuis une base de données de trajectoires de formants [32], Les barres 
indiquent l’intervalle de confiance (p =  0.95) autour de la moyenne, assumant 
une distribution gaussienne. Les sujets hommes et femmes n’ont pas été séparés 
dans l’analyse pour bien tenir compte de la pleine variabilité entre les sexes. 
On remarque une plus faible variabilité fréquentielle du premier formant com­
parativement aux autres, ainsi qu’une augmentation de la largeur du formant 
proportionnelle à l’ordre.
Pour des conditions bruitées, la plage de fréquences devrait toutefois être étendue à 
[0,8000] Hz. Contrairement au bruit blanc, les bruits réalistes (p.ex. conversation en 
arrière-plan, automobile) ne couvrent pas toujours les régions hautes-fréquences du spectre. 
Utiliser une fréquence d ’échantillonnage plus élevée permet donc une meilleure discrimi­
nation des consonnes occlusives dans le bruit.
La base de données TI46 [105] utilisée pour les expériences a une fréquence d ’échantillon­
nage de 12500 Hz. Le banc de filtres utilisé pour les expériences couvre la plage maximale 
de fréquences [80,6250] Hz. Le formant F4 sera capturé, bien que les formants supérieurs
4II est cependant à noter que la largeur des fenêtres de la transformée de Fourier à court terme (STFT) 
peut avoir un impact considérable sur la bande passante apparente des formants, à cause du compromis 
de résolution temps-fréquence.
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à F2 contribuent moins à la compréhension de la parole. Une raison est leurs plus faibles 
énergies perçues, car la pente spectrale de la parole cause un masquage significatif par des 
bruits haute-fréquence.
C orrection de la phase Le banc de filtres a été corrigé pour le décalage de phase 
entre les canaux. Une impulsion glo.ttale produira donc une réponse instantanée sur tous 
les canaux. De plus, la phase peut amener des différences significatives lors de l’extraction 
de la modulation d’amplitude à la sortie d ’un filtre cochléaire, causées par l’interférence 
entre les composantes spectrales tombant dans la bande passante d’un même filtre [122]. 
Sachant que des champs récepteurs apprendront ce type de caractéristiques modulatoires, 
les filtres FIR ont été préférés même si la charge de calcul est plus élevée. Le filtrage peut 
néanmoins être fait efficacement par convolution rapide. La figure 3.4 (page 36) montre 
un exemple de sortie du banc de filtres.
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Figure 3.4 Représentation du banc de filtres gammatones modélisant la mem­
brane basilaire. On peut observer des configurations à deux formants séparées 
d ’un court silence, bien que le contraste entre les zones de forte et de faible 
énergie soit très faible sans post-traitement. Le signal d ’entrée correspond à la 
prononciation anglaise du mot "rubout" par un locuteur homme.
M odèle de cellules ciliées in ternes
La transduction mécano-électrique du mouvement fluidique est effectuée par les cellules 
ciliées internes (IHCs), qui permettent une amplification active de plusieurs ordres de 
grandeur. Le mouvement d’un groupe de IHCs exploite une instabilité et non-linéarité
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mécanique pour atteindre une amplification et sélectivité fréquentielle optimale [74]. L’ef­
fet principal des IHCs est une rectification simple-alternance [75] et une compression. 
Au niveau physiologique, il y a aussi présence des cellules ciliées externes (OHCs). Les 
fibres efférentes les connectant permettent de modifier la réponse de la membrane basilaire 
(BM) et pourraient donc participer au mécanisme d ’amplification actif de la cochlée. Les 
OHCs peuvent être représentées dans un modèle de banc de filtre (p.ex. comme le DRNL) 
par une non-linéarité dépendante de l’intensité, qui élargirait les bandes-passantes des 
filtres à hauts niveaux sonores. Par simplicité, cet aspect a déjà été négligé en considérant 
seulement un filtrage linéaire au niveau du modèle de la membrane basilaire. Toutefois, la 
modélisation de la non-linéarité entre l’intensité réelle (c.-à-d. amplitude) et sa perception 
psychoacoustique est réalisable au niveau des IHCs par différentes approches relativement 
simples :
- Rectification simple-alternance et filtrage passe-bas, soit une extraction d’enve­
loppes.
- Rectification simple-alternance, compression par une racine cubique [9] et filtrage 
passe-bas.
- Filtrage passe-bas seulement (c.-à-d. aucune non-linéarité)
- Transformée de Hilbert.
L’usage de compression par racine cubique [9] offre l’avantage d’augmenter radicalement 
le contraste entre les canaux de faibles amplitudes. Les harmoniques et modulations d ’am­
plitude en moyenne et haute-fréquence (où l’énergie est souvent moindre) deviennent alors 
plus comparables à celles en basse-fréquence. La figure 3.5 (page 38) montre un exemple 
de sortie du processus de rectification et de filtrage passe-bas.
3.2.2 Traitem ent au d itif par les aires corticales
L’anatomie du système auditif de la périphérie (p.ex. cellules ciliées internes) jusqu’au cor­
tex auditif implique d ’innombrables projections afférentes, projections efférentes (ou récur­
rentes), et noyaux de traitement spécialisés [128]. La subdivision hiérarchique se poursuit 
jusqu’au lobe frontal [84]. Il n’est donc pas surprenant que l’organisation fonctionnelle du 
cortex auditif ne soit pas encore bien définie [144], Il est connu que l’organisation tono- 
topique est préservée dans de nombreuses régions corticales [p.ex. 24, 148, 172], et que 
d ’autres organisations complémentaires existent aussi (p.ex. carte périodotopique [98]). 
On observe toutefois un manque de ségrégation spatial entres les aires de traitement spec-
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Figure 3.5 Représentation du cochléogramme (a) après l’opération de com­
pression par racine cubique, et (b) après le filtrage passe-bas modélisant les 
cellules ciliées internes. On constate un changement important de contraste 
après le filtrage. Le signal d ’entrée correspond à la prononciation anglaise du 
mot "rubout" par un locuteur homme.
tral et de modulation temporelle [59], comme le traitement des caractéristiques de timbre, 
fondamental et position spatiale [20]. Bref, le traitement effectué par les aires corticales 
liées à la modalité auditive est distribué et les interactions sont complexes à analyser. Une 
simplification du problème est requise pour la réalisation d ’un modèle computationnel du 
cortex auditif.
Au niveau expérimental, l’étude des champs récepteurs spectro-temporels permet une éva­
luation efficace du processus de traitement laminaire dans le cortex auditif [7]. Il existe des 
champs récepteurs neuronaux complexes avec des latences, précision et sélectivité variant 
en fonction des couches corticales [p.ex. 8]. Ces observations appuient bien l’idée de base 
d’une extraction hiérarchique par champs récepteurs simples (c.-à-d. projection linéaire), 
une opération possiblement effectuée déjà au niveau du noyau cochléaire et du collicu- 
lus inférieur. Les noyaux périphériques et certaines régions du cortex auditif primaire 
(Al) peuvent alors être considérés comme un extracteur de caractéristiques de modula­
tions (spectrales et/ou temporelles) servant à la discrimination des sons. Les modulations 
spectro-temporelles sont représentatives du signal de parole [55] :
- L’énergie de modulation exprime souvent des transitions syllabiques et affecte la 
partie basse-fréquence du spectre, qui encode aussi les segments phonétiques et 
caractéristiques articulatoires. Les phones sont représentés par un profil spectral 
complexe. Les voyelles possèdent un profil pseudo-stationnaire (c.-à-d. configuration 
de formants) soutenu par les périodicités glottales. Les consonnes sont représentées
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(b) Filtrage passe-bas et ré-échantillonnage
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par des bruits large-bande (p.ex. fricatives), impulsions spectrales (p.ex. occlusives) 
ou partageant ces deux caractéristiques (p.ex. affriquées).
- Les caractéristiques de modulation d ’un signal de parole fournissent une mesure 
d ’intelligibilité, requise pour évaluer les caractéristiques subjectives comme la qualité 
de la voix, constamment affectée par l’environnement acoustique. Par exemple, le 
fondamental produit une périodicité commune qui aide les mécanismes neuronaux 
à joindre l’information spectrale en présence de bruit.
Il existe de nombreuses projections descendantes au niveau du système auditif périphé­
rique et central [157]. L’activité des neurones au niveau des noyaux intermédiaires (p.ex. 
colliculus inférieur) peut alors être modulée par le cortex auditif. Cette rétroaction dans 
le processus de traitement de l’information auditive pourrait jouer un rôle dans la ca­
pacité du cerveau à prédire les entrées sensorielles. Comme il a été récemment proposé, 
les projections descendantes participeraient à un modèle hiérarchique générateur des sti- 
muli d ’entrée en propageant les prédictions [13]. Par exemple, l’influence des fibres de la 
structure olivo-cochléaire innervant les cellules ciliées pourrait être de rehausser le rap­
port signal à bruit [18], dans le but d ’augmenter l’intelligibilité du signal. Ce mécanisme 
pourrait être en lien avec une certaine forme de codage prédictif en action dès le premier 
étage de traitement de l’information auditive.
Une architecture hiérarchique modélisant seulement l’information ascendante reste donc 
très grossière en comparaison avec le système auditif, qui exploite grandement les pro­
jections descendantes. Toutefois, ces dernières sont en plus faible nombre au niveau des 
noyaux intermédiaires (p.ex. colliculus inférieur) qu’au niveau du cortex. Une architecture 
hiérarchique à propagation avant serait donc appropriée si on se restreint au traitement 
fait au niveau périphérique et des premiers étages fonctionnels du cortex. Les étages su­
périeurs du cortex interviennent dans le traitement à plus long terme du signal (p.ex. 
morphologie, syntaxe, sémantique), qui sort du contexte d ’extraction de caractéristiques. 
On se basera donc surtout sur les propriétés des champs récepteurs des noyaux sous- 
corticaux, qui se reflètent éventuellement au niveau cortical. On négligera l’influence des 
projections descendantes.
Apprentissage non-supervisé des champs récepteurs /  bases
Le type de caractéristiques capturées par une projection linéaire sur des bases peut être re­
lativement complexe. Le cochléogramme donne une représentation spectro-temporelle du 
signal sous forme d’image. Un simple fenêtrage rectangulaire permet d ’extraire des formes
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de modulations autant spectrales (p.ex. formants) que temporelles (p.ex. transitoires), qui 
serviront à l’apprentissage des bases de premier niveau.
La modulation d’amplitude à la sortie des canaux spectraux a déjà montré une robustesse 
accrue au bruit et à la réverbération [p.ex. 56, 119]. Il y a aussi plusieurs évidences qu’un 
traitement temporel similaire est fait dans le cortex auditif et le colliculus inférieur, par 
la présence de représentations orthogonales à l’axe des fréquences [97, 158]. Même si la 
plage de modulation d ’amplitude d’intérêt se situe entre 1 Hz et 7 Hz [35], il est préférable 
de choisir une fenêtre initiale plus restreinte. La hiérarchie se chargera d ’extraire les ca­
ractéristiques de modulations pertinentes lorsque l’échelle temporelle d ’analyse deviendra 
appropriée. Toutefois, en ne se limitant pas strictement à une carte de modulation d ’am­
plitude, il est aussi possible d’avoir une meilleure précision sur les dynamiques à fortes 
variations (p.ex. transitoires). L’apprentissage non-supervisé vise donc à réduire le choix 
de conception vis-à-vis des types de modulation à extraire. Les critères pour définir les 
composantes optimales d’un tel dictionnaire seront basés sur l’erreur de reconstruction, 
la parcimonie et l’indépendance entre les composantes.
Approches par dictionnaire
Il est possible d’apprendre des bases optimales (selon le critère de reconstruction, parci­
monie et/ou d ’indépendance) par différents algorithmes. Pour les algorithmes basés sur 
des critères statistiques, on retrouve l’analyse en composantes indépendantes (ICA) et 
l’analyse en composantes principales parcimonieuses (SPCA). Pour les algorithmes basés 
sur des critères de parcimonie, le codage parcimonieux standard (SC) 5 et la factorisation 
en matrice non-négative (NMF) sont aussi très populaires.
Il est à noter qu’avec la majorité des décompositions linéaires, on perd l’information 
d’échelle et de signe, ce qui peut porter à ambiguïté. Il sera toutefois montré en quoi ceci 
peut être avantageux dans l’architecture proposée.
Décom position hiérarchique
La décomposition hiérarchique peut allouer un plus grand contexte temporel ou spectral 
selon le fenêtrage et le chevauchement choisi, comme illustré à la figure 3.6 (page 41).
5On sous-entend ici tout algorithme basé sur la réduction de la norme L0, L \ ou L'2 de la matrice des 
coefficients, dans la formulation du problème d ’optimisation standard.
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Figure 3.6 Projection hiérarchique jointe dans l’axe temporel et fréquentiel 
pour des dictionnaires (ensembles de bases) de niveau LO, L1 et L2. Le diction­
naire L2 est basé sur les projections du niveau inférieur Ll, lui-même basé sur 
les projections du niveau LO.
La formulation mathématique de la projection hiérarchique est la suivante : soit 
un ensemble de n signaux de dimension N,  en entrée au niveau hiérarchique h, c.-à-d. 
S ^  — [si. . .  sn] € 3Î/Vxn. Soit un dictionnaire de K  bases de dimension N,  au niveau 
hiérarchique h, c.-à-d. D ^  = [di . . .  d/c] € dtNxK. La dimension N  peut varier selon 
le niveau de la hiérarchie pour effectuer une réduction de dimension, ou une expansion 
pour obtenir une représentation surcomplète. La projection des coefficients d ’entrée de 
l’étage inférieur sur le dictionnaire produit un nouvel ensemble de coefficients =  
[ci. . .  cn] € 5îK*", comme montré à l’équation (3.3) (page 41) et valide pour h > 0. La 
pseudo-inverse généralisée (Moore-Penrose) ( D ^ ) + permet d ’approximer ( D ^ )  \  car 
est une matrice rectangulaire. Pour éviter les problèmes d ’instabilité numérique, la 
pseudo-inverse ( D ^ ) + sera toutefois calculée par décomposition en valeurs singulières 
[142], plutôt que la forme directe d ’optimisation au sens des moindres carrés.
= ( D ^ ) + • S(/l_1) =  1 D ^ t  • S(/l_1)
pour tout niveau abstrait, où h > 0 (3.3)
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La projection hiérarchique possède un aspect spatial, où les fenêtres adjacentes sont conca- 
ténées et le vecteur résultat projeté sur l’étage supérieur. La reformulation selon les co­
ordonnées (i,j) dans le référentiel local pour chaque étage est donnée à l’équation (3.4)
(page 42). Au premier niveau h = 0, les signaux d ’entrée correspondent à des fenêtres 
W ( » j )  €  ^ L c x L t distribuées spatialement sur la représentation spectro-temporelle, et 
converties sous forme de vecteurs colonnes X^ù) G diLc Lr. Les constantes Le  et Lt  cor­
respondent respectivement au nombre de canaux et d ’échantillons temporels couverts par 
chaque fenêtre (p.ex. Le — 16 canaux par LT =  40 ms). Pour tout niveau h > 0, la projec­
tion est appliquée sur la concaténation des coefficients des projections du niveau inférieur 
h — 1. Les constantes M^) et N^)  correspondent au nombre de fenêtres de projection 
adjacentes considérées respectivement sur l’axe fréquentiel et temporel.
'(h)
r)+ • X (iù) ^(0) ^
I M w - \
(h) I i=0
NiW
j =  0
i (*j)
' { h - 1)
si h =  0, 
si h > 0.
(3.4)
Le symbole définit l’opération de concaténation sur P  matrices de coefficients adja­
centes :
p -1
C w =
i=0
ç ( 0 )  ç ( l )  q ( P - 1 ) (3.5)
La figure 3.7 (page 43) montre plus intuitivement l’aspect spatial de cette projection. Par 
souci de simplicité, le chevauchement entre les fenêtres n ’est pas illustré.
La projection hiérarchique permet aussi d ’allouer un plus grand contexte temporel ou 
spectral selon le fenêtrage et le chevauchement choisi. Pour éviter les discontinuités causées 
par le fenêtrage initial W^ù) au niveau du cochléogramme, il est possible d ’introduire un 
chevauchement temporel et spectral. Ceci permet de mieux couvrir les caractéristiques du 
signal avec un nombre limité de bases, au profit d’une représentation de sortie contenant 
plus de coefficients et où certaines dimensions peuvent devenir fortement corrélées. La 
figure 3.8 (page 44) illustre comment l’intégration du contexte spectral/temporel permet 
d ’extraire des caractéristiques de plus en plus complexes. Sans poser d ’hypothèses sur la 
nature des unités sous-lexicales, mais en augmentant simplement le contexte fréquentiel 
et temporel, des structures cohérentes et pertinentes sont apprises par les bases.
Il doit être possible à chaque instant t du signal de parole de définir un vecteur de carac­
téristiques multi-échelle pour la modélisation statistique (p.ex. modèle de Markov caché) 
par l’étage de classification. La figure 3.9 (page 45) illustre comment cette opération est
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Figure 3.7 Projection hiérarchique par projection successive sur des diction­
naires. L’aspect spatial est considéré par la concaténation des projections ad­
jacentes du niveau inférieur, visant à extraire des caractéristiques couvrant 
de plus en plus de contexte fréquentiel et temporel. Dans l’exemple donné,
M(h) =  N(h) =  2 pour h =  {1,2}, soit la concaténation de 4 fenêtres adjacentes 
à chaque niveau. Les contours figuratifs des fenêtres sont montrés sur un co- 
chléogramme correspondant à la prononciation du mot anglais "seven" par un 
locuteur homme. Il est à noter qu’en réalité, les niveaux Ll et L2 ne couvriront 
jamais plus de surface que ce qui est défini par le niveau LO (en ombragé).
effectuée pour produire un vecteur binaire à grandes dimensions. L’aspect spatial lors de 
la concaténation des coefficients de projection est illustré plus en détail à la figure 3.10 
(page 46).
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Figure 3.8 Décomposition hiérarchique à 4 niveaux par dictionnaires, où l’ap­
prentissage des bases a été effectué avec l’algorithme d ’analyse en composantes 
indépendantes (ICA). Les bases du niveau LO couvrent seulement 16 canaux 
par 25 ms, et capturent les coins des formants ainsi que certaines impulsions 
glottales. Les bases du niveau L3 couvrent quant à eux les 64 canaux (c.-à- 
d. spectre complet) par 200 ms, qui est d’échelle suffisante pour capturer le 
contexte syllabique et l’évolution lente des formants. Plus le niveau est élevé, 
plus les bases représentent donc des caractéristiques (ou parties d ’objets) com­
plexes de la parole.
Opérateurs non-linéaires entre les couches
Différents opérateurs introduisant des non-linéarités entre les couches peuvent être uti­
lisés. Il y a un lien possible à faire entre un seuillage des coefficients et les techniques 
standards de débruitage par les ondelettes [p.ex. 10]. Dans le cas de la décomposition 
hiérarchique discutée précédemment, une opération de seuillage inter-couche affectera la 
qualité des étages supérieurs, car il y a une forte dépendance entre les étages : il s’agit de 
projections effectuées en série et non entièrement en parallèle. Il a été observé que dans 
l’architecture proposée, une opération non-linéaire entre les couches a un effet néfaste sur 
la qualité des bases apprises. Toutefois, d ’un point de vue plus général, il y a un avantage
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Figure 3.9 Création du vecteur de caractéristiques à partir de la projection 
hiérarchique. À partir du cochléogramme (représentation temps-fréquence), il y 
a création d’un vecteur colonne représentant les caractéristiques de différentes 
bases, sur plusieurs positions spatiales et échelles spatio/temporelles d ’analyse. 
Il est possible d ’appliquer un traitement spécifique pour les représentations 
entre les couches et de sortie, visant à favoriser la parcimonie et la production 
de coefficients binaires par des mécanismes de seuillage et de compétition.
à capturer l’information d ’ordre supérieur découlant d ’une non-linéarité (p.ex. valeur ab­
solue). La décomposition multi-étage par banc d’ondelettes [4] exploite cet aspect. Dans 
le cas présent, on ne vise pas la reconstruction parfaite du signal, mais plutôt à produire 
des caractéristiques discriminantes. Une transformation non-linéaire peut être effectuée 
sur les matrices de coefficients une fois les projections effectuées sur toute la hiérarchie, 
ce qui n’affecte alors pas la qualité des bases. Il n’y a donc aucun opérateur non-linéaire 
entre les couches dans l’architecture proposée.
Opérations non-linéaires des représentations de sortie
Il a été démontré précédemment qu’une représentation à grandes dimensions ne pose 
pas forcément problème si les coefficients sont parcimonieux. Ceci est réalisable par une 
opération de seuillage très agressive, produisant même une représentation de sortie binaire. 
Si le nombre de bases est élevé et si celles-ci extraient des caractéristiques spécifiques et 
indépendantes, il y aura potentiel de discrimination même si la représentation ne permet 
pas de reconstruire parfaitement le signal.
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Figure 3.10 Création du vecteur de caractéristiques à partir de la projection 
hiérarchique. L’exemple illustre comment les coefficients des différentes projec­
tions linéaires sont regroupés dans un même vecteur de caractéristiques. On ne 
considère ici qu’une opération de seuillage en sortie (et non entre les couches), 
définie par une fonction /  et produisant un nouveau vecteur de coefficients 
=  /  ( C ^ f )  pour un étage h et référentiel local Le seuillage est
donc appliqué individuellement sur chacun des blocs de projection, visant à 
favoriser la parcimonie et la production de coefficients binaires.
Seuillage par histogramme pour parcimonie tem porelle Pour forcer une parcimo­
nie temporelle sur chacune des dimensions du vecteur de représentation (c.-à-d. applicable 
à tous les étages), seule une opération de seuillage simple comme décrite à l’équation (3.6) 
est nécessaire. La valeur absolue des coefficients est utilisée pour résoudre l’ambiguïté de 
signe venant de la décomposition linéaire.
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0
si |x| > th, 
autrement.
(3.6)
Le choix du seuil th dépendra de la densité de probabilité de chacune des dimensions. La 
figure 3.11 (page 47) illustre ce concept.
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Figure 3.11 Méthode de seuillage selon la densité de probabilité (ou histo­
gramme). Il est possible de définir un seuil th faisant qu’une dimension sera 
parcimonieuse au niveau temporel, en considérant seulement la zone de forte 
activation. La région ombragée est choisie pour que la surface soit égale à a, 
la contrainte de parcimonie. Sachant que seules les observations discrètes sont 
disponibles, les densités de probabilité doivent être estimées à l’aide d ’histo- 
grammes.
L’avantage principal est que la valeur du seuil optimal est obtenue facilement à partir des 
statistiques des vecteurs de sortie, et ne requiert que de poser la constante de parcimonie 
a. Il n’y a nul besoin de considérer les plages dynamiques spécifiques de chacune des 
dimensions. On garantit aussi que la parcimonie moyenne de sortie (c.-à-d. sur l’ensemble 
des données) sera égale au paramètre a , caractérisant toujours le nombre de coefficients 
non nuls (mais d ’amplitudes continues) par rapport à la dimension du vecteur. Ceci est 
démontré à l’équation (3.7). Le seuil th est facilement calculable à partir de la somme 
cumulative de l’histogramme sur chaque dimension Xi du vecteur de coefficients à N  
dimensions. La constante a est choisie de façon empirique en fonction des caractéristiques
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du signal d’entrée (p.ex. a  = 0.15, soit la considération des bases durant le 15% du temps 
qui correspond à leurs activation maximale respective).
3th,p(\xi \> th) = /  p ( \ x i \ ) d x i < a (3.7)
Seuillage p a r com pétition  p o u r parcim onie locale La méthode de seuillage par 
histogramme fixe la parcimonie temporelle (ou globale) de la représentation. Toutefois, il 
n’y a aucune contrainte locale, ce qui signifie qu’il est tout de même probable d’obtenir 
des vecteurs denses sur certaines parties du signal (p.ex. où l’énergie est forte). Il est alors 
possible de définir, par une autre opération de seuillage simple, une borne supérieure à 
cette parcimonie. L’application du seuil reste identique à celle de l’équation (3.6), sauf 
que le seuil sera variable en fonction du temps. Pour engendrer de la compétition entre 
les bases pour une observation donnée, le seuil au temps t de l’observation sera choisi 
tel que seule la proportion a  des bases les plus fortes sera conservée 6. Ce mécanisme doit 
nécessairement être appliqué indépendamment pour chaque étage. La figure 3.12 illustre 
ce concept, alors que l’équation (3.8) formalise mathématiquement le seuillage basé sur la 
cardinalité 7 de l’ensemble de coefficients x  défini comme étant un vecteur à N  dimensions. 
La méthode de seuillage par compétition permet donc à une fraction des bases fortement 
actives d’inhiber complètement (c.-à-d. par seuillage à zéro des coefficients) l’effet des 
bases moins actives. Ceci implémente une forme de normalisation, car seules les amplitudes 
relatives sont considérées. La constante a  est encore une fois choisie de façon empirique 
en fonction des caractéristiques du signal d ’entrée (p.ex. a = 0.10, soit 10% de coefficients 
non-nuls forcés en tout temps). Une trop forte compétition n’est pas souhaitable, car il 
pourrait y avoir une perte importante d ’information permettant la discrimination entre 
les différentes classes de stimuli (p.ex. les mots).
Un des impacts majeurs d’intégrer la compétition après le seuillage par histogramme est 
de diminuer la dépendance envers l’énergie d ’activation des bases. En effet, la compéti-
6La constante a  a ici une connotation similaire à celle utilisée dans la méthode de seuillage par 
histogramme. Alors que a  correspond à la fraction temporelle d’activation (pour chacune des bases) dans 
le cas de la méthode de seuillage par histogramme, il s ’agit de la fraction instantanée d ’activation (parmi 
toutes les bases) dans le cas du seuillage par compétition.
7En théorie des ensembles, l’opérateur de cardinalité définit la taille d’un ensemble. Soit x  =  
{zo>xi>-• -z/v} un ensemble de N  coefficients, alors | x  |=  N .  Attention de ne pas confondre avec 
l’opérateur de valeur absolue (p.ex. |x q | ), dépendamment du contexte.
| € x : 0 < i < N  — 1, \xi\ >  t ^ }  | = a ■ N (3.8)
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Figure 3.12 Méthode de seuillage par compétition. La parcimonie locale à un 
étage donné est assurée en considérant seulement la fraction a  des bases les plus 
fortes par l’application d’un seuil th sur les coefficients.
tion effectue un seuillage indépendant du niveau d ’énergie moyen parmi les bases. Sans 
un seuillage préalable par l’histogramme, même les plus fortes bases ne contiennent pas 
nécessairement d ’information si le signal est très faible (p.ex. période de silence), donc le 
seuillage par compétition ne contribuera qu’à rehausser le bruit. La figure 3.13 démontre 
cet aspect. La compétition seule n ’augmente que de très peu la parcimonie comparati­
vement à la représentation sans seuillage. La parcimonie reste toutefois un paramètre 
configurable et pourrait être forcée à une valeur plus faible.
Il existe un lien entre la mesure de kurtosis (moment centré d ’ordre 4) et l’aspect de 
parcimonie d’un ensemble de vecteurs de coefficients. L’aspect de parcimonie impose que 
le nombre de coefficients non-nuls soit très faible. Ceci a pour conséquence d ’augmenter la 
probabilité d ’amplitude près de zéro. Les coefficients d ’amplitude élevée étant rares (mais 
toujours présents), la fonction de densité de probabilité se concentre surtout autour de 
zéro, ce qui fait augmenter naturellement la mesure de kurtosis. Un haut kurtosis signifie 
donc une probabilité d’activation très faible parmi les coefficients, correspondant à une 
certaine forme de parcimonie locale.
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Figure 3.13 Comparaison de l’évolution de la parcimonie en fonction du mode 
de seuillage. On remarque que la méthode de seuillage par compétition, basée 
sur les amplitudes relatives entre les coefficients, n’engendre pas une parcimonie 
élevée durant les périodes de silence. Ceci contraste avec la méthode de seuillage 
par histogramme, donc basée sur une amplitude absolue spécifique à chacune 
des dimensions, qui ne reflète pas ce problème. La meilleure combinaison est 
donc un seuillage par histogramme suivi d’un seuillage par compétition, qui 
favorise un faible nombre de bases actives (donc un haut kurtosis) à la fois 
durant les périodes de silence et de forte énergie.
3.3 É tage de classification
L’étage de classification a pour but de prendre en entrée les séquences d ’observations et 
de retourner l’identité du mot ayant été prononcé. Les observations correspondent aux 
coefficients de la décomposition hiérarchique, échantillonnés de façon uniforme (intervalle 
fixe) dans le signal sonore.
Il est possible de joindre la puissance du modèle de Markov caché (HMM) à effectuer une 
segmentation temporelle des observations avec la puissance discriminante d ’un classifica-
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teur par frontière de décision (p.ex. perceptron, machine à vecteurs de support). La figure 
3.14 (page 51) illustre une approche présentement adaptée à la reconnaissance de mots 
isolés, mais qui pourrait être étendue à la reconnaissance continue. La méthode de clas- 
sificateur exploite une configuration "un-contre-tous". Pour le problème de classification 
à N  classes, il existe alors N  classificateurs binaires (c.-à-d. intra-classe ou hors-classe) 
plutôt qu’un seul classificateur à N  sorties. Cela permet à chacun des HMM de fournir des 
informations particulières (p.ex. segmentation, masque pour réduction de dimension) au 
classificateur discriminant, et ce indépendamment pour chacune des classes. Les classes 
correspondant à des mots acoustiquement complexes pourront être gérées adéquatement, 
sans forcer une configuration globale (p.ex. nombre d’états du HMM, dimension du clas­
sificateur discriminant) sur l’ensemble des classificateurs. Un gain significatif en termes 
de performances est attendu par la considération de cette architecture hybride.
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Figure 3.14 Interaction entre le modèle statistique et le classificateur discrimi­
nant dans l’étage de classification hybride proposé. Il existe pour chacune des 
classes un bloc de classification contenant un HMM et un classificateur discri­
minant, donnant les probabilités de vraisemblance pc et ph respectives. Il est 
possible de pondérer chaque estimation par un facteur /? € [0,1] afin d’obtenir 
une sortie unique p^  pour chacune des N  classes. Le HMM est entraîné avec 
le sous-ensemble de données respectif à chaque classe, mais le classificateur dis­
criminant considérera l’ensemble complet des données durant l’apprentissage.
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3.3.1 R econnaissance statique versus continue
Mieux vaut privilégier un classificateur continu (p.ex. modèle de Markov caché) plutôt 
que statique (p.ex. machine à vecteurs support), même pour une application en reconnais­
sance de mots isolés. La figure 3.15 (page 53) montre en quoi les deux approches diffèrent 
selon le format d’observation. D’une part, la reconnaissance de mots isolés a un potentiel 
d ’application faible au niveau de l’interaction humain-machine. Idéalement, l’architecture 
développée devrait donc être extensible à la reconnaissance de mots connectés, et viser 
ultimement la reconnaissance de parole spontanée. Il y a toutefois un grand saut de com­
plexité entre chacun de ces systèmes. Il est quand même possible de considérer certains 
aspects (p.ex. segmentation par modèle de Markov caché) qui faciliteront l’intégration ul­
térieure de mécanismes de décodage plus complexes. En reconnaissance de parole isolée, il 
est toutefois plus facile d’utiliser des modèles lexicaux plutôt que sous-lexicaux (p.ex. mo­
nophonique, triphonique). Seule la base de données TIMIT [48] contient des annotations 
au niveau phonétique qui permettent l’entraînement de modèles sous-lexicaux. Comme 
il est difficile d’adapter un système statique à la reconnaissance de parole continue, une 
approche hybride sera envisagée.
Il est pertinent de comparer les avantages/inconvénients d ’une implémentation statique 
et continue. L’approche statique est basée strictement sur un apprentissage discriminant. 
Une telle discriminabilité est plus difficile à obtenir dans une architecture par modèle de 
Markov caché (HMM) standard, car les classes sont généralement entraînées de manière 
indépendante et sans maximisation des performances de classification. On s’attend à ce 
que le modèle acoustique et les probabilités de transition des états modélisent assez bien 
une classe pour détecter les détails fins qui permettent de la distinguer des autres classes 
(p.ex. sons ’ba’ et ’pa’ qui diffèrent par très peu). Toutefois, de nombreuses techniques 
permettent d’améliorer cette lacune, en intégrant un apprentissage discriminant au sein du 
modèle statistique [78]. On cherche alors à maximiser les performances de classification en 
augmentant la séparabilité entre les classes. Les champs conditionnels aléatoires (CRFs) 
[96] sont aussi basés sur ce principe. Le vocabulaire de la base de données TI46 [105] étant 
faible, on dispose de beaucoup d’exemples de prononciation pour chaque mot/classe. Un 
nombre limité de données d’apprentissage n’est toutefois pas un problème pour un modèle 
discriminant : les frontières de décisions permettront une bonne généralisation même si 
une modélisation statistique n’est pas fiable compte tenu de l’échantillonnage restreint.
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Figure 3.15 Comparaison des techniques de reconnaissance statique et conti­
nue. Dans le cas statique, le classificateur prendra en entrée une seule obser­
vation (c.-à-d. vecteur de caractéristiques) de dimension fixe, souvent obtenu 
par concaténation d’observations locales. Dans le cas continu, le classificateur 
supporte directement la séquence d ’observations locales, dont la longueur peut 
varier. Cette dernière approche est plus appropriée pour gérer l’aspect tempo­
rel variable de la parole, car la prononciation d’un même mot peut être faite 
à différents rythmes selon les locuteurs ou les silences qui sont insérés dans le 
signal sonore.
3.3.2 M odélisation acoustique par m ixture de Bernoulli
Avec la contrainte d ’utilisation de représentations binaires parcimonieuses, les mixtures 
de gaussiennes (GMMs) ne sont plus adaptées pour la modélisation acoustique dans une 
architecture HMM, car elles modélisent des variables aléatoires continues et non discrètes. 
Les mixtures de Bernoulli (BMMs) sont appropriées pour construire un modèle générateur 
d ’observations binaires, et se rapprochent de l’analyse par classes latentes (LCA), le cas 
spécial où les distributions multivariables sont discrètes [189].
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Form ulation m athém atique
L’expression générale d ’une modélisation par mixture est donnée à l’équation (3.9) (page 
54).
M - 1
P(x ) = X ! p W p (x I») (3-9)
i=o
M -1
avec les contraintes p (i) =  1 et p (i) G [0,1]
i=0
La densité de probabilité p(x) découle de la contribution de M mixtures, décrites par 
une probabilité a priori 8 p(i) et une densité de probabilité conditionnelle p (x|z). Dans 
le cas spécial de Bernoulli, cette dernière est définie à l’équation (3.10), où xn G {0,1} 
est l’élément à la dimension n du vecteur A-dimensionnel binaire x, et PitTl G [0,1] est 
le paramètre de la dimension n associé à la mixture i. Le résultat p*" est la probabilité 
d ’avoir une activation, élevée à la puissance 0 ou 1 (suivant la valeur de xn). Le résultat 
(1 — Pi,n)1Xn est la probabilité d ’avoir une inactivation, élevée à la puissance 0 ou 1 
(suivant la valeur de xn). Chaque paramètre pl<n reflète donc intuitivement la probabilité 
moyenne d’avoir une activation positive (c.-à-d. 1) sur une certaine dimension.
N
( 3 ' 1 0 )
n — 1
L’entraînement des paramètres des mixtures et du modèle markovien (p.ex. probabili­
tés de transitions) est fait par l’algorithme Expectation-Maximisation (EM). Comme les 
paramètres Pi,n correspondent à la probabilité moyenne d ’apparition sur chacune des di­
mensions, la mise à jour est identique à celle utilisée pour le paramètre de moyenne des 
mixtures de gaussiennes. Pour un processus de Bernoulli multivariable, on fait l’hypothèse 
d’indépendance statistique de chacune des dimensions. Dans le cas où les caractéristiques 
d’entrée sont découlées d’une décomposition par composantes indépendantes (ICA), cette 
hypothèse est réaliste.
8On peut aussi parler d’un coefficient de pondération pour chacune des M  mixtures. Toutefois, la 
constante p { i )  définit fondamentalement la probabilité que la mixture i génère une observation parmi 
l’ensemble des mixtures, pour un état donné du modèle de Markov caché. Ceci explique les contraintes 
énoncées à l’équation (3.9).
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L’utilisation de mixtures de Bernoulli est relativement rare en reconnaissance de forme, 
et se concentre sur les travaux de quelques chercheurs seulement. Elle a d’abord été 
investiguée pour la reconnaissance d ’images binaires [51, 83, 149]. L’effet des paramètres 
initiaux sur la convergence ont ensuite été étudiés [82]. Finalement, l’intégration avec un 
HMM a été effectuée [51, 52], mais toujours en reconnaissance d ’image et non de parole. 
Les avantages des mixtures de Bernoulli dans le cas présent sont donc nombreux :
1. Les paramètres d ’une mixture de Bernoulli définissent essentiellement des prototypes 
dont la visualisation/interprétation est facilement concevable (surtout dans le cas 
du traitement d’image [p.ex. 83]).
2. Un processus de Bernoulli considère seulement la moyenne, et ignore la variance 
9. Il y a donc une meilleure convergence, car nul besoin de techniques de seuillage 
des paramètres des mixtures pour éviter la surspécialisation (c.-à-d. variance nulle 
ou concentré autour d’une seule observation). L’initialisation des paramètres est 
aussi moins susceptible à porter problème dans le cas des lois de Bernoulli, où 
quelques techniques simples permettent d’éviter les configurations pathologiques de 
paramètres [82].
3. La parcimonie dans l’espace des paramètres peut être forcée si le nombre de di­
mensions ou variables latentes est large, dans le cas d ’un modèle générateur par 
variables latentes binaires [65]. Il y a donc un potentiel intéressant pour conserver 
la similitude avec les représentations d ’entrée, qui sont elles-mêmes parcimonieuses.
Initialisation des mixtures
Différentes méthodes d ’initialisation ont été implémentées, car un point de départ bien 
choisi favorisera la convergence rapide et adéquate des mixtures. L’important n’est toute­
fois que d ’éviter les configurations pathologiques de paramètres [82], comme deux compo­
santes de mixtures parfaitement identiques. Une meilleure approche a toutefois été tirée 
des détails d'implémentation de HTK [192], soit en effectuant une segmentation uniforme. 
La segmentation uniforme définira ici l’opération qui consiste à associer initialement une 
sous-séquence d ’observations à chacun des états, comme illustré à la figure 3.16 (page 56). 
Les sous-séquences sont de tailles identiques et tiennent compte de la topologie "gauche- 
droite" à Ne états des HMMs utilisés. Les premières observations de la séquence complète
9Pour un processus de Bernoulli X ,  il peut être prouvé facilement sachant l’espérance (moyenne statis­
tique) E [X] =  p  que la variance E — E p f])2j =  p  (1 — p) ,  donc ne contient pas plus d’information que
les statistiques d’ordre 1. Par définition, les paramètres p  (voir Équation (3.10)) caractérisent entièrement 
le processus de Bernoulli.
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d’observations, selon le ratio A-, seront donc associées au premier état de la chaîne. Une 
segmentation non-uniforme consisterait à utiliser des sous-séquences (ratios) de tailles 
différentes pour chacun des états, mais couvrant toujours la séquence complète d ’obser­
vations.
HMM
so SI S2 S3
Segmentation uniforme \
i 1 i 1 i 1 r
États
S i S O  ; : S Iso s i S 2 S 2 S 3 S 3
Trames
Ot (3) (4) (5) (6 ) (7) (8 )
Figure 3.16 Méthode d ’initialisation des mixtures par segmentation uniforme 
des séquences d’observations. Pour un HMM à Ne =  4 états et un exemple 
de séquence d’entrée à N^g = 8 observations, on associera une sous-séquence 
de 2 observations (c.-à-d. N^,a/ N e) à chacun des états, suivant l’ordre dans 
la chaîne. Un algorithme d’agglomération (p.ex. K-Moyennes) permettra alors 
d ’extraire M  prototypes parmi les observations associées à chaque état, dans le 
but d’estimer les paramètres initiaux des M  mixtures.
Pour l’initialisation des mixtures par segmentation uniforme, on doit donc d’abord dé­
terminer comment les différentes mixtures (inter-état) et composantes de ces mixtures 
(intra-état) doivent être associées aux séquences d ’observations. Dans le cas le plus simple, 
aucune information a priori ou distinction n’est faite entre les mixtures des différents états. 
On s’attend donc à ce que les observations favorisent un étalement au niveau temporel des 
mixtures, pour refléter la structure "gauche-droite" de la matrice de transition imposée 
dans les HMMs. Il est toutefois possible de favoriser une meilleure convergence sachant
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cette structure, en considérant une segmentation uniforme des séquences d ’observations et 
une agglomération par K-moyennes. Une segmentation uniforme des observations en plu­
sieurs segments, un par état, est d ’abord réalisée. Pour chaque groupe d ’observations dis­
tinctes associé à un état, une agglomération non-supervisée par K-moyennes est effectuée. 
Les M  barycentres détermineront les vecteurs prototypes pour chacune des composantes 
de la mixture. Sans effectuer cette méthode d’initialisation, donc avec une initialisation 
aléatoire de l’espace des paramètres, plusieurs problèmes de convergences ont été observés 
dans le cas des mixtures de gaussiennes (GMMs). Dans les mêmes conditions, les mixtures 
de Bernoulli (BMMs) se sont toutefois montrées robustes. Une hypothèse expliquant que 
la segmentation uniforme est requise pour les GMMs, mais pas pour les BMMs, serait 
que les vecteurs d ’observations de ces derniers couvrent un plus large contexte temporel, 
ce qui aiderait à la convergence et l’étalement temporel des différentes mixtures. Il est à 
noter que l’utilisation de techniques d ’agglomération (p.ex. K-Moyennes) dans des espaces 
parcimonieux à grandes dimensions semble aussi ne pas poser problème.
Parcimonie dans l’espace des paramètres
La discrétisation de l’espace des paramètres est aussi possible pour réduire la complexité. 
La méthode de seuillage par compétition peut être appliquée sur le vecteur de paramètres 
Pi G [0,1] des M  mixtures, durant l’entraînement par l’algorithme EM. On transforme 
alors l’espace des paramètres en représentation binaire et parcimonieuse, où Pi G {0,1}. 
L’équation (3.10) (page 54) reste toujours valide, sauf que maintenant, les valeurs pjjTl et xn 
pour chacune des dimensions sont toutes deux binaires 10. Une constante de parcimonie 
a  G [0,1] permet alors de contrôler le nombre de paramètres non-nuls de chacune des 
mixtures. Si les dimensions sont indépendantes et caractérisent des événements distincts 
dans chacune des classes, il s’agit d ’une simplification viable.
Un des avantages des mixtures de Bernoulli à paramètres binaires est que l’évaluation de 
la probabilité d ’émission est grandement simplifiée. En format de représentation vecto­
rielle parcimonieuse, où seuls les indices des coefficients non-nuls sont stockés, l’équation 
(3.11) s’applique pour calculer la log-vraisemblance de chaque mixture i. Les ensembles X  
et Pi contiennent respectivement les indices des dimensions non-nulles de l’espace d’ob­
servations et de paramètres. L’espace d ’observations correspond ici à la représentation 
parcimonieuse binaire en sortie de la décomposition hiérarchique, soit les xn. L’espace de 
paramètres correspond au modèle acoustique nécessaire pour caractériser chacun des mo­
10Certaines précautions sont à porter pour éviter les cas indéterminés : p.ex. p*" =  0°, si p! n =  x n =  0. 
Dans un tel cas, on fixera p*,n =  e, où e sera une très faible valeur (p.ex. l x l O -10)
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dèles de Markov cachés (HMMs), soit les pi n. L’espace de paramètres était continu (c.-à-d. 
Pi,n € [0,1]) avant d’appliquer la méthode de seuillage par compétition et la conversion en 
valeurs discrètes binaires, donc très dense. Chaque vecteur d ’observations parcimonieuses 
binaires à TV dimensions x  et vecteur de paramètres parcimonieux binaires à TV dimen­
sions Pi peuvent maintenant être convertis dans un format de stockage plus compacte et 
efficace (c.-à-d. X  et Pi).
L (x|i) =  -  | {e : (e € X )  © (e € Pi)} | (3.11)
La log-probabilité L (x|T) est inversement proportionnelle à la cardinalité de l’ensemble des 
dimensions qui diffèrent entre l’observation X  et les paramètres Pt de la mixture i. Plus 
intuitivement, si on considère Pt comme un vecteur prototype binaire à un état donné du 
HMM, la log-probabilité d ’une observation reflète simplement la somme des discordances 
par dimension. L’équation (3.12) montre que cette opération revient à effectuer, en for­
mat de représentation binaire dense, l’opérateur binaire XOR (ou-exclusif) suivi d ’une 
sommation. Une log-probabilité maximale L (x |i) =  0 signifie que x =  p,, donc qu’il y 
a concordance parfaite avec la composante i de la mixture. La log-probabilité minimale 
L (x|z) = —TV est atteinte lorsque chacune des TV dimensions diffère entre l’observation x 
et les paramètres p  * de la composante i de la mixture.
N —l
L (x|î) =  — ^ 2  Xn © Pi,n (3.12)
n = 0
Par la paramétrisation binaire des mixtures de Bernoulli, des prototypes d ’observations 
sont extraits pour chaque état. L’évaluation des log-vraisemblances perd toutefois son 
fondement statistique et sa rigueur mathématique. En fait, il aurait aussi été possible 
d’utiliser l’opérateur AND (conjonction), qui revient dans le cas binaire à un produit sca­
laire, donc impliquant une mesure de corrélation. Toutefois, la parcimonie des observations 
et des paramètres justifie le fait qu’on peut considérer seulement le nombre de dimensions 
qui concordent avec le modèle de mixture : une observation hors-état aura idéalement un 
produit scalaire nul, donc il y aura orthogonalité avec l’espace de paramètres. Avec ces 
simplifications, on s’éloigne du cadre mathématique/statistique régissant le HMM comme 
un processus générateur de la séquence d ’observations. En sachant toutefois que le modèle 
statistique ne servira qu’à la segmentation (et non à la discrimination), la perte de rigueur 
mathématique n’apparaît pas comme un problème majeur. Le classificateur discriminant 
pourra corriger certaines erreurs commises lors de la segmentation si le modèle est légère­
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ment déficient. Sachant que les log-vraisemblances sont aussi forcées à un format à point 
fixe (c.-à-d. comparativement au format à point flottant), l’implémentation du décodage 
statistique sur du matériel embarqué pourrait requérir moins de ressources logiques pour 
le calcul arithmétique.
En somme, l’objectif spécifique visant à l’unification du type de représentations entre 
l’étage d’extraction des caractéristiques et l’étage de classification semble réalisable :
Un espace de caractéristiques parcimonieux à grandes dimensions 
peut définir un espace de paramètres (p.ex. modèle acoustique) de 
mêmes propriétés : parcimonieux et à grandes dimensions.
3.3.3 Classification discrim inante
La classification discriminante dans l’architecture hybride proposée (voir Figure 3.14, page 
51) exige différents mécanismes pour permettre une implémentation efficace. Il s’agit de 
mécanismes de sélection d’observations (trames) et de réduction de dimension visant à 
réduire la complexité computationnelle au niveau du classificateur.
Représentation à dimension fixe
L’utilisation d’un classificateur discriminant pour améliorer les performances de recon­
naissance requiert une représentation statique, donc de dimension fixe peu importe la 
durée du signal sonore. Il est important que cette représentation contienne l’informa­
tion acoustique fine 11, donc soit dérivée partiellement ou en totalité des vecteurs d’ob­
servations. L’approche proposée est illustrée à la figure 3.17 (page 60). Cette approche 
est possible à condition que la matrice de transition des HMMs possède une topologie 
"gauche-droite" standard. Le mécanisme de sélection de trames permettrait d ’obtenir de 
meilleures performances en conditions bruitées, en rejetant les trames redondantes ou de 
faibles vraisemblances.
La représentation statique est de taille Nd = Ns • N,  où Ns est le nombre d’états du modèle 
markovien et N  la dimension des vecteurs d ’observation venant de l’étage d ’extraction 
des caractéristiques. En effectuant une simple concaténation, on conserve les avantages
“ Certaines approches utilisent par exemple les probabilités a posteriori des classes à plusieurs instants 
temporels pour raffiner l’estimation et corriger les erreurs commises par le classificateur précédent [p.ex. 
178],
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S é q u e n c e  d ’é ta t s  la p lus p ro b ab le
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Figure 3.17 Technique de génération d ’un vecteur d ’observation statique pour 
la classification discriminante. Le modèle de Markov caché (HMM) effectue la 
segmentation de la séquence d’observations en états discrets les plus probables.
Il est possible de ne choisir que l’observation pour chaque état qui possède 
le maximum de vraisemblance. Cela permet de réduire le nombre d ’observa­
tions considérées à une valeur égale au nombre d’états spécifique de chacun des 
HMMs.
importants de parcimonie et de grandes dimensions. Le principal aspect sera ici la sépa- 
rabilité linéaire, ce qui signifie qu’un classificateur simple (p.ex. perceptron) pourra être 
utilisé. Toutefois, la dimension de la représentation statique après concaténation est ex­
trêmement grande, et cela augmente la charge de calcul et de mémoire. Même linéaire, la 
classification devient un goulot d’étranglement dans le processus d ’évaluation de la classe 
la plus probable par le classificateur discriminant. Il est toutefois possible de simplifier la 
représentation en effectuant une réduction de dimension seulement pour le classificateur 
discriminant.
Réduction de dimension
Une représentation sur-complète est utile pour conserver un niveau de détail élevé, et 
ne requiert qu’une réduction de dimension pour n’associer à chaque classe qu’un sous- 
ensemble compact de caractéristiques utiles pour la classification [137]. Cela permet de 
réduire grandement la complexité computationnelle de la classification discriminante dans
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l’architecture hybride proposée. Sachant que les représentations sont parcimonieuses, plu­
sieurs dimensions ne sont pas pertinentes pour toutes les classes, comme l’illustre la figure 
3.18 (page 61). Les observations hors-classe auront donc un chevauchement restreint dans 
le sous-espace intra-classe sélectionné, ce qui facilitera la réjection durant la classification.
Espace des caractéristiques
sous-espace
Intra-classe sous-espace
ignorablesous-espace sous-espace  
partagé hors-classe
Figure 3.18 Réduction de dimension par la sélection d ’un sous-espace, dans 
le cas d’une représentation parcimonieuse à grandes dimensions. Seul le sous- 
espace dense caractérisant une classe particulière est extrait de l’espace des 
caractéristiques. Si pour chaque classe, le sous-espace intra-classe (en vert) n’est 
pas entièrement partagé avec le sous-espace hors-classe (en rouge), alors les 
quelques dimensions non-partagées devraient être suffisantes à la discrimination.
Dans ce cas idéal, le reste de l’espace observable (en gris) peut être totalement 
ignoré.
Il est possible d ’utiliser l’information a priori contenue dans les vecteurs de paramètres des 
mixtures, donc spécifique à chacun des états dans les HMMs. En effet, les paramètres p* 
des M  mixtures A-dimensionnel représentent des masques binaires et disent si l’activation 
d ’une base est pertinente pour l’état spécifique et la composante de la mixture. Il est 
possible de joindre les masques de chacune des composantes par l’opérateur logique OR 
(disjonction), comme défini à l’équation (3.13) (page 61), pour créer le masque global 
Pmask propre à chaque état.
Pmask =  PO  V pi • • • V P a/  (3.13)
Avec cette technique, il est possible de réduire de plus de 90% la taille de la représentation 
statique, dépendamment de la parcimonie de l’espace des paramètres. On ne considère 
alors que les dimensions pertinentes indiquées par le modèle statistique (effectuant la 
segmentation du signal), comme illustré à la figure 3.19 (page 62). La réduction de la
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complexité de calcul sera particulièrement visible pour un système possédant un grand 
nombre de classes ou un grand nombre d ’états par HMM.
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Figure 3.19 Technique de réduction de dimension en utilisant les paramètres 
binaires et parcimonieux des mixtures de Bernoulli. Pour chaque état, la 
construction d ’une observation statique pour la classification discriminante se 
basera alors sur l’activation des bases pertinentes dérivées de l’apprentissage du 
modèle statistique.
CHAPITRE 4  
IMPLÉMENTATION LOGICIELLE
4.1 E nvironnem ent de program m ation
L’architecture a été développée avec des outils de développement logiciel gratuits. Le 
langage de programmation Python a été utilisé pour sa grande simplicité, flexibilité et 
extensibilité. L’écriture du code source a été faite sous l’éditeur graphique Eclipse avec 
le plug-in Pydev (pour gérer le langage Python). De nombreuses librairies externes ont 
été utilisées, et leurs pertinences sont décrites au tableau 4.1. Cela a permis le dévelop­
pement rapide de l’architecture, en réduisant principalement la charge de travail liée à la 
programmation.
L ibrairie D escription
MDP Modular toolkit for Data Processing (MDP) [195]. Architecture de 
gestion de traitement des signaux par noeuds spécialisés. Permet 
de construire un système de traitement complexe sous forme de 
schéma-bloc, et d’intégrer facilement un flot de traitement ayant 
une structure hiérarchique.
Numpy Manipulation de tableaux multidimensionnels, algèbre linéaire, 
transformée de Fourier, nombres aléatoires.
Scipy Traitement de signal (p.ex. convolution, filtrage), optimisation avec 
contraintes (p.ex. ajustement de courbe), statistiques (p.ex. distri­
butions, analyse de moments).
Matplotlib Production de graphiques et figures.
scikit-learn Apprentissage machine général : apprentissage supervisé (p.ex. 
SVM, KNN), décomposition par dictionnaire (p.ex. PCA, SPCA, 
ICA, NMF, codage parcimonieux standard), apprentissage non- 
supervisé (p.ex. GMM, HMM)
Joblib Mise en cache de résultats d ’exécution et parallélisation par proces­
sus multiples.
Tableau 4.1 Liste des librairies externes Python utilisées.
63
64 CHAPITRE 4. IMPLÉMENTATION LOGICIELLE
4.2 R essources m atérielles
Un ordinateur standard a été utilisé pour le développement et déverminage du code. Pour 
l’exécution des expériences, la grappe de calcul Guppy du consortium Sharcnet1 a été uti­
lisée pour l’exécution parallèle des tests. Les noeuds de calcul possèdent chacun 16 coeurs 
et 24 GB de mémoire vive (RAM) totale. Pour les expériences les plus exigeantes, les 
contraintes en termes de mémoire vive sont d ’environ 2 GB par coeur utilisé. L’utilisation 
élevée de la mémoire vive vient d ’une restriction en Python qui force à dupliquer plusieurs 
fois l’ensemble des données durant entraînement. C’est le cas durant l’entraînement de 
HMMs ou de classifieateurs discriminants distribué sur plusieurs coeurs, qui rend les expé­
riences beaucoup plus rapides (pour un grand nombre de classes), mais augmente toutefois 
les contraintes matérielles en mémoire vive. Toutes les expériences peuvent être exécutées 
en parallèle sur la grappe, qui possède des centaines de noeuds. Pour le développement 
de l’architecture proposée, l’équivalent de 56 semaines de calcul sur un ordinateur simple 
coeur ont été effectuées. L’exécution de toutes les expériences pour reproduire les résultats 
des travaux de maîtrise (216 jobs) prendrait 7 semaines de calcul sur un ordinateur simple 
coeur, mais moins de 24 heures sur la grappe de calcul. Cette dernière a donc participé 
au cycle de développement rapide de l’architecture proposée.
4.3 P arallélisation  de l ’arch itecture
Plusieurs processus d ’exécution peuvent être parallélisés pour réduire le temps de calcul 
et profiter des processeurs multicoeurs. Premièrement, il y a indépendance des fichiers 
sonore durant le traitement de la base de données. L’extraction des caractéristiques et la 
classification peuvent donc être faites de façon parallèle sur un sous-ensemble des fichiers 
sonores. Durant l’entraînement, il y a aussi indépendance des HMMs et des classifieateurs 
discriminants. On peut alors distribuer la charge de calcul en associant l’entraînement 
de chacune des classes à un coeur/processeur spécifique. Dans le cas d ’un système de 
reconnaissance pratique (c.-à-d. capture par microphone), où un seul signal sonore peut 
n’être traité qu’à la fois, le parallélisme devrait être de plus bas niveau. Il serait possible 
de projeter le signal sur les bases de façon indépendante, en plus d ’évaluer les modèles 
statistiques et discriminants en parallèle.
1 Réseau d’institutions académiques offrant des architectures de calcul de haute-performance (HPC), 
sous la tutelle de Compute/Calcul Canada.
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4.4 D éfin ition  des différentes arch itectures
Dans le but de faire une comparaison et analyse en détail pour cibler les conditions des 
gains de performances, différentes architectures de système de reconnaissance de mots iso­
lés ont été implémentées. La description sommaire de chacun des systèmes est disponible 
au tableau 4.2. Par les caractéristiques décrivant le signal sonore, il y a soit utilisation 
des coefficients cepstraux sur l’échelle de Mel (MFCC), soit des caractéristiques parcimo­
nieuses et hiérarchiques (SPARSE). Pour la classification selon le paradigme du modèle 
de Markov caché (HMM), il y a soit un modèle de mixtures gaussiennes (GMM), soit un 
modèle de mixtures de Bernoulli (BMM). Une configuration avec un classificateur statique 
(STAT) offre de plus une alternative au HMM 2.
Systèm e D escrip tion
MFCC-GMM-HMM-DISC Système de référence standard, avec classificateur dis­
criminant.
MFCC-GMM-HMM Système de référence standard, sans classificateur dis­
criminant. Cette configuration permet de tester la per­
formance d’une classification par maximum de vraisem­
blance avec les mixtures de gaussiennes.
MFCC-STAT Système de référence avec classificateur statique. Pour 
chaque fichier sonore, 64 trames de caractéristiques (sé­
lection uniforme) sont concaténées. Le vecteur résul­
tant sert d ’entrée à une machine à vecteurs de support 
(SVM), pour classification.
SPARSE-BMM-HMM-DISC Système parcimonieux/hiérarchique proposé, avec clas­
sificateur discriminant.
SPARSE-BMM-HMM Système parcimonieux/hiérarchique proposé, sans clas­
sificateur discriminant. Cette configuration permet de 
tester la performance d ’une classification par maximum 
de vraisemblance avec les mixtures de Bernoulli.
SPARSE-STAT Système parcimonieux/hiérarchique proposé, avec clas­
sificateur statique. Pour chaque fichier sonore, 64 trames 
de caractéristiques (sélection uniforme) sont concaté­
nées. Le vecteur résultant sert d ’entrée à un perceptron, 
pour classification.
Tableau 4.2 Description des différentes architectures implémentées pour l’éva­
luation des performances et la comparaison avec l’état de l’art.
2I1 est à noter que l’approche statique n’est adaptée seulement qu’à la reconnaissance de mots isolés. 
Le HMM permet quant à lui la reconnaissance continue de la parole, donc est préconisé en vue du 
développement futur d’un système pour cette tâche.
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4.5 Perform ances d ’exécu tion
Un profilage du temps de calcul des différents étages de l’architecture a été effectué. Le 
tableau 4.3 montre que l’approche proposée est beaucoup plus lente que l’approche stan­
dard par MFCC et GMM, selon le facteur temps-réel (TR) pour diverses configurations. 
Le facteur temps-réel ttr = dsonjdtrait correspond au ratio de la durée dtrait de traite­
ment (p.ex. extraction de caractéristiques, classification) sur la durée totale dson du son 
d ’entrée. Lorsque ttr =  1, il y performance en temps-réel, donc le système peut traiter 
le son d’entrée en continu (p.ex. venant d ’un microphone). Lorsque ttr > 1, le système 
peut traiter le signal sonore encore plus rapidement. Cela permet d ’évaluer hors-ligne 
un système de reconnaissance sur une base de données contenant plusieurs heures réelles 
d ’enregistrement dans un temps beaucoup plus court (p.ex. 30 minutes de traitement). 
Lorsque ttr < 1, le système doit nécessairement être utilisé hors-ligne (c.-à-d. sur des 
bases de données), car il n’est pas assez efficace pour traiter l’information temps-réel ve­
nant d ’un microphone. On cherche donc à obtenir un facteur temps-réel (TR) le plus haut 
possible.
Systèm e E x trac tio n C lassification G lobal
(xTR) (xTR) (xTR)
MFCC-GMM-HMM-DISC 70.897 2.079 2.014
MFCC-GMM-HMM 73.358 3.499 3.350
MFCC-STAT 72.852 83.178 37.327
SPARSE-BMM-HMM-DISC 2.372 0.219 0.193
SPARSE-BMM-HMM 2.280 0.313 0.287
SPARSE-STAT 2.404 277.989 2.390
Tableau 4.3 Facteur temps-réel (TR) de l’exécution pour différentes architec­
tures de l’étage d ’extraction des caractéristiques et de classification, ainsi que 
de l’exécution globale. Les différentes configurations du système de référence 
sont significativement plus rapides que celles de l’approche proposée, soit avec 
l’utilisation de caractéristiques parcimonieuses et de mixtures de Bernoulli.
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Au niveau de l’extraction des caractéristiques parcimonieuses, il y a actuellement un 
recalcul constant des coefficients, ne tenant pas compte des fenêtres adjacentes. L’uti­
lisation adéquate de la technique de programmation dynamique perméttrait de réduire 
significativement (p.ex. d’un facteur 10) le temps de calcul. Il est aussi démontré par les 
résultats que l’approche de classification reste le goulot d’étranglement dans le processus 
de traitement. L’extraction des caractéristiques n’est donc pas le facteur limitant en com­
plexité. Avec un peu d ’optimisation logicielle (p.ex. langage C + +  plutôt que Python) et 
algorithmique, il est réaliste de pouvoir obtenir un système temps-réel pour l’approche 
parcimonieuse/hiérarchique proposée.
CHAPITRE 4. IMPLÉMENTATION LOGICIELLE
CH APITRE 5 
ÉVALUATION D ES P E R F O R M A N C E S
5.1 M éthodologie
Les différents systèmes développés (p.ex. MFCC-GMM-HMM-DISC, SPARSE-BMM-HMM- 
DISC) ont été testés avec un entraînement en conditions propres, et certains d ’entre eux 
aussi en conditions bruitées (multi-condition). La base de données NOISEX-92 [182] a 
été utilisée pour bruiter les fichiers sonores. Seul un sous-ensemble des bruits disponibles 
a été utilisé (voir tableau 5.1). Les bruits sont réalistes et non-stationnaires, sauf dans 
le cas du bruit blanc. Pour l’entraînement multi-condition, le bruit appliqué sur chaque 
fichier de parole est choisi aléatoirement parmi les bruits disponibles. Le rapport signal- 
à-bruit (SNR) est fixé à 20 dB, une valeur relativement haute pour éviter les problèmes 
de convergence durant l’apprentissage des mixtures.
T ype de b ru it D escrip tion
babble Bruit de conversation humaine.
destroyerengine Bruit de salle de machine d ’un contre-torpilleur (bateau)
volvo Bruit intérieur d’une voiture
white Bruit blanc gaussien
Tableau 5.1 Liste des bruits réalistes venant de la base de données NOISEX- 
92, et utilisés pour l’entraînement multi-condition et les tests de performance 
en conditions de reconnaissance difficiles.
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5.1.1 Bruitage des échantillons sonores
Les étapes suivantes sont réalisées pour effectuer le bruitage additif :
1. Choix d’une plage aléatoire An(n) dans l’échantillon de bruit égale à la taille Na du
signal de parole A s(n). Les échantillons de bruit complets durent environ 4 minutes, 
alors que les échantillons de parole ne sont que de quelques secondes. Il y a alors un 
recouvrement probable entre les différentes plages, mais qui reste acceptable même 
pour des milliers d’échantillons à bruiter.
2. Calcul des valeurs efficaces (RMS) du signal de parole (A s) et du bruit (An) :
3. Calcul du gain gn sur le bruit pour obtenir un rapport signal-à-bruit (SNR) spéci-
4. Mixage additif du signal de bruit et de parole pour produire le signal bruité Asn
5.1.2 M étrique de perform ance
Pour un problème de classification binaire, la mesure de justesse indique la performance de
généraliser parfaitement obtiendra un score de 1.0 (ou 100%, si exprimé en pourcentage). 
Les différentes variables qui interviennent dans la définition de cette métrique sont décrites 
au tableau 5.2. Il est à noter que le taux d ’erreur sur les mots (WER) est une formulation 
complémentaire à la justesse (c.-à-d. WER =  1.0 — Justesse), et est très souvent utilisé 
dans la littérature.
A =
fique :
S N R  
1 0  20
Asniji) — Ag^n') +  gn ■ A n(ri)
classification d’un système (voir Équation (5.1)). Un système ou algorithme qui permet de
Justesse =
N A- N*y vp  i 1yvn (5.1)Nvp +  Nfp +  Nvn + N fn
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R ésu lta t a tte n d u
Cl C2
R ésu lta t
ob tenu
Cl A/,,p (vrai positif)
Nfp
(faux positif)
C2 Nfn (faux négatif)
N1 vim
(vrai négatif)
Tableau 5.2 Tableau des différentes catégories de résultats de classification, 
pour un problème à deux classes (Cl et C2).
Le calcul des performances pour un système de reconnaissance vocale nécessite l’extension 
multi-classe de la métrique de justesse. La métrique de justesse est calculée individuelle­
ment pour chaque classe, puis une moyenne est effectuée sur l’ensemble des K  classes (voir 
Équation (5.2)). Comparativement au tableau 5.2 (page 71), la catégorie Cl correspondra 
maintenant à la classe k sous investigation, et la catégorie C2, au regroupement de toutes 
les catégories hors-classe khc k  k, k)lc =  {0, . . .  K  — 1}, pour un problème à K  classes.
1 K ~ l N (k) +  /V(fe)
Justesse o i o b a /  =  — — r r - ------------------- 7 ^ -------------------j k -------------------- t t x  (5-2)gl l K  ^  , k) , k)  (fc) {k) K )
k= 0  VP +  i V/ p  +  +  f n
Idéalement, lors de la comparaison du système proposé avec le système de référence, le test 
de McNemar [115] devrait être utilisé. Il s’agit d’un aspect important pour déterminer la 
pertinence statistique d ’une différence de performance entre deux systèmes de classifica­
tion [50]. Le principe est que lors de la comparaison, il est seulement nécessaire d ’examiner 
les cas où un des algorithmes a commis une erreur. Aucune information à propos de la 
performance relative des deux systèmes n ’est disponible dans les cas où ils avaient tous 
les deux tort ou raison. Le test de McNemar est applicable lorsque les erreurs commises 
par un système ou algorithme sont indépendantes. C’est le cas en reconnaissance de mots 
isolés, où le contexte lexical n ’est pas considéré. Les erreurs commises ne proviennent alors 
pas, par exemple, d’un modèle de langage commun entre les deux systèmes. Il y aurait 
donc des améliorations possibles à apporter sur l’évaluation des performances entre les 
systèmes implémentés, mais qui ne sont pas jugés cruciaux.
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5.2 R ésu ltats
5.2.1 Configuration de base pour l’évaluation
Les valeurs par défaut des nombreux méta-paramètres des architectures ont été définies 
pour l’étage d ’extraction de caractéristiques (voir Tableau 5.3, page 72) et de classification 
(voir Tableau 5.4, page 73). Après la première étude de l’effet des méta-paramètres sur 
les performances, ces valeurs ont constitué la configuration optimale. Sauf si mentionné 
autrement, ces configurations ont été utilisées pour refaire une dernière fois l’étude indi­
viduelle des méta-paramètres, ainsi que l’évaluation des performances et la comparaison 
avec l’état de l’art.
Param ètre Valeur
Fréquence d’échantillonnage du cochléogramme 1000.0 Hz
Nombre de canaux du cochléogramme 64
Taille initiale des blocs (pour h = 0) 32 canaux x 40 ms
Chevauchement initial des blocs 50% axes fréquentiel et temporel
Taille des blocs abstraits (pour h > 0) 2 x 2
Chevauchement des blocs abstraits 25% axes fréquentiel et temporel
Nombre de niveaux de la décomposition hiérar­
chique
3
Nombre de bases à chaque niveau de la décom­
position hiérarchique
(64, 128, 256]
Opérateur non-linéaire des représentations de 
sortie
Seuillage valeur absolue
Opérateur non-linéaire de la décomposition hié­
rarchique (entre les niveaux)
Aucun
Valeur du seuil pour la méthode par histo­
gramme
0.15
Valeur du seuil pour la méthode par compétition 0.10
Algorithme d’apprentissage non-supervisé des 
bases (à chaque niveau)
Analyse en composantes indépen­
dantes (ICA)
Taille des données d’apprentissage des bases (à 
chaque niveau)
25,000 blocs aléatoires
Nombre de trames de caractéristiques par se­
conde
100
Tableau 5.3 Configuration de base de l’étage d ’extraction des caractéris­
tiques pour les systèmes SPARSE-BMM-HMM, SPARSE-BMM-HMM-DISC 
et SPARSE-STAT.
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P a r a m è tr e V a le u r
Nombre d ’éta ts par m odèle HMM 16
Nombre de m ixtures par état 8
Nombre d ’itérations m axim al pour la  conver­
gence des m ixtures
50
Algorithm e de classification Perceptron (une couche, linéaire)
Q uantification de sortie du classificateur Binaire
M éthode de sélection de trames Vraisem blance m axim ale par état
M éthode de réduction de dim ension M asquage selon les param ètres non- 
nul des m ixtures
Considération de la vraisem blance du m odèle  
statistique et du classificateur
0.25 (statistique) 
0.75 (classificateur)
M éthode d ’induction de parcim onie des para­
m ètres des m ixtures
C om pétition  avec binarisation, 
parcim onie a  =  0.25
Tableau 5.4 Configuration de base de l’étage de classification pour le système 
SPARSE-BMM-HMM (modèle statistique seulement) et SPARSE-BMM-HMM- 
DISC (hybride).
La base de données TI46 [105] a été utilisée pour les expériences. Il s’agit d ’une application 
en mots isolés dépendante du locuteur, donc une tâche relativement simple. Il y a 16 
locuteurs (8 hommes, 8 femmes), 46 classes et 26 prononciations par classe par locuteur. 
L’ensemble d ’entraînement est composé de 10 prononciations par classe par locuteur, et 
l’ensemble de test, 16 prononciations par classe par locuteur L Les partitions officielles 
d ’entraînement et de test ont été respectées, et sauf indications contraires, l’ensemble des 
46 classes a été considéré (voir Tableau 5.5, page 73).
C h iffr e s  L e t t r e s  C o m m a n d e s
ZERO, O NE, TW O, 
T H R EE, FO U R , FIVE, 
SIX, SEV EN , EIGHT, 
NINE
A, B, C, D, E, F ,G, H, I, 
J, K, L, M, N, O, P, Q, R, 
S, T , U, V , W , X , Y , Z
E N T E R , ER A SE , GO, 
HELP, N O , R U B O U T , 
R E P E A T , STO P, START, 
Y ES
Tableau 5.5 Liste des classes disponibles dans la base de données TI46, qui 
comprend les sous-ensembles TI20 (10 chiffres et 10 commandes) et TI-ALPHA 
(26 lettres de l’alphabet). Il s’agit d ’une base de données anglaise.
Il est à noter que l’utilisation d’une partition de développement pour l ’optimisation des 
méta-paramètres aurait mené à une méthodologie plus rigoureuse. On enlèverait ainsi tout 
biais en spécialisation sur la partition de test, qui est idéalement indépendante et ne doit 
pas servir à l’optimisation du système.
1 II semble toutefois que sur le CD-ROM original disponible au laboratoire, il manque 32 prononciations 
(0.43% total) pour la partition d ’entraînement, et 66 prononciations (0.56% total) pour la partition de 
test. Comme les pourcentages de données manquantes sont très faibles et que le CD-ROM ne semble pas 
avoir montré de problème de corruption, les données ont été utilisées telles quelles.
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5.2.2 Effets des m éta-param ètres pour l ’extraction  des caracté­
ristiques
Les tests servant à l’optimisation des méta-paramètres (p.ex. algorithme de décompo­
sition linéaire, valeurs des seuils) se font sans classification discriminante avec l’archi­
tecture SPARSE-BMM-HMM, comparativement à la configuration de base SPARSE- 
BMM-HMM-DISC plus complète. Dans le cas contraire, les performances pourraient être 
trop près de la perfection pour constater des variations significatives lorsque les méta- 
paramètres sont ajustés. En enlevant la discrimination, seule la performance du modèle 
statistique (c.-à-d. modèle de mixture de Bernoulli) est évaluée. On peut toutefois émettre 
l’hypothèse qu’un meilleur modèle statistique reflétera une meilleure performance de seg­
mentation, et donc fournira quand même une idée sur la qualité des caractéristiques 
servant ultimement d’entrée au classificateur discriminant.
Effet de l’algorithme d ’apprentissage des bases
Une attention particulière a été portée à la qualité des bases obtenues par divers algo­
rithmes d’apprentissage non-supervisé. Cette qualité est mesurée par l’effet sur la perfor­
mance de classification du système, mais aussi sur les interprétations visuelles des bases 
(c.-à-d. caractéristiques acoustiques extraites). Il est à rappeler que le choix de l’algorithme 
d ’apprentissage des bases n’est qu’un des nombreux facteurs influençant les performances 
de reconnaissance, et pas nécessairement le plus important [131].
La décomposition linéaire S  = DC comporte un ensemble de C =  [ci . . .  cn] G 3ftKxn. 
La variable S  définie un ensemble de n signaux de dimension N, c.-à-d. S  = [si . . .  sn] G 
RNxn. La variable D définie un dictionnaire de K  bases de dimension N,  c.-à-d. D =  
[di. .. dx) G 3îArxK. Plusieurs algorithmes de décomposition linéaire permettant de définir 
le dictionnaire D à chaque étage de la hiérarchie ont été investigués 2
- Analyse en composantes indépendantes (ICA) [77], utilisant l’implémentation Fas- 
tlC'A [76]. Cette décomposition donne des bases qui sont statistiquement indépen­
dantes, une condition plus stricte que la décorrélation qui ne considère pas les mo­
ments d’ordres supérieurs à 2. Pour cette raison, il y a contrainte que les compo­
santes indépendantes doivent posséder une distribution non-gaussienne. Un avantage
2La factorisation par matrice non-négative (NMF) a aussi été investiguée, mais l’apprentissage s ’est 
avéré très lent pour un grand nombre de données. Les autres méthodes utilisées (p.ex. ICA, SPCA) 
supportent le partitionnement des données d’apprentissage en mini-lots, soit une simplification facilitant 
et accélérant l’entraînement dans ces conditions où on dispose d ’un grand nombre de données.
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de ICA est qu’il n’y a pas de méta-paramètres à choisir, comme une constante de 
régularisation définissant le compromis entre la parcimonie (coefficients ou bases) 
et l’erreur de reconstruction.
- Décomposition parcimonieuse (SC) standard [p.ex. 110], visant à produire des co­
efficients parcimonieux par pénalisation de la norme L1 des coefficients C (voir 
Équation (5.3), page 75). Il n’y a aucune contrainte de parcimonie sur les K  bases 
elles-mêmes, qui peuvent être denses. La constante de régularisation a  =  0.0001 a 
été utilisée pour les expériences.
(C*, D*) = arg min I ||S  -  DC||* + a ||C ||, (5.3)
C ,D  2
avec contrainte ||d*||2 =  1 pour k € {1,2, . . .  K}
- Analyse en composantes principales parcimonieuses (SPCA), utilisant l’implémen- 
tation similaire à la décomposition parcimonieuse standard [110]. Il est à noter que 
l’orthogonalité des K  composantes n’est alors pas forcée. On vise à produire des 
bases parcimonieuses par pénalisation de la norme L1 des composantes D (voir 
Équation (5.4)). La constante de régularisation a  =  0.0001 a été utilisée pour les 
expériences.
(C*,D*) =  arg min h \S  -  D C ||2 + aUD^ (5.4)
C ,D  2
avec contrainte ||c*;||2 =  1 pour k E { 1,2, . . .  K}
Les différents algorithmes (c.-à-d. ICA, SPCA et SC) d ’apprentissage non-supervisé des 
dictionnaires offrent des performances d ’ordre similaire, comme montré au tableau 5.6. 
La configuration de base SPARSE-BMM-HMM a été utilisée pour l’évaluation des per­
formances de reconnaissance sur les partitions officielles d ’entraînement et de test de la 
base de données TI46. Seul l’algorithme d ’apprentissage du dictionnaire a été varié. Les 
résultats montrent que l’algorithme ICA n’est pas le plus performant pour la modélisation 
statistique par mixtures de Bernoulli. Il sera maintenant expliqué pourquoi cette approche 
a tout de même été préférée.
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Algorithme Nombre de niveaux
1 2
SC 75.4 86.5
ICA 73.8 81.6
SPCA 70.2 80.8
Tableau 5.6 Effet de l’algorithme d ’apprentissage des bases sur les perfor­
mances de reconnaissance (justesse, en pourcentage) en fonction du nombre de 
niveaux dans la hiérarchie. Le codage parcimonieux (SC) offre des performances 
légèrement supérieures comparativement à l’analyse en composantes indépen­
dante (ICA) et analyse en composantes principales parcimonieuses (SPCA), peu 
importe le nombre de niveaux de la décomposition hiérarchique.
Il y a une différence notable au niveau des caractéristiques auditives associées à chacune 
des bases, qui dépend de l’algorithme utilisé. La décomposition parcimonieuse standard 
ne possède pas de critère de réduction de redondance sur un fondement statistique. Elle 
s’applique donc de façon douteuse à une décomposition hiérarchique : il est observé que 
les bases produites sont similaires d ’un étage à l’autre (voir Figure 5.2, page 78) et ne 
correspondent aucunement à des entités phonémiques ou syllabiques, mais plutôt à des 
patrons génériques (voir Figure 5.3, page 78). Il est donc surprenant que des performances 
supérieures soient obtenues. Cela pourrait signifier que malgré des bases non-intuitives, 
les caractéristiques statistiques de leurs réponses collent bien avec les modèles de Markov 
cachés (HMMs), particulièrement le type de mixture de Bernoulli. Un phénomène simi­
laire a été observé lors de l’optimisation des coefficients cepstraux sur l’échelle de Mel 
(MFCCs) avec modélisation acoustique par mixture de gaussiennes. L’utilisation d’une 
transformée en cosinus discrète modifiée permet par exemple d’obtenir des distributions 
statistiques plus près d ’une fonction gaussienne, et à plus faibles variances [125]. Toute­
fois, l’influence des algorithmes d ’apprentissage sur la performance de reconnaissance est 
ici évaluée seulement en conditions propres, donc sans bruits additifs. On pourrait s’at­
tendre à des performances relatives avantageant l’algorithme d’analyse en composantes 
indépendante (ICA) dans des conditions bruitées, car cet algorithme vise intrinsèquement 
à séparer des sources indépendantes (p.ex. la parole et le bruit).
La parcimonie des observations a été étudiée par le kurtosis (moment centré d ’ordre 4). 
Il est possible d’évaluer la parcimonie de trois façons différentes : la moyenne du kurtosis 
sur l’évolution temporelle pour chacune des dimensions, la moyenne du kurtosis sur les 
vecteurs de caractéristique, le kurtosis global sur la matrice complète des coefficients. 
Dans le dernier cas, on ne distingue pas la parcimonie temporelle de la parcimonie locale 
des vecteurs de caractéristiques. Dans des conditions propres, le codage parcimonieux 
(SC) offre une plus forte parcimonie globale et au niveau des vecteurs d ’observation,
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comparativement aux autres méthodes (voir Figure 5.1, page 77). Le codage parcimonieux 
est donc plus apte à produire des mixtures de Bernoulli plus parcimonieuses. Il est à 
rappeler que les techniques de seuillage et de binarisation des paramètres des mixtures de 
Bernoulli ont un impact néfaste et significatif sur la qualité du modèle acoustique. Ceci est 
apparent sans l’utilisation d ’un classificateur discriminant (c.-à-d. classification hybride), 
qui permet de corriger l’effet de cette dégradation. L’aspect discriminant n’a toutefois 
pas été considéré pour l’étude des algorithmes d’apprentissage. Avec des paramètres de 
mixtures déjà parcimonieux au niveau des vecteurs d ’observation (c.-à-d. comme produit 
par l’algorithme SC), l’influence néfaste des techniques de seuillage et de binarisation est 
moindre. Ceci permettrait d ’expliquer les écarts de performances de reconnaissance pour 
les algorithmes d ’apprentissage non-supervisé testés.
500
I I v e c t e u r s
d i m e n s i o n s  
■ ■  g lo ba l
Algorithme d'apprentissage
Figure 5.1 Parcimonie des représentations pour différents algorithmes d ’ap­
prentissage des dictionnaires pour une décomposition hiérarchique à 4 niveaux. 
Le codage parcimonieux (SC) se démarque par un kurtosis (moment centré 
d ’ordre 4) largement supérieur. Il y a toutefois mise en garde, car de nom­
breuses bases (surtout aux niveaux L2 et L3) ne semblent pas utiles. Ceci 
contribue artificiellement à la parcimonie élevée et reflète davantage un pro­
blème d ’apprentissage. Les algorithmes ICA et SPCA n’ont pas reflété un tel 
problème.
Même si les performances de l’analyse de composantes indépendantes (ICA) comparati­
vement au codage parcimonieux (SC) sont moindres, la signification physique des bases 
est un élément important pour rehausser le concept d ’une représentation par objets d’un
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25 ms 50 ms 100 ms 200 ms
Niveau LO Niveau L1 Niveau L2 Niveau L3
Figure 5.2 Aspect fractal des bases obtenues par décomposition parcimonieuse 
standard (SC) pour une décomposition hiérarchique à 4 niveaux. Le critère de 
parcimonie et la minimisation de l’erreur de reconstruction dans la formula­
tion standard ne favorisent pas l’extraction de caractéristiques de plus en plus 
complexes, analogues à des entités phonétiques.
m * • »  *  ► « a  «►:•L * * :,  •
200 ms
Figure 5.3 Bases de haut-niveau obtenues par décomposition parcimonieuse 
standard (SC) pour une décomposition hiérarchique à 4 niveaux. L’extraction 
de caractéristiques phonémiques ou syllabiques n’est pas observée, car la repré­
sentation exploite plutôt l’interférence entre les bases. Cette méthode d ’appren­
tissage non-supervisé n’est donc pas adaptée ici à produire une représentation 
par objets du signal de parole.
signal. L’interférence destructive 3 entre les bases doit être évitée 4. De plus, on doit consi­
dérer l’erreur de reconstruction 5 des entrées à chaque étage (voir Figure 5.4, page 80), 
même si cela n’est pas indicatif de meilleures performances (voir tableau 5.6, page 76).
3On définit ici l’interférence destructive comme la coactivation de bases ayant des coefficients de signes 
différents.
4L’utilisation de la factorisation en matrice non-négative (NMF) est une solution à l’interférence 
négative, par la contrainte de positivité des coefficients. Il a toutefois été observé que les bases produites 
par NMF sont de très mauvaise qualité lors d ’une projection hiérarchique. La non-spécialisation des 
bases (c.-à-d. fractalisation) est identique au cas du codage parcimonieux, probablement causée par une 
mauvaise convergence de la solution au problème d’optimisation.
5Pour le premier étage de projection, il s ’agit intuitivement de la reconstruction d ’un bloc du cochléo­
gramme. Pour les étages supérieurs, il s ’agit de la reconstruction d ’un vecteur de coefficients (abstraits), 
qui est idéalement déjà parcimonieux.
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Alors que l’augmentation de la parcimonie globale en fonction du niveau reflète une aug­
mentation importante de l’erreur de reconstruction pour la décomposition parcimonieuse, 
ce phénomène n’est pas observé pour l’algorithme ICA. Bien que la parcimonie diminue 
graduellement avec le nombre de niveaux, l’erreur de reconstruction pour ICA reste mi­
nime. Bref, il semble que le codage parcimonieux ne soit pas adapté à une extraction 
hiérarchique, car l’apprentissage d ’un nouveau code sur des entrées déjà parcimonieuses 
ne favorise pas une bonne qualité de reconstruction.
La qualité visuelle des bases obtenues par l ’analyse en composantes principales parcimo­
nieuses (SPCA) étant moindre que ICA, cette approche n’a pas été investiguée en détail. 
Les différentes mesures de parcimonie (c.-à-d. au niveau global, des vecteurs et des di­
mensions) étaient significativement inférieures à toutes les autres méthodes (voir Figure 
5.1, page 77), ce qui procurait peu d ’avantages.
Effet du  ty p e  de seuillage
Avant d’effectuer le seuillage par histogramme et/ou compétition entre les coefficients, on 
doit d’abord se préoccuper du signe des coefficients. En effet, il y a ambiguïté sur le signe 
des coefficients produit par la décomposition linéaire, sauf si une contrainte explicite sur 
le signe est posée (p.ex. par factorisation en matrice non-négative). Le problème vient du 
fait que le signe (en réalité, individuel à chaque paire coefficient-base) peut être soit dans 
les coefficients, soit dans les bases :
Pour contourner ce problème, on peut enlever l’information de signe par plusieurs mé­
thodes :
- Valeur absolue :
S  = ( -D )C  = D (-C )  ou S  =  DC  =  (—D)(—C)
x <— |ar j
- Valeur non-négative :
Le seuillage peut être varié en fonction du type d ’opérateur de retrait du signe, et ef­
fectué indépendamment sur les représentations de sortie (voir Figure 5.5, page 81) et les 
représentations inter-couche (voir Figure 5.6, page 82). On rappellera que le seuillage par
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Figure 5.4 Analyse de la parcimonie et de l’erreur de reconstruction des coef­
ficients en fonction du niveau de la hiérarchie, pour différents algorithmes d’ap­
prentissage des dictionnaires : (a) et (b) décomposition parcimonieuse (SC), 
et (c) et (d) analyse en composantes indépendantes (ICA). On remarque pour 
l’algorithme SC que l’erreur de reconstruction augmente en fonction du niveau. 
L’évolution du kurtosis en fonction du niveau de la hiérarchie considère trois 
types de parcimonie : la moyenne du kurtosis sur l’évolution temporelle pour 
chacune des dimensions, la moyenne du kurtosis sur les vecteurs de caractéris­
tique, le kurtosis global sur la matrice complète des coefficients. La représenta­
tion produite par l’algorithme ICA est moins parcimonieuse (sur tous les types 
de parcimonie), mais reste une représentation plus juste du signal à cause de la 
faible erreur de reconstruction.
histogramme vise à créer une parcimonie temporelle des coefficients, en se basant sur 
les statistiques d’amplitude par dimension. Le seuillage par compétition vise à créer une 
parcimonie locale (c.-à-d. au niveau du vecteur de coefficients), en ne retenant que les 
coefficients de plus fortes amplitudes relatives pour chacun des vecteurs d ’observation.
5.2. RÉSULTATS 81
Pour les représentations entre les couches, un des avantages d ’effectuer un seuillage entre 
les couches est de réduire la quantité d ’information échangée entre celles-ci, quantifiée par 
le nombre de coefficients non-nuls. Cet aspect est pertinent surtout pour une implémenta­
tion matérielle. Le seuillage permet de réduire le nombre de coefficients non-nuls, ainsi que 
le niveau de discrétisation (p.ex. point fixe versus virgule flottante), ce qui demanderait 
moins de ressources. Toutefois, la décomposition linéaire utilise alors une représentation 
fortement dégradée du signal, ce qui peut affecter la qualité des bases extraites. Les résul­
tats de la figure 5.6 (page 82) montrent que le seuillage inter-couche peut être très néfaste 
pour les performances, donc ne devrait pas être utilisé.
Algorithme de seuillage
Figure 5.5 Effet du type d ’opérateur pour enlever l’information de signe et 
augmenter par seuillage des coefficients la parcimonie des représentations de 
sortie. Le critère de performance est donné en termes de justesse. L’opérateur 
de non-négativité donne les meilleures performances, peu importe le type de 
seuillage. Description des conditions : h, histogramme ; c, compétition ; abs, 
valeur absolue ; nneg, valeur non-négative ; hc, histogramme et compétition.
Pour les représentations de sortie, l’opération de seuillage non-négatif donne de meilleures 
performances (c.-à-d. justesse) que l’utilisation de la valeur absolue. Ce résultat non at­
tendu vient sans doute du fait qu’en enlevant les coefficients négatifs, on augmente signifi­
cativement la parcimonie a  de la représentation. La densité de probabilité de l’amplitude 
des coefficients étant symétrique autour de zéro pour chaque étage (voir figure 5.7), la 
moitié des valeurs seront donc forcées à zéro, ayant comme effet a nneg = 2a. La représen­
tation étant plus parcimonieuse, le seuillage et la binarisation des paramètres des mixtures 
de Bernoulli affecteront moins les performances (c.-à-d. justesse).
L’algorithme d’analyse en composantes indépendantes (ICA) produit des bases souvent 
complémentaires (p.ex. objet/arrière-plan). Dans ces conditions, la cause exacte de la
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Figure 5.6 Effet du type d ’opérateur pour enlever l’information de signe et 
augmenter par seuillage des coefficients la parcimonie des représentations entre 
les couches. Le critère de performance est donné en termes de justesse. L’opéra­
teur de non-négativité donne les meilleures performances, peu importe le type 
de seuillage. Description des conditions : h, histogramme ; c, compétition ; abs, 
valeur absolue ; nneg, valeur non-négative ; hc, histogramme et compétition.
supériorité de l’opérateur non-négatif reste encore à éclaircir. Avec l’ambiguïté de signe 
de la décomposition linéaire, il n ’est pas possible de garantir que l’objet (p.ex. la parole) 
et l’arrière-plan (p.ex. le bruit) seront conservés. La perte d ’information sur l’identité des 
objets pourrait être considérable avec l’usage de l’opérateur non-négatif. Pour cette raison, 
l’opérateur valeur absolue a été privilégié pour le retrait du signe des coefficients, car la 
perte d’information de signe ne favorise dans le pire cas qu’une redondance accrue des 
coefficients en sortie. Une meilleure compréhension du comportement de l’opérateur non- 
négatif serait toutefois nécessaire, pour apporter une preuve mathématique à son soutien 
et ainsi clarifier le choix présentement discutable de l’opérateur valeur absolue.
Il est à noter que l’information de signe (et non strictement d’amplitude) pourrait être per­
tinente à conserver. Dans cette optique, il aurait été possible d ’effectuer un post-traitement 
des coefficients de projection par expansion. Pour un dictionnaire de taille K,  il est pos­
sible de conserver l’information de signe en doublant la dimension de la représentation. 
Les K  premiers coefficients représentent dans cet espace les activations positives (c.-à-d. 0 
si négatif, autrement valeur originale), alors que les K  derniers coefficients représentent les 
activations négatives (c.-à-d. 0 si positif, autrement valeur absolue). On obtient alors une 
représentation des coefficients de taille 2 • K  entièrement non-négative et de parcimonie
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Figure 5.7 Densité de probabilité de l’amplitude des coefficients pour une dé­
composition par analyse en composantes indépendantes (ICA) pour une dé­
composition hiérarchique à 4 niveaux. On remarque une forte parcimonie ainsi 
qu’une symétrie autour de zéro, pour tous les niveaux.
similaire 6, qui peut être mieux adaptée à la classification. Sachant que l’information des 
activations négatives a été conservée (au profit d ’une dimension plus élevée), il est toujours 
possible de représenter des caractéristiques du signal de base par interférence destructive. 
Cette approche pourrait s’éloigner d’une représentation par objets d ’un signal, où l’inter­
férence constructive des bases génère des objets de plus haut-niveau. Ce phénomène n’est 
toutefois pas distinguable à cause de l’ambiguïté de signe des coefficients. Il s’agit donc 
d ’un risque à prendre. Toutefois, il n’y aura aucun effet négatif au niveau de parcimonie, 
car il y aura le même nombre de coefficients non-nuls comparativement à l’application 
d ’une valeur absolue.
6Le nombre d ’éléments non-nuls ne changera pas, mais il est assuré d ’avoir au minimum K  dimensions 
nulles dans la représentation étendue.
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Effet du seuil pour le seuillage par histogram me
La valeur a  utilisée pour le seuillage par histogramme, fixant la parcimonie temporelle 
pour chacune des dimensions, n ’a pas montré d ’impact significatif sur les performances 
dans les cas a € {0.1,0.2,0.5,1.0}. Il semble donc que la parcimonie temporelle importe 
peu pour la modélisation statistique, et pourrait donc être forcée à une valeur inférieure. 
La parcimonie temporelle est avantageuse dans le cas d ’une classification statique où 
plusieurs trames de caractéristiques sont jointes par concaténation.
Effet des paramètres de fenêtrage et du nombre de niveaux
Il a été observé que la taille de la fenêtre initiale (sur le cochléogramme) influence si­
gnificativement les performances, mais seulement pour la dimension temporelle. Si la 
fenêtre couvre 40 ms plutôt que 25 ms, le nombre de canaux cochléaires couverts (16 
ou 32) n’a pas d’importance. Il a aussi été remarqué que les performances augmentent 
proportionnellement au chevauchement des fenêtres initiales. Il n ’a pas été déterminé si 
le chevauchement au niveau temporel est plus important que celui au niveau spectral. Un 
effet similaire est observé pour le chevauchement des niveaux abstraits, où un chevauche­
ment de 25% (temporel et spectral) est bénéfique. Un chevauchement plus élevé n ’apporte 
pas de gain significatif.
Un nombre élevé de niveaux est bénéfique pour les performances de reconnaissance, comme 
montre le tableau 5.7. Pour des raisons computationnelles, le nombre de niveaux doit 
toutefois être restreint. On devrait aussi s’attendre à peu d’avantages à extraire des bases 
au-delà de la durée syllabique (p.ex. 200 ms).
Effet du bruit sur l’apprentissage des bases
L’analyse en composantes indépendantes (ICA) est couramment utilisée pour la séparation 
aveugle de sources [p.ex. 130], utile par exemple pour débruiter un signal de parole [p.ex.
Niveau 1 2 3
SPARSE-BMM-HMM 73.8 81.5 86.8
Tableau 5.7 Effet du nombre de niveaux de la projection hiérarchique sur les 
performances de reconnaissance (justesse, en pourcentage). L’ajout de niveaux 
supplémentaires augmente significativement les performances et pourrait être 
attribuable à un contexte temporel plus large.
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70, 99]. Il a déjà été remarqué que l’adaptation des bases en condition de bruit durant 
l’entraînement est bénéfique [64], car on tient alors compte de la variabilité introduite 
par le bruit. Avec des données d ’entraînement bruitées reflétant mieux les conditions de 
tests, de meilleures performances de reconnaissance sont attendues. La figure 5.8 (page 
85) montre qu’effectivement, lorsque les bases sont apprises en présence de bruit, il y a 
séparation des composantes du bruit de celles de la parole par distribution sur des bases 
distinctes.
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Figure 5.8 Exemple de bases apprises par analyse en composantes indépen­
dantes (ICA), qui montre une décomposition ou répartition (a) des compo­
santes de la parole et (b) des composantes du bruit sur des bases différentes. 
Les bases représentant la parole reflètent des configurations de formants ou 
des transitoires. Les bases représentant le bruit reflètent des caractéristiques de 
modulation spectro-temporelle beaucoup plus riches.
Les données d’entraînement ont été bruitées par des bruits additifs (voir Tableau 5.8) 
provenant de NOISEX-92 [182], à un rapport signal-à-bruit (SNR) de 10 dB. Pour per­
mettre la reconstruction physique des bases en terme du spectrogramme, il n’y a aucun 
chevauchement (initial ou des bases abstraites) durant la projection hiérarchique.
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T ype de b ru it D escrip tion
factoryl Bruit d ’usine.
destroyerengine Bruit de salle de machine d’un contre-torpilleur (bateau)
machinegun Bruit de mitraillette
Tableau 5.8 Liste des bruits réalistes utilisés pour l’analyse des. bases non- 
supervisées apprises durant l’entraînement multi-conditions.
Il est important de remarquer que les bases qui ont un contexte temporel plus grand sont 
plus aptes à extraire les composantes de bruit, car on capture alors mieux les régularités 
statistiques à long-terme. Il s’agit d ’une tâche plus difficile à petite échelle, comme le 
montre la figure 5.9 (page 86). On pourrait chercher à enlever les composantes de bruit 
dans la représentation (p.ex. par seuillage). Cet aspect n’a toutefois pas été investigué. On 
se fiera plutôt sur l’avantage de pouvoir modéliser le bruit dans un sous-espace différent, 
au niveau de l’étage de classification.
Figure 5.9 Dictionnaire de premier niveau pour une décomposition par analyse 
en composantes indépendantes (ICA), consistant en 64 bases de taille 16 canaux 
x 25 ms. À ce niveau de la hiérarchie, il est difficile de déterminer quelles bases 
sont attribuables au bruit ou à la parole. Ces dernières deviendront pourtant 
évidentes dans les étages supérieurs.
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L’analyse en composantes indépendantes (ICA) est l’algorithme 
d’apprentissage non-supervisé idéal pour produire, par une extrac­
tion hiérarchique, un vecteur de caractéristiques multi-échelle de 
grandes dimensions parcimonieux où la parole et le bruit sont res­
treints dans des sous-espaces disjoints.
5.2.3 Effets des m éta-param ètres pour la classification  
Effet du type de classificateur
Aucune différence de performance n ’a été observée entre un classificateur de type machine 
à vecteurs de support (SVM) et un perceptron, que les sorties soient binaires (intra-classe 
/  hors-classe) ou continues (probabilité intra-classe). Toutefois, le perceptron requiert peu 
de ressources en mémoire-vive durant l’entraînement. Cet aspect est problématique pour 
le SVM, où le problème d’optimisation quadratique pose une complexité en temps O(N^) 
et complexité en mémoire O(Ng), où Na est le nombre de vecteurs de support [164]. Ceci' 
devient un facteur limitant pour l ’entraînement de classificateurs un-versus-tous sur une 
grande base de données. Dans cette situation, il y a un classificateur binaire à entraîner 
pour chacune des classes (p.ex. phonème, syllabe ou mot). Le problème est que la catégorie 
hors-classe contient toutes les données d ’apprentissage des autres classes. Bien qu’il y 
ait possibilité de réduire le nombre de vecteurs support (p.ex. par sélection de données 
d’entraînement [127, 193]), le perceptron semble plus adéquat comme classificateur linéaire 
simple et performant.
Effet de la m éthode d’initialisation des m ixtures de Bernoulli
Il existe de nombreux choix possibles pour l’initialisation des mixtures de Bernoulli avant 
l’entraînement par l’algorithme Expectation-Maximisation [p.ex. 82]. Les méthodes prin­
cipales testées sont décrites au tableau 5.9.
Il a été observé que la méthode d’initialisation des mixtures a un effet notable sur la qua­
lité d’estimation des paramètres réels des mixtures (voir Figure 5.10, page 89), dans le cas 
d ’une tâche de modélisation simple (c.-à-d. non reliée à la parole). La qualité de la conver­
gence/modélisation est calculée selon l’équation (5.5), où Lmin est la log-vraisemblance 
moyenne minimale, évaluée avec les paramètres pr exacts du processus générateur sur
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Type d ’in itialisation D escrip tion
random Distribution uniforme aléatoire dans l’intervalle [0,1] .
hypercube Distribution uniforme aléatoire près du centre d ’un hy­
percube.
mean Distribution homogène autour de la moyenne des don­
nées.
impartial Distribution homogène à 1 /N , où N  est le nombre de 
dimensions du vecteur de caractéristiques.
cluster Agglomération par K-moyenne, le nombre de compo­
santes (barycentres) étant égal au nombre de mixtures.
Tableau 5.9 Méthodes d’initialisation des modèles de mixtures de Bernoulli.
Dans tous les cas, un bruit aléatoire de faible amplitude est ajouté pour éviter 
les configurations inappropriées (p.ex. mixtures identiques) lorsque plusieurs 
mixtures sont utilisées.
l’ensemble de données d’entraînement. Leat est la log-vraisemblance moyenne avec les 
paramètres p est estimés à partir du set de données d ’entraînement.
,  L e s t  L m i n  - ,Q = 1 --------   (5.5)
l ^ m in
Dans une application de reconnaissance vocale, on pourrait donc s’attendre à un effet no­
table sur la performance de reconnaissance, visible si le modèle statistique segmente mal 
la séquence d ’observations. Parmi les différentes méthodes testées, l’agglomération par 
K-moyennes est largement supérieure. De plus, cette technique est utilisée pour l’initiali­
sation de mixtures de gaussiennes dans les architectures standards (p.ex. MFCC-GMM- 
HMM) [192]. Il s’agit toutefois de représentations denses à faibles dimensions. Grâce à la 
parcimonie, qui contourne les problèmes de distances dans les espaces à haute dimension, 
l’agglomération peut être tout aussi efficace pour les autres architectures sous évaluation 
(p.ex. SPARSE-BMM-HMM). Plusieurs améliorations à l’algorithme K-moyenne seraient 
possibles, sachant que les observations sont binaires et parcimonieuses [135].
Effet du  nom bre d ’é ta ts  et d u  nom bre de m ix tu res
Le nombre de mixtures NmiX augmente les performances de reconnaissance. Peu de dif­
férences sont toutefois observées pour un nombre supérieur à 8. Il est aussi possible de 
définir un nombre Nst variable d ’états pour chaque modèle HMM. Intuitivement, un mot 
plus long contiendra plus de phonèmes/syllabes, donc devrait posséder plus d ’états. La 
formule suivante a été utilisée : Nst =  2 + 2 • Nph, où Npfl est le nombre de phones contenus
5.2. RÉSULTATS 89
0 .9 5
<i> 0 .9 0
U 0 .8 5
0 .8 0
<y0 .7 5
0 .7 0
r a n d o m
I l  h y p e r c u b e
m e a n
i m p a r t i a l
c l u s t e r
2 4
Nombre de mixtures
Figure 5.10 Qualité de convergence Q de modèles de mixtures de Bernoulli 
pour un processus générateur à haute dimension (N  =  1000), parcimonieux 
(a = 0.1) et bruité (10% de probabilité d ’erreur). Il s’agit d ’un d ’observations 
binaires synthétiques non liées à la parole. Les méthodes sont testées pour plu­
sieurs nombres de mixtures. Des statistiques (c.-à-d. moyenne, variance) sur 20 
essais indépendants ont été calculées pour quantifier la variabilité de chacune 
des méthodes d ’initialisation. On remarque que la méthode par agglomération 
montre la meilleure qualité de convergence, ainsi que la plus faible variance.
dans le mot, et déterminé automatiquement selon le dictionnaire de prononciation Car­
negie Mellon Pronouncing Dictionary. Toutefois, des performances moindres que pour 16 
états fixes ont été observées. Bien qu’il y ait un avantage computationnel à réduire le 
nombre d’états par modèle, on préférera la performance de reconnaissance avant l’aspect 
d’optimisation.
Effet du paramètre de régularisation du classificateur discriminant
Le paramètre /3 définit durant l’estimation de la vraisemblance de chaque classe Ci (suivant 
la séquence d ’observation x) le compromis entre la probabilité a posteriori p/imm(C'i|x) 
donnée par le HMM, et la probabilité a posteriori Pdisc{Ci\x) donnée par le classificateur 
discriminant 7. L’équation (5.6) montre l’opération effectuée, qui est équivalente à une 
moyenne pondérée des estimations indépendantes.
P  — (1 0 )  ' P h m m ( C i \ ^ )  +  /3 •p d isc(C i|x ) (b-6)
7I1 est à noter que dans le cas d ’une classification binaire sans estimation de probabilité, Pdisc{Ci\x)  G 
{0,1}. Le paramètre /? permet alors d’utiliser l’estimation pi,mm(Ci!x) faite par le HMM pour résoudre 
les ambiguïtés lorsque plusieurs classes sont activées simultanément (c.-à-d. P disc(C ilx ) =  U-
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La figure 5.11 montre qu’il existe un gain de performance apporté par la classification 
discriminante, mais pas aussi élevé qu’attendu. Entre les cas 0  =  0 et 0  =  0.75, le gain de 
performance est seulement de 1.9%. Le modèle statistique semble aussi nécessaire pour 
éviter les ambiguïtés lorsque plusieurs classificateurs binaires s’activent simultanément. 
Dans le cas 0 = 1 ,  donc lorsque le système se fie entièrement sur la classification discri­
minante, une baisse importante des performances est observée. Une solution serait donc 
d ’utiliser le classificateur en mode de sortie probabilité plutôt que binaire. Pour le per­
ceptron, la vraisemblance de la classe peut être dérivée de la distance à l’hyperplan.
1.0
Valeur du paramètre p
Figure 5.11 Effet du paramètre de régularisation 0  du classificateur discri­
minant sur les performances de reconnaissance. Le critère de performance est 
donné en termes de justesse. Plus le paramètre 0  tend vers 1, plus l’influence 
du classificateur discriminant augmente comparativement au modèle statistique.
On remarque un léger gain pour 0  G {0.25,0.5,0.75} comparativement au cas 
sans classification discriminante (c.-à-d. 0 = 0). Lorsque le modèle statistique 
ne vient plus complémenter la classification discriminante (c.-à-d. 0 = 1), la 
performance chute significativement.
Effet du seuillage sur les paramètres des m ixtures de Bernoulli
L’hypothèse que des observations parcimonieuses puissent être modélisées par un espace 
de paramètres aussi parcimonieux est ici vérifiée. La figure 5.12 (page 91) montre la va­
riation des performances de reconnaissance en fonction de la parcimonie a mix forcée dans 
l’espace des paramètres des mixtures de Bernoulli. Il est possible de réduire fortement 
la parcimonie de l’espace des paramètres binaires sans trop affecter les performances de 
reconnaissance, comme le montre la plage de valeurs otmix G [0.1,0.5]. Pour des questions 
d’implémentation logicielle, il n’a toutefois pas été possible de comparer avec un système
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sans seuillage, donc avec des paramètres de mixtures continus et non binaires. Le classifi­
cateur discriminant pourrait permettre de maintenir une robustesse quant à la réduction 
de complexité du modèle statistique. L’optimisation du code source pour diminuer la 
consommation en mémoire-vive et augmenter la rapidité de calcul serait nécessaire pour 
valider cette hypothèse dans un temps raisonnable.
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Valeur du paramètre a„.
Figure 5.12 Effet de la parcimonie a miI induite par un seuillage par compéti­
tion sur les paramètres des mixtures de Bernoulli. L’espace des paramètres est 
alors en quantification binaire. Le critère de performance est donné en termes 
de justesse. On remarque que plus la parcimonie augmente (c.-à-d. otmix faible), 
plus les performances chutent. La réduction de dimension selon le masque dé­
rivé de l’espace des paramètres pourrait être en cause, car une forte parcimonie 
favorise le rejet de dimensions possiblement pertinentes lors de la classification 
discriminante.
5.2.4 D escription du systèm e de référence
Le système de référence standard utilisé dans la littérature est une configuration MFCC- 
GMM-HMM. Pour une comparaison sans biais avec les architectures développées, il doit 
toutefois y avoir présence d ’un classificateur discriminant avec le même mécanisme de sé­
lection de trames par vraisemblance maximale. Cela ne pose aucun problème, car seuls les 
modèles de mixtures (c.-à-d. distribution gaussienne versus Bernoulli), le type de carac­
téristiques extraites (c.-à-d. parcimonieuses ou denses) et de l’algorithme de classification 
discriminante diffèrent. Il y a utilisation des coefficients cepstraux sur l’échelle fréquentielle 
de Mel (MFCC) et de leurs dérivées temporelles. Les paramètres de l’étage d ’extraction 
des caractéristiques ont été majoritairement tirés du livre de référence de la suite HTK
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[192], et sont détaillés au tableau 5.10 (page 93). Au niveau de l’étage de classification, un 
modèle de mixtures de gaussiennes (GMM) est utilisé pour les probabilités d’émissions de 
chaque état dans le modèle markovien caché (HMM). Les paramètres de la modélisation 
statistique et du classificateur sont détaillés au tableau 5.11 (page 94).
Bien que la dimension des observations soit significativement moindre dans le cas MFCC- 
GMM-HMM comparativement à l’approche proposée, les paramètres des modèles statis­
tiques sont denses. La configuration de base du système SPARSE-BMM-HMM a été choisie 
pour que le nombre de paramètres non-nuls soit sensiblement équivalent 8 au système de 
référence.
Effets des méta-paramètres du systèm e de référence
Les méta-paramètres du système de référence (p.ex. nombre de filtres, nombre de mix­
tures) ont tous été optimisés avec la même rigueur que pour les architectures parcimo­
nieuses proposées. L’étude est faite sans le classificateur discriminant, donc en estimant 
les probabilités a posteriori des classes seulement en fonction du modèle statistique.
Au niveau de l’étage d’extraction des caractéristiques cepstrales, l’utilisation de l’ampli­
tude pour la transformation spectrale n’est que légèrement bénéfique comparativement à 
l’utilisation de l’opérateur de puissance. Le nombre de filtres triangulaires a peu d’impor­
tance dans la plage de 20 à 40 filtres, et leur normalisation 9 n’a pas d ’influence signifi­
cative. L’ajout des caractéristiques dynamiques (dérivées) au vecteur de caractéristiques 
et la normalisation cepstrale ont des effets bénéfiques significatifs sur les performances. 
L’ajout du log-énergie au vecteur de caractéristiques n’a pas d ’influence significative.
Au niveau de l’étage de classification, le nombre d ’états a relativement peu d’influence s ’il 
est supérieur à 8. Le nombre de mixtures optimal est de 4, avec diminution significative 
pour des valeurs largement inférieures ou supérieures. Pour garder une configuration de 
base similaire au système SPARSE-BMM-HMM-DISC pour la classification, le nombre de 
mixtures a toutefois été choisi à 8. Il a été observé que les performances augmentent pro­
portionnellement à la constante de régularisation /? du classificateur discriminant, donc
8Le nombre de paramètres au niveau du classificateur (c.-à-d. perceptron ou SVM) n’a pas été consi­
déré. La réduction de dimension appliquée dans le cas du système SPARSE-BMM-HMM réduit toutefois 
l’écart possible. Cependant, il reste l’ambiguïté fondamentale à savoir si la comparaison entre des para­
mètres binaires et continus (virgule flottante) est équitable.
9La normalisation du banc de filtre est effectuée en divisant l’amplitude de chacun des filtres par 
sa surface couverte dans le spectre. Un filtre haute-fréquence ayant une bande passante large aura son 
amplitude réduite comparativement à un filtre localisé en basse-fréquence, donc à bande-passante plus 
étroite.
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Param ètre Valeur
Coefficient du filtre de pré-emphase 0.97
Soustraction de la moyenne du signal Oui
Taille des fenêtres d’analyses 25.6 ms
Chevauchement des fenêtres d’analyse 10 ms
Type de pondération des fenêtres d’analyse Hamming
Nombre de filtres triangulaires 20
Couverture du spectre par le banc de filtres [80, 6250] Hz
Normalisation de l’énergie Oui
Valeur seuil du silence 50 dB (inférieur à la valeur maxi­
male)
Facteur de mise à l’échelle de l’énergie 0.1
Nombre de coefficients cepstraux 12
Méthode d’agrégation du banc de filtres Amplitude spectrale
Normalisation des filtres Non
Paramètre de rehaussement des coefficients ceps­
traux
22
Normalisation de la moyenne des coefficients 
cepstraux (CMN)
Oui
Caractéristiques 1 log-énergie
12 coefficients cepstraux
13 delta
13 delta-delta
Tableau 5.10 Configuration de base de l’étage d ’extraction des caractéristiques 
pour le système MFCC-GMM-HMM, MFCC-GMM-HMM-DISC et MFCC- 
STAT.
une valeur près de 1.0 est privilégiée. L’évolution des performances en fonction du pa­
ramètre (3 est très similaire à ce qui a été observé pour l’approche parcimonieuse (voir 
Figure 5.11, page 90).
5.2.5 Com paraison avec systèm e de référence en  conditions propres
Les résultats de reconnaissance au tableau 5.12 (page 94) montrent que l’approche propo­
sée surpasse le système de référence. L’architecture MFCC-STAT est étonnamment plus 
performante que les approches statistiques dans le cas de la représentation dense, même 
comparativement à l’architecture hybride MFCC-GMM-HMM-DISC. Ce n ’est toutefois 
pas le cas pour l’architecture SPARSE-STAT pour la représentation parcimonieuse à haute 
dimension.
Pour les architectures sans classificateur discriminant, l’approche SPARSE-BMM-HMM 
est nettement meilleure que le système standard MFCC-GMM-HMM. L’ajout du classifi-
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P a r a m è tr e V a le u r
Nombre d ’éta ts par m odèle HMM 16
Nombre de m ixtures par état 8
Nombre d ’itérations m axim al pour la conver­
gence des m ixtures
50
T ype de covariance D iagonale
Variance m inim ale 0.01 x  variance globale
Algorithm e de classification M achine à  vecteurs de support 
(SV M ) avec noyau linéaire
Quantification de sortie du classificateur Binaire
M éthode de sélection de tram es Vraisem blance m axim ale par état
Considération de la vraisem blance du m odèle  
statistique et du classificateur
0.25 (statistique) 
0.75 (classificateur)
Tableau 5.11 Configuration de base de l’étage de classification pour le système 
MFCC-GMM-HMM (modèle statistique seulement) et MFCC-GMM-HMM- 
DISC (hybride).
cateur discriminant ne fait qu’augmenter l’écart entre l’approche SPARSE-BMM-HMM- 
DISC et le système MFCC-GMM-HMM-DISC. On remarque un gain significatif apporté 
par l’ajout du classificateur discriminant, mais seulement dans le cas de la représentation 
parcimonieuse.
Systèm e P erform ance
MFCC-GMM-HMM-DISC 76.8
MFCC-GMM-HMM 76.5
MFCC-STAT 84.3
SPARSE-BMM-HMM-DISC 92.8
SPARSE-BMM-HMM 87.6
SPARSE-STAT 82.0
Tableau 5.12 Performances de reconnaissance (justesse, en pourcentage) de 
toutes les architectures investiguées, en condition d’entraînement et de test 
propre sur toute la base de données TI46. Les résultats montrent que le sys­
tème hybride proposé SPARSE-BMM-HMM-DISC est le plus performant, en 
exploitant des caractéristiques parcimonieuses et à grandes dimensions.
Les deux systèmes principaux (c.-à-d. MFCC-GMM-HMM-DISC, SPARSE-BMM-HMM- 
DISC) ont aussi été testés sur le set de données de test bruitées (voir Tableau 5.13, page 
95). On remarque une dégradation des performances de près de 13% (relatif) pour le 
système MFCC-GMM-HMM-DISC sur certains bruits, lorsqu’on compare la condition 
de test propre avec les différents bruits à un rapport signal-à-bruit (SNR) de 40 dB. Le 
système SPARSE-BMM-HMM-DISC est beaucoup plus robuste dans ces conditions, avec 
une dégradation maximale de 1.5% (relatif). Pour l’intervalle de SNRs entre 10 dB et 40
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dB, ce dernier est presque qu’exclusivement supérieur au système de référence, sauf dans 
le cas du bruit blanc gaussien. Ce type de bruit affecte le spectre entier en diminuant 
le contraste entre les régions de faible et de haute énergie. Les caractéristiques apprises 
par l’algorithme d’analyse en composantes indépendantes (ICA) devraient être robustes 
à cette variabilité. Le problème peut se situer au niveau du seuillage par histogramme 
et compétition. Les caractéristiques décrivant plutôt les zones de faible énergie (p.ex. si­
lences ou pause courte), qui étaient ignorées durant l’entraînement en condition propre, 
peuvent maintenant passer le seuillage par histogramme et compétitionner avec les autres 
caractéristiques. Ceci engendre une grande disparité avec le modèle appris, qui ne peut 
alors plus bien généraliser. Pour les autres bruits réalistes toutefois, l’usage de caractéris­
tiques parcimonieuses et à grandes dimensions est une alternative efficace pour améliorer 
la robustesse.
(a) Bruit de conversation
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
2.9
3 .8
4.6
1 0 .2
14.8
4 4 .3
34.9
7 2 .5
67.0
9 1 .7
76.5
9 2 .7
(b) Bruit de salle de machine d ’un contre-torpilleur (bateau)
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
2.3
2 .9
3.2
4 .9
13.5
2 1 .1
38.8
5 5 .8
66.4
9 1 .3
76.5
9 2 .7
(c) Bruit intérieur d’une voiture
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
24.0
4 8 .5
33.2
6 2 .9
50.8
7 7 .0
64.8
8 6 .8
75.8
9 2 .7
76.5
9 2 .7
(d) Bruit blanc gaussien
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
2 .4
2.2
2 .7
2.3
1 1 .8
10.1
5 1 .2
36.3
76.7
9 2 .0
76.5
9 2 .7
Tableau 5.13 Performances (justesse, en pourcentage) avec entraînement en 
conditions propres et test en conditions bruitées, pour différents types de bruits 
(babble, destroyerengine, volvo, white) et SNRs (-5 dB à 40 dB). Les résultats 
montrent que le système proposé SPARSE-BMM-HMM-DISC est toujours su­
périeur au système de référence MFCC-GMM-HMM-DISC, sauf dans le cas du 
bruit blanc gaussien.
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5.2.6 Comparaison avec systèm e de référence en conditions brui­
tées
L’entraînement d’un système de reconnaissance de forme avec un set d ’entraînement bruité 
permet de voir la modélisation tient bien compte de la variabilité du bruit. Sachant que 
les conditions d’entraînement et de test seront plus semblables, on devrait s’attendre à 
de meilleures performances à bas rapports signal-à-bruit (SNRs). Dans cette optique, 
les deux systèmes principaux (c.-à-d. MFCC-GMM-HMM-DISC, SPARSE-BMM-HMM- 
DISC) ont été entraînés et testés sur le set de données de test bruitées (voir Tableau 5.14, 
page 97). Il est à noter que le SNR durant l’entraînement était de 20 dB.
On remarque une dégradation des performances considérable pour le système MFCC- 
GMM-HMM-DISC lorsqu’on compare avec l’entraînement en conditions de test propres 
(voir Tableau 5.13, page 95). Cette dégradation affecte moins le système SPARSE-BMM- 
HMM-DISC, qui semble pouvoir mieux modéliser les caractéristiques de la parole mélan­
gées dans le bruit. Pour l’intervalle de SNRs entre 10 dB et 40 dB, ce dernier est toujours 
supérieur en performances comparativement au système de référence. Pour un SNR de 
10 dB, les performances sont nettement supérieures pour tous les types de bruits, com­
parativement à l’entraînement en condition propre. Ceci démontre qu’un entraînement 
avec bruit est bénéfique à un bas SNR, même s’il impacte les performances de reconnais­
sance légèrement à un haut SNR. L’usage de caractéristiques parcimonieuses et à grandes 
dimensions reste toutefois avantageux sur cet aspect. Une différence majeure est que le 
système MFCC-GMM-HMM-DISC modélise le bruit à même les dimensions utiles de la 
parole, car la représentation est dense. Les performances de segmentation devraient donc 
être intuitivement moindres, et la tâche de classification discriminante, plus difficile. Le 
système SPARSE-BMM-HMM-DISC utilise des caractéristiques parcimonieuses et hié­
rarchiques, et effectue une séparation tel que le bruit sera distribué sur des dimensions 
différentes de la parole. Dans l’espace des paramètres, le bruit sera alors modélisé avec ses 
propres fonctions de densité de probabilité. Le classificateur peut maintenant mieux dé­
terminer les dimensions pertinentes pour la reconnaissance, tout en restant simple (p.ex. 
linéaire).
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(a) Bruit de conversation
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
5 .3
3.4
12.6
1 4 .0
33.3
6 6 .1
51 .1
8 7 .4
54.9
8 9 .1
39.4
8 7 .8
(b) Bruit de salle de machine d ’un contre-torpilleur (bateau)
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
5 .3
2.0
7 .5
5.8
41.2
4 4 .3
62.8
8 4 .7
56.8
9 0 .2
39.4
8 7 .8
(c) Bruit intérieur d ’une voiture
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
40.2
7 5 .8
47.6
8 4 .3
53.5
8 9 .6
54.8
8 9 .7
43.3
8 8 .1
39.4
8 7 .8
. (d) Bruit blanc gaussien
SNR -5 dB 0 dB 10 dB 20 dB 40 dB Propre
MFCC-GMM-HMM-DISC
SPARSE-BMM-HMM-DISC
5 .4
2.0
8 .9
6.7
35.5
5 5 .3
56.0
8 5 .4
45.9
8 9 .4
39.4
8 7 .8
Tableau 5.14 Performances (justesse, en pourcentage) avec entraînement et 
test en conditions bruitées, pour différents types de bruits (babble, destroye- 
rengine, volvo, white) et SNRs (-5 dB à 40 dB). Les résultats montrent que le 
système proposé SPARSE-BMM-HMM-DISC est presque toujours supérieur au 
système de référence MFCC-GMM-HMM-DISC. Il y a aussi une dégradation 
de base moindre comparativement à l’entraînement en condition propre.
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CONCLUSION
6.1 Som m aire
Le sujet de recherche visait à comprendre comment les aspects de parcimonie et hiérarchie 
permettent d’améliorer la robustesse d ’un système de reconnaissance de la parole. La revue 
de la littérature a suggéré qu’un système de reconnaissance vocale intégrant les aspects 
de hiérarchie, parcimonie et grandes dimensions joindrait les avantages de chacun. Cette 
synergie possible a fait l’objet d ’une investigation dans les travaux de maîtrise, et les 
résultats se sont avérés prometteurs.
6.1.1 N ouveau regard sur la hiérarchie
L’extraction des caractéristiques dans le système proposé a été effectuée par des projec­
tions linéaires successives sur des bases. L’aspect hiérarchique a été intégré par la projec­
tion sur des bases couvrant de plus en plus de contexte temporel et spectral. Au niveau 
du dictionnaire de bases, il a été montré que l’apprentissage non-supervisé permet sous 
certaines conditions l’obtention de bases qui reflètent des caractéristiques phonétiques et 
syllabiques de la parole. L’algorithme d ’analyse en composantes indépendantes (ICA) s’est 
démontré mieux adapté à extraire des bases de ce type, principalement à cause du cri­
tère statistique de réduction de redondance. Dans le cas d ’une projection hiérarchique, on 
cherche une nouvelle représentation parcimonieuse à partir d ’une représentation d ’entrée 
elle-même parcimonieuse. Le codage parcimonieux standard a démontré une lacune sur 
cet aspect, produisant des bases ne représentant pas des entités phonétiques/syllabiques 
et ayant une erreur de reconstruction largement supérieure comparativement à ICA. Le 
choix de l’algorithme d ’apprentissage non-supervisé des bases est donc crucial pour dé­
river une représentation hiérarchique et parcimonieuse qui s’approche du traitement par 
objets d ’un signal. Cet aspect est prédominant dans les modèles actuels du cortex et a 
déjà favorisé de nombreuses architectures bio-inspirées.
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6.1.2 N ouveau regard sur la parcim onie
Les analyses théoriques et les expériences ont montré de façon très générale les aspects fa­
vorables de la parcimonie. Elle mitige les problèmes de discrimination des distances et d ’es­
timation des densités de probabilité dans des espaces à grandes dimensions. Bien qu’une 
représentation parcimonieuse soit à faible entropie, seules les dimensions fortement actives 
contiennent l’information, qui est alors contrainte dans un sous-espace dense. L’étage d ’ex­
traction des caractéristiques a été développé spécifiquement dans ce but, qui favorise une 
réduction de la complexité de l’étage de classification. En effet, il a été démontré qu’un 
espace de caractéristiques parcimonieux à grandes dimensions peut définir un espace de 
paramètres de mêmes propriétés. Un étage d ’extraction des caractéristiques plus lourd 
n ’est donc pas forcément un désavantage, mais correspond plutôt à une redistribution de 
la charge de calcul. En incluant des aspects comme une représentation parcimonieuse à 
grandes dimensions, l’étage de classification a été simplifié sur plusieurs aspects. Un mo­
dèle de mixtures de Bernoulli a pu être utilisé, possédant sensiblement le même nombre de 
paramètres non-nuls qu’avec la distribution gaussienne. La représentation parcimonieuse 
découlait de l’activation de bases indépendantes répondant spécifiquement à des caracté­
ristiques transitoires de la parole. Cette propriété de parcimonie temporelle et vectorielle 
(c.-à-d. entre les bases) a permis de représenter les occurrences de détection sous forme de 
coefficients binaires. Contrairement aux techniques de codage de la parole où la transfor­
mation doit être inversible, la reconstruction n ’est pas importante en reconnaissance de 
la parole. Dans cette optique, de fortes non-linéarités (p.ex. seuillage par histogramme et 
compétition) ont pu être introduites dans l’étage d ’extraction de caractéristiques et l’étage 
de classification. La complexité de la représentation a grandement été réduite, mais sans 
diminuer toutefois le pouvoir de discrimination entre les classes.
6.1.3 Interactions entre segm entation  et d iscrim ination
Les systèmes conventionnels sont exclusivement basés sur les modèles de Markov caché 
(HMM), un modèle générateur d ’un processus aléatoire. En reconnaissance vocale, le 
HMM sert à la segmentation implicite d ’un signal en états discrets, pour ensuite trouver 
la séquence d’états la plus probable et l’identité d ’une classe par maximum de vraisem­
blance. La puissance de discrimination découle directement de la qualité de la modélisation 
statistique (p.ex. paramètres des mixtures) pour chacune des classes. Dans l’architecture 
proposée, il a été possible d ’utiliser un classificateur linéaire (p.ex. perceptron ou SVM) 
pour venir complémenter le modèle statistique (p.ex. HMM). La polyvalence du HMM à
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effectuer une segmentation en état a été jointe à la puissance de discrimination d ’un clas­
sificateur standard. Une frontière de décision linéaire a été possible, car la représentation 
est parcimonieuse et à grandes dimensions.
6.2 C ontributions
Les travaux de maîtrise apportent quelques contributions à la communauté scientifique 
de reconnaissance de parole. Les expériences réalisées ont montré que la parcimonie et 
la grande dimension sont des propriétés qui peuvent s’utiliser conjointement. Il s’agit 
d’aspects qui vont à l’encontre de la pensée standard en reconnaissance de la parole, 
préconisant des représentations denses et à faibles dimensions. Les travaux de maîtrise 
ont dévoilé une architecture qui malgré tout utilise ces aspects et obtient de meilleures 
performances autant en conditions propres que bruitées. Il y a donc intérêt à partager 
avec la communauté le fait que les aspects de parcimonie et de grandes dimensions soient 
adaptés à offrir une représentation discriminante et robuste de la parole.
Il est à noter qu’une méthode d ’extraction hiérarchique de caractéristiques 
spectro-temporelles exploitant les aspects de parcimonie et hiérarchie, et intégrant même 
l’analyse en composantes indépendantes (ICA) pour l’apprentissage non-supervisé de 
bases, a déjà été proposée [64]. Le système implémenté dans les travaux de maîtrise se 
distingue par l’usage de l’algorithme ICA sur plus d ’un étage, ainsi que l’usage de diffé­
rentes méthodes de seuillage permettant d’obtenir un vecteur de caractéristiques binaires 
à grandes dimensions. Ce vecteur intègre aussi l’information de tous les étages, et non 
pas seulement du dernier. Enfin, l’usage de mixtures de Bernoulli en reconnaissance de 
parole, donc adapté à cette représentation binaire parcimonieuse, est un aspect hautement 
innovateur apporté par les travaux de maîtrise. Il est en effet rare que l’étage d’extraction 
des caractéristiques et l’étage de classification soient conjointement optimisés, et que les 
mixtures de gaussiennes ne soient pas considérées.
Il existe encore une grande disparité entre l’étage d ’extraction des caractéristiques et 
l’étage de classification. Une réduction de dimension est souvent nécessaire avant l’étage 
de classification [137], surtout dans le but de réduire le nombre de paramètres et la com­
plexité computationnelle. Ceci enlève plusieurs avantages d ’avoir un espace de paramètres 
(p.ex. paramètres des modèles de mixtures) de propriétés similaires à la représentation 
d’entrée : donc parcimonieux et à grandes dimensions. On pourrait penser qu’une op­
timisation séparée entre les étages est idéale, mais l’interface ne doit pas être un goulot 
d’étranglement. L’architecture proposée dans les travaux de maîtrise a intégré la parcimo­
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nie à même l’étage de classification, ce qui élimine toute contrainte et offre le maximum de 
performance. Il y a donc nouveauté à remettre en question l’architecture globale, plutôt 
que seuls l’étage d ’extraction des caractéristiques ou l’étage de classification. Il s’agit d ’un 
sujet très peu abordé dans la littérature.
F in a lem en t, les travau x  d e  m a îtr ise  o n t m en é  a u x  p u b lic a t io n s  su iv a n tes  :
S. Brodeur and J. Rouat (2013). Objets Sonores : une Représentation Bio-inspirée, 
Hiérarchique, Parcimonieuse à très grandes Dimensions utilisable en Reconnais­
sance. Canadian Acoustics Journal [invité, à paraître],
S. Brodeur and J. Rouat (2013). Robust Hierarchical and Sparse Représentation of 
Natural Sounds in High-dimensional Space. ISCA Workshop on Non-Linear Speech 
Processing (NOLISP). Mons, Belgique, 19-21 Juin [à paraître].
6.3 Travaux futurs
L’architecture développée n’est pas une finalité en soi, mais a plutôt servi de preuve de 
concept sur l’intégration de la hiérarchie, parcimonie et grandes dimensions. Il est possible 
d’étendre les recherches dans deux directions :
1. Application pratique en ingénierie : on cherche à obtenir un système performant et 
optimisé pour des applications de reconnaissance vocale dans la vie courante. Il doit 
donc y avoir support de la parole continue et spontanée à large-vocabulaire. Il y 
a idéalement une implémentation matérielle dédiée (p.ex. Digital Signal Processor 
(DSP), Graphie Processing Unit (GPU), Field Programmable Gâte Array (FPGA) 
pour atteindre des performances temps-réel.
2. Application en sciences fondamentales : on cherche à modéliser en détail le traite­
ment fait par le système auditif humain. Il ne s’agit plus seulement d’inspiration, 
mais bien de découler des principes et lois fondamentales qui augmenteront notre 
compréhension des aires auditives périphériques et corticales.
Le champ d’applications pratiques semble plus facilement réalisable à court et moyen 
terme. Autant au point de vue macroscopique (aires cérébrales) que microscopique (p.ex. 
dynamiques intracellulaires), la complexité du cerveau est telle que le traitement effectué 
reste encore largement incompris. Il est donc à se poser des questions sur la viabilité 
de modéliser avec rigueur le traitement de la parole fait par le cerveau. Les travaux de 
maîtrise ont été basés sur l’utilisation de caractéristiques spectro-temporelles similaires à
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ce qui est observé au niveau des champs récepteurs neuronaux du cortex auditif [p.ex. 7]. 
Dans le système hiérarchique implémenté, les projections linéaires sont effectuées à partir 
d ’une représentation spectro-temporelle de base, soit le cochléogramme, et cherchent à 
séparer le stimulus d’entrée en différentes composantes auditives (p.ex. parole, bruit). 
Il a été remarqué récemment que les neurones s’adaptent aux caractéristiques auditives 
qui augmentent les différences acoustiques entre les classes de sons naturels [190]. Cette 
réduction de redondance et accent sur l’aspect de discrimination entre les classes est, dans 
le cas du système hiérarchique, implémenté par l’analyse en composantes indépendantes 
(ICA) lors de l’apprentissage des bases. Une meilleure comparaison des différences entre la 
dynamique des neurones du cortex auditif et celle des champs récepteurs linéaires utilisés 
dans les travaux de maîtrise serait toutefois de mise.
Bien qu’il soit possible de faire un parallèle entre le décodage statistique dans les modèles 
de Markov cachés et l’analyse de trajectoires d ’activation dans une population de neurones, 
cette avenue est beaucoup plus incertaine. Il s’agit toutefois de concepts qui sont communs 
aux techniques de traitement par réservoir [p.ex. 108], et qui gagnent en popularité dans 
la communauté des neurosciences computationnelles.
6.3.1 A pplication à  la parole continue à  large-vocabulaire
L’architecture développée fonctionne seulement avec des mots isolés et un faible vocabu­
laire. Un système utilisable dans la vie courante doit toutefois supporter la parole continue 
et un large vocabulaire. Des modifications majeures devraient donc être apportées à l’étage 
de classification, au niveau du décodage statistique. Une implémentation du mécanisme 
de type Token Passing [192] dans l’évaluation des séquences d ’états les plus vraisemblables 
permettrait de dériver un treillis de recherche au niveau lexical. Ceci permettrait ensuite 
d ’intégrer un modèle statistique du langage ou une grammaire, dans le but de réduire 
l’espace de recherche. Les améliorations apportées au système permettront d’utiliser la 
base de données AURORA-2 [68] pour effectuer des tests en conditions bruitées. Il s’agit 
d’une base de données de référence nécessaire à évaluer pour établir des publications dans 
la communauté de reconnaissance vocale, surtout pour les approches robustes.
Seul un faible nombre de classes (c.-à-d. 46) a présentement été testé. Le support d ’un 
très grand nombre de classes est problématique au niveau du modèle acoustique, car 
la charge de calcul pour l’évaluation des probabilités d ’émissions est fortement accrue 
(même si de complexité linéaire). Pour une application pratique, des performances temps- 
réel sont nécessaires, donc le nombre de classes doit être réduit au minimum. Le choix de
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l’unité de base de la parole devient alors l’aspect crucial à investiguer. Le phonème étant 
très restrictif au niveau du contexte acoustique, la syllabe semble plus appropriée. La 
syllabation automatique du dictionnaire de prononciation de Carnegie Mellon University 
(CMU) effectuée par la suite P2TK (Penn Phonetics Toolkit) a permis d ’analyser les 
statistiques du nombre de syllabes pour un large vocabulaire. Les résultats préliminaires 
ont montré que pour le dictionnaire d ’environ 127,000 mots, il existe moins de 22,000 
syllabes uniques. La problématique est qu’il y a une grande proportion de syllabes ayant 
un faible nombre d ’occurrences dans le dictionnaire. Il y a donc peu de redondance, ce qui 
ne favorise pas l’élimination de syllabes peu utilisées pour réduire le nombre de classes.
6.3.2 Avantage d ’une im plém entation  m atérielle
Aucune optimisation de nature computationnelle n ’a été effectuée, sauf dans le cas des 
simplifications des paramètres des mixtures de Bernoulli en représentation binaire. Le fait 
d’avoir des vecteurs de caractéristiques et des paramètres de mixtures binaires ouvre la 
voie à une implémentation parallèle sur des processeurs plus spécialisés que les micro­
processeurs conventionnels. Les avantages principaux seraient en terme de consommation 
énergétique et de performance temps-réel, car une parallélisation du processus de traite­
ment serait réalisable à très bas niveau. On parlera alors d ’architectures de calcul hétéro­
gènes [23], les plus connues étant le réseau de portes programmables in situ (FPGA) et 
le processeur graphique (GPU). Le calcul générique sur processeur graphique est en gain 
de popularité [109], même si le gain de performance est souvent surestimé [101] ou que 
la fiabilité des résultats peut être affectée [p.ex. 62]. Il est supérieur au FPGA [p.ex. 79], 
mais au prix d’une consommation beaucoup plus élevée.
Pour l’étage d’extraction des caractéristiques, le traitement analogique pourrait être en­
visagé pour le banc de filtres cochléaires [p.ex. 71]. Il y aurait ensuite conversion au 
traitement numérique sur FPGA pour effectuer une analyse en composante indépendante
[87]. Beaucoup d ’algorithmes déjà implémentés sur FPGA permettraient aussi l’accéléra­
tion de l’étage de classification. Par exemple, il est possible au niveau du HMM d’effectuer 
l’évaluation des mixtures [184], le décodage par l’algorithme de Viterbi [183], l’algorithme 
avant [85], ainsi que l’algorithme de Token Passing [17]. Au niveau du classificateur discri­
minant, une machine à vecteur support (SVM) a déjà été réalisée pour une application en 
reconnaissance de la parole [112], Il semble donc que plusieurs architectures matérielles, 
dont le FPGA, permettraient d’implémenter plus efficacement le système développé dans 
les travaux de maîtrise.
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