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Objetivos y me´todo de estudio: El objetivo principal de esta tesis consiste
en evaluar la capacidad de prediccio´n que tienen las redes neuronales Bayesianas, los
procesos Gaussianos y el modelo de mezcla infinita de Gaussianas sobre problemas
de estudio que involucran altos niveles de ruido y no-linealidad conforme el taman˜o
del conjunto de entrenamiento disminuye. Al reducir el nu´mero de observaciones
disponibles para la etapa de entrenamiento, el efecto del ruido y la no-linealidad
tienden a volverse ma´s dominantes [46], lo que afecta considerablemente la capacidad
de prono´stico de las te´cnicas basadas en la estad´ıstica frecuentista al aumentar el
riesgo de entrenar un modelo con sobreajuste. Para evitar el sobreajuste se necesita
xv
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acoplar al entrenamiento alguna metodolog´ıa que regule la complejidad del modelo.
Los me´todos Bayesianos contienen de manera impl´ıcita un mecanismo que regula tal
complejidad, por lo que se espera que sus prono´sticos sean ma´s asertivos que aquellos
provenientes de me´todos frecuentistas, por lo que se realiza una comparacio´n con
el boostrap, una te´cnica que ha mostrado resultados precisos en problemas donde
otros me´todos han fallado. Un objetivo colateral de esta tesis es la implementacio´n
computacional de los me´todos de solucio´n propuestos.
Contribuciones y conlusiones: En esta tesis se hizo e´nfasis en el estudio de
un me´todo que representa algunas ventajas por encima de los me´todos cla´sicos de
aprendizaje estad´ıstico y computacional pero que no ha sido aplicado de manera
continua en la literatura: el modelo de mezclas infinitas de Gaussianas. Adicional-
mente, el desempen˜o de e´ste, de las redes neuronales Bayesianas y de los procesos
Gaussianos es comparado con el desempen˜o del bootstrap. El impacto que tiene el
taman˜o del conjunto de entrenamiento en el desempen˜o de estos me´todos es tambie´n
estudiado, especialmente la variacio´n en la capacidad de prono´stico al disminuir la
cantidad de observaciones para el entrenamiento del modelo.
Se mostro´ que el modelo de mezcla infinita de Gaussianas es una te´cnica ge-
neral robusta en cuanto al taman˜o del conjunto de entrenamiento, destaca´ndose de
entre los dema´s me´todos de solucio´n por obtener las mejores capacidades de prono´sti-
co en todos los problemas de estudio y con todos los conjuntos de entrenamiento.
La diferencia promedio en la capacidad de prono´stico es considerable en el proble-
ma del XOR continuo, mientras que esta diferencia promedio con respecto al resto
de los me´todos parece no serlo en la inferencia de la afinidad de los acoplamien-
tos enzima´ticos, aunque para ciertos taman˜os muestrales s´ı representa una marcada
ventaja. Una cuestio´n similar sucede para la inferencia de concentracio´n de metales
pesados, donde adema´s la mezcla infinita de Gaussianas muestra una capacidad de
prono´stico considerablemente mejor en comparacio´n con algoritmos del estado del
arte presentados en [2]. Los me´todos Bayesianos contienen de manera impl´ıcita un
mecanismo que previene el sobreajuste, y esto ha quedado evidenciado dado que
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los tres me´todos Bayesianos presentan errores cuadrados medios normalizados rela-
tivamente pequen˜os. Sin embargo, el bootstrap ha demostrado ser una herramienta
adecuada para evitar el sobreajuste, al arrojar resultados comparables a aquellos
del modelo de mezcla infinita de Gaussianas, e incluso capacidades de prono´stico
que superan las de un me´todo cla´sico como lo es la red neuronal. Comparando las
redes neuronales con el modelo de mezcla infinita de Gaussianas, se encuentra que
existe una importante diferencia entre la capacidad de prono´stico de ambos me´to-
dos cuando el taman˜o del conjunto de entrenamiento es pequen˜o, aminora´ndose esta
diferencia conforme se aumenta el taman˜o muestral. No obstante, se muestra que
los cuatro me´todos de estudio son capaces de modelar adecuadamente el ruido y
la no-linealidad de los conjuntos de observaciones multidimensionales, previniendo
el sobreajuste. Adema´s de la robustez emp´ırica que presenta, entre las ventajas de
utilizar el modelo de mezcla infinita de Gaussianas se encuentran: (i) el modelo es
capaz de realizar clasificacio´n y regresio´n sin modificar su estructura, (ii) no tiene
para´metros que necesiten de un ajuste y (iii) no necesita informacio´n externa a priori
de sus para´metros para realizar inferencia Bayesiana. Nuestro intere´s en este me´todo
consiste en que es un algoritmo completamente automa´tico que aprende eficazmente
la cantidad de componentes y las Gaussianas que modelan sus observaciones, adema´s
de asignar un grado de responsabilidad que tiene cada Gaussiana para una observa-
cio´n. Esta es una propiedad sumamente interesante para el aprendizaje en l´ınea. Para
llevar a cabo estos objetivos se implementaron computacionalmente los tres me´todos
Bayesianos en el lenguaje R, y se seleccionaron problemas de estudio que permitie-
ran un ana´lisis interpretativo de la variacio´n en la capacidad de prono´stico de los
me´todos. Los tres problemas presentados en este estudio son problemas no-lineales
retadores provenientes de diferentes disciplinas, teniendo caracter´ısticas diferentes.
Por otro lado, entre las contribuciones aportadas en este estudio se encuentran:
Se comprobo´ la efectividad de los me´todos Bayesianos bajo estudio. Se com-
probo´ adema´s un me´todo no-Bayesiano que, de acuerdo a su popularidad y
su capacidad para resolver problemas en donde otros me´todos fallan, logro´ un
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desempen˜o comparable al modelo de mezcla infinita de Gaussianas y en oca-
siones superior a las redes neuronales.
Se demostro´ el potencial que tienen los me´todos Bayesianos, especialmente la
mezcla infinita de Gaussianas, para evitar el sobreajuste conforme el taman˜o
muestral decrece.
Se aplico´ el modelo infinito de mezcla de Gaussianas a problemas retadores de
intere´s actual, con lo que se enriquece el bajo nu´mero de aplicaciones de este
me´todo que han sido estudiadas.
Se implementaron las redes neuronales y los procesos Gaussianos con aprendi-
zaje Bayesiano en R, al estar so´lo disponibles en otros lenguajes.
Se implemento´ el modelo de mezcla infinita de Gaussianas, cuya versio´n mul-
tivariada no se encuentra disponible en ningu´n lenguaje, hasta donde nosotros
sabemos. Esta implementacio´n es de importancia para estudios que se derivan
de e´ste y de otros que son ajenos, por ejemplo, en materia de aprendizaje en
l´ınea.
Se escribio´ un ape´ndice que detalla la implementacio´n computacional de los
me´todos Bayesianos, una aportacio´n importante para comprender la forma de
operar del modelo de mezcla infinita de Gaussianas y para esquivar las com-
plicaciones que implica su implementacio´n. Esta contribucio´n es importante,
al no haber un documento que detalle tal implementacio´n.
Firma del asesor:
Dr. J. Arturo Berrones Santos
Cap´ıtulo 1
Introduccio´n
Este documento describe la tesis de investigacio´n ((Me´todos Bayesianos es-
tad´ısticos y de aprendizaje automa´tico para estimacio´n en sistemas complejos)), en la
cual se busca entrenar modelos no-lineales mediante me´todos Bayesianos que sirvan
como herramientas de prediccio´n para problemas retadores de intere´s provenientes
de diferentes disciplinas, especialmente en el caso cuando se tiene un conjunto pe-
quen˜o de observaciones. Se busca adema´s comparar el desempen˜o de su capacidad de
prono´stico contra una te´cnica que ha mostrado gran aceptacio´n y popularidad en la
estad´ıstica aplicada: el me´todo bootstrap, al proporcionar resultados satisfactorios en
problemas donde otros me´todos han fallado [65]. Los niveles de ruido y no-linealidad
inherentes a los conjuntos de observacio´n estudiados en esta tesis aumentan el ries-
go de entrenar un modelo con sobreajuste, especialmente cuando se tienen pocas
observaciones para la fase de entrenamiento [55, 71, 22]. Este efecto sera´ estudiado
para determinar la forma en que el ruido y la no-linealidad afectan la capacidad de
prono´stico de las te´cnicas en funcio´n del taman˜o del conjunto de entrenamiento. Una
descripcio´n ma´s extensa del problema que abarca esta tesis se presenta en la Seccio´n
1.1, mientras que en la Seccio´n 1.2 se proporciona una discusio´n acerca de la moti-
vacio´n para realizar este estudio. Por su parte, la Seccio´n 1.3 resume los objetivos
formales que persigue esta investigacio´n. Finalmente, en la Seccio´n 1.4 se muestra la
forma en que esta´ estructurada el resto de esta tesis.
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1.1 Descripcio´n del Problema
Cuando se desea estudiar una determinada caracter´ıstica de una poblacio´n en
concreto, como puede ser una propiedad f´ısica, una caracter´ıstica qu´ımica o la ve-
locidad de propagacio´n de una enfermedad, no es costeable trabajar con toda la
poblacio´n bajo estudio por cuestiones de tiempo y economı´a. En su lugar se toma
una muestra aleatoria que se supone es representativa de la poblacio´n (i.e., no existen
sesgos de seleccio´n en la obtencio´n de la muestra), la cual proviene de un proceso
afectado por variabilidad aleatoria (i.e., por ruido). La inferencia estad´ıstica es el
conjunto de te´cnicas y metodolog´ıas estad´ısticas mediante las cuales se realizan esti-
maciones sobre una poblacio´n a partir de una muestra aleatoria observada [14]. Ac-
tualmente existen un gran nu´mero de te´cnicas de prono´stico basadas en la estad´ıstica
cla´sica, tambie´n conocida como estad´ıstica frecuentista, en donde los para´metros a
estimar de un modelo son considerados valores desconocidos, pero fijos [47]. Los es-
timadores que se construyen para estos para´metros corresponden con aquellos que
maximizan la probabilidad de tener la muestra aleatoria observada. Sin embargo, la
aplicacio´n de la estad´ıstica frecuentista presenta algunas desventajas. Una de las ma´s
importantes es el riesgo de aprender un modelo con sobreajuste, el cual aparece con
mayor frecuencia conforme el taman˜o del conjunto de entrenamiento decrece [12, 47].
El sobreajuste se presenta cuando un modelo no es capaz de diferenciar el ruido de
las observaciones en el conjunto de entrenamiento y e´ste ajusta sus para´metros de
tal forma que aprende tanto las observaciones como el ruido, trata´ndolo como parte
de una no-linealidad inherente al conjunto de observaciones. Si el modelo se entrena
nuevamente con un conjunto de observaciones diferente, se espera que los para´me-
tros estimados var´ıen en una proporcio´n relacionada al ruido, donde nuevamente el
modelo asigna el ruido a una no-linealidad en las observaciones [41]. Esta situacio´n
conduce a que el modelo tenga un bajo nivel predictivo para observaciones fuera del
conjunto de entrenamiento. Para disminuir el riesgo del sobreajuste generalmente se
aumenta el taman˜o del conjunto de entrenamiento, aunque esto no es siempre una
solucio´n costeable, o incluso factible [12].
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Existen adema´s una serie de me´todos cuya funcio´n es disminuir el riesgo de
aprender un modelo con sobreajuste [32, 47, 56, 68, 16, 5]. Una de tales metodolog´ıas
consiste en emplear la inferencia Bayesiana, la cual es una corriente estad´ıstica que se
diferencia de la frecuentista por considerar los para´metros de un modelo como varia-
bles aleatorias [5], de tal forma que es posible asociar distribuciones de probabilidad
a estos para´metros para representar la incertidumbre que se tiene acerca de su valor.
En contraposicio´n a los me´todos frecuentistas, es bien conocido que los me´todos Ba-
yesianos contienen de manera impl´ıcita un mecanismo que regula la complejidad del
modelo y por ende previene el sobreajuste [12]. El avance tecnolo´gico de los u´ltimos
an˜os ha ocasionado una revolucio´n en la aplicacio´n de te´cnicas Bayesianas, las cuales
requieren de ca´lculos computacionalmente pesados que hasta hace algunos an˜os no
era costeable desarrollar, de modo que la tendencia actual es utilizar te´cnicas Baye-
sianas por encima de las frecuentistas para labores de inferencia [5], no so´lo por la
prevencio´n que exhibe en cuestiones de sobreajuste, sino porque la aplicacio´n de la
teor´ıa de probabilidad permite extraer conclusiones ma´s intuitivas.
Regular la complejidad del modelo es un aspecto esencial en el aprendizaje
computacional y estad´ıstico, el cual toma lugar debido a la combinacio´n del ruido y
la no-linealidad que forman parte de una gran proporcio´n de los feno´menos f´ısicos.
Las reacciones qu´ımicas, la meca´nica de fluidos, la dina´micas de gases, la elasticidad,
la combustio´n y muchos otros feno´menos esta´n gobernados por funciones no-lineales.
Es por esta razo´n que gran parte del disen˜o moderno de me´todos estad´ısticos y de
aprendizaje automa´tico se dedica al ana´lisis de los sistemas no-lineales. Un sistema
no-lineal es todo aquel sistema en que sus caracter´ısticas o propiedades no pueden
modelarse como una combinacio´n lineal de componentes independientes [30]. No
obstante, muchos sistemas f´ısicos tienen bajos niveles de no-linealidad, en el sentido
que los te´rminos lineales tienden a dominar el sistema, a pesar que los te´rminos
no-lineales juegan un papel importante. Una primera aproximacio´n para estos casos
son los modelos lineales [41]. Por el contrario, cuando son los te´rminos no-lineales
los que tienden a dominar el sistema, la tarea de entrenar satisfactoriamente un
modelo se complica. La posibilidad de mu´ltiplos o´ptimos locales y la bu´squeda en
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funciones no-diferenciables son so´lo algunos de los problemas que debe enfrentar el
proceso de optimizacio´n que demanda la estad´ıstica frecuentista [8]. Adema´s, como
se describio´ anteriormente, el efecto combinado del ruido y la no-linealidad afecta
la capacidad de prono´stico del modelo conforme el taman˜o del conjunto de entre-
namiento disminuye [12]. En esta tesis se aplican me´todos Bayesianos estad´ısticos y
de aprendizaje automa´tico no-lineales para analizar el efecto que tienen el ruido y
la no-linealidad en el conjunto de observaciones conforme el taman˜o del conjunto de
entrenamiento disminuye. Los problemas de estudio considerados tienen diferentes
niveles de dificultad, que abarcan un alto nivel de no-linealidad y correlacio´n en los
atributos de salida, por mencionar algunos, adema´s de provenir de ambientes en don-
de el ruido forma parte de las observaciones. Un intere´s especial que se persigue en
esta tesis es evaluar la capacidad de prediccio´n de los diferentes me´todos Bayesianos
cuando el conjunto de entrenamiento es pequen˜o, y comparar tales resultados con
un me´todo que ha sido aplicado recientemente en problemas donde otros me´todos
fallan, mostrando resultados precisos: el me´todo bootstrap. Para un taman˜o muestral
pequen˜o, los niveles de ruido y no-linealidad presentes en los diferentes conjuntos de
observaciones aumentan el riesgo de entrenar un modelo con sobreajuste, por lo que
esta comparacio´n resulta interesante. Para realizar estas pruebas y comparaciones
computacionales se implementaron los me´todos Bayesianos de solucio´n descritos en
esta tesis.
1.2 Motivacio´n y Justificacio´n
Los problemas de estudio propuestos son problemas retadores provenientes de
diferentes a´reas del conocimiento, como lo son la electro´nica [55], la bioqu´ımica y
biolog´ıa molecular [71] y las geociencias [22]. Dos de estos casos corresponden con
problemas de intere´s actual. Los problemas de estudio tienen una naturaleza no-
lineal, adema´s de provenir de ambientes en donde las observaciones esta´n sujetas
a ruido. Es comu´n que en las aplicaciones de regresio´n existan diversas fuentes de
ruido en las observaciones [53], las cuales pueden estar relacionadas con el muestreo,
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como resultado de representar la poblacio´n mediante una muestra aleatoria [35], o
ser ajenas a e´ste, de entre las cuales sobresale el ruido de medicio´n. El ruido muestral
consiste en la seleccio´n de una muestra que es poco (o nada) representativa de la
poblacio´n, y la derivacio´n de conclusiones basadas en e´sta. Por otro lado, el error
de medicio´n es inherente al proceso de medicio´n y a las limitaciones del instrumento
con que se realizan las mediciones. A la combinacio´n de ambas fuentes de ruido se le
denomina simplemente como ruido en este contexto. El objetivo de aplicar te´cnicas
de aprendizaje automa´tico es que el algoritmo modele los patrones que realmente
ocurren en las observaciones y que reconozca e ignore el ruido en ellas.
Cada problema de estudio ha sido cuidadosamente seleccionado en base a sus
caracter´ısticas. En el problema XOR continuo (Seccio´n 3.1) se tienen pares ordenados
como atributos de entrada, mientras que la salida es una variable booleana propor-
cionada por una compuerta lo´gica digital. La salida de la compuerta esta´ basada en
reglas lo´gicas sencillas, pero que al mismo tiempo son complicadas de aprender para
un sistema de aprendizaje artificial [55]. Las caracter´ısticas ma´s importantes de este
problema consisten en que (i) se conoce la funcio´n o´ptima de discriminacio´n para los
pares ordenados, y (ii) las observaciones esta´n libres de ruido, de modo que la varia-
cio´n en la capacidad de prono´stico de un modelo conforme se disminuye el taman˜o
muestral es u´nicamente por efecto de la no-linealidad presente en las observacio-
nes. En el segundo problema (Seccio´n 3.2) se entrena un modelo para pronosticar
la afinidad que presenta una enzima por un sustrato, lo que implica estimar el nivel
de interaccio´n en un complejo enzima´tico [34]. La funcio´n que se desea aproximar
es altamente no-lineal [44], lo que hace de e´ste un problema complicado para cual-
quier me´todo de aprendizaje computacional y estad´ıstico. Aunado a esto, se espera
que las observaciones presenten ruido por tratarse de observaciones biolo´gicas. Por
ejemplo, los complejos con baja afinidad no pueden ser fa´cilmente distinguibles del
ruido. De esta forma, se esperan extraer conclusiones interesantes acerca del efecto
combinado del ruido y la no-linealidad, y de co´mo este efecto impacta la capacidad
de prono´stico de los me´todos de solucio´n como funcio´n del taman˜o del conjunto de
entrenamiento. Finalmente, en el tercer problema de estudio se aborda un problema
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de contaminacio´n de la superficie terrestre, en donde se intenta inferir la concen-
tracio´n de diversos metales pesados potencialmente to´xicos depositados en el suelo
[22]. Medir de manera directa la concentracio´n de un metal puede ser un proceso
costoso, como es el caso del cobre, por lo que se prefiere predecir su concentracio´n
mediante mediciones ma´s accesibles, como la concentracio´n de otros metales. Este
problema consiste en estimar la concentracio´n de cadmio y cobre mediante la con-
centracio´n de otros metales, la caracterizacio´n del tipo de piedra superficial y el uso
que se le da al suelo. El intere´s en este problema recae en que, adema´s de tener ruido
y no-linealidad presente en sus observaciones, las concentraciones de los diferentes
metales esta´n altamente correlacionadas, de modo que se desea modelar un sistema
con salidas correlacionadas [66]. Cuando se tiene un sistema con mu´ltiples salidas
y e´stas esta´n correlacionadas, la capacidad de prono´stico aumenta cuando se tiene
la posibilidad de compartir informacio´n entre las diferentes tareas, en comparacio´n
con la realizacio´n individual de cada tarea (la inferencia de cada salida es conside-
rada una tarea) [2]. En resumen, los problemas estudiados en esta tesis han sido
seleccionados por caracter´ısticas como su complejidad, su no-linealidad o ausencia
de ruido, y por su capacidad para aportar conclusiones importantes en base a los
resultados de cada me´todo de solucio´n. Hasta donde nosotros sabemos, e´ste es el
primer estudio sistema´tico que evalu´a el desempen˜o de la inferencia Bayesiana para
problemas retadores de regresio´n en donde se considera el modelo de mezcla infinita
de Gaussianas.
1.3 Objetivos
El objetivo principal de esta tesis consiste en evaluar la capacidad de prediccio´n
que tienen diversos me´todos Bayesianos sobre problemas de estudio que involucran
altos niveles de ruido y no-linealidad conforme el taman˜o del conjunto de entrena-
miento disminuye. Al reducir el nu´mero de observaciones disponibles para la etapa de
entrenamiento, el efecto del ruido y la no-linealidad tienden a volverse ma´s dominan-
tes [46], lo que afecta considerablemente la capacidad de prono´stico de las te´cnicas
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basadas en la estad´ıstica frecuentista al aumentar el riesgo de entrenar un mode-
lo con sobreajuste. Para evitar el sobreajuste se necesita acoplar al entrenamiento
alguna metodolog´ıa que regule la complejidad del modelo. Los me´todos Bayesianos
contienen de manera impl´ıcita un mecanismo que regula tal complejidad, por lo
que se espera que sus prono´sticos sean ma´s asertivos que aquellos provenientes de
me´todos frecuentistas, por lo que se realiza una comparacio´n con una te´cnica que
ha mostrado resultados precisos en problemas donde otros me´todos han fallado. Un
objetivo colateral de esta tesis es la implementacio´n computacional de los me´todos
de solucio´n propuestos.
1.4 Estructura de la Tesis
El resto de este documento esta´ conformado por seis cap´ıtulos. En el Cap´ıtu-
lo 2 se presenta una introduccio´n a la inferencia Bayesiana, compara´ndola con la
estad´ıstica frecuentista cla´sica y detallando al mismo tiempo sus componentes. En
el Cap´ıtulo 3 se describen los problemas de estudio considerados en esta tesis, los
cuales son problemas ruidosos no-lineales cuya estimacio´n mediante me´todos cla´si-
cos requiere de un ajuste de complejidad laborioso, por lo que se aplican diversos
me´todos Bayesianos estad´ısticos y de aprendizaje automa´tico, los cuales son desarro-
llados y descritos a profundidad en el Cap´ıtulo 4. En ese mismo cap´ıtulo se presenta
el me´todo bootstrap. Posteriormente, en el Cap´ıtulo 5 se analizan los resultados ob-
tenidos al aplicar los me´todos de solucio´n a los problemas de estudio y se discute
su impacto en este estudio. Finalmente, el Cap´ıtulo 6 contiene las conclusiones y
observaciones que se han derivado de esta investigacio´n. De manera adicional, en
el Ape´ndice A se presenta una descripcio´n de la implementacio´n computacional de
los me´todos de solucio´n Bayesianos, la cual sirve como gu´ıa para lograr su efecti-
va implementacio´n computacional. La referencia proporcionada en este ape´ndice es
particularmente u´til para el modelo de mezcla infinita de Gaussianas, el cual no ha
sido implementado en ninguna herramienta de modelacio´n estad´ıstica.
Cap´ıtulo 2
Marco Teo´rico
La inferencia estad´ıstica es el proceso mediante el cual se realizan estimaciones
acerca de un para´metro poblacional a partir de un conjunto de observaciones que
provienen de un sistema afectado por variabilidad aleatoria [19]. Actualmente exis-
ten dos tipos de filosof´ıas estad´ısticas que predominan en cuestiones de inferencia:
la inferencia frecuentista y la Bayesiana, las cuales difieren en la interpretacio´n del
significado de probabilidad y de su aplicacio´n en la estimacio´n de para´metros [5]. A
pesar de que la teor´ıa Bayesiana fue desarrollada durante el siglo XIX, su aplicacio´n
presupone la resolucio´n de complejas integrales que en muchas ocasiones no pueden
resolverse anal´ıticamente, lo que condujo a que se perdiera intere´s en el desarrollo
de me´todos Bayesianos y se optara por adoptar la filosof´ıa frecuentista como ba-
se estad´ıstica. Es hasta nuestros tiempos cuando se tiene la capacidad de aplicar
la inferencia Bayesiana en problemas reales, debido a que el avance tecnolo´gico ha
permitido el desarrollo de equipos de co´mputo accesibles y capaces de desempen˜ar
ca´lculos que hace algunos an˜os eran imposibles de realizar, conduciendo al desarrollo
de nuevas te´cnicas de aproximacio´n nume´rica [21]. En la Seccio´n 2.1 se introduce
la inferencia estad´ıstica a partir de la metodolog´ıa cla´sica frecuentista, en donde
brevemente se discuten las desventajas que conlleva su uso en problemas reales, lo
cual sirve de motivacio´n para presentar el enfoque Bayesiano. Posteriormente, en
la Seccio´n 2.2 se introducen los me´todos de Monte Carlo basados en cadenas de
Markov que se utilizan como me´todos de aproximacio´n para la inferencia Bayesiana
en esta tesis, como lo son el muestreo de Gibbs y el muestreo de Gibbs con paso
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Metro´polis. Finalmente, se introduce el recocido simulado como una te´cnica de opti-
mizacio´n global que permite tomar un camino diferente al muestreo aleatorio como
aproximacio´n.
2.1 Inferencia estad´ıstica Bayesiana
La teor´ıa detra´s de la inferencia estad´ıstica consiste en todas aquellas te´cnicas
a trave´s de las cuales se puede realizar inferencia sobre una variable aleatoria bajo
estudio [19]. Hasta hace algunos an˜os, los me´todos que dominaban el a´rea de la infe-
rencia estad´ıstica estaban basados en el marco teo´rico de la estad´ıstica frecuentista,
en donde se toma una muestra aleatoria que se supone proviene de una distribucio´n
probabil´ıstica con para´metros θ [19]. En esta filosof´ıa se hace la suposicio´n de que
tales para´metros tienen asociados valores desconocidos, pero fijos, por lo que no es
posible asociar una distribucio´n de probabilidad a ellos. La u´nica probabilidad con-
siderada en la estad´ıstica frecuentista es la distribucio´n de la muestra aleatoria de
taman˜o N dados los para´metros θ, la cual explica co´mo es que la muestra aleatoria
observada fluctu´a sobre todas las posibles muestras aleatorias dados los para´metros
fijos θ [5]. De esta forma, la probabilidad de observar una muestra determinada se
interpreta como el l´ımite de su frecuencia relativa en una gran cantidad de experi-
mentos, de donde finalmente adquiere el nombre de estad´ıstica frecuentista [5].
El punto caracter´ıstico de la estad´ıstica frecuentista es que los para´metros θ
que componen un modelo tienen valores desconocidos, pero fijos. Una forma cla´sica
de determinar estos para´metros es aproximarlos mediante estimadores puntuales,
θ̂, los cuales se construyen utilizando las observaciones disponibles y por ende tie-
nen una dependencia en la muestra aleatoria observada, de modo que son variables
aleatorias cuya distribucio´n de probabilidad corresponde con la distribucio´n proba-
bil´ıstica de la muestra [63]. Ahora bien, si la distribucio´n muestral esta´ centrada
cerca del valor real (pero desconocido) de los para´metros y e´sta no presenta dema-
siada dispersio´n, entonces los estad´ısticos pueden ser utilizados como estimadores de
Cap´ıtulo 2. Marco Teo´rico 10
los para´metros, recibiendo el nombre de estimadores puntuales. No se espera que un
estimador puntual realice la estimacio´n del para´metro poblacional sin error, sino que
en realidad se espera que no se encuentre muy alejado de e´ste. No obstante, no es
posible juzgar la precisio´n de los estimadores puntuales porque no se conoce el valor
real de los para´metros, por lo que se utiliza un criterio basado en la distribucio´n
muestral de los estimadores y que es equivalente a la distribucio´n de los estimadores
sobre todas las posibles muestras aleatorias [19]. Au´n as´ı, es improbable que incluso
el estimador insesgado ma´s eficiente (i.e., el que tenga una menor varianza) estime
el para´metro poblacional con exactitud. A pesar que la precisio´n del estimador pun-
tual aumenta conforme se incrementa el taman˜o muestral, no hay razo´n para suponer
que la estimacio´n puntual de una muestra dada sea exactamente igual al para´metro
poblacional que se desea estimar [5]. Un procedimiento ma´s adecuado consiste en
determinar intervalos de estimacio´n que tengan una probabilidad predeterminada
de contener los para´metros desconocidos. Aunque los para´metros son considerados
constantes, los extremos de tales intervalos son aleatorios porque dependen de la
muestra aleatoria observada. Contradictoriamente, cuando la muestra es observada
y los extremos son identificados no queda nada de aleatoriedad presente en la esti-
macio´n, por lo que a estos intervalos se les conoce como intervalos de confianza. Se
conoce de antemano que una determinada proporcio´n de los intervalos construidos
mediante muestras aleatorias contendra´ los para´metros reales, pero no se puede con-
cluir nada acerca de los intervalos de confianza espec´ıficos calculados con la muestra
observada. Esto representa una clara desventaja del me´todo frecuentista, ya que un
para´metro esta´ dentro del intervalo de confianza o simplemente no lo esta´, de manera
que no es posible afirmar que existe una cierta probabilidad de que el para´metro se
encuentre dentro del intervalo, situacio´n que se deriva de la suposicio´n inicial en el
me´todo frecuentista de asumir que el para´metro toma un valor fijo pero desconocido,
impidiendo que se le pueda asociar una distribucio´n de probabilidad.
Detra´s de la inferencia frecuentista existen an˜os de teor´ıa, as´ı como una gran
cantidad de te´cnicas basadas en la distribucio´n de las muestras aleatorias, de entre las
cuales se distingue la estimacio´n por ma´xima verosimilitud (MLE) como una te´cnica
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para estimar los para´metros de un modelo estad´ıstico. La estimacio´n por ma´xima
verosimilitud es un me´todo esta´ndar ampliamente reconocido en la actualidad [23]
por tener un gran nu´mero de propiedades o´ptimas para estimacio´n, como lo son la
suficiencia (i.e., informacio´n completa sobre el para´metro de intere´s contenida en su
estimador MLE), consistencia (i.e., el valor real del para´metro se obtiene asinto´ti-
camente conforme aumenta el taman˜o muestral), eficiencia (i.e., la menor varianza
posible del para´metro estimado se obtiene tambie´n asinto´ticamente), y la invariabi-
lidad del modelo (i.e., el mismo estimador MLE se obtiene independientemente de
la parametrizacio´n elegida), por lo que esta te´cnica es la columna vertebral del desa-
rrollo de un gran nu´mero de me´todos de inferencia estad´ıstica. Dado que diferentes
valores para θ implican diferentes distribuciones de probabilidad, el principio detra´s
de la estimacio´n por ma´xima verosimilitud desarrollado por Fisher plantea que la
distribucio´n de probabilidad de intere´s debe ser aquella que maximiza la probabili-
dad de obtener la muestra observada [23], lo que a su vez implica que debe buscarse
el conjunto de para´metros que maximicen la distribucio´n de los para´metros dadas
las observaciones, p(θ|D), conocida en la literatura como funcio´n de verosimilitud,
la cual sera´ abordada ma´s delante. As´ı, se intuye que la estimacio´n por ma´xima
verosimilitud tiene una dependencia en la muestra aleatoria observada. Para una
descripcio´n ma´s profunda sobre la estimacio´n por ma´xima verosimilitud, ve´ase [23].
Un importante aspecto a considerar al utilizar la estimacio´n por ma´xima vero-
similitud es la complejidad del modelo sobre el que se hace el ajuste de para´metros.
Si se tiene un modelo demasiado complejo, un pequen˜o cambio en el conjunto de
observaciones puede causar un cambio radical en sus para´metros estimados, de modo
que su varianza se incrementa [9]. Sin embargo, un modelo ma´s complejo permite un
mejor ajuste de los datos, de modo que el sesgo decrece [9]. A esta situacio´n en que
existe una relacio´n inversa entre el sesgo y la varianza en funcio´n de la complejidad
del modelo se le conoce como el dilema sesgo/varianza, y ocurre en todo sistema de
aprendizaje automa´tico y estad´ıstico [20]. Para disminuir el sesgo, el modelo debe
ser lo suficientemente flexible, ante el riesgo de tener una mayor varianza. Si por el
contrario, la varianza se trata de mantener en sus niveles ma´s bajos, se puede no
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tener un buen ajuste de las observaciones, lo que conduce a un aumento en el sesgo.
As´ı, el modelo o´ptimo es aquel que tiene el mejor equilibrio entre sesgo y varianza.
Adicionalmente, la variabilidad concerniente a las observaciones disminuye conforme
se aumenta el taman˜o muestral [63], de modo que aumentar la cantidad de observa-
ciones disminuye tanto el sesgo como la varianza. A la situacio´n particular en que
el modelo es demasiado general (o demasiado complejo) y aprende tambie´n el ruido
presente en la muestra se le conoce como sobreajuste [12]. El riesgo de aprender
un modelo con sobreajuste representa una clara desventaja de la filosof´ıa frecuentis-
ta, debido a que un modelo que presenta sobreajuste tiene una baja capacidad de
generalizacio´n1, como se muestra en la Figura 2.1 sobre observaciones fuera de la
muestra. Para sobrellevar esta problema´tica existen un gran nu´mero de te´cnicas que
ajustan la complejidad del modelo, como lo son la validacio´n cruzada [32], la regu-
larizacio´n [47], la minimizacio´n del riesgo estructural [56], la longitud de descripcio´n
mı´nima [68], los me´todos bootstrap [16] y los me´todos Bayesianos [5], por mencionar
algunos. De e´stas, la validacio´n cruzada es la ma´s empleada para labores de control
de complejidad [12], siendo la u´nica que no hace suposiciones de antemano acerca del
modelo. No obstante, tiene como desventaja el que se deba destinar una proporcio´n
de las observaciones para evaluar el desempen˜o del modelo, lo que reduce el taman˜o
de la muestra disponible para entrenar el modelo. De esta forma, la validacio´n cru-
zada es la te´cnica ma´s efectiva cuando existe un conjunto grande de observaciones
[12], mientras que el resto de los procedimientos se vuelven u´tiles cuando el conjunto
de observaciones es pequen˜o. Una variacio´n de la validacio´n cruzada que ha sido
desarrollada para aplicarse cuando se tienen pocas observaciones es la validacio´n
cruzada tipo leave-one-out [17], en donde se evalu´a el error de generalizacio´n de
la n-e´sima observacio´n utilizando las (N − 1) observaciones restantes para estimar
los para´metros del modelo, variando n de tal forma que se evalu´e la capacidad de
prono´stico para cada observacio´n en la muestra. El error de generalizacio´n estima-
do corresponde con la media de los N errores. Sin embargo, dado que el estimador
1En esta tesis se utilizan indistintamente generalizacio´n, prono´stico y prediccio´n, para indicar
la inferencia en una muestra no observada anteriormente.
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requiere que el entrenamiento por ma´xima verosimilitud sea efectuado N veces, este
procedimiento es computacionalmente costoso cuando se tienen conjuntos grandes
de entrenamiento, adema´s de dar como resultado un estimador con varianza rela-
tivamente alta [12], que puede conducir a conclusiones erro´neas acerca del nivel de
sobreajuste. Otro me´todo capaz de estimar el error de generalizacio´n de un modelo
basado en remuestreo es el bootstrap, el cual parece funcionar mejor que la valida-
cio´n cruzada en muchos casos, resultando en estimadores con una menor varianza
que aquellos de la validacio´n cruzada [16]. El bootstrap es, en esencia, una implemen-
tacio´n computacional de una estimacio´n parame´trica de ma´xima verosimilitud [24],
el cual se introduce en la Seccio´n 4.4.
2.1.1 El teorema de Bayes
De entre los me´todos descritos para prevenir el sobreajuste, los me´todos Baye-
sianos han ganado una gran popularidad en los u´ltimos an˜os. Las ventajas de aplicar
la estad´ıstica Bayesiana involucran (i) una estimacio´n ma´s intuitiva y significativa, al
utilizar la teor´ıa de probabilidad para denotar el grado de incertidumbre que existe
en la estimacio´n de un para´metro [42], (ii) la capacidad de incorporar informacio´n
previa disponible antes de analizar una muestra [5], (iii) la prevencio´n del sobre-
ajuste, debido a que la inferencia Bayesiana contiene de forma impl´ıcita el principio
de la navaja de Ockham y selecciona automa´ticamente el modelo con la mayor pro-
babilidad posterior [28], de modo que (iv) no necesita un conjunto de validacio´n,
por lo que toda la muestra puede utilizarse en el entrenamiento [12]. No obstante,
la inferencia Bayesiana sufre de un problema que ha sido ampliamente criticado: el
conocimiento a-priori, en donde la creencia personal acerca de la distribucio´n de los
para´metros a estimar se involucra en los ca´lculos, y la influencia de e´sta adiciona un
cierto grado de subjetividad al proceso [1].
La tendencia actual es distinguir entre los me´todos cla´sicos de estimacio´n, los
cuales tienen un fondo frecuentista que construye su inferencia mediante informacio´n
obtenida de una muestra seleccionada aleatoriamente de la poblacio´n, y los me´todos
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Figura 2.1: Ilustracio´n del sobreajuste. La l´ınea azul punteada representa la funcio´n
cu´bica f(x) = (x+3)(x+1)(x−2), de donde se muestrean aleatoriamente los puntos
mostrados como c´ırculos con un ruido aditivo, tal que f(x) = (x + 3)(x + 1)(x −
2) + N (0, 2). En magenta se muestra un polinomio de tercer grado ajustado sobre
las observaciones tomadas, la cual intenta aproximar la funcio´n original ignorando el
ruido blanco. Por el contrario, en rojo se presenta un polinomio de sexto grado que,
al ser ma´s complejo, intenta emular cada observacio´n tomada, aprendiendo tambie´n
el ruido blanco. Los coeficientes de ambos polinomios fueron calculados mediante
mı´nimos cuadrados.
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basados en la filosof´ıa Bayesiana [5], en donde se utiliza un conocimiento subjetivo
a priori acerca de la distribucio´n de probabilidad de los para´metros en conjunto con
la informacio´n que aporta la muestra observada. La diferencia ma´s notable entre los
me´todos frecuentistas y los me´todos Bayesianos es que en los segundos los para´me-
tros del modelo son considerados variables aleatorias, lo que implica que tienen una
distribucio´n de probabilidad asociada que representa la incertidumbre que se tiene
acerca de su valor [63].
Teorema 2.1 (Teorema de Bayes) Sea {A1, A2, . . . , Ai, . . . , An} un conjunto de
sucesos mutuamente excluyentes y exhaustivos, tales que la probabilidad de cada uno
de ellos es distinta de cero. Sea B un suceso cualquiera del que se conocen las proba-
bilidades condicionales P (B|Ai). Entonces, la probabilidad P (Ai|B) viene dada por
la expresio´n:
P (Ai|B) = P (B|Ai)P (Ai)
P (B)
, (2.1)
en donde P (Ai) son las probabilidades a priori, P (B|Ai) es la probabilidad de B en
la hipo´tesis Ai y P (Ai|B) son las probabilidades posteriores.
El teorema de Bayes (Teorema 2.1) sustenta el marco teo´rico detra´s de la
inferencia Bayesiana, e indica una forma de evaluar la probabilidad de un suceso A
una vez que se conoce que el sucedo B ha ocurrido, siendo A y B sucesos con una
dependencia mutua. Si el evento B representa observar la muestra D y el suceso
A denota que los para´metros del modelo sean θ, entonces (2.1) puede reescribirse
como:
p(θ|D) = p(D|θ)p(θ)
p(D) , (2.2)
en donde p(θ) corresponde con las distribuciones a priori de los para´metros antes de
que se observe la muestra, p(θ|D) es la distribucio´n posterior de intere´s que indica la
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distribucio´n de los para´metros dadas las observaciones, expresando la incertidumbre
que se tiene acerca de los para´metros despue´s de tomar en cuenta tanto las obser-
vaciones como la distribucio´n a priori, y finalmente, p(D|θ) es la probabilidad de
observar la muestra D dado que se tienen los para´metros θ, es decir, la evidencia
que aportan las observaciones en favor de los para´metros. Este u´ltimo te´rmino evalu´a
la verosimilitud de los para´metros del modelo dadas las observaciones, y es una dis-
tribucio´n importante en el aprendizaje estad´ıstico debido a que relaciona todas las
variables por medio de un modelo completamente probabil´ıstico. Para encontrar el
conjunto de para´metros ma´s probables, 〈θ〉, se realiza una marginalizacio´n de la
distribucio´n posterior con respecto a los para´metros:
〈θ〉 =
∫
θ p(θ|D) dθ. (2.3)
La integracio´n de la funcio´n de verosimilitud marginal con respecto a los para´metros
es lo que distingue la filosof´ıa Bayesiana de otros esquemas basados en optimizacio´n,
y es el te´rmino que introduce de manera automa´tica un equilibrio entre el ajuste del
modelo y su complejidad, previniendo el sobreajuste [5]. Por su parte, el denominador
de (2.2) define la verosimilitud marginal de las observaciones:
p(D) =
∫
p(D|θ) p(θ) dθ. (2.4)
Esta verosimilitud marginal, tambie´n conocida como distribucio´n predictiva a priori
de las observaciones, indica la forma que se espera tengan las observaciones antes de
que e´stas sean observadas, y depende u´nicamente de las distribuciones a priori de los
para´metros y de la verosimilitud del modelo, siendo independiente de los para´metros
θ, por lo que se trata de un factor constante que normaliza el numerador p(D|θ)p(θ)
para que sea una distribucio´n de probabilidad propia. De este forma, la distribucio´n
posterior de intere´s es proporcional al producto de la verosimilitud de los para´metros
y su distribucio´n a priori:
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p(θ|D) ∝ p(D|θ)p(θ). (2.5)
Esta proporcionalidad es importante debido a que en algunos casos es posible eva-
luar p(D|θ)p(θ) e inspeccionar la forma de la distribucio´n posterior no-normalizada.
Si esta distribucio´n es equivalente a alguna distribucio´n conocida, entonces no es
necesario evaluar expl´ıcitamente la constante de normalizacio´n en (2.4) [28]. Para
que esto ocurra, la verosimilitud y las distribuciones a priori deben complementarse
de tal forma que la distribucio´n posterior no-normalizada tenga una forma conocida.
2.1.2 Componentes de la inferencia Bayesiana
La distribucio´n posterior de los para´metros dadas las observaciones, p(θ|D),
depende de dos componentes [5]. El primero de ellos corresponde con la verosimilitud
de los para´metros dada la evidencia. La funcio´n de verosimilitud, p(D|θ), contiene
la informacio´n proporcionada por las observaciones e indica la probabilidad de tener
los para´metros θ dado que se tienen las observaciones D, y se evalu´a mediante la
distribucio´n de probabilidad de cada observacio´n dados los para´metros. Suponiendo
que D = (y1, . . . , yN)T , entonces:
p(D|θ) =
N∏
n=1
p(yn|θ). (2.6)
La verosimilitud representa la evidencia que las observaciones aportan acerca de los
para´metros [42]. Por otro lado, el segundo componente de la inferencia Bayesiana
corresponde con las distribuciones a priori de los para´metros, p(θ), las cuales son
distribuciones de probabilidad en el espacio de los para´metros y representan la in-
certidumbre que se tiene acerca de e´stos antes de tomar en cuenta las observaciones.
Los para´metros de una distribucio´n a priori son llamados hiperpara´metros, para dis-
tinguirlos de los para´metros del modelo, θ [42]. Existen dos tipos de distribuciones
a priori: las distribuciones informativas y las no-informativas.
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Cuando existe informacio´n previa acerca de los para´metros e´sta debe incluirse
en la distribucio´n a priori [5]. Por ejemplo, esto ocurre cuando el modelo bajo estudio
es similar a un modelo previo cuyos para´metros sera´n actualizados mediante un nue-
vo conjunto de observaciones. Haciendo uso de la distribucio´n posterior del modelo
previo como distribucio´n a priori del modelo bajo estudio, el modelo no comienza
basa´ndose u´nicamente en la muestra obtenida, sino que estima los nuevos para´me-
tros mediante un efecto acumulativo de las observaciones anteriores y las actuales.
Por el contrario, cuando no existe informacio´n previa acerca de los para´metros, si-
tuacio´n que se presenta ma´s comu´nmente, se hace uso de una distribucio´n vaga
o no-informativa para minimizar el impacto que tiene seleccionar la distribucio´n a
priori. Esto implica que la distribucio´n a priori tendra´ un menor impacto en la dis-
tribucio´n posterior del modelo, mientras que la informacio´n proporcionada por las
observaciones tendra´ mayor peso. La distribucio´n a priori no-informativa ma´s senci-
lla corresponde con la distribucio´n uniforme, tambie´n llamada distribucio´n a priori
plana, debido a su distribucio´n probabil´ıstica constante:
p(θ) ∼ U(−∞,∞), (2.7)
en donde θ esta´ uniformemente distribuida del infinito negativo al infinito positivo.
Sin embargo, a pesar de que la distribucio´n uniforme permite que la distribucio´n
posterior sea afectada exclusivamente por las observaciones, e´sta sera´ impropia y no
integrara´ a uno, dado que la integral de la distribucio´n en (2.7) es infinita, violando
uno de los axiomas de la teor´ıa de probabilidad [37]. As´ı, una distribucio´n impropia
ocurre cuando:
∫
p(θ) dθ =∞. (2.8)
Para un ana´lisis ma´s extenso sobre distribuciones a priori, ve´ase [67].
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2.1.3 Predicciones en la inferencia Bayesiana
Idealmente, en un enfoque Bayesiano se definen la funcio´n de verosimilitud y
las distribuciones a priori de los para´metros, para posteriormente utilizar el teorema
de Bayes desarrollado en (2.2) y evaluar la distribucio´n posterior de los para´metros
dadas las observaciones:
p(θ|D) = p(D|θ)p(θ)
p(D) . (2.9)
Esta distribucio´n probabil´ıstica es la base para realizar inferencia de acuerdo a la
filosof´ıa Bayesiana [5]. Supo´ngase que se tiene una observacio´n yf que se desea inferir
y que no ha sido utilizada para entrenar el modelo. La inferencia toma lugar mediante
la verosimilitud de la nueva observacio´n promediada sobre la distribucio´n posterior
p(θ|D):
p(yf |D) =
∫
p(yf |θ)p(θ|D)dθ. (2.10)
Sin embargo, cuando el numerador de (2.9) no puede ser evaluado anal´ıticamente,
entonces tampoco es posible evaluar anal´ıticamente la integral en (2.10) [37], de modo
que es necesario implementar una aproximacio´n para resolver esta integral. Entre las
aproximaciones ma´s comu´nmente aplicadas en la literatura se encuentran el me´todo
computacional de aproximacio´n Bayesiana [49], el me´todo Bayes variacional [4], las
aproximaciones de Laplace [60], los me´todos Monte Carlo basados en cadenas de
Markov [21] y la estimacio´n de la distribucio´n posterior ma´xima [37]. Los dos u´ltimos
me´todos se introducen en esta seccio´n y son utilizados en esta tesis como te´cnicas
de aproximacio´n.
Estimacio´n de la distribucio´n posterior ma´xima. La estimacio´n por medio
de la distribucio´n posterior ma´xima implica aproximar la integral en (2.10) haciendo
uso de los valores ma´s probables de los para´metros. Esto es posible debido a que
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cuando la distribucio´n condicional p(θ|D) se encuentra en su punto ma´ximo, el
estimador posterior de θ corresponde tambie´n con un punto ma´ximo [37]. Sea θMP
el conjunto o´ptimo de para´metros, la aproximacio´n que se realiza es:
p(yf |D) ' p(yf |D,θMP ). (2.11)
El teorema de Bayes indica que cuando no se tiene suficiente informacio´n a priori
acerca de los para´metros θ, el punto ma´ximo de la distribucio´n posterior p(θ|D)
corresponde con el punto ma´ximo de la verosimilitud, p(D|θ). De esta forma, para
encontrar el conjunto de para´metros ma´s probable basta con aplicar un algoritmo
de optimizacio´n para maximizar p(D|θ) con respecto a los para´metros. No obstante,
esta aproximacio´n comparte algunas de las desventajas que exhibe la estimacio´n
por ma´xima verosimilitud, como lo son la posible atraccio´n por o´ptimos locales
deficientes y la necesidad de una exploracio´n adecuada en funciones no-diferenciables.
Un me´todo u´til de optimizacio´n global que intenta reducir estas dificultades es el
recocido simulado, el cual se introduce en la Seccio´n 2.3.
Me´todos Monte Carlo. El segundo me´todo de aproximacio´n corresponde con
los me´todos Monte Carlo [21]. Supo´ngase que se tiene la capacidad de simular un
conjunto de M muestras independientes tomadas de la distribucio´n posterior de los
para´metros en (2.9). Sea {θ1, . . . ,θM} el conjunto de tales muestras, el estimador
Monte Carlo para la integral en (2.10) corresponde con la media de este conjunto,
de modo que:
p(yf |D) ' 1
M
M∑
m=1
p(yf |θm). (2.12)
El me´todo Monte Carlo es un algoritmo efectivo para resolver nume´ricamente inte-
grales complejas o anal´ıticamente intratables, como la integral en (2.10), cuando es
posible tomar muestras independientes de la distribucio´n posterior exacta, lo cual
no siempre ocurre. Afortunadamente, existen variantes de este me´todo que permiten
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generar tales muestras mediante la construccio´n de una cadena de Markov. Estos
son los me´todos Monte Carlo basados en cadenas de Markov (MCMC), los cuales se
introducen en la siguiente seccio´n.
2.2 Me´todos Monte Carlo basados en Cadenas
de Markov
Los me´todos MCMC son una clase de algoritmos iterativos que generan mues-
tras provenientes de una distribucio´n de probabilidad mediante la construccio´n de
una cadena de Markov que converge a la distribucio´n deseada como su distribucio´n
de equilibrio [21], por lo que son aplicados en la inferencia Bayesiana para muestrear
de la distribucio´n posterior de los para´metros, p(θ|D). Si estas muestras provienen
de una sucesio´n de variables aleatorias independientes e ide´nticamente distribuidas,
entonces el estimador Monte Carlo en (2.12) es un estimador consistente del ver-
dadero valor de la integral conforme M → ∞, de acuerdo a la Ley de los Grandes
Nu´meros. Sin embargo, construyendo una cadena de Markov se obtienen muestras
que son ligeramente dependientes un paso atra´s en el tiempo, de acuerdo a la Defi-
nicio´n 2.2, pero el teorema ergo´dico (Teorema 2.3) permite ignorar la dependencia
entre muestras provenientes de una cadena de Markov cuando M → ∞ [7]. La ha-
bilidad de los me´todos MCMC para generar muestras ligeramente dependientes es
particularmente u´til cuando no se conoce la constante de normalizacio´n en el teore-
ma de Bayes. Para una descripcio´n clara y concisa acerca del teorema ergo´dico y las
propiedades de las cadenas de Markov, ve´ase [7].
Definicio´n 2.2 Una cadena de Markov es un proceso estoca´stico en donde los es-
tados futuros dependen u´nicamente del estado actual.
Teorema 2.3 (Teorema ergo´dico) Si {w1, . . . , wm} es un conjunto de M mues-
tras obtenidas de una cadena de Markov que es aperio´dica, irreducible y recurrente,
entonces tal cadena de Markov es ergo´dica. Esto implica que:
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1
M
M∑
m=1
p(yf |θm)→ p(yf |D), (2.13)
conforme M →∞.
Un me´todo MCMC es entonces una clase de algoritmos en que se simulan una
serie de muestras (ligeramente dependientes) provenientes de una distribucio´n poste-
rior mediante la construccio´n de una cadena de Markov. Tales muestras son utilizadas
en el me´todo Monte Carlo para evaluar nume´ricamente las integrales complejas que
ocurren frecuentemente en la inferencia Bayesiana, produciendo estimaciones de las
propiedades de intere´s de la distribucio´n posterior bajo estudio. En inferencia Baye-
siana hay dos algoritmos que suelen utilizarse con frecuencia: el muestreo de Gibbs
(Seccio´n 2.2.1) y el muestreo de Gibbs con paso Metro´polis (Seccio´n 2.2.2).
2.2.1 El muestreo de Gibbs
Uno de los me´todos ma´s atractivos para implementar un algoritmo MCMC es el
muestreo de Gibbs, el cual tiene sus ra´ıces en la meca´nica estad´ıstica [21]. Supo´ngase
que θ esta´ conformado por q para´metros de intere´s, de modo que θ = (θ1, . . . , θq)
T . La
distribucio´n posterior de los para´metros dadas las observaciones, p(θ|D), puede ser de
gran dimensio´n y dif´ıcil de evaluar. Si es posible definir la distribucio´n probabil´ıstica
univariada para el k-e´simo elemento de θ condicionado tanto en el resto de los
para´metros como en las observaciones, tal que:
p(θk|θ1, . . . , θk−1, θk+1, . . . , θq,D) ∀k, (2.14)
entonces esta distribucio´n es ma´s sencilla de simular que la distribucio´n posterior
completa, al tener generalmente formas ma´s simples [64]. El muestreo de Gibbs
consiste en la ideolog´ıa de que es posible construir una cadena de Markov para la
distribucio´n posterior simulando secuencialmente el k-e´simo para´metro mediante su
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distribucio´n condicional (ec. 2.14), en vez de generar una sola muestra de q compo-
nentes de la distribucio´n posterior completa. Al muestreo de todos los para´metros
en una iteracio´n se le denomina un ciclo de Gibbs. Bajo condiciones generales, las
muestras generadas por este me´todo convergen a la distribucio´n objetivo de intere´s
[21].
El muestreo comienza con algu´n valor inicial para todas las variables con
excepcio´n de θ1, cuyo valor se muestrea a partir de la distribucio´n condicional
p(θ1|θ2, . . . , θq, D). Posteriormente se genera un nuevo valor para θ2 simulando
de su distribucio´n condicional p(θ2|θ1, θ3, . . . , θq,D), luego se muestrea θ3 median-
te p(θ3|θ1, θ2, θ4, . . . , θq, D) y as´ı sucesivamente hasta muestrear θq, consolidando el
primer ciclo de Gibbs. El muestreo continu´a iniciando de nuevo con θ1, formando
un nuevo ciclo. La secuencia de Gibbs converge a una distribucio´n de equilibrio (la
distribucio´n posterior de intere´s) independientemente de los valores iniciales despue´s
de pasar por una etapa inicial transitoria. Por tanto, so´lo un subconjunto de taman˜o
M del total de las muestras contiene observaciones simuladas de la distribucio´n
posterior.
Dependencia del me´todo en los valores iniciales: burn-in. Un punto
clave en la implementacio´n de un me´todo MCMC consiste en determinar el nu´mero
de ciclos que ocurren antes que la cadena se aproxime a su distribucio´n estacionaria,
donde el estado actual ha dejado de ser dependiente de las condiciones iniciales del
muestreo. Al per´ıodo transitorio que toma lugar antes que la cadena alcance la esta-
cionalidad se le conoce en la literatura como burn-in [21]. De manera t´ıpica, en esta
tesis se eliminan una cantidad que oscila entre los 1,000 y 5,000 ciclos iniciales y se
aplica una prueba de convergencia para asegurarse que se ha alcanzado la estacio-
nalidad. A pesar que los algoritmos MCMC garantizan la estacionalidad [64], esta
garant´ıa no determina el tiempo que tardara´n en alcanzarla. Por ejemplo, una pobre
seleccio´n de los puntos iniciales del muestreo puede incrementar drama´ticamente la
cantidad de ciclos que la cadena pasa en la etapa burn-in, por lo que el desarrollo
de metodolog´ıas que sean capaces de estimar puntos de inicio o´ptimos es un a´rea
Cap´ıtulo 2. Marco Teo´rico 24
de intere´s actual. En esta tesis se emplean reglas ba´sicas para la estimacio´n de la
longitud del estado transitorio, como lo son los gra´ficos de series temporales. La
Figura 2.2a muestra la serie temporal para una de dos variables provenientes de una
distribucio´n Gaussiana bivariada, mientras que en la Figura 2.2b puede observarse
el efecto que tienen los valores iniciales en la cadena de Markov hasta los 200 ciclos.
A partir de los 200 ciclos, la gra´fica parece oscilar alrededor de un valor medio, lo
que a su vez parece indicar que se ha alcanzado la estacionalidad, como se observa
en la Figura 2.2c. A pesar de que es posible afirmar si una cadena se encuentra fuera
de equilibrio, no es posible determinar cuando e´ste ha sido alcanzado debido a que
existen puntos que producen estados estacionarios metaestables.
Autocorrelacio´n en las muestras: el factor de inflacio´n. Cuando se
han realizado las pruebas pertinentes y se concluye (con algu´n nivel de confianza)
que la cadena ha alcanzado la estacionalidad, se descartan las muestras concernien-
tes a la etapa burn-in, de modo que el conjunto restante esta´ formado por muestras
provenientes de la distribucio´n de equilibrio deseada. Sin embargo, estas muestras
son ligeramente dependientes en el tiempo, por lo que se espera que las muestras ge-
neradas en ciclos de Gibbs subsecuentes tengan una correlacio´n positiva, de acuerdo
a la definicio´n de un proceso de Markov (Definicio´n 2.2). Un resultado importante en
la teor´ıa del ana´lisis de series de tiempo indica que si la serie proviene de un proceso
estacionario y correlacionado, entonces las muestras correlacionadas au´n proporcio-
nan una estimacio´n insesgada de la distribucio´n, asumiendo que el taman˜o muestral
es suficientemente grande [10]. A pesar que el teorema ergo´dico permite extraer la
misma conclusio´n, la teor´ıa de series de tiempo permite adema´s estimar el taman˜o de
la muestra mediante el cual se tiene la capacidad de realizar estimaciones insesgadas.
Conside´rese una secuencia de muestras de longitud M , es decir, {θ1, . . . ,θM}. La
correlacio´n puede estar presente entre muestras subsecuentes, tal que p(θtk, θ
t+1
k ) 6= 0,
o de forma general, entre muestras ma´s distantes, es decir, ρ(θtk, θ
t+j
k ) 6= 0. La funcio´n
de autocorrelacio´n para la serie temporal de un proceso es simplemente la correla-
cio´n de dicho proceso con una versio´n desplazada en el tiempo de si misma, por lo
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Figura 2.2: Gra´fica de la serie temporal de un muestreo de Gibbs para una distri-
bucio´n normal bivariada con media µ = 0, varianza marginal σ2 = 1 para cada
variable y coeficiente de correlacio´n ρ = 0.98. El muestreo completo se muestra en
(a), iniciando con ambas variables tomando el valor de 6. En (b) se observa la depen-
dencia que tiene el valor inicial durante los primeros 200 ciclos del muestreo, etapa
que comprende el burn-in. En (c) se presenta la cadena de Markov sin las muestras
pertenecientes al burn-in, mostrando lo que parece ser una estacionalidad.
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que mide la autocorrelacio´n entre θtk y θ
t+p
k con un retraso p. La autocorrelacio´n de
orden j para el k-e´simo para´metro al tiempo t puede estimarse mediante:
ρ̂jk =
Cov(θtk, θ
t+j
k )
Var(θtk)
=
M−j∑
t=1
(θtk − θ̂k)(θt−jk − θ̂k)
M−j∑
t=1
(θtk − θ̂k)2
∀j, k. (2.15)
en donde:
θ̂k =
1
M
M∑
t=1
θtk ∀k. (2.16)
Suponiendo que las muestras son independientes, el estimador Monte Carlo en (2.12)
necesita un mı´nimo de MI muestras para estimar insesgadamente los para´metros en
θ [10]. Si las muestras no son independientes, una estimacio´n del taman˜o que debe
tener la muestra proviene de la teor´ıa de los procesos autoregresivos de primer orden,
los cuales tienen una estructura similar a la caminata aleatoria:
θtk = µ+ α(θ
t−1
k − µ) +  ∀k, (2.17)
en donde  corresponde con un ruido blanco, tal que  ∼ N (0, σ2), y α corresponde
con la autocorrelacio´n de primer orden para el k-e´simo para´metro, ρk, segu´n (2.15).
Bajo este proceso, el valor esperado de θ̂ es 〈θ̂〉 = µ, con desviacio´n esta´ndar:
S(θ̂k) =
σ√
n
√
1 + ρk
1− ρk ∀k. (2.18)
El primer te´rmino en (2.18) es la desviacio´n esta´ndar del ruido blanco, mientras
que
√
(1 + ρk)/(1− ρk) es el factor de inflacio´n del taman˜o de muestra (SSIF),
el cual muestra la forma en que la autocorrelacio´n aumenta la varianza muestral.
Por ejemplo, para ρk = 0.5, 0.75, 0.95 y 0.99, el SSIF asociado es 3, 7, 39 y 199,
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respectivamente. De esta forma, con una autocorrelacio´n de 0.95 se necesitan apro-
ximadamente 40 veces el taman˜o muestral de MI para obtener la misma precisio´n
que una muestra independiente.
2.2.2 El muestreo de Gibbs con paso Metro´polis
El muestreo de Gibbs es una te´cnica efectiva para generar muestras prove-
nientes de una distribucio´n cuando e´sta no es de forma esta´ndar o cuando es dif´ıcil
muestrear directamente de ella [64]. Sin embargo, uno de los requerimientos del mues-
treo de Gibbs es que la distribucio´n probabil´ıstica de cada para´metro condicionada
en el resto de ellos pueda ser desarrollada anal´ıticamente. Esto no es siempre posible,
de manera que regularmente se opta por incorporar un algoritmo Metro´polis, como
la caminata aleatoria, para simular de cada una de estas distribuciones condicionales
[13].
El algoritmo Metro´polis. El algoritmo Metro´polis es otro me´todo que tiene
sus ra´ıces en la meca´nica estad´ıstica, y sobresale por tener la capacidad para mues-
trear de una distribucio´n de probabilidad con el u´nico requisito de que exista alguna
funcio´n proporcional a la densidad de e´sta que sea calculable [64]. Esto es parti-
cularmente u´til en inferencia Bayesiana, dado que este algoritmo permite generar
muestras de la distribucio´n normalizada sin la necesidad de evaluar la constante de
normalizacio´n [13], que en ocasiones resulta extremadamente dif´ıcil de evaluar. El al-
goritmo Metro´polis esta´ basado en una analog´ıa del equilibrio de los sistemas f´ısicos
cuyas configuraciones tienen probabilidad proporcional al factor de Boltzmann:
P (A) = exp
−EA
T
, (2.19)
donde A es una configuracio´n del sistema bajo estudio, T es una constante llamada
temperatura y E representa la energ´ıa del sistema cuando se encuentra en su confi-
guracio´n A. Ahora bien, supo´ngase que se desea muestrear de una distribucio´n p(θ),
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tal que:
p(θ) =
f(θ)
C
, (2.20)
donde C representa una constante de normalizacio´n. El algoritmo Metro´polis inicia-
liza con un valor θ0k que satisface f(θ
0
k) > 0. Posteriormente, y utilizando el valor
actual para θk, se muestrea un estado candidato θ
∗
k mediante una distribucio´n de
salto q(θtk, θ
t+1
k ), que representa la probabilidad de retornar un valor θ
t+1
k dado un
valor previo θtk. A esta distribucio´n se le conoce en la literatura como distribucio´n
generadora de candidatos, y su u´nica restriccio´n es que sea sime´trica [64], de modo
que q(θtk, θ
t+1
k ) = q(θ
t+1
k , θ
t
k). Dado el estado candidato θ
∗
k, se evalu´a la diferencia
entre la energ´ıa en el estado actual, θtk, y aquella en el estado candidato:
αk =
exp
(
−p(θ
∗
k,θ
′k)
T
)
exp
(
−p(θ
t
k,θ
′k)
T
) = exp
(
−f(θ
∗
k,θ
′k)
T
)
exp
(
−f(θ
t
k,θ
′k)
T
) (2.21)
= exp
(
−f(θ
∗
k,θ
′k)− f(θtk,θ′k)
T
)
∀k, (2.22)
donde θ′k indica todos los para´metros en θ con excepcio´n de θk. Debido a que
se esta´ considerando la razo´n de p(θ) para dos valores diferentes, la constante de
normalizacio´n se cancela. Si el salto disminuye la energ´ıa del sistema (αk > 1),
situacio´n favorable de acuerdo al factor de Boltzmann, entonces se acepta el estado
candidato como actual y se genera un nuevo candidato. Si, por el contrario, el salto
incrementa la energ´ıa, entonces e´ste se acepta con probabilidad αk, o se rechaza y
se genera un nuevo candidato. De esta forma, el algoritmo Metro´polis consiste en
evaluar:
αk = mı´n
(
1, exp
(
−f(θ
∗
k,θ
′k)− f(θtk,θ′k)
T
))
∀k, (2.23)
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y aceptar el estado candidato con probabilidad αk. Este procedimiento genera una
cadena de Markov, al estar el candidato en funcio´n del estado actual del sistema.
Acoplamiento al muestreo de Gibbs. La incorporacio´n del algoritmo Metro´po-
lis al muestreo de Gibbs es directa: en vez de muestrear cada variable mediante su
distribucio´n condicional, se da un paso Metro´polis mediante un mecanismo de per-
turbacio´n y se acepta o rechaza. Sea θtk el valor actual de θk en la simulacio´n, el
proceso de perturbacio´n mediante el cual se generara un nuevo candidato es:
θ∗k = θ
t
k + ckZ ∀k, (2.24)
donde Z es una variable con distribucio´n normal esta´ndar y ck es un para´metro fijo
de escala. El punto candidato θ∗k se acepta con probabilidad:
βk = mı´n
(
1, exp
(
−f(θ
∗
k,θ
′k)− f(θtk,θ′k)
T
))
∀k. (2.25)
De otro modo, θt+1k = θ
t
k. El para´metro ck es ajustado de tal forma que la tasa de
aceptacio´n se encuentre dentro del intervalo [0.3, 0.7], lo que corresponde con una
aceptacio´n entre el 30 % y el 70 % de los candidatos.
2.3 El me´todo del recocido simulado
El recocido simulado es un algoritmo estoca´stico de optimizacio´n global desa-
rrollado como un me´todo para encontrar el ma´ximo en funciones complejas multimo-
dales, en donde los me´todos cla´sicos basados en gradientes pueden quedar atrapados
en un o´ptimo local de baja calidad [31]. La idea detra´s del recocido simulado es que
al iniciar la exploracio´n del espacio de soluciones se tiene una probabilidad razona-
blemente alta de descender una colina (i.e., de aceptar un punto que disminuye el
valor de la funcio´n objetivo) para realizar una mejor bu´squeda del espacio de solu-
ciones. Sin embargo, tal probabilidad decrece conforme el proceso continu´a, de modo
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que la exploracio´n se da en pasos que mejoran la solucio´n actual durante el final del
proceso. La analog´ıa en que se origina este me´todo corresponde con el proceso f´ısico
de enfriamiento despue´s del recocido de un cristal. Inicialmente existe mucho movi-
miento como resultado de las altas temperaturas, mientras que conforme avanza el
proceso la libertad de movimiento se reduce. Algor´ıtmicamente hablando, el recocido
simulado es una te´cnica muy similar al muestreo Metro´polis, con la diferencia que
esta vez la temperatura no es un factor constante, sino que esta´ en funcio´n del avance
del proceso, de modo que la probabilidad αSA de dar un paso al punto candidato
esta´ dada por:
αSA = mı´n
(
1, exp
(
−f(θ
∗
k,θ
′k)− f(θtk,θ′k)
T (t)
))
, (2.26)
en donde la funcio´n T (t) recibe el nombre de programa de enfriamiento. De manera
t´ıpica, una funcio´n con decrecimiento geome´trico es utilizada. Por ejemplo, iniciando
con una temperatura To y permitiendo el enfriamiento hasta Tf en k pasos:
T (t) = To
(
Tf
To
)t/k
. (2.27)
De forma ma´s general, si se realiza un enfriamiento hasta la temperatura Tf al tiempo
k, para luego mantener esta temperatura constante durante el resto del proceso,
entonces:
T (t) = ma´x
((
To
Tf
To
)t/k
, 1
)
. (2.28)
Como puede observarse, el algoritmo Metro´polis es un caso especial del recocido
simulado en que la temperatura se mantiene fija. Por otro lado, la temperatura
inicial del programa de enfriamiento debe seleccionarse cuidadosamente. Si e´sta es
muy alta, el me´todo se aproxima a una bu´squeda aleatoria, mientras que cuando la
temperatura tiende a cero, el algoritmo tiende a comportarse como una bu´squeda
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local. Una particularidad del recocido simulado es que es un algoritmo sin memoria,
por lo que no reu´ne informacio´n de los vecindarios visitados [31].
Cap´ıtulo 3
Problemas de Estudio
En la seccio´n anterior se presento´ el sobreajuste como una problema´tica comu´n
en los sistemas de aprendizaje automa´tico y estad´ıstico, en donde el modelo no es ca-
paz de diferenciar el ruido presente en las observaciones y e´ste ajusta sus para´metros
de tal forma que identifica el ruido como parte de las observaciones, atribuye´ndolo
a la no-linealidad presente en el conjunto de entrenamiento y aprendie´ndolo como
consecuencia. Un modelo con sobreajuste intenta aproximar una funcio´n que pase
exactamente sobre las observaciones individuales en vez de buscar un patro´n colec-
tivo. Como consecuencia, cuando el modelo se entrena de nuevo con un conjunto
de observaciones diferente se espera que los para´metros del modelo cambien en pro-
porcio´n al nivel de ruido, donde nuevamente el modelo considera el ruido como una
fuente de no-linealidad diferente a la anterior. El sobreajuste conduce a una ba-
ja capacidad de prono´stico en la prediccio´n de observaciones fuera del conjunto de
entrenamiento.
En esta tesis se consideran tres problemas de estudio para analizar el efecto que
tienen el ruido y la no-linealidad presentes en el conjunto de observaciones al aplicar
principalmente modelos de inferencia Bayesiana (los cuales sera´n introducidos en el
Cap´ıtulo 4), especialmente cuando el taman˜o del conjunto de observaciones disminu-
ye hasta niveles cr´ıticos. El intere´s en analizar este efecto recae en que la estad´ıstica
Bayesiana es preferida por encima de otras metodolog´ıas cla´sicas por incluir de ma-
nera automa´tica los elementos necesarios para regular la complejidad del modelo, lo
que reduce el riesgo de padecer sobreajuste. De aqu´ı que una comparacio´n con un
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me´todo que previene el sobreajuste y que ha ganado aceptacio´n en los u´ltimos an˜os,
como lo es el bootstrap, resulte importante. Adicionalmente, la estad´ıstica Bayesiana
goza de una mayor utilidad cuando el taman˜o del conjunto de entrenamiento es pe-
quen˜o y no es conveniente disminuir au´n ma´s su taman˜o destinando un subconjunto
de observaciones para validar el modelo y regular su complejidad.
Los problemas que se estudian en esta tesis provienen de diferentes a´reas del
conocimiento, y en dos casos corresponden con problemas de intere´s actual. En la
Seccio´n 3.1 se introduce el XOR continuo como nuestra primera prueba para la
estad´ıstica Bayesiana. Posteriormente, en la Seccio´n 3.2 se presenta un problema
retador perteneciente al a´rea de la bioqu´ımica y la biolog´ıa molecular, como lo es la
estimacio´n de la afinidad en acoplamientos enzima´ticos. Finalmente, en la Seccio´n 3.3
se introduce un problema concerniente a la contaminacio´n ambiental, que involucra
la depositacio´n de metales pesados en el suelo para una regio´n de Jura, Suiza. Los
detalles espec´ıficos acerca de los conjuntos de entrenamiento de estos problemas se
dejan para la Seccio´n 5.
3.1 XOR continuo
El primer problema de estudio en esta tesis se deriva del problema de la com-
puerta lo´gica en el a´rea de la electro´nica, el cual es un dispositivo que representa
la expresio´n f´ısica de un operador booleano en la lo´gica de la conmutacio´n. Ba´sica-
mente, se trata de una compuerta lo´gica digital que retorna como salida un valor
de 0 o´ 1 (i.e., falso o verdadero, respectivamente) en base a reglas lo´gicas sencillas
dado un par de atributos booleanos. La compuerta lo´gica regresa como resultado
verdadero si y so´lo si uno de los atributos de entrada es verdadero. En cambio, si
ambos atributos son falsos o ambos son verdaderos, el resultado regresado es falso.
En resumen, la compuerta lo´gica regresa un valor verdadero si alguna de las dos
entradas es verdadera, pero no ambas.
En la versio´n continua de este problema el resultado de la compuerta lo´gica
Cap´ıtulo 3. Problemas de Estudio 34
continu´a siendo booleano, pero su respuesta es escalada (por cuestiones nume´ricas)
a -0.5 y 0.5 para representar falso y verdadero, respectivamente. Por su parte, los
atributos de entrada son ahora continuos y toman valores en el intervalo [0.1, 1]. As´ı,
el problema XOR continuo consiste en la interaccio´n de dos atributos de entrada,
digamos x1 y x2, y el resultado que proporciona la compuerta lo´gica. Si x1 y x2
tienen un valor mayor que 0.55, o si ambos tienen un valor menor que 0.55, entonces
la compuerta lo´gica regresa un valor falso (y = −0.5). Por el contrario, si alguno es
mayor a 0.5 y el otro es menor a 0.5, entonces la compuerta lo´gica retorna un valor
verdadero (y = 0.5). En la Figura 5.2 se presenta la separacio´n por cuadrantes que
presupone el problema, en donde la funcio´n de discriminacio´n o´ptima que separa
tales cuadrantes corresponde con:
y = f (−c(x1 − 0.55)(x2 − 0.55))− 0.5, (3.1)
siendo c un valor infinito y f una funcio´n sigmoidal, tal que:
f(x) =
1
1 + exp (−x) . (3.2)
El XOR continuo es un problema lo suficientemente sencillo para deducir la funcio´n
de discriminacio´n anal´ıticamente, pero al mismo tiempo representa un problema
complicado de estimar para una cantidad de me´todos de aprendizaje computacio-
nal, de modo que tiene la complejidad necesaria para evaluar el modelo construido
mediante las te´cnicas de solucio´n propuestas en esta tesis. Es por esta caracter´ısti-
ca que el XOR continuo es un problema de prueba muy conocido en el a´rea del
aprendizaje automa´tico, de modo que existen muchos otros enfoques propuestos con
anterioridad para resolver este problema, como son las redes neuronales artificia-
les con un algoritmo gene´tico como me´todo de aprendizaje [55], una extensio´n del
me´todo relief attribute evaluation [33] y las ma´quinas de soporte vectorial [57, 58],
por mencionar algunas. Dado que las observaciones carecen de ruido pero son discri-
minadas mediante una funcio´n no-lineal, nuestro intere´s en este problema reside en
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Figura 3.1: Cuadrantes en el plano formados en el problema XOR continuo. En
azul se presentan los pares ordenados que proporcionan un valor verdadero en la
compuerta lo´gica, mientras que en rojo se encuentran aquellos que proporcionan un
valor falso. Las l´ıneas punteadas indican los umbrales de separacio´n en cuadrantes.
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analizar la capacidad de prono´stico de los diferentes me´todos de solucio´n por el efec-
to exclusivo de la no-linealidad presente en las observaciones conforme se disminuye
el taman˜o del conjunto de entrenamiento.
3.2 Afinidad de acoplamientos enzima´ticos
Las prote´ınas desempen˜an un papel fundamental para la vida, siendo las bio-
mole´culas ma´s abundantes dentro de una ce´lula [44]. Las funciones que e´stas desem-
pen˜an a menudo implican la interaccio´n con otras mole´culas, como es el caso de su
funcio´n enzima´tica, en donde las prote´ınas actu´an como catalizadores para modifi-
can la velocidad de una reaccio´n bioqu´ımica, recibiendo el nombre de enzimas. Un
problema retador que pertenece a distintas suba´reas de la biolog´ıa corresponde con
la estimacio´n de la afinidad entre una enzima y un sustrato (i.e., la mole´cula que
interacciona con la enzima) en reacciones enzima´ticas. La interaccio´n de una enzima
con un sustrato es un proceso altamente selectivo, de tal forma que la unio´n solo
puede existir cuando e´stos son complementarios en forma, taman˜o, carga ele´ctrica y
caracterizacio´n qu´ımica, formando un complejo tridimensional definido. Al sitio en
que se da la unio´n se le denomina centro activo, pudiendo tener una misma enzima
diferentes sitios de interaccio´n. Es de especial intere´s enfatizar que la geometr´ıa del
centro activo de una enzima debe corresponder con la geometr´ıa del sustrato que
se une a ella, y por lo tanto, la funcio´n que desempen˜a una enzima se encuentra
ı´ntimamente ligada a su forma geome´trica. As´ı, la afinidad que presenta una enzima
hacia un sustrato var´ıa de acuerdo a la geometr´ıa de ambas mole´culas y tiene un
impacto en su funcio´n biolo´gica.
La afinidad es una medida de la facilidad con que una enzima y un sustrato
se acoplan, por lo que es una propiedad que aparece constantemente en el a´rea de
la cine´tica bioqu´ımica. Un modelo ampliamente utilizado cuando la concentracio´n
del sustrato es mayor que la concentracio´n de la enzima es la cine´tica de Michaelis-
Menten, la cual describe la velocidad de reaccio´n de un gran nu´mero de reacciones
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enzima´ticas. La reaccio´n en donde la enzima E se une al sustrato S para formar el
complejo enzima´tico ES, que a su vez da lugar a la formacio´n del producto P y a
la liberacio´n de la enzima esta´ representada por:
E + S
k1−−−−⇀↽ −
k2
ES
k3−−−→ E + P, (3.3)
en donde k1, k2 y k3 corresponden con constantes cine´ticas de velocidad de reaccio´n
para las diferentes subreacciones. La velocidad de formacio´n del producto P en el
estado estable es:
vP =
k3[E][S]
KM + [S]
, (3.4)
donde KM es un para´metro cine´tico importante, conocido como la constante de
Michaelis-Menten, y es una medida relacionada estrechamente con la inversa de la
afinidad de una enzima por un sustrato. A menor valor de KM , mayor afinidad
tendra´ la enzima por el sustrato. Estimar adecuadamente la afinidad en un acopla-
miento enzima´tico es un problema comu´n para las ramas que intersectan la qu´ımica,
la biolog´ıa y la informa´tica.
Un me´todo que recientemente ha ganado popularidad para obtener informa-
cio´n sobre la estructura de una prote´ına consiste en el uso de arreglos proteicos,
similares a los microarreglos de ADN, en donde el te´rmino arreglo hace e´nfasis en
un conjunto ordenado de sitios. Cada uno de estos sitios contiene un acoplamiento
enzima-sustrato diferente cuya afinidad es cuantificada mediante te´cnicas fluorescen-
tes. De esta forma, se tiene un conjunto de observaciones conformado por diferentes
acoplamientos enzima-sustrato y su nivel de afinidad correspondiente. Si se puede
desarrollar un modelo que sea capaz de estimar adecuadamente la afinidad de una
enzima bajo estudio por un sustrato, entonces el modelo puede ser u´til en aplica-
ciones donde se necesita inhibir la funcio´n de una enzima o prote´ına, como lo es el
disen˜o de fa´rmacos, en donde se disen˜a una mole´cula que tenga una afinidad mayor
que un determinado sustrato con la prote´ına que se desea inhibir.
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Figura 3.2: Superficie de respuesta de la afinidad para los acoplamientos enzima´ti-
cos del conjunto de observaciones utilizado en esta tesis. La altura de cada punto
representa la intensidad de la afinidad (la energ´ıa de interaccio´n) entre una enzima
y un sustrato.
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La complejidad del problema reside en que la estructura terciaria de una pro-
te´ına esta´ definida por una cantidad extraordinariamente grande de uniones de´biles
entre sus aminoa´cidos, como lo son las fuerzas electrosta´tica, las fuerzas de Van
der Waals y los puentes de hidro´geno, lo que implica que la afinidad que presenta
sea dif´ıcil de estimar. En adicio´n a esta dificultad, los sistemas bioqu´ımicos operan
a temperaturas relativamente altas, adicionando a las observaciones ruido te´rmico.
As´ı, el intere´s en este problema consiste en analizar la capacidad de prono´stico de los
me´todos por el efecto combinado del ruido y de una alta no-linealidad en las obser-
vaciones conforme se disminuye el taman˜o del conjunto de entrenamiento. La Figura
3.2 presenta la superficie de respuesta para el conjunto de observaciones empleado
en esta tesis, el cual contiene la energ´ıa de interaccio´n de enzimas y sustratos selec-
cionados de entre los metabolitos de la bacteria Escherichia coli como indicador de
la afinidad [36]. En la Figura 3.3 se muestra la energ´ıa de interaccio´n para diferentes
prote´ınas al formar complejos con los diferentes sustratos del conjunto de observa-
ciones. Ambas figuras presentan evidencia de los niveles de ruido y no-linealidad
presentes en la funcio´n que se espera genere el conjunto de observaciones. Otra ma-
nera de tratar este problema es ver el arreglo como una matriz de observaciones con
observaciones perdidas (que var´ıan en cantidad al disminuir el taman˜o del conjunto
de entrenamiento). Distintos enfoques han sido encontrados en la literatura para
resolver este tipo de problemas, como son la regresio´n lineal, la regresio´n no-lineal
Bayesiana [71], la descomposicio´n en valores singulares [34], el ana´lisis probabil´ısti-
co de componentes principales [61] y algunos modelos Bayesianos no-parame´tricos
[45]. De manera espec´ıfica, en Nguyen et al. [46] se propone un modelo lineal con
un ajuste Bayesiano de sus para´metros, para posteriormente estudiar los l´ımites de
prediccio´n de su modelo bajo la influencia del ruido y la no-linealidad, validando su
me´todo utilizando el mismo conjunto de entrenamiento que se aplica en esta tesis.
En Troyanskaya et al. [62] se presenta un estudio comparativo de diversos me´todos
para estimar valores perdidos en observaciones provenientes de microarreglos.
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Figura 3.3: Energ´ıa de interaccio´n para las prote´ınas (a) E1, (b) E2, (c) E3 y (d) E4
al unirse a los diferentes sustratos.
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3.3 Concentracio´n de metales pesados en la
capa superficial del suelo
En la naturaleza, las propiedades f´ısicas, qu´ımicas y biolo´gicas muestran re-
gularmente una importante heterogeneidad espacial. A pesar de esto, es posible en-
contrar patrones de distribucio´n en diferentes procesos naturales. En la estad´ıstica
ba´sica, las herramientas surgen de operadores en el espacio de la variable aleatoria,
mientras que en las series temporales y en el ajuste por mı´nimos cuadrados los opera-
dores se trasladan al espacio de otras variables, como son el tiempo y el espacio, bajo
la suposicio´n de que las observaciones son estacionarias. Desafortunadamente, en los
procesos naturales no siempre es posible realizar tal suposicio´n, motivo por el cual se
desarrollo´ la geoestad´ıstica como ciencia aplicada, la cual comprende el conjunto de
me´todos, herramientas y procedimientos que se utilizan para analizar y predecir los
valores de una variable que se muestra distribuida en el espacio de forma continua,
como es el caso del muestreo ambiental. Una de las razones por las que se hacen
muestreos ambientales es para delimitar las zonas en donde existe contaminacio´n
por materiales potencialmente to´xicos en el suelo. Un problema de contaminacio´n
recurrente en la actualidad corresponde con la depositacio´n de metales pesados, los
cuales pueden ser desechados por la industria manufacturera, por el tra´fico vehicular
o incluso pueden derivarse de las piedras nativas de la regio´n. El primer paso para
determinar tales zonas es tomar muestras provenientes del suelo en diferentes ubica-
ciones y determinar la concentracio´n de los metales pesados. Posteriormente, estas
concentraciones son interpoladas utilizando una variedad de te´cnicas para estimar
el grado de contaminacio´n en las ubicaciones no muestreadas.
Los me´todos de solucio´n que sera´n presentados en esta tesis se aplican a un
conjunto de mediciones terrestres multivariadas relacionadas con la contaminacio´n
del suelo por metales pesados en una regio´n de 14.5 kilo´metros cuadrados en Jura,
Suiza [22]. Las mediciones contienen la concentracio´n de siete metales pesados en
diferentes puntos de la superficie: cadmio, cobalto, cromo, n´ıquel, plomo y zinc.
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Adicionalmente, se tiene informacio´n del tipo de roca superficial y del uso que se
la da a cada ubicacio´n muestreada. El tipo de roca corresponde con cinco posibles
opciones caracter´ısticas de Suiza, mientras que los posibles usos corresponden con
bosque, pradera, pastoreo y labranza. Una descripcio´n detallada del muestreo y las
te´cnicas de laboratorio empleadas para hacer las mediciones se describe en [3].
En muchas situaciones existen atributos de intere´s que son dif´ıciles y costosos de
medir, por lo que se miden una pequen˜a cantidad de e´stos. La falta de informacio´n es
compensada con una cantidad ma´s abundante de mediciones indirectas que se sabe
esta´n correlacionadas con los atributos de intere´s. Esta es una problema´tica que
ocurre comu´nmente en la industria, por ejemplo, cuando para tomar una medicio´n
se necesita destruir una pieza fabricada. De igual forma, hay metales que necesitan de
un procedimiento econo´micamente costoso para determinar su concentracio´n, como
es el caso del cobre, de modo que se prefiere estimar su concentracio´n mediante la
concentracio´n de otros metales que sean ma´s accesibles de medir. El problema que
aqu´ı se plantea sigue el experimento presentado en Goovaerts et al. [22], en donde
se desea estimar (i) la concentracio´n de cadmio mediante la concentracio´n de n´ıquel
y zinc, y (ii) la concentracio´n de cobre mediante la concentracio´n de plomo, n´ıquel
y zinc, adema´s del tipo de roca superficial y del uso que se la da al suelo. Nuestro
intere´s en este problema se encuentra en que las concentraciones de los diferentes
metales esta´n correlacionadas, de tal forma que se desea aprender de un sistema
con salidas correlacionadas, lo cual representa una desventaja para los me´todos que
realizan las tareas de forma secuencial al compararlos con aquellos que son capaces de
compartir informacio´n entre tareas [2]. Debido a esta caracter´ıstica, en la literatura
se encuentran una gran cantidad de te´cnicas aplicadas a este problema, como son
los procesos Gaussianos [2], los procesos Gaussianos con multi-kernels [40], las redes
de regresio´n de procesos Gaussianos [66], los procesos de convolucio´n [2] y enfoques
no-parame´tricos de covarianza cruzada [70].
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Figura 3.4: Efecto de la correlacio´n existente entre las concentraciones de n´ıquel y
zinc para el conjunto de observaciones bajo estudio.
Cap´ıtulo 4
Me´todos de Solucio´n
El objetivo principal de esta tesis es aplicar me´todos Bayesianos estad´ısticos y
de aprendizaje automa´tico en problemas retadores de estudio como lo son el XOR
continuo, la afinidad en acoplamientos enzima´ticos y la concentracio´n de metales pe-
sados en la capa superficial del suelo, conforme se disminuye el taman˜o del conjunto
de observaciones de entrenamiento, de modo que sea posible analizar la pe´rdida de
precisio´n de tales me´todos como efecto que tiene el taman˜o muestral, as´ı como el
ruido y la no-linealidad presentes en las observaciones. De igual forma, se desea ana-
lizar el desempen˜o de las te´cnicas Bayesianas en comparacio´n con una te´cnica que ha
ganado aceptacio´n y popularidad en los u´ltimos an˜os por ser capaz de resolver pro-
blemas en donde otros me´todos han fallado: el bootstrap, una herramienta estad´ıstica
que produce conjuntos de observaciones adicionales mediante la muestra original pa-
ra estimar la distribucio´n muestral de un estad´ıstico. En este cap´ıtulo se presentan
los me´todos de solucio´n. En la Seccio´n 4.1 se introducen las redes neuronales arti-
ficiales como modelos parame´tricos de aproximacio´n, cuya modelacio´n parame´trica
sirve de motivacio´n para introducir los procesos Gaussianos en la Seccio´n 4.2. Pos-
teriormente, en la Seccio´n 4.3 se presentan las mezclas infinitas de Gaussianas, para
finalizar con una descripcio´n del bootstrap en la Seccio´n 4.4. En el Ape´ndice A se
presenta una descripcio´n acerca de la implementacio´n computacional de los me´to-
dos Bayesianos aqu´ı descritos. Esta referencia es particularmente u´til para ilustrar
el me´todo de mezclas infinitas de Gaussianas, ya que no hay ningu´n paquete que
cuente con esta implementacio´n hasta donde nosotros sabemos.
44
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4.1 Redes Neuronales Artificiales
En an˜os recientes se ha visto un gran nu´mero de avances en el desarrollo de los
sistemas inteligentes, algunos inspirados por las redes neuronales biolo´gicas. De entre
los aportes ma´s estudiados se encuentran las redes neuronales artificiales. Investiga-
dores de diferentes a´reas del conocimiento disen˜an redes neuronales artificiales para
resolver una amplia gama de problemas que abarcan disciplinas como el reconoci-
miento de patrones, la psicolog´ıa cognitiva y el control automa´tico, as´ı como labores
de prediccio´n, de optimizacio´n y de memoria asociativa [51]. A pesar de que se han
propuesto soluciones convencionales que funcionan adecuadamente para situaciones
restringidas de estos problemas, ninguna de ellas es lo suficientemente flexible para
desempen˜ar su labor fuera del dominio para el que fueron disen˜adas [25]. Las redes
neuronales artificiales son una alternativa flexible e inteligente que pueden beneficiar
un gran nu´mero de aplicaciones, debido principalmente a que poseen la habilidad
de aprender ciertas propiedades de un conjunto de observaciones, por lo que pare-
cen funcionar extremadamente bien incluso para problemas en donde los me´todos
estad´ısticos convencionales fallan [25].
Las redes neuronales artificiales, o simplemente redes neuronales para los fines
de esta tesis, fueron originalmente motivadas por un intere´s en imitar algunos de
los me´todos de procesamiento encontrados en el cerebro orga´nico. El cerebro es
un computador paralelo altamente complejo y no-lineal que tiene la habilidad de
organizar sus constituyentes estructurales, conocidos como neuronas, de tal forma
que son capaces de realizar ciertos ca´lculos de forma ma´s ra´pida que la computadora
ma´s veloz construida hasta el momento. A la unio´n intercelular entre dos neuronas
se le conoce como sinapsis, y es el medio por el cual se lleva a cabo la transmisio´n de
informacio´n, mediante impulsos nerviosos. As´ı como el cerebro es capaz de efectuar
tareas de diversa complejidad, las redes neuronales han demostrado ser capaces de
resolver problemas complejos de diferente ı´ndole [51]. Antes de continuar con las
propiedades de las redes neuronales y de como e´stas son capaces de aprender de un
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conjunto de observaciones, es conveniente definir lo que es una red neuronal.
Una red neuronal es un conjunto de neuronas artificiales interconectadas entre
s´ı, las cuales funcionan como procesadores independientes que regresan una funcio´n
acotada de su salida total [54]. Tales neuronas esta´n acomodadas en capas, de las
cuales se distinguen tres tipos: la capa de entrada, la capa de salida y una o varias
capas ocultas. El resto de esta seccio´n se dedica a introducir la arquitectura de las
redes neuronales (Seccio´n 4.1.1), la forma en que e´stas computan su salida (Seccio´n
4.1.2), la manera en que el aprendizaje se lleva a cabo (Seccio´n 4.1.3) y el muestreo
aleatorio que da como resultado el valor esperado a la salida de la red para un
conjunto de observaciones (Seccio´n 4.1.4).
4.1.1 Arquitectura de una red neuronal artificial
La aplicacio´n de las redes neuronales en problemas de aproximacio´n de fun-
ciones e inferencia es un enfoque parame´trico [37]. Esto implica que se hace la su-
posicio´n de que existe una funcio´n no-lineal, digamos yk(x), que esta´ detra´s del
conjunto de observaciones y objetivos {xn, tkn}Nn=1, donde k ∈ {1, . . . , u} y corres-
ponde con la dimensionalidad de los objetivos en tn. En esta nomenclatura xn re-
presenta el vector formado por el conjunto de atributos de la observacio´n n, de tal
modo que xn = (x
1
n, . . . , x
p
n)
T . De manera semejante, tn corresponde con el vector
formado por el conjunto de objetivos de la misma observacio´n n, de tal forma que
tn = (t
1
n, . . . , t
u
n)
T . Cada funcio´n desconocida yk(x) es parametrizada por medio de
los para´metros wk, conocidos como pesos en la literatura de las redes neuronales, y
los cuales esta´n ı´ntimamente relacionadas con la intensidad de la conexio´n sina´ptica
de una neurona biolo´gica. La capacidad de aprendizaje de una red neuronal consiste
en aproximar yk(x) por medio de la funcio´n parametrizada yk(x;wk).
En la Figura 4.1 se muestra la estructura de una red neuronal tipo prealimen-
tacio´n con una u´nica capa oculta. El te´rmino prealimentacio´n implica un tipo de red
neuronal en que las conexiones sina´pticas esta´n dirigidas de las entradas a las salidas
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de la red, es decir, la informacio´n fluye siempre de la capa de entrada a la capa de
salida. Al taman˜o de la red neuronal se le denomina arquitectura, y comprende la
cantidad de capas ocultas que contiene, adema´s de la cantidad de neuronas en cada
una de estas capas. Las redes neuronales monocapa (i.e., con una u´nica capa oculta)
son las ma´s comu´nmente encontradas en literatura [37], y son las que se utilizan en
esta tesis como me´todo de solucio´n. La arquitectura de una red neuronal var´ıa de
acuerdo al conjunto de observaciones del que se quiere aprender. El taman˜o de la
capa de entrada depende completamente de la dimensionalidad, p, de las observa-
ciones (o atributos), xn. De igual manera, el taman˜o de la capa de salida depende
exclusivamente de la dimensionalidad, u, de los objetivos, tn. Cada neurona en la
capa de salida tiene asociado un peso del conjunto {wky}uk=1 (en rojo en la Figura
4.1). La capa oculta, por su parte, es interna a la red y no tiene contacto directo
con el exterior. El taman˜o de esta capa no esta´ en funcio´n de las observaciones ni
restringido de forma alguna, sino que por el contrario, conforme el taman˜o de esta
capa aumenta (o conforme se adicionan capas ocultas a la arquitectura) se confiere
habilidad a la red neuronal para extraer propiedades estad´ısticas de mayor orden
del sistema bajo estudio. Asumiendo una arquitectura con una u´nica capa oculta y
q unidades de procesamiento, cada neurona en esta capa tiene asociado un peso del
conjunto {wjh}qj=1 (en verde en la Figura 4.1). Adema´s, cada conexio´n sina´ptica entre
las neuronas de la capa de entrada y las neuronas de la capa oculta tiene asociada
un peso del conjunto {wijeh}, en donde ij = {1, . . . , p · q} (en azul en la Figura 4.1).
De manera semejante, cada conexio´n sina´ptica entre las neuronas de la capa oculta
y las neuronas de la capa de salida tiene asociada un peso del conjunto {wjkhy}, en
donde jk = {1, . . . , q · u} (en magenta en la Figura 4.1).
A pesar de que al aumentar el taman˜o de la capa oculta la red neuronal ad-
quiere habilidad para extraer propiedades estad´ısticas de mayor orden, Neal [42]
ha demostrado que existe un l´ımite en el cual las propiedades estad´ısticas de las
funciones generadas al aleatorizar los pesos de una red neuronal son independien-
tes del nu´mero de unidades ocultas, de modo que la complejidad de las funciones
parametrizadas se vuelve independiente del nu´mero de para´metros en el modelo.
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Figura 4.1: Estructura de una red neuronal tipo prealimentacio´n con una u´nica capa
oculta. En verde y rojo se muestran los pesos relacionados con la capa oculta y la
capa de salida, respectivamente, mientras que en azul y magenta se presentan los
pesos asociados a las conexiones sina´pticas entre las capas entrada-oculta y oculta-
salida, respectivamente.
Cap´ıtulo 4. Me´todos de Solucio´n 49
Consecuencias ma´s profundas de estas observaciones sera´n analizadas en la Seccio´n
4.2, cuando se introduzcan los procesos Gaussianos como me´todos de solucio´n. Por
lo pronto, basta comprender que al aumentar la cantidad de neuronas en la capa
oculta por encima de un cierto l´ımite, el cual esta´ en funcio´n tanto de la compleji-
dad del problema como de la cantidad y calidad de las observaciones disponibles, la
capacidad de inferencia de la red neuronal se mantiene aproximadamente constante.
4.1.2 Salida emitida por una red neuronal artificial
La forma en que la informacio´n es recibida, procesada y transmitida entre las
diferentes capas de neuronas para evaluar la salida de la red neuronal, suponiendo
que se conocen los pesos w, se detalla a continuacio´n. Dada la observacio´n n, las
neuronas de entrada se encargan de recibir el valor nume´rico de los p atributos en
xn para posteriormente transmitir esta informacio´n inalterada a las neuronas en la
capa oculta utilizando las conexiones sina´pticas que las unen. La informacio´n que
la neurona ei en la capa de entrada recibe y que posteriormente transmite a las
neuronas en la capa oculta corresponde con la observacio´n asociada a ella:
eitransmisio´n = e
i
recepcio´n = x
i
n ∀i ∈ {1, . . . , p}. (4.1)
Por su parte, cada neurona en la capa oculta recibe informacio´n de todas las neuronas
en la capa anterior por medio de sus conexiones sina´pticas. Dado que cada conexio´n
sina´ptica tiene un peso asociado, wijeh, la informacio´n total que recibe la neurona h
j
en la capa oculta es una suma ponderada de la informacio´n que recibe por medio de
sus conexiones sina´pticas. Esto es,
hjrecepcio´n =
p∑
i=1
wijeh · eitransmisio´n =
p∑
i=1
wijeh · xin ∀j ∈ {1, . . . , q}. (4.2)
Ahora es necesario introducir una nueva propiedad de los sistemas artificiales y su
analog´ıa con el sistema biolo´gico. Una neurona biolo´gica puede estar activa o inacti-
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va, es decir, puede estar o no excitada, lo que implica que tiene asociado un estado de
activacio´n. Las neuronas artificiales tambie´n tienen estados de activacio´n asociados.
Algunas tienen solamente un estado de activacio´n binario, como las neuronas biolo´gi-
cas, pero otras pueden tomar cualquier valor dentro de un conjunto determinado [25].
Se denomina funcio´n de activacio´n [69], ϕ(·), a la funcio´n encargada de evaluar el es-
tado de actividad de una neurona artificial, transformando la entrada de tal neurona
en un estado de activacio´n. Para esta tesis se utiliza la tangente hiperbo´lica como
funcio´n de activacio´n (ec. 4.3), pues adema´s de ser una de las funciones de activacio´n
ma´s conocidas y estudiadas, el proceso de convergencia se realiza ma´s ra´pidamente
en comparacio´n con otras funciones de activacio´n [69]. Como resultado, los estados
de activacio´n de una neurona esta´n comprendidos dentro del intervalo [−1, 1], tal y
como se muestra en la Figura 4.2. El valor de g en (4.3) indica la pendiente de la
funcio´n de activacio´n, como tambie´n puede observarse en la Figura 4.2.
ϕ(x) = tanh(g · x). (4.3)
Adema´s de la funcio´n de activacio´n, al modelo de una red neuronal se suelen an˜adir
algunas neuronas ma´s, denominadas bias. Este tipo de neuronas siempre emiten el
valor unitario y esta´n conectadas con todas las neuronas de la capa siguiente. La
funcio´n de estas neuronas en las redes neuronales es importante, puesto que general-
mente no se conocen los aspectos internos del sistema del que se quiere aprender. Sin
importar la arquitectura de la red neuronal, algunas funciones no pueden aprenderse
sin el uso de neuronas tipo bias. Conside´rese, por ejemplo, el caso en que todas las
variables de entrada tienen un valor de cero. Sin la existencia de las neuronas tipo
bias, la u´nica salida posible de la red neuronal es cero, ya que ϕ(0) = 0. Sin embargo,
an˜adiendo el peso w de una neurona tipo bias, la salida de la red neuronal puede
ser fa´cilmente escalada al valor objetivo, ya que ϕ(0 +w) 6= 0. As´ı, a la informacio´n
que recibe la neurona k en la capa oculta se le adiciona un peso, wjh (en verde en
la Figura 4.1), que simula el comportamiento de estas neuronas tipo bias. Posterior-
mente se aplica la funcio´n de activacio´n para determinar el estado de activacio´n de
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Figura 4.2: Funcio´n de activacio´n tangente hiperbo´lica. En verde el caso en que
g = 0.05, en rojo g = 0.2, en azul g = 0.5, en magenta g = 1.0 y en gris g = 5.0.
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la neurona. La informacio´n que la neurona hj transmite a la capa de salida es:
hjtransmisio´n = tanh
[
p∑
i=1
wijeh · xin + wjh
]
∀j. (4.4)
De manera semejante, cada neurona en la capa de salida recibe informacio´n de todas
las neuronas en la capa anterior por medio de sus conexiones sina´pticas. Como cada
conexio´n sina´ptica tiene asociada un peso, wjkhy, la informacio´n que recibe la neurona
yk en la capa de salida es una suma ponderada de la informacio´n que recibe por
medio de sus conexiones sina´pticas. Es decir,
ykrecepcio´n =
q∑
j=1
wjkhy · hjtransmisio´n ∀k ∈ {1, . . . , u}. (4.5)
Finalmente, cada una de las neuronas en la capa de salida computan su valor de
salida. A la informacio´n ponderada que la neurona yk recibe por medio de sus cone-
xiones sina´pticas se le adiciona el peso wyk (en rojo en la Figura 4.1), equivalente a
la neurona tipo bias :
yktransmisio´n =
q∑
j=1
wjkhy · hjtransmisio´n + wky ∀k. (4.6)
La informacio´n que transmiten las neuronas en la capa de salida corresponde con
la salida de la red neuronal, de tal forma que (4.6) es equivalente al resultado de
la funcio´n parametrizada ynk (xn;wk), en donde wk indica el vector formado por los
pesos que son parte del modelo para la neurona de salida yk, es decir, todos los pesos
con excepcio´n de aquellos en la capa de salida que son diferentes a k. Tal conjunto
corresponde con:
wk = (w
1
eh, . . . , w
pq
eh, w
1
h, . . . , w
q
h, w
1
hy, . . . , w
qu
hy, w
k
y)
T (4.7)
Agrupando las ecuaciones de la red neuronal desarrolladas hasta el momento
para la observacio´n n, la parametrizacio´n que se hace sobre la funcio´n ynk (xn) es:
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ynk (xn;wk) =
q∑
j=1
wjkhy · tanh
[
p∑
i=1
wijeh · xin + wjh
]
+ wky ∀k, n. (4.8)
De esta forma, ynk (xn;wk) en (4.8) corresponde con la aproximacio´n parame´trica
del objetivo tkn. Es importante mencionar que la aplicacio´n de las redes neuronales
artificiales como me´todos parame´tricos de aproximacio´n de funciones se encuentra
respaldada por el teorema de aproximacio´n universal (Teorema 4.1).
Teorema 4.1 (Teorema de aproximacio´n universal) Las redes neuronales
artificiales tipo prealimentacio´n con una funcio´n de activacio´n arbitraria, una u´nica
capa oculta y un nu´mero finito de neuronas en tal capa fungen como aproximadores
universales para un subconjunto compacto en Rn.
4.1.3 Aprendizaje de una red neuronal artificial
Una vez que se ha decidido la arquitectura de la red neuronal se procede a inferir
las funciones parametrizadas yk(x;wk) mediante la inferencia de los pesos, wk [42].
Hasta ahora se ha hablado acerca de co´mo evaluar la salida de una red neuronal
cuando se conocen sus pesos, los cuales se adaptan al conjunto de observaciones
mediante una funcio´n de aprendizaje [25]. De esta manera, la funcio´n de aprendizaje
define la forma en que los pesos de una red neuronal var´ıan con respecto al tiempo.
En el caso de una red neuronal para aprendizaje supervisado (i.e., cuando el conjunto
de observaciones tiene variables de salida definidas) la funcio´n de aprendizaje debe
incluir una funcio´n de costo que cuantifique la diferencia de las salidas de la red
neuronal con respecto a los objetivos del conjunto de observaciones [37].
Desde un punto de vista frecuentista, el me´todo de entrenamiento ma´s conocido
para determinar el conjunto de pesos o´ptimo es el algoritmo de retropropagacio´n
[26]. Por otro lado, desde un punto de vista Bayesiano, lo que se desea es estimar
la distribucio´n probabil´ıstica de los pesos dadas las observaciones [42]. Si se asume
que cada elemento en tk = (tk1, . . . , t
k
N)
T difiere del elemento correspondiente en
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yk(XN ;wk) = [y
1
k(x1;wk), . . . , y
N
k (xN ;wk)]
T por un ruido aditivo de varianza σ2v ,
tk = yk(XN ;wk) +N (0, σ2vIN) ∀k, (4.9)
donde IN representa la matriz identidad de taman˜o (N×N), entonces la distribucio´n
condicional de las observaciones dados los pesos sigue tambie´n una distribucio´n Gaus-
siana. SeanXN el conjunto formado por las N observaciones, tal queXN = {xn}Nn=1
y TN el conjunto formado por los N objetivos, de modo que TN = {tn}Nn=1, entonces
la distribucio´n de probabilidad de los objetivos dados los pesos y las observaciones
viene dada por:
p(TN |w,XN) =
u∏
k=1
N (yk(XN ;wk), σ2vIN) (4.10)
=
1
(2piσ2v)
Nu/2
exp
[
− 1
2σ2v
N∑
n=1
u∑
k=1
[
tkn − ynk (xn;wk)
]2]
. (4.11)
Este te´rmino representa la probabilidad de obtener los objetivos en TN dados los
pesos w. A su vez, la distribucio´n a priori seleccionada para los pesos en esta tesis
es uniforme con dominio [−1, 1]. Es decir,
p(w) ∼ U [−1, 1]. (4.12)
De acuerdo al teorema de Bayes (Teorema 2.1), la distribucio´n a priori de los pesos
y su verosimilitud (i.e., la distribucio´n de los objetivos dados los pesos y las obser-
vaciones) se combinan para estimar la distribucio´n posterior de los pesos dadas las
observaciones. Es decir,
p(w|XN ,TN) = p(TN |w,XN)p(w)
p(TN |XN) . (4.13)
Si la dependencia de y(x;w) = (y1(x;w1), . . . , yu(x;wu))
T en w es no-lineal, enton-
ces generalmente la distribucio´n posterior p(w|XN ,TN) no sigue una distribucio´n
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Gaussiana. Dado que tanto la densidad de probabilidad de una distribucio´n unifor-
me como la constante de normalizacio´n en (4.13) permanecen constantes en todo el
dominio de los pesos, la distribucio´n posterior de los pesos dadas las observaciones
es proporcional a la funcio´n de verosimilitud desarrollada en (4.11):
p(w|XN ,TN) ∝ p(TN |w,XN). (4.14)
Adicionalmente, se suele adoptar la funcio´n logar´ıtmica de la distribucio´n posterior
como funcio´n de aprendizaje, debido a cuestiones nume´ricas relacionadas con el
muestreo aleatorio. La funcio´n logar´ıtmica de (4.14) es:
ln p(w|XN ,TN) ∝ − 1
2σ2v
N∑
n=1
u∑
k=1
[
tkn − ynk (xn;wk)
]2 − N
2
ln(2piσ2v). (4.15)
Esta funcio´n logar´ıtmica representa la funcio´n de aprendizaje de nuestra implemen-
tacio´n de una red neuronal propuesta como me´todo de solucio´n. A esta funcio´n se
le conoce en la literatura como funcio´n logposterior [42].
4.1.4 Muestreo de los pesos de una red neuronal
En inferencia Bayesiana para una red neuronal, los dos puntos clave para reali-
zar inferencia son el desarrollo de un modelo probabilista para los pesos y el muestreo
de esta distribucio´n de probabilidad para realizar inferencias dadas las observaciones
disponibles [37]. Habiendo definido el modelo probabilista, el cual consiste en la dis-
tribucio´n de los pesos dadas las observaciones en (4.14), las predicciones se realizan
haciendo una marginalizacio´n de e´ste con respecto a los pesos. Sea xf una obser-
vacio´n para la cual se desea inferir los objetivos tf , tal marginalizacio´n corresponde
con:
p(tf |xf ,XN ,TN) =
∫
p(tf |w,xf )p(w|XN ,TN)dw. (4.16)
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A la observacio´n xf sobre la que se desea hacer inferencia se le denomina observa-
cio´n de prueba. En esta tesis se aplica el muestreo de Gibbs con paso Metro´polis
descrito en la Seccio´n 2.2.2 para generar muestras de la distribucio´n posterior de
los pesos y evaluar as´ı la marginalizacio´n en (4.16) mediante integracio´n nume´rica
[37]. Utilizando el muestreo de Gibbs con paso Metro´polis se generan M muestras
{w1, . . . ,wM} de los pesos, con la intencio´n de que e´stas provengan de la distri-
bucio´n posterior p(w|XN ,TN) en (4.14), muestreando de su distribucio´n posterior
logar´ıtmica, ln p(w|XN ,TN), en (4.15). Utilizando las muestras generadas, la apro-
ximacio´n nume´rica a la marginalizacio´n en (4.16) esta´ dada por:
p(tf |xf ,XN ,TN) ' 1
M
M∑
m=1
p(tf |wm,xf ). (4.17)
Mediante esta aproximacio´n se evalu´a nume´ricamente la integral relativa a la mar-
ginalizacio´n. Un enfoque semejante es utilizar las muestras {w1, . . . ,wM} obtenidas
mediante el muestreo de Gibbs con paso Metro´polis para evaluar M salidas de la
red neuronal. De esta forma, la prediccio´n para el valor del objetivo tf corresponde
con el valor esperado a la salida de la red neuronal dada la observacio´n xf :
〈tf |xf〉 = 1
M
M∑
m=1
yf (xf ;w
m). (4.18)
En la siguiente seccio´n se presenta otra perspectiva del desarrollo de un enfoque
parame´trico y se retoman los resultados obtenidos por Neal [42] al aumentar el
taman˜o de la capa oculta de una red neuronal, lo que sirve como motivacio´n para
introducir los procesos Gaussianos como me´todos de solucio´n.
4.2 Procesos Gaussianos
En la Seccio´n 4.1 se describio´ la implementacio´n basada en redes neuronales
artificiales como uno de los me´todos de solucio´n aplicados en esta tesis. Las redes
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neuronales son te´cnicas adaptivas de aprendizaje computacional cuya aplicacio´n en
problemas complejos de diferentes a´reas del conocimiento ha derivado en resultados
satisfactorios que han sido reportado en la literatura [51], por lo cual se han selec-
cionado como uno de los me´todos de solucio´n en esta tesis. A su vez, la aplicacio´n
de las redes neuronales artificiales para aproximar funciones y como herramientas de
inferencia se encuentra respaldada por el teorema de aproximacio´n universal (Teore-
ma 4.1). Sin embargo, Neal [42] ha demostrado que en el l´ımite cuando el taman˜o de
la red neuronal tiende a infinito, esto es, cuando el nu´mero de neuronas en la capa
oculta tiende a infinito, la distribucio´n a priori sobre funciones no-lineales implicada
por las redes neuronales con aprendizaje Bayesiano cae dentro de la clase de distri-
buciones de probabilidad conocida como procesos Gaussianos. Las observaciones de
Neal han motivado la idea de descartar el uso de las redes parametrizadas y trabajar
directamente con procesos Gaussianos.
El concepto detra´s de las redes neuronales consiste en suponer que existe una
funcio´n no-lineal yk(x) que esta´ detra´s del conjunto de observaciones de entrena-
miento {xn, tkn}Nn=1. Esta funcio´n es aproximada mediante una funcio´n parametriza-
da por los pesos wk de la red neuronal, yk(x;wk). De acuerdo a (4.13), para inferir
futuros valores de la variable de salida (i.e., futuros valores de tk) so´lo importan
la distribucio´n a priori de los pesos y el modelo que se asume para el ruido en las
observaciones (i.e., la verosimilitud de los pesos dadas las observaciones). La idea
detra´s del modelamiento con procesos Gaussianos es insertar una distribucio´n a prio-
ri directamente en el espacio de funciones, sin parametrizar yk(x). La distribucio´n a
priori ma´s sencilla sobre el espacio de funciones corresponde con un proceso Gaus-
siano. El resto de esta seccio´n se dedica a relacionar los procesos Gaussianos con
un enfoque parame´trico (Seccio´n 4.2.1), para posteriormente introducir de manera
formal los procesos Gaussianos (Seccio´n 4.2.2), su generalizacio´n como modelo de
prediccio´n (Seccio´n 4.2.3), la definicio´n de su funcio´n de covarianza (Seccio´n 4.2.4)
y la forma en que el aprendizaje se lleva a cabo (Seccio´n 4.2.5).
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4.2.1 De un modelo parame´trico a un proceso Gaussiano
Como se menciono´ al inicio de esta seccio´n, al aplicar una aproximacio´n pa-
rame´trica a un problema de inferencia se expresa la funcio´n desconocida que se desea
estimar, yk(x), en te´rminos de una funcio´n no-lineal parametrizada por los para´me-
tros wk, yk(x;wk). En el caso de las redes neuronales estos para´metros corresponden
con los pesos. Dado que toda funcio´n continua en el espacio de funciones puede ser
representada como una combinacio´n lineal de funciones base [37], es posible utili-
zar una serie de funciones base, digamos {pih(x)}Hh=1, como modelo de aproximacio´n
para yk(x;wk):
yk(x;wk) =
H∑
h=1
whkpi
h(x) ∀k. (4.19)
Si las funciones base son funciones no-lineales de x, entonces yk(x;wk) es una fun-
cio´n no-lineal de x. Suponiendo que se ha seleccionado la parametrizacio´n a efectuar
(e.g., la topolog´ıa de una red neuronal) se procede a inferir las funciones en y(x;w)
mediante la inferencia de los para´metros w, utilizando la distribucio´n posterior de
los para´metros dadas las observaciones, desarrollada en (4.13). Como se menciono´ en
la Seccio´n 4.1.3, si la funcio´n yk(x;wk) depende de los para´metros wk en forma no-
lineal, entonces generalmente la distribucio´n posterior no es una distribucio´n Gaus-
siana. El enfoque empleado en esta tesis para sobrellevar tal inconveniente al aplicar
redes neuronales es utilizar un me´todo tipo Monte Carlo para generar muestras que
provengan de la distribucio´n posterior p(w|XN ,TN) y evaluar nume´ricamente la
integral presente en la marginalizacio´n de los para´metros (ec. 4.16).
Ahora bien, si se emplean H funciones base como me´todo de aproximacio´n para
yk(x;wk) y e´stas son evaluadas en cada una de las N observaciones del conjunto de
entrenamientoXN , entonces es posible crear una matrizR de dimensio´n (N×H) que
contenga los valores de las H funciones base al ser evaluadas en las N observaciones
del conjunto de entrenamiento. As´ı, el elemento Rhn de tal matriz corresponde con la
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evaluacio´n de la funcio´n base pih en la observacio´n xn. Es decir,
Rhn = pi
h(xn) ∀h, n. (4.20)
Sea yk un vector que represente los valores de la k-e´sima funcio´n desconocida evalua-
da en las N observaciones, tal que yk = (y
1
k(x1;wk), . . . , y
N
k (xN ;wk))
T , es posible
desarrollar cada funcio´n de este vector utilizando la combinacio´n lineal de las H
funciones base:
ynk = y
n
k (xn;wk) =
H∑
h=1
Rhnw
h
k ∀k, n. (4.21)
Si se asume que la distribucio´n a priori de los para´metros w sigue una distribucio´n
Gaussiana con media cero y varianza σ2w,
p(w) = N (0, σ2wIw), (4.22)
entonces el vector de valores de la funcio´n desconocida yk, siendo una funcio´n lineal
de los para´metros w, sigue tambie´n una distribucio´n Gaussiana con media cero,
p(yk) = N (0,Q) ∀k, (4.23)
donde Q representa la matriz de covarianza del vector yk e Iw en (4.22) corresponde
con la matriz identidad del mismo taman˜o que el vector de para´metros w. Aprove-
chando el hecho que yk = Rwk, como se definio´ en (4.21), el valor esperado de yk
es:
〈yk〉 = 〈Rwk〉 = R〈wk〉 ∀k, (4.24)
y por tanto, la matriz de covarianza Q puede definirse como:
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Q = 〈ykyTk 〉 = 〈RwkwTkRT 〉 = R〈wkwTk 〉RT (4.25)
= σ2wRR
T , (4.26)
de acuerdo a la suposicio´n hecha en (4.22) sobre la distribucio´n a priori de w. De
esta forma, la distribucio´n a priori del vector yk en (4.23) puede reescribirse como:
p(yk) = N (0, σ2wRRT ) ∀k. (4.27)
4.2.2 Los procesos Gaussianos como modelos estoca´sticos
El resultado presentado en (4.27) indica que el vector que contiene las N eva-
luaciones de las funciones base sigue una distribucio´n Gaussiana [37]. Esto es cierto
para cualquier conjunto de observaciones XN , y corresponde con la definicio´n de un
proceso Gaussiano (Definicio´n 4.2).
Definicio´n 4.2 La distribucio´n de probabilidad de una funcio´n yk(x) es un proceso
Gaussiano si, para una seleccio´n finita de observaciones x1, . . . ,xN , la densidad
p(yk(x1), . . . , yk(xN)) es una distribucio´n Gaussiana.
As´ı, un proceso Gaussiano consiste en una distribucio´n de probabilidad sobre fun-
ciones. Si se asume que cada elemento en tk = (tk1, . . . , t
k
N)
T difiere del elemento
correspondiente en yk por un ruido aditivo Gaussiano de varianza σ
2
v [37], entonces
los objetivos tk tienen tambie´n una distribucio´n a priori Gaussiana:
p(tk) = N (0,Q+ σ2vIN) ∀k. (4.28)
Si se define una matriz C que represente la matriz de covarianza de los N objetivos
en (4.28), entonces:
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C = (Q+ σ2vIN) = σ
2
wRR
T + σ2vIN . (4.29)
Este resultado permite analizar una nueva perspectiva para el problema de interpo-
lacio´n. En vez de especificar una distribucio´n a priori para las funciones en te´rminos
de funciones base y de introducir distribuciones a priori en los para´metros, se puede
hacer uso de una funcio´n de covarianza [37]. As´ı, dada una funcio´n de covarian-
za C(xn,xn′) va´lida es posible redefinir Q en (4.28), donde cada elemento de esta
matriz se define como:
Qnn′ = C(xn,xn′) ∀n, n′, (4.30)
en donde los sub´ındices n y n′ representan el par de observaciones en que se evalu´a
la funcio´n de covarianza, pudiendo darse el caso n = n′. Bajo la suposicio´n de que
yk difiere de t
k por un ruido aditivo Gaussiano de varianza σ2v , cada elemento de la
matriz de covarianza C se determina mediante:
Cnn′ = Qnn′ + σv
2δnn′ = C(xn,xn′) + σv
2δnn′ ∀n, n′, (4.31)
donde δnn′ representa una delta de Dirac.
Del mismo modo en que la distribucio´n Gaussiana multivariada esta´ comple-
tamente definida por un vector de medias, µ, y una matriz de covarianza, Σ, un
proceso Gaussiano esta´ completamente definido por una funcio´n de media, que a lo
largo de esta tesis se define como la funcio´n cero, y la seleccio´n de una funcio´n para
formar la matriz de covarianza C en (4.29) [42]. De esta forma, tomar una muestra
de un proceso Gaussiano implica muestrear una funcio´n aleatoria con distribucio´n
GP(0,C), donde GP indica un proceso Gaussiano. Los procesos Gaussianos prome-
dian entonces sobre todas las posibles funciones aleatorias que pueden representar
las observaciones. Por su parte, la distribucio´n a priori de los N objetivos en tk es
Gaussiana con matriz de covarianza C,
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p(tk) = N (0,C) = 1
(2pi)u/2|C|1/2 exp
[
−(t
k)TC−1tk
2
]
∀k. (4.32)
Esto indica que definiendo una funcio´n va´lida de covarianza y utiliza´ndola para
formar C se puede realizar inferencia sobre un nuevo objetivo tkf dado el vector
observado tk. La validez de la funcio´n de covarianza es un tema que se trata en la
Seccio´n 4.2.4.
4.2.3 Los procesos Gaussianos como modelos de
prediccio´n
Sea xf una observacio´n de prueba para la cual se desean inferir los objetivos tf .
Una vez que se ha formado la matriz de covarianza C definida en (4.29) es posible
inferir el objetivo tkf dados los objetivos de entrenamiento t
k mediante la densidad
conjunta p(tkf , t
k) [53]. De acuerdo a la definicio´n de un proceso Gaussiano (Definicio´n
4.2), esta densidad de probabilidad conjunta sigue una distribucio´n Gaussiana con
media cero y matriz de covarianza CF :
p(tkf , t
k) = N (0,CF ) ∀k, (4.33)
donde CF es la matriz de covarianza del vector t
k
F = (t
k
1, . . . , t
k
N , t
k
f )
T , con dimensio´n
(N + 1)× (N + 1). As´ı, la distribucio´n condicional de intere´s p(tkf |tk) tiene tambie´n
una distribucio´n Gaussiana [53]. Si se definen submatrices en CF de tal forma que
CN sea la matriz de covarianza evaluada en las observaciones XN , tal que CN =
C(XN ,XN); que b1 sea el vector de covarianza evaluada tanto en las observaciones
XN como en la observacio´n de prueba xf , tal que b1 = C(XN ,xf ); y que v1 sea
la covarianza evaluada en la observacio´n de prueba xf , tal que v1 = C(xf ,xf ),
entonces CF puede reescribirse como:
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[
CF
]
=

[CN ] [b1]
[b1]
T [v1]
 , (4.34)
y la distribucio´n condicional de intere´s es:
p(tkf |tk) =
p(tkf , t
k)
p(tk)
∝ exp
[
−(t
k
F )
TC−1F t
k
F
2
]
∀k. (4.35)
A pesar de que es posible evaluar tanto la media como la varianza de la distri-
bucio´n posterior de tkf por la inversio´n directa de CF en la ecuacio´n (4.35), la com-
plejidad computacional de tal inversio´n es (N + 1)3, por lo que este procedimiento
se vuelve computacionalmente costoso conforme crece el taman˜o del conjunto de ob-
servaciones XN y conforme se tienen ma´s observaciones de prueba. Para evitar esto,
McKay [37] sugiere utilizar las ecuaciones de particiones inversas [6] para reescribir
CF en te´rminos de la matriz de covarianza de las N observaciones, CN . Utilizando
esta te´cnica, se reescribe la inversa de la matriz de covarianza en (4.34) como:
[
CF
]−1
=

[B] [b2]
[b2]
T [v2]
 , (4.36)
donde:
v2 = (v1 − bT1C−1N b1)−1, (4.37)
b2 = −v2C−1N b1, (4.38)
B = C−1N +
1
v2
[
b2b
T
2
]
. (4.39)
Aplicando estas ecuaciones en la distribucio´n posterior desarrollada en (4.33) se
obtiene una formulacio´n para evaluar la densidad condicional p(tkf , t
k) en funcio´n de
la inversa de la matriz de covarianza de los datos de entrenamiento CN :
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p(tkf |tk) = N (t̂ kf ,Σt̂ kf ) ∀k, (4.40)
en donde:
t̂ kf = b
T
1C
−1
N t
k ∀k, (4.41)
Σt̂ kf = v1 − b
T
1C
−1
N b1 ∀k. (4.42)
De esta forma, el valor esperado del objetivo tkf dada la observacio´n xf esta´ dada
por t̂ kf , mientras que Σ
2
t̂ kf
define el margen potencial de error de esta prediccio´n, por
lo que es posible cuantificar la precisio´n del valor inferido [42]. Esto representa una
ventaja al utilizar procesos Gaussianos en problemas de inferencia, por encima de
un enfoque parame´trico como lo son las redes neuronales. Es importante notar que
no es necesario invertir la matriz CF para hacer predicciones en xf , so´lo CN . As´ı,
los procesos Gaussianos permiten la implementacio´n de un modelo con un nu´mero
H de funciones base ma´s grande que el nu´mero de datos N , siendo la complejidad
computacional de orden N3, independientemente del valor de H y del taman˜o del
conjunto de prueba.
En la Figura 4.3 se muestra la prediccio´n de un conjunto de observaciones me-
diante el entrenamiento de un proceso Gaussiano1. Una de las ventajas de modelar
con procesos Gaussianos es la posibilidad de cuantificar el error en cada punto pro-
nosticado, como se observa en 4.3b. A pesar de que existe ruido en las observaciones,
conforme aumenta la concentracio´n de puntos de entrenamiento dentro de un in-
tervalo la variabilidad de las predicciones dentro del mismo disminuye, ocasionando
una disminucio´n en el error de prediccio´n, como sucede cuando x ≈ 20 (x aparece
renombrado como p1 en esta figura). Sin embargo, cuando se tiene una concentra-
cio´n baja de puntos de entrenamiento el efecto que produce el ruido impide que el
1El entrenamiento de este proceso Gaussiano se realizo´ utilizando el paquete mlegp del proyecto
R Statistical Software [50], debido a la facilidad que ofrece para graficar los resultados
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(a) Conjunto de observaciones.
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(b) Prediccio´n del proceso Gaussiano.
Figura 4.3: Prediccio´n de un proceso Gaussiano entrenado con un conjunto trivial de
observaciones, en donde f(x) corresponde con la funcio´n polinomial de sexto orden
f(x) = 1151− 10x + x2 + 7.2× 10−3x3 − 1.5× 10−3x4 − 4× 10−07x5 + 4× 10−07x6
con un ruido aditivo normal esta´ndar, N (0, 1). En (a) se presenta el conjunto de
observaciones, mientras que (b) muestra en azul la prediccio´n del proceso Gaussiano
con la funcio´n exponencial cuadrada como funcio´n de covarianza. Las l´ıneas en rojo
representan el margen potencial de error de la prediccio´n, y la l´ınea en negro la
posicio´n de las observaciones del conjunto de entrenamiento.
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modelo estime adecuadamente la funcio´n detra´s de las observaciones, lo que produce
un incremento en el error de prediccio´n del modelo, como puede observarse cuando
x ≈ −5 y cuando x ≈ 50.
4.2.4 La funcio´n de covarianza como componente de los
procesos Gaussianos
Como se ha visto hasta el momento, las predicciones hechas a trave´s de los pro-
cesos Gaussianos en esta tesis dependen completamente de la matriz de covarianza
C. En los inicios de esta seccio´n se preciso´ que era necesario definir una funcio´n
de covarianza va´lida para construir una matriz de covarianza capaz de realizar pre-
dicciones. La u´nica restriccio´n en la seleccio´n de esta funcio´n de covarianza es que
debe generar una matriz de covarianza no-negativa definida para cualquier conjunto
de puntos {xn}Nn=1. Para una explicacio´n detallada y concisa de lo que se considera
una funcio´n de covarianza va´lida ve´ase [37]. Existen dos tipos de funciones de co-
varianza que son comu´nmente aplicadas en la literatura de los procesos Gaussianos:
las estacionarias y las no-estacionarias. Las funciones de covarianza estacionarias
esta´n u´nicamente en funcio´n de la distancia entre observaciones, sin tomar en cuen-
ta algu´n tipo de patro´n perio´dico en las observaciones. La ideolog´ıa detra´s de este
tipo de funciones de covarianza implica que las observaciones que son semejantes a
una observacio´n bajo ana´lisis proporcionan informacio´n acerca de la inferencia para
tal observacio´n. Un ejemplo ilustrativo de esta situacio´n corresponde con la esti-
macio´n de la afinidad en acoplamientos enzima´ticos: al analizar la interaccio´n entre
una enzima y un sustrato, el resto de las interacciones entre enzimas y sustratos
semejantes aportara´n informacio´n acerca de la energ´ıa de interaccio´n del par bajo
estudio, dada la gran selectividad que tienen los sitios de interaccio´n en los complejos
proteicos. Por su parte, las funciones de covarianza no estacionarias tienen la habi-
lidad de detectar patrones perio´dicos encontrados en las observaciones en adicio´n a
las propiedades de las funciones no-estacionarias.
Para esta tesis se considera el uso de la funcio´n exponencial cuadrada (ec. 4.43)
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como funcio´n de covarianza. La funcio´n exponencial cuadrada pertenece al conjunto
de funciones estacionarias, dado que los problemas de estudio que se presentan en
esta tesis se consideran invariantes en el tiempo, y ha sido seleccionada de entre
las funciones estacionarias debido a que su aplicacio´n en los problemas de estudio
propuestos en esta tesis ha mostrado tener buenos resultados, adema´s de ser una de
las funciones de covarianza ma´s estudiadas.
C(xn,xn′) = σ
2
f exp
[
−1
2
p∑
i=1
(xin − xin′)2
l2i
]
∀n, n′. (4.43)
Recordando que se ha realizado la suposicio´n en que yk difiere de t
k por un ruido
aditivo Gaussiano de varianza σ2v , la funcio´n de covarianza resultante corresponde
con:
C(xn,xn′) = σ
2
f exp
[
−1
2
p∑
i=1
(xin − xin′)2
l2i
]
+ δσ2v ∀n, n′, (4.44)
en donde σ2f es la varianza de la sen˜al, la cual controla el escalamiento vertical de la
funcio´n; σ2v es la varianza del proceso asumido para el ruido y li son hiperpara´metros
conocidos como longitudes caracter´ısticas que esta´n asociados a la dimensio´n i de
las observaciones. Un valor grande de li indica que las funciones y(xn) sera´n pra´cti-
camente funciones constantes de xi = (xi1, . . . , x
i
N)
T . Por su parte, δ representa una
delta de Dirac.
4.2.5 Aprendizaje en los procesos Gaussianos
Una vez que se ha seleccionado y definido la funcio´n de covarianza es necesario
aprender los hiperpara´metros θ = (σ2f , σ
2
v , l1, . . . , lp)
T que la componen a partir de
las observaciones disponibles. La distribucio´n posterior de los hiperpara´metros de la
funcio´n de covarianza dado el conjunto de observaciones es:
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p(θ|XN , tk) ∝ p(tk|θ,XN)p(θ). (4.45)
El primer te´rmino corresponde con la verosimilitud de los hiperpara´metros, es decir,
su evidencia. A partir de la suposicio´n para el proceso de error,
p(tk|θ,XN) =
u∏
k=1
N (0,CN)
=
1
(2pi)Nu/2|CN |u/2 exp
[
−1
2
u∑
k=1
(tk)TC−1N t
k
]
. (4.46)
De nueva cuenta, se evalu´a la funcio´n logar´ıtmica de la verosimilitud en (4.46) por
ser una funcio´n nume´ricamente ma´s conveniente para propo´sitos de optimizacio´n:
ln p(tk|θ,XN) = −u
2
ln |CN | − −1
2
u∑
k=1
(tk)TC−1N t
k − Nu
2
ln(2pi). (4.47)
Al ser la funcio´n logar´ıtmica una funcio´n mono´tona creciente, e´sta alcanza su ma´xi-
mo en el mismo punto en que lo hace la funcio´n original. Esta es una propiedad
importante de la funcio´n logar´ıtmica cuando se busca el conjunto de para´metros que
maximizan la funcio´n de verosimilitud.
Idealmente, para realizar predicciones en un enfoque Bayesiano se define una
distribucio´n a priori para los hiperpara´metros y en conjunto con la funcio´n de ve-
rosimilitud se realiza una marginalizacio´n sobre ellos. La marginalizacio´n sobre los
hiperpara´metros, θ, del modelo corresponde con:
p(tf |xf ,XN ,TN) =
∫
p(tf |xf ,θ,XN ,TN)p(θ|XN ,TN)dθ. (4.48)
Sin embargo, esta integral es intratable [37]. Esto conduce los ca´lculos hacia dos
caminos posibles. El primero de ellos corresponde con realizar una aproximacio´n
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nume´rica a la integral usando un me´todo tipo Monte Carlo, de forma similar al
procedimiento empleado en el caso de las redes neuronales. El segundo camino es
aproximar la integral usando los valores ma´s probables de los hiperpara´metros, dado
que el estimador posterior ma´ximo de θ ocurre cuando la distribucio´n condicional
p(θ|XN ,TN) se encuentra en su punto ma´ximo. Sean θMP el conjunto de hiper-
para´metros ma´s probables, tal aproximacio´n corresponde con:
p(tf |xf ,XN ,TN) ' p(tf |xf ,XN ,TN ,θMP ). (4.49)
La aproximacio´n en (4.49) es la opcio´n seleccionada en esta tesis. El teorema de Ba-
yes (Teorema 2.1) indica que cuando no se tiene suficiente informacio´n acerca de los
hiperpara´metros θ, el punto ma´ximo de la distribucio´n condicional p(θ|XN ,TN), y
por ende el conjunto o´ptimo de hiperpara´metros, corresponde con la maximizacio´n de
ln p(tk|θ,XN) en (4.47). A pesar de utilizar el conjunto o´ptimo de hiperpara´metros
en vez de computar el valor esperado mediante sus respectivas distribuciones pos-
teriores, esta eleccio´n presenta buenos resultados al aplicarla en los procesos Gaus-
sianos como me´todo de solucio´n para los problemas de estudio propuestos en esta
tesis, adema´s de presentar ventajas importantes con respecto al tiempo de co´mputo.
Sin embargo, hay una cuestio´n que debe ser tomada en cuenta al elegir esta alter-
nativa: la funcio´n de verosimilitud marginal en (4.47) puede ser multimodal, por
lo que se necesita un me´todo de optimizacio´n global que sea capaz de hacer una
bu´squeda eficiente del espacio de soluciones para estimar el conjunto o´ptimo de hi-
perpara´metros. Aunado a esto, la funcio´n a estimar en la prediccio´n de la afinidad en
acoplamientos enzima´ticos (Seccio´n 3.2) es altamente no-diferenciable. Esto implica
que los algoritmos de optimizacio´n basados en gradientes no puedan ser aplicados
para la optimizacio´n de los hiperpara´metros en este problema de estudio. Una rutina
de optimizacio´n u´til para lidiar con estos dos obsta´culos es el recocido simulado, in-
troducido en la Seccio´n 2.3 y seleccionado en esta tesis como rutina de optimizacio´n.
El algoritmo del recocido simulado es capaz de realizar una bu´squeda eficiente del
o´ptimo global en el espacio de soluciones, adema´s de no necesitar la evaluacio´n del
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gradiente.
4.3 Mezcla Infinita de Gaussianas
Un modelo finito de mezcla de Gaussianas es una densidad parame´trica de
probabilidad representada como una suma ponderada de componentes con distri-
bucio´n Gaussiana, por lo que se trata de una te´cnica efectiva que tiene sus ra´ıces
en la literatura estad´ıstica [39]. En an˜os recientes, este me´todo ha sido una herra-
mienta aplicada en el a´rea del aprendizaje computacional para resolver problemas
provenientes de diferentes a´reas del conocimiento [9], debido a ciertas propiedades y
ventajas que exhibe sobre otros me´todos, las cuales son abordadas en esta seccio´n.
Un modelo de mezcla de Gaussianas asume que el conjunto de observaciones D es
generado por una mezcla de k Gaussianas multivariadas:
p(D|µ1, . . . ,µk,S1, . . . ,Sk, pi1, . . . , pik) =
k∑
j=1
pij N (µj,S−1j ), (4.50)
en donde las observaciones D incluyen tanto los atributos de entrada como los ob-
jetivos, tal que D = {xn, tn}Nn=1. No´tese que en este conjunto de entrenamiento se
incluyen todos los objetivos en tn, a diferencia de las redes neuronales y los procesos
Gaussianos recie´n descritos, en donde se formaban k conjuntos de entrenamiento,
cada uno con un objetivo tkn. Por su parte, µj es el vector de medias de la Gaussiana
j, Sj es la matriz de precisiones (o covarianza inversa) del componente j y pij es la
proporcio´n de la clase2 j en la mezcla. Una ventaja de aplicar el modelo de mezcla
de Gaussianas para problemas de inferencia es que no existe una distincio´n fija entre
entradas y salidas (i.e., entre observaciones y objetivos) durante la etapa de aprendi-
zaje, por lo que una vez que el modelo es determinado se puede especificar cualquier
subconjunto dimensional de entradas y salidas, y computar el valor esperado de las
dimensiones restantes.
2En esta tesis se utilizan indistintamente los te´rminos clase y componente para indicar una
Gaussiana perteneciente al modelo.
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En la Figura 4.4 se muestran los resultados al entrenar un modelo de mez-
cla finita de Gaussianas3 para estimar la distribucio´n de las observaciones. Son tres
los componentes que modelan tal distribucio´n, representados por elipses. Las l´ıneas
punteadas dentro de cada elipse corresponden con la varianza individual de los dos
atributos, mientras que su interseccio´n corresponde con la media de cada componen-
te. La coloracio´n de las observaciones indica los subconjuntos asociados a cada com-
ponente. As´ı, condicionando el atributo x2 con x1 mediante la distribucio´n p(x2|x1)
se genera un modelo de inferencia, en donde el valor esperado para el atributo x2 se
determina a partir de los atributos x1. Esta transformacio´n se abordara´ ma´s delante.
En la versio´n Bayesiana de un modelo de mezcla de Gaussianas no es necesa-
rio limitar de antemano el nu´mero de componentes, k, en la mezcla para que e´ste
tome un valor finito, lo que representa una ventaja sobre la versio´n frecuentista del
me´todo. En el a´rea del aprendizaje Bayesiano para mezclas de Gaussianas, un me´to-
do probabil´ıstico de gran intere´s es el modelo de mezclas infinitas de Gaussianas,
desarrollado por Rasmussen [52]. La ventaja ma´s importante de este algoritmo es
su capacidad para inferir automa´ticamente un nu´mero adecuado de componentes
en la mezcla, lo que representa una gran problema´tica en la versio´n frecuentista
del mismo. El resto de esta seccio´n se dedica a introducir los para´metros e hiper-
para´metros del modelo de mezcla finita de Gaussianas, sus distribuciones a priori y
el desarrollo de las distribuciones posteriores para el caso univariado (Seccio´n 4.3.1).
Posteriormente se analiza la variacio´n de tales distribuciones cuando el nu´mero de
componentes k tiende a infinito (Seccio´n 4.3.2) y se generalizan para el caso multi-
variado (Seccio´n 4.3.3). Una vez que las distribuciones posteriores de los para´metros
e hiperpara´metros han sido desarrolladas y analizadas, se desarrollan las distribucio-
nes condicionales necesarias para utilizar el modelo de mezcla infinita de Gaussianas
como me´todo de prediccio´n (Seccio´n 4.3.4).
3El entrenamiento de este modelo de mezcla finita de Gaussianas se realizo´ utilizando el paquete
mclust del proyecto R Statistical Software [50]
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Figura 4.4: Agrupamiento para un conjunto de observaciones bidimensionales me-
diante un modelo de mezcla finita de Gaussianas. Las elipses representan los tres
componentes Gaussianos que conforman la distribucio´n de las observaciones. Las
l´ıneas punteadas dentro de cada elipse denotan la varianza para cada atributo, mien-
tras que su interseccio´n representa la media del componente. En azul, rojo y verde
se representan los tres subconjuntos de observaciones por los que cada componente
se hace responsable.
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4.3.1 Para´metros e hiperpara´metros de la mezcla de
Gaussianas
El modelo de mezclas infinitas de Gaussianas es un modelo Bayesiano jera´rqui-
co que implica muestrear de la distribucio´n posterior de un modelo ordinario de
mezcla de Gaussianas pero con un nu´mero posiblemente infinito de componentes,
dadas las observaciones D, las cuales son consideradas observaciones univariadas
en esta seccio´n para fines ilustrativos, de modo que D = {yn}Nn=1. Los para´metros
de las distribuciones Gaussianas que componen la mezcla, como lo son las medias,
{µj}kj=1, las precisiones, {sj}kj=1, y las proporciones, {pij}kj=1, conforman el conjunto
de para´metros de la primera fase (i.e., aquellos asociados directamente al modelo).
Las medias de los componentes y sus hiperpara´metros. A las medias de
tales Gaussianas se les asignan distribuciones Gaussianas a priori:
p(µj|λ, r) ∼ N (λ, r−1) ∀j, (4.51)
en donde la media, λ, y la precisio´n, r, son hiperpara´metros de una segunda fase y
son comunes para todos los componentes. A su vez, a estos hiperpara´metros se les
asignan distribuciones Gaussianas y gamma a priori, respectivamente:
p(λ) ∼ N (µD, σ2D), (4.52)
p(r) ∼ G(1, σ−2D ) ∝ r−1/2 exp [−rσ2D/2], (4.53)
en donde µD y σ2D corresponden con la media y la varianza, respectivamente, del
conjunto de observaciones D. Al para´metro de forma de la distribucio´n gamma en
(4.53) se le asigna la unidad, lo que implica una distribucio´n vaga (i.e., no se aporta
suficiente informacio´n sobre la distribucio´n a priori de este hiperpara´metro).
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Ahora bien, si se introduce una variable estoca´stica, c = {cn}Nn=1, para ca-
da observacio´n en D que actu´e como indicador del componente que ha generado
la observacio´n, es posible obtener la distribucio´n posterior para las medias de los
componentes multiplicando la funcio´n de verosimilitud del modelo (ec. 4.50), condi-
cionada en los indicadores, por su distribucio´n a priori (ec. 4.51). De esta forma:
p(µj|c,D, sj, λ, r) ∼ N
(
y¯jhjsj + λr
hjsj + r
,
1
hjsj + r
)
∀j. (4.54)
A la variable hj se le denomina el nu´mero de ocupacio´n, y representa la cantidad
de observaciones que pertenecen a la clase j, mientras que y¯j representa la media de
tales observaciones:
y¯j =
1
hj
∑
i:cn=j
yi. (4.55)
Para los hiperpara´metros de las medias de los componentes (i.e., para λ y r), la
distribucio´n Gaussiana a priori de la media (ec. 4.51) asume el papel de la funcio´n
de verosimilitud, que junto con la distribucio´n a priori anterior (ec. 4.54), producen
distribuciones posteriores de forma esta´ndar:
p(λ|µ1, . . . , µk, r) ∼ N

µDσ−2D + r
k∑
j=1
µj
σ−2D + kr
,
1
σ−2D + kr
 , (4.56)
p(r|µ1, . . . , µk, λ) ∼ G
k + 1,[ 1
k + 1
(
σ2D +
k∑
j=1
(µj − λ)2
)]−1 . (4.57)
Las precisiones de los componentes y sus hiperpara´metros. Retornando
a los para´metros de la primera fase, a las precisiones de las Gaussianas que conforman
la mezcla, sj, se les asigna una distribucio´n gamma a priori:
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p(sj|β, w) ∼ G(β, w−1) ∀j, (4.58)
en donde el para´metro de forma, β, y la media, w−1, son hiperpara´metros de la
segunda fase, y son comunes para todos los componentes. De nueva cuenta, a es-
tos hiperpara´metros se les asignan distribuciones gamma inversa y gamma como
distribuciones a priori, respectivamente:
p(β−1) ∼ G(1, 1) =⇒ p(β) ∝ β−3/2 exp [−1/(2β)], (4.59)
p(w) ∼ G(1, σ2D). (4.60)
La distribucio´n posterior de las precisiones de los componentes se obtiene multipli-
cando la funcio´n de verosimilitud del modelo (ec. 4.50) condicionada en los indica-
dores, c, por su distribucio´n a priori (ec. 4.58):
p(sj|c,D, µj, β, w) ∼ G
β + hj,[ 1
β + hj
(
wβ +
∑
i:ci=j
(yi − µj)2
)]−1 ∀j.
(4.61)
Para los hiperpara´metros de las precisiones de los componentes (i.e., para w y β),
la distribucio´n a priori de las precisiones (ec. 4.58) asume el papel de la funcio´n de
verosimilitud, que junto con las distribuciones a priori para e´stos (ec. 4.59 y ec. 4.60)
proporcionan:
p(w|s1, . . . , sk, β) ∼ G
(
kβ + 1,
[
1
kβ + 1
(
σ−2D + β
k∑
j=1
sj
)])
, (4.62)
p(β|s1, . . . , sk, w) ∝ Γ
(
β
2
)−k
exp
(−1
2β
)(
β
2
)(kβ−3)/2
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×
k∏
j=1
(sjw)
β/2 exp
[
−βsjw
2
]
. (4.63)
La distribucio´n posterior de β en (4.63) no es de forma esta´ndar, pero es posible
demostrar que p(ln(β)|s1, . . . , sk, w) es una funcio´n logar´ıtmica co´ncava, de modo
que es posible generar muestras independientes de ln(β) utilizando el muestreo de
Gibbs con paso Metro´polis y aplicando una transformacio´n para obtener muestras
provenientes de la distribucio´n posterior de β. La distribucio´n logar´ıtmica posterior
de β corresponde con:
ln p(β|s1, . . . , sk) = −k ln Γ
(
β
2
)
− 1
2β
+
kβ − 3
2
ln
(
β
2
)
+
k∑
j=1
(
β
2
)
(ln sj + lnw)− βsjw
2
. (4.64)
Las proporciones de la mezcla. Retornando una vez mas a los para´metros
de la primera fase, a las proporciones de la mezcla, pij, se les asigna una distribucio´n
Dirichlet a priori, con un para´metro de concentracio´n de α/k:
p(pi1, . . . , pik|α) ∼ Dirichlet(α/k, . . . , α/k) = Γ(α)
Γ(α/k)k
k∏
j=1
pi
α/k−1
j . (4.65)
No´tese que las proporciones deben ser positivas y sumar la unidad:
k∑
j=1
pij = 1. (4.66)
Dadas las proporciones de la mezcla, la distribucio´n a priori para los para´metros de
ocupacio´n, hj, es multinomial, mientras que la distribucio´n conjunta de los indica-
dores se vuelve:
p(c1, . . . , cN |pi1, . . . , pik) =
k∏
j=1
pi
hj
j , (4.67)
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en donde:
hj =
N∑
n=1
δKroenecker(cn, j). (4.68)
Utilizando la integral Dirichlet esta´ndar es posible integrar la proporcio´n de la mezcla
y escribir la distribucio´n a priori directamente en te´rminos de los indicadores [52]:
p(c1, . . . , cN |α) =
∫
p(c1, . . . , cN |pi1, . . . , pik)p(pi1, . . . , pik)dpi1 . . . dpik
=
Γ(α)
Γ(α/k)k
−
k∏
j=1
pi
hj+α/k−1
j dpij =
Γ(α)
Γ(α/k)k
k∏
j=1
Γ(α)
Γ(α/k)k
. (4.69)
Para poder aplicar el muestreo de Gibbs a los indicadores, c, es necesario determinar
la distribucio´n condicional a priori para un indicador dado el resto de ellos. Esta
distribucio´n se obtiene a partir de la distribucio´n a priori de los indicadores (ec.
4.69) manteniendo todos los indicadores fijos, con excepcio´n de uno:
p(cn = j|cn′ , α) = hn′,j + α/k
N − 1 + α ∀n, (4.70)
donde n′ indica todos los ı´ndices con excepcio´n de n y hn′,j es la cantidad de obser-
vaciones, excluyendo yn, que esta´n asociadas al componente j. Finalmente, se asigna
una distribucio´n gamma inversa en los para´metros de concentracio´n, α:
p(α−1) ∼ G(1, 1) =⇒ p(α) ∝ α−3/2 exp [−1/(2α)]. (4.71)
La funcio´n de verosimilitud para α se deriva a partir de la distribucio´n a priori de
los indicadores (ec. 4.69), que junto con la distribucio´n a priori para α (ec. 4.71)
produce:
p(h1, . . . , hk|α) = α
kΓ(α)
Γ(N + α)
, (4.72)
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p(α|k,N) ∝ α
k−3/2 exp [−1/(2α)]Γ(α)
Γ(N + α)
. (4.73)
No´tese que la distribucio´n posterior de α depende so´lo del nu´mero de observaciones,
N , y del nu´mero de componentes, k, y no de la forma en que las observaciones
se distribuyen entre los componentes. La distribucio´n ln p(α|k,N) es una funcio´n
logar´ıtmica co´ncava, de tal forma que se puede aplicar el muestreo de Gibbs para
generar muestras independientes de esta distribucio´n. La distribucio´n logar´ıtmica
para α se define mediante:
ln p(α|k,N) = (k − 3/2) lnα− 1
2α
ln Γ(α)− ln (Γ(N + α)) . (4.74)
En la siguiente seccio´n se generaliza este me´todo para el caso en que se tiene una
cantidad infinita de componentes.
4.3.2 El l´ımite infinito en la mezcla de Gaussianas
Hasta este punto se ha considerado a k como una cantidad fija y finita. De
acuerdo a Rasmussen [52], para todas las variables del modelo, con excepcio´n de los
indicadores c, las distribuciones posteriores de probabilidad para el l´ımite infinito se
obtienen sustituyendo k por el nu´mero de clases que tienen al menos una observacio´n
asociada, krep, en las distribuciones posteriores derivadas para el modelo finito. As´ı,
krep indica las clases que esta´n representadas en el modelo e indica el nu´mero de
componentes que e´ste tiene. En el caso de los indicadores, dejando que k → ∞ en
(4.70), las distribuciones a priori tienden a diferentes l´ımites de acuerdo al nu´mero
de observaciones asociadas a los componentes. Las clases que tienen al menos una
observacio´n asociada diferente a yn, es decir, las clases que satisfacen hn′,j > 0,
tienden a:
p(cn = j|cn′ , α) = hn′,j
N − 1 + α. (4.75)
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Por otro lado, la combinacio´n de todos los componentes con excepcio´n de aquellos
en que hi′,j > 0 tienden a:
p(cn 6= cn′ ∀n′ 6= n|cn′ , α) = α
N − 1 + α. (4.76)
Esto muestra que la distribucio´n de la clase a priori para los componentes que tienen
asociados observaciones diferentes a yn es proporcional al nu´mero de tales observa-
ciones, mientras que la distribucio´n a priori para el resto de las clases depende so´lo
de α y del nu´mero de observaciones, N . Es importante notar que la tratabilidad
anal´ıtica de la integral en (4.69) es esencial, dado que nos permite trabajar direc-
tamente con un nu´mero finito de variables indicadoras en vez de utilizar el nu´mero
infinito de proporciones de la mezcla [52]. De igual forma, es posible combinar la
funcio´n de verosimilitud del modelo (ec. 4.50) condicionada en los indicadores con
la distribucio´n a priori de las clases (ec. 4.75 o´ ec. 4.76, de acuerdo al caso) para
obtener la distribucio´n posterior de los indicadores. Para el caso en que hn′,j > 0,
tal distribucio´n posterior toma la forma:
p(cn = j|cn′ , µj, sj, α) ∝ p(cn = j|cn′ , α)p(yn|µj, sj, cn′)
∝ hn′,j
N − 1 + αs
1/2
j exp
(−sj(yn − µj)2
2
)
, (4.77)
mientras que para las clases en que no se satisface hn′,j > 0, la distribucio´n posterior
corresponde con:
p(cn 6= cn′∀n′ 6= n|cn′ , λ, r, β, w, α) ∝ p(cn 6= cn′∀n′ 6= n|cn′ , α)
×
∫
p(yn|µj, sj)p(µj, sj|λ, r, β, w)dµjdsj. (4.78)
Ahora bien, la funcio´n de verosimilitud para el componente j cuando hn′,j > 0 sigue
una distribucio´n Gaussiana con componentes µj y sj, mientras que la funcio´n de
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verosimilitud concerniente a las clases no-representadas (i.e., aquellas que no tienen
para´metros asociados) se obtiene por integracio´n sobre su distribucio´n a priori (ecns.
4.52 y 4.53). Es importante notar que no es necesario diferenciar entre las infinitas
clases no-representadas dado que la distribucio´n de sus para´metros es ide´ntica. Sin
embargo, esta integral es intratable. Neal [43] sugiere muestrear de tales distribucio-
nes a priori para generar un estimado de la probabilidad de generar una nueva clase.
Rasmussen [52] afirma que este procedimiento efectivamente genera para´metros para
las clases no-representadas. Dado que este estimador Monte Carlo es insesgado, la
cadena resultante muestreara´ exactamente de la distribucio´n deseada, sin importar
el nu´mero de muestras que se utilicen para aproximar la integral.
Existen tres posibles situaciones al evaluar las distribuciones posteriores de
las clases, dependiendo del nu´mero de observaciones asociadas a la clase, como se
muestra a continuacio´n:
si hn′,j > 0, entonces hay observaciones asociadas a la clase j, por lo que la
distribucio´n posterior de la clase se obtiene mediante (4.77).
si hn′,j = 0 y cn = j, entonces yn es la u´nica observacio´n asociada a la clase j;
dado que no hay otros para´metros asociados a la clase, se debe tratar como una
clase no representada, pero utilizando sus para´metros en vez de muestrearlos.
si hn′,j = 0 y cn 6= j, entonces la clase no esta´ representada, de modo que los
valores para los componentes son muestreados de las distribuciones a priori de
los para´metros (ecns. 4.51 y 4.58).
De esta forma, todas las clases tienen para´metros asociados, por lo que es posible
evaluar tanto sus funciones de verosimilitud como sus distribuciones a priori. Las
funciones de verosimilitud de las clases siguen una distribucio´n Gaussiana:
p(yn|µj, sj) = N (µj, s−1j ). (4.79)
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Finalmente, las distribuciones a priori para las clases en que hn′,j > 0 se determinan
mediante (4.80), y mediante (4.81) para el resto de las clases.
p(yn|α) = hi′,j
(n− 1 + α) (4.80)
p(yn|α) = α
(n− 1 + α) (4.81)
Una nueva clase es introducida en el modelo cuando se seleccione una clase no
representada, mientras que las clases se remueven cuando quedan vac´ıas.
4.3.3 Generalizacio´n multivariada del me´todo
Hasta el momento se han derivado las distribuciones posteriores bajo la supo-
sicio´n de que las observaciones disponibles son univariadas. Sin embargo, la genera-
lizacio´n del me´todo a observaciones multivariadas es directa. Las medias, µj, y las
precisiones, sj, de la mezcla se vuelven vectores y matrices, respectivamente, mientras
que sus distribuciones a priori y sus distribuciones posteriores se vuelven Gaussianas
multivariadas y Wishart. De la misma forma, los hiperpara´metros de las medias, λ
y r, se vuelven vectores y matrices, y sus distribuciones se vuelven Gaussianas mul-
tivariadas y Wishart, respectivamente. Por su parte, los hiperpara´metros w de las
precisiones se vuelven matrices con distribuciones Wishart. El hiperpara´metro β de
las precisiones continu´a siendo escalar, con la distribucio´n a priori en (β − d+ 1)−1,
siendo gamma con media 1/d. La dimensionalidad de las observaciones esta´ repre-
sentada por d. De esta forma, para d dimensiones se tiene que:
(β + d− 1)−1 ∼ G(1, 1). (4.82)
Si se define una variable g, tal que g = β − d+ 1, entonces:
p(g) ∝ g−3/2, (4.83)
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y la distribucio´n posterior de g es:
p(g|S1, . . .Sk,w) ∝ (g + d− 1)−3/2 |w|(g+d−1)k/2
× exp
[ (
d
2(g + d− 1)
)(
g + d− 1
2
)(g+d−1)kd/2 ]
×
k∏
j=1
|Sj| g2−1 exp
(
−(g + d− 1) tr(WSj)
2
)
d−1∏
i=0
Γ
(
g + i
2
) (4.84)
Por tanto, la funcio´n logar´ıtmica de la distribucio´n posterior de g puede evaluarse
mediante:
ln p(g|S1, . . .Sk,W ) ∝ −3
2
ln (g + d− 1) (g + d− 1)k
2
ln |W |
+
(
d
2(g + d− 1)
)(
g + d− 1
2
)(g+d−1)kd/2
+
k∑
j=1
|Sj| g2−1 exp
(
−(g + d− 1) tr(WSj)
2
)
d−1∏
i=0
Γ
(
g + i
2
) (4.85)
Para generar muestras para β basta con muestrear g mediante un muestreo de Gibbs
con paso Metro´polis y recordar que β = g + d − 1. En la Seccio´n 5.3 se presenta el
mecanismo para generar muestras para β para el caso multivariado. El resto de las
variables permanecen sin cambio.
No obstante, la generalizacio´n multivariada del me´todo puede ser complicada
de implementar, especialmente por (i) la aparicio´n de falta de simetr´ıa nume´rica en
las matrices, (ii) conflictos en la precisio´n computacional conforme diferentes matri-
ces se aproximan a la no-singularidad (sin llegar a ser no-singulares) y (iii) algunas
restricciones en las distribuciones multivariadas, como lo es el caso de la distribucio´n
Wishart. En el Ape´ndice A se presenta una descripcio´n de nuestra implementacio´n
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computacional de la versio´n multivariada de este me´todo, con observaciones y suge-
rencias que incorporamos para resolver posibles problemas como los recie´n descritos.
Este ape´ndice sirve como una gu´ıa para la implementacio´n del me´todo. Adicional-
mente, en el ape´ndice se detallan las distribuciones de este cap´ıtulo generalizadas al
caso multivariado, y se hace referencia una referencia cruzada con las distribuciones
univariadas en este cap´ıtulo para que la generalizacio´n sea ma´s sencilla de visualizar.
4.3.4 Mezcla infinita de Gaussianas como modelo de
prediccio´n
Para muestrear de las distribuciones posteriores se aplica el muestreo de Gibbs
(Seccio´n 2.2.1). As´ı, el modelo de mezclas infinitas de Gaussianas se inicializa con
un u´nico componente y se computan un nu´mero determinado de ciclos de Gibbs, en
donde los para´metros e hiperpara´metros son actualizados muestreando a partir de
sus distribuciones posteriores y el nu´mero de componentes del modelo var´ıa. Cuan-
do el muestreo de Gibbs termina, se tiene un conjunto de muestras provenientes del
modelo de mezclas infinitas que se asume genera la muestra observada, D. Como
se menciono´ en la Seccio´n 2.2.1, al aplicar te´cnicas MCMC es necesario eliminar
las muestras que provienen de la cadena de Markov antes que e´sta converja, etapa
denominada en literatura como burn-in. El nu´mero de componentes del modelo, k,
proporciona una idea acerca de cua´ndo se alcanza el estado estacionario. Una vez
que se han descartado las muestras pertenecientes al estado transiente y que se ha
determinado que la cadena ha alcanzado la estacionalidad, es posible determinar el
nu´mero de componentes ma´s probable, 〈k〉, que corresponde con aquel que ocurre
con una mayor frecuencia en el conjunto remanente de muestras. De este conjunto,
so´lo aquellas que tengan 〈k〉 componentes sera´n finalmente utilizadas para realizar
inferencia, de modo que la cantidad de muestras que se necesitan generar por es-
te me´todo var´ıan de acuerdo al problema que se desea resolver. Las distribuciones
de probabilidad necesarias para labores de inferencia pueden ser derivadas de la
distribucio´n conjunta descrita en (4.50). Para utilizar el modelo de mezclas infini-
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tas de Gaussianas como modelo de prediccio´n, despue´s de la etapa de aprendizaje,
es necesario introducir finalmente la distincio´n entre observaciones (o atributos) y
objetivos.
El vector de medias µj puede reescribirse como µj = (µ
x
j ,µ
t
j)
T , donde µxj es
el vector que contiene las medias de las observaciones del componente j, tal que
µxj = (µ
x1
j , . . . ,µ
xq
j )
T y µtj es el vector que contiene las medias de los objetivos, tal
que µtj = (µ
t1
j , . . . ,µ
tu
j )
T . De manera similar, la matriz de precisio´n de la clase j
puede reescribirse mediante:
Sj =
 Sxxj (Stxj )T
Stxj S
tt
j
 ∀j, (4.86)
donde, a su vez, Sxxj simboliza la submatriz que contiene las precisiones de las ob-
servaciones, Sttj la submatriz conformada por las precisiones de los objetivos y S
tx
j
la submatriz que involucra las precisiones entre observaciones y objetivos. Es decir:
Sxxj =

Sx1x1j . . . (S
xqx1
j )
T
...
. . .
...
S
x1xq
j . . . S
xqxq
j
 ∀j, (4.87)
Sttj =

St1t1j . . . (S
tut1
j )
T
...
. . .
...
St1tuj . . . S
tutu
j
 ∀j, (4.88)
Stxj =

St1x1j . . . (S
tux1
j )
T
...
. . .
...
S
t1xq
j . . . S
tuxq
j
 ∀j. (4.89)
La relacio´n entre la matriz de covarianza y la matriz de precisiones del componente
j es simplemente Σj = (Sj)
−1, por lo tanto:
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Sj =
 Sxxj (Stxj )T
Stxj S
tt
j
 =
 Σxxj (Σtxj )T
Σtxj Σ
tt
j
−1 ∀j. (4.90)
La distincio´n entre observaciones y objetivos afecta tambie´n al conjunto de
entrenamiento, de modo que {XN , TN} = D. En el resto de esta seccio´n se abrevia
la distribucio´n conjunta de las observaciones y los objetivos dados los para´metros de
los componentes, p(XN ,TN |µ1, . . . ,µk,S1, . . . ,Sk, pi1, . . . , pik), mediante la distribu-
cio´n conjunta p(XN ,TN). De acuerdo al modelo (ec. 4.50), la distribucio´n conjunta
de las observaciones y los objetivos para el componente j sigue una distribucio´n
Gaussiana:
pj(XN ,TN) = N (µj,S−1j ) ∀j. (4.91)
Aplicando el teorema de Bayes (Teorema 2.1), la distribucio´n de los objetivos dadas
las observaciones para el componente j en la mezcla es:
pj(TN |XN) = pj(TN ,XN)
pj(XN)
∀j, (4.92)
la cual tiene distribucio´n Gaussiana, al seguir p(XN ,TN) una distribucio´n Gaussia-
na. Esta distribucio´n corresponde con:
pj(TN |XN) = N
(
µ
t|x
j , (S
tt
j )
−1
)
∀j, (4.93)
en donde la media µ
t|x
j de esta distribucio´n Gaussiana se evalu´a mediante:
µ
t|x
j = µ
t
j − (Sttj )−1Stxj (XN − µxj ) ∀j. (4.94)
Extendiendo estos ca´lculos a los k componentes, la distribucio´n condicional de los
objetivos dadas las observaciones es:
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p(TN |XN) =
k∑
j=1
pi′j pj(TN |XN), (4.95)
en donde a su vez:
pi′j =
pik N (XN |µxj ,Σxxj )
k∑
j=1
pik N (XN |µxj ,Σxxj )
. (4.96)
Sea xf una observacio´n para la cual se desean inferir los objetivos tf . La salida
del modelo, y por tanto la inferencia sobre los objetivos tf , corresponde con el valor
esperado de la distribucio´n condicional de los objetivos dada la observacio´n xf :
〈tf |xf〉 =
k∑
j=1
pifj µ
f
j ∀f, (4.97)
en donde:
µfj = µ
t
j − (Sttj )−1Stxj (xf − µxj ) ∀f, (4.98)
pifj =
pik N (xf |µxj ,Σxxj )
k∑
j=1
pik N (xf |µxj ,Σxxj )
∀f. (4.99)
4.4 Bootstrap
El bootstrap es un me´todo de remuestreo (parame´trico o no-parame´trico) que
aproxima la distribucio´n muestral de un estad´ıstico. Es, en esencia, una implemen-
tacio´n computacional de ma´xima verosimilitud [24] que ha ganado popularidad y
una gran aceptacio´n en el a´rea de la estad´ıstica aplicada durante los u´ltimos an˜os
debido principalmente a que permite evaluar estimadores de ma´xima verosimilitud
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y otras cantidades de intere´s en situaciones en que no hay otros me´todos aplicables,
o cuando las aproximaciones cla´sicas no proporcionan resultados satisfactorios [16].
El bootstrap es una herramienta estad´ıstica computacionalmente intensiva que puede
construir estimadores que ser´ıan dif´ıcil de obtener por otros medios.
En la estad´ıstica cla´sica frecuentista se hacen suposiciones acerca de la estruc-
tura de la poblacio´n (e.g., la suposicio´n de normalidad en una poblacio´n), a partir de
las cuales se deriva la distribucio´n probabil´ıstica del estimador para algu´n para´me-
tro poblacional, θ. Este enfoque es intratable en un gran nu´mero de circunstancias,
por lo que usualmente se recurre a derivar su distribucio´n asinto´tica. No obstan-
te, esta metodolog´ıa tiene algunas deficiencias. Si la suposicio´n de la estructura de
la poblacio´n es violada, entonces la distribucio´n desarrollada para el estimador es
inapropiada, mientras que la aplicacio´n de la distribucio´n asinto´tica puede no ser lo
suficientemente precisa para muestras pequen˜as. En contraste, el bootstrap es una
te´cnica que permite estimar experimentalmente la distribucio´n muestral de un es-
tad´ıstico, sin la necesidad de hacer suposiciones acerca de la forma de la poblacio´n
y sin tener que derivar esta distribucio´n muestral expl´ıcitamente, lo que representa
una gran ventaja en comparacio´n con otros me´todos cuando se tienen observaciones
que no se comportan normalmente, cuando sus distribuciones muestrales son dif´ıciles
de derivar o cuando se tienen muestras de taman˜o pequen˜o.
Para comprender el bootstrap supo´ngase por un momento que es posible tomar
una cantidad muy grande de muestras de la poblacio´n de intere´s, de tal forma que se
podr´ıa tener un buen estimado de la distribucio´n muestral de un estad´ıstico en par-
ticular. Este caso es infactible en muchos escenarios, donde tomar una muestra es un
proceso costoso o destructivo. La idea detra´s del bootstrap es utilizar la informacio´n
de una sola muestra como un reemplazo de la poblacio´n, es decir, tomar muestras
subsecuentes con reemplazo a partir de la observacio´n original. Es necesario que el
muestreo sea con reemplazo, ya que de otra forma se estar´ıa reproduciendo la misma
observacio´n. Sea s una muestra tomada de la poblacio´n P , tal que s = {x1, . . . , xN},
y sea θˆ = f(s) el estimador de algu´n para´metro poblacional θ = f(P ). Si se toma una
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muestra de taman˜o NB con reemplazo del conjunto s, tal que s
∗
1 = {x∗1,1, . . . , x∗1,NB},
entonces cada elemento xn tiene una probabilidad 1/N de ser seleccionado, imitando
la seleccio´n original de la muestra tomada de la poblacio´n. Este procedimiento de
remuestreo se repite R veces, siendo R un nu´mero lo suficientemente grande que per-
mita generar una gran cantidad de muestras bootstrap. Posteriormente se computa
el estimador θˆ para cada una de ellas. Sea s∗j la j-e´sima muestra bootstrap, tal que
s∗j = {x∗j,1, . . . , x∗j,N}, el j-e´simo estimador corresponde entonces con θˆ∗j = f(s∗j). La
distribucio´n de θˆ∗j alrededor del estimador original θˆ es ana´loga a la distribucio´n del
estimador θˆ alrededor del para´metro θ. Por ejemplo, el valor medio del estad´ıstico
bootstrap es:
〈θˆ∗〉 = E∗(θˆ∗) = 1
R
R∑
j=1
θˆ∗j , (4.100)
el cual estima la esperanza del estad´ıstico bootstrap, de modo que Dˆ∗ = 〈θˆ∗〉 − θˆ es
un estimado del sesgo de θˆ, es decir, θˆ− θ. De manera similar, la varianza bootstrap:
V¯ ∗(θˆ∗) =
1
R− 1
R∑
j=1
(θˆ∗j − 〈θˆ〉
∗
)2, (4.101)
estima la varianza muestral de θˆ. De modo que para hacer inferencia mediante
una te´cnica bootstrap es necesario determinar la funcio´n f(·) para el estimador del
para´metro, θˆ = f(s), es decir, se necesita determinar el modelo.
Existen dos fuentes de error en la inferencia mediante bootstrap: (i) el error
inducido por utilizar una muestra particular s para representar la poblacio´n, y (ii)
el error muestral producido por no analizar todas las posibles muestras bootstrap,
el cual puede ser controlado tomando una gran cantidad de muestras. Para una
explicacio´n ma´s detallada acerca de las te´cnicas bootstrap ve´anse [18, 16, 32, 65]. En
la Seccio´n 5.3 se detalla el uso del me´todo bootstrap utilizado en esta tesis.
Cap´ıtulo 5
Evaluacio´n Computacional
El objetivo de esta tesis es estudiar el comportamiento de la capacidad de
prono´stico para diferentes me´todos Bayesianos no-lineales en contraste con una te´cni-
ca popular de remuestreo, el me´todo bootstrap, as´ı como la forma en que esta capa-
cidad es afectada por el taman˜o del conjunto de entrenamiento, donde el efecto del
ruido y la no-linealidad inherentes a los problemas de estudio tiende a hacerse ma´s
visible conforme se disminuye el nu´mero de observaciones. Para esta labor, se selec-
cionaron tres problemas retadores provenientes de diferentes a´reas del conocimiento:
el XOR continuo, la afinidad en acoplamientos enzima´ticos y la concentracio´n de
metales pesados en la capa superficial del suelo. El ambiente computacional en que
se implementaron los me´todos Bayesianos se presenta en la Seccio´n 5.1, mientras
que en la Seccio´n 5.2 se presenta una descripcio´n de las observaciones empleadas
en esta tesis como conjuntos de entrenamiento. Posteriormente, en la Seccio´n 5.3
se proporciona una descripcio´n de los aspectos te´cnicos de nuestra implementacio´n
de los me´todos de solucio´n. Finalmente, en la Seccio´n 5.4 se presenta la evaluacio´n
computacional y los resultados de este estudio.
5.1 Ambiente de programacio´n y librer´ıas
Los tres me´todos Bayesianos descritos en el Cap´ıtulo 4 fueron implementados
computacionalmente en el lenguaje R, que forma parte del proyecto R Statistical
Software [50]. En el Ape´ndice A se presenta una descripcio´n concisa de la implemen-
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tacio´n realizada, la cual sirve como gu´ıa para implementar los elementos necesarios
de estos me´todos partiendo desde cero. Esto es especialmente u´til para el modelo
de mezcla infinita de Gaussianas, el cual no puede encontrarse en ninguna librer´ıa y
cuya implementacio´n computacional multivariada es dif´ıcil, siendo una de las contri-
buciones de esta tesis. Para la evaluacio´n computacional de los problemas de estudio
mediante el me´todo bootstrap se utilizo´ la librer´ıa boot [11, 15] del mismo ambiente
de programacio´n, mientras que la rutina de optimizacio´n del recocido simulado en
los procesos Gaussianos se hizo por medio del me´todo SANN de la funcio´n optim,
perteneciente a la librer´ıa stats [50]. Los experimentos fueron realizados en R 2.13.0
mediante un servidor con cuatro procesadores Intel R© Xeon R© E5320 a 1.86 GHz, con
4 Gb de memoria RAM DDR2.
5.2 Descripcio´n de los conjuntos de
entrenamiento
En esta seccio´n se proporciona informacio´n acerca de las observaciones em-
pleadas en esta tesis como conjuntos de entrenamiento para los tres problemas de
estudio propuestos. Se indica adema´s la construccio´n de subconjuntos que permiten
analizar la dependencia de la capacidad de prono´stico con el taman˜o del conjunto
muestral.
XOR continuo. Para el problema XOR continuo, el conjunto de entrenamiento
consistio´ en la generacio´n aleatoria de N = 150 pares ordenados, {x1n, x2n}Nn=1, con
distribucio´n uniforme en el intervalo [0.1, 1]. Se decidio´ generar un total de 150 ob-
servaciones debido a que es la cantidad que se utiliza en experimentos previos para
entrenar una red neuronal [59] y que e´sta sea capaz de aproximar adecuadamente la
funcio´n de discriminacio´n apropiada [59]. Para cada par ordenado en N se evaluo´ la
salida de la compuerta lo´gica digital (yn = {0, 1}) mediante la funcio´n de discrimi-
nacio´n o´ptima (ec. 3.1), la cual se deriva de las reglas lo´gicas que separan los pares
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ordenados. De esta forma, la funcio´n general que describe este problema es:
y = f(x1, x2), (5.1)
donde f(x1, x2) corresponde a su vez con la parametrizacio´n que hace cada uno de
los me´todos de solucio´n propuestos. Por ejemplo, para el caso ma´s sencillo, si se
desea aproximar 5.1 mediante una funcio´n lineal, entonces:
y = flineal(x
1, x2) = c0 + c1x
1 + c2x
2. (5.2)
Afinidad de acoplamientos enzima´ticos. Por su parte, el conjunto de entre-
namiento para el problema de estimacio´n de la afinidad de enzimas y sustratos fue
tomado de [36], y contiene la energ´ıa de interaccio´n como indicador de la afinidad
para 27 enzimas y 119 sustratos, seleccionados de entre los metabolitos de la bacteria
Escherichia coli. Una funcio´n elemental que describe la energ´ıa de interaccio´n (e)
para el complejo formado por la enzima p y el sustrato s es de la forma:
e = f(p, s), (5.3)
en donde f(p, s) es la funcio´n que desea parametrizarse mediante los me´todos de
solucio´n para aproximar la afinidad de un complejo proteico.
Concentracio´n de metales pesados en la capa superficial del suelo.
Finalmente, el conjunto de entrenamiento para el problema de prono´stico de la con-
centracio´n de metales pesados en el suelo contiene los siguientes atributos: el uso que
se le da al terreno (us), el tipo de roca superficial encontrado (rc), y la concentra-
cio´n de cadmio (cd), cobalto (co), cromo (cr), n´ıquel (ni), plomo (pb) y zinc (zn) en
359 ubicaciones distintas. Estas observaciones fueron tomadas de [22]. El problema
consiste en aproximar un par de funciones que estimen la concentracio´n de cadmio
mediante la concentracio´n de n´ıquel y zinc, y la concentracio´n de cobre mediante la
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concentracio´n de n´ıquel, zinc y plomo, adema´s del uso del terreno y el tipo de piedra.
Es decir, mediante los me´todos de solucio´n propuestos se desea aproximar f1 y f2
en 5.4 y 5.5 para determinar, respectivamente, la concentracio´n de cadmio y cobre.
cd = f1(us, rc, ni, zn), (5.4)
cu = f2(us, rc, ni, zn, pb). (5.5)
Construccio´n de subconjuntos de entrenamiento. En esta tesis se utiliza
un porcentaje variable en la cantidad de observaciones que forman parte del con-
junto de entrenamiento para analizar la dependencia de cada me´todo con respecto
al taman˜o del conjunto muestral. Las observaciones restantes fueron utilizadas co-
mo un conjunto de prueba para evaluar la capacidad de prono´stico de cada modelo
entrenado. Espec´ıficamente, se construyeron (de manera aleatoria) los conjuntos de
prueba y entrenamiento mostrados en la Tabla 5.1.
Nomenclatura DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9
Entrenamiento ( %) 10 20 30 40 50 60 70 80 90
Prueba ( %) 90 80 70 60 50 40 30 20 10
Tabla 5.1: Nomenclatura de los subconjuntos de entrenamiento. Entrenamiento y
Prueba indican el porcentaje de observaciones que forman parte de los conjuntos de
entrenamiento y de prueba, respectivamente.
5.3 Aspectos te´cnicos de la implementacio´n de
los me´todos de solucio´n
En esta seccio´n se proporciona informacio´n te´cnica acerca de nuestra imple-
mentacio´n de los me´todos Bayesianos, como son el nu´mero de ciclos de Gibbs cuando
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es necesario un muestreo, la cantidad de iteraciones ma´xima cuando se aplica una
rutina de optimizacio´n, etce´tera.
Redes neuronales artificiales (ANN). Para la aplicacio´n de las ANN como
me´todo se solucio´n se utilizo´ una arquitectura con una capa oculta, la cual conten´ıa
20 neuronas ocultas independientemente del problema bajo estudio. Esta arquitec-
tura ha proporcionado buenos resultados en experimentos previos, y evidencia las
observaciones de Neal en nuestros resultados. Como se describio´ en la Seccio´n 4.1.4,
para computar la salida de una ANN se utiliza una aproximacio´n mediante muestras
generadas por un muestreo de Gibbs con paso Metro´polis. En nuestra implementa-
cio´n, se genero´ una cadena de Markov realizando 500 ciclos de Gibbs, de los cuales
se eliminaron alrededor de las 200 primeras por pertenecer al estado transitorio. El
para´metro de escala del algoritmo se ajusto´ de tal forma que se aceptaran aproxi-
madamente la mitad de los candidatos.
Procesos Gaussianos (GP). En la Seccio´n 4.2.5 se presento´ la alternativa de
maximizar la verosimilitud logar´ıtmica marginal como una te´cnica u´til para apro-
ximar la distribucio´n condicional de intere´s cuando no se tiene informacio´n a priori
acerca de los para´metros, mediante la aplicacio´n de los para´metros ma´s probables.
Para llevar a cabo el problema de optimizacio´n se aplica el recocido simulado, por
tener ventajas notorias que han sido discutidas en la Seccio´n 4.2.5. Para la te´cnica
del recocido simulado se permitio´ que la funcio´n optim seleccionara la temperatura
inicial de acuerdo a sus propios me´todos de estimacio´n, y se le permitio´ una cantidad
ma´xima de 3,000 iteraciones en su bu´squeda del conjunto o´ptimo de para´metros.
Mezcla infinita de Gaussianas (IGMM). Para muestrear de las distribucio-
nes posteriores de α y β, las cuales no son de forma esta´ndar, se aplica nuevamente
un muestreo de Gibbs con paso Metro´polis. El objetivo del muestreo de Gibbs en
esta ocasio´n es generar un pequen˜o conjunto de muestras. En el caso de α se necesita
una sola muestra sin ningu´n tipo de restricciones, de modo que el muestreo termina
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cuando la primera perturbacio´n produzca un candidato que sea aceptado. Por otro
lado, en el caso de β se muestrea primero la variable g mediante la distribucio´n
en (4.84). Dado que β es el para´metro de forma de una distribucio´n Wishart, las
muestras de β deben cumplir con un requerimiento caracter´ıstico de tal distribucio´n:
β ≥ d, (5.6)
donde d es la dimensionalidad de las observaciones, de modo que g ≥ 1. As´ı, en
esta tesis se opta por generar una cantidad relativamente pequen˜a de muestras de
g mediante el muestreo de Gibbs con paso Metro´polis, remover aquellos que no
satisfacen g ≥ 1, y finalmente seleccionar de manera aleatoria uno de los valores
restantes. Esta metodolog´ıa ha mostrado un buen desempen˜o en la pra´ctica. La
muestra de β se recupera mediante:
β = g + d− 1. (5.7)
De nueva cuenta, los para´metros de escala del algoritmo se ajustaron de tal forma que
fueron aceptados alrededor de la mitad de los candidatos. Por otra parte, el nu´mero
de ciclos de Gibbs que desempen˜o´ el algoritmo vario´ de acuerdo al problema y a la
sensibilidad que tienen los valores iniciales en la cadena de Markov construida. Para
el problema XOR continuo se generaron 8,000 muestras en promedio, descarta´ndose
una media de 1,000 ciclos; mientras que para el prono´stico de la afinidad en comple-
jos proteicos se generaron en promedio 15,000 muestras, descarta´ndose una media
de 5,000 ciclos; finalmente, para la estimacio´n de la concentracio´n superficial de me-
tales pesados se tomaron alrededor de 12,000 muestras, descarta´ndose las primeras
2,000 en promedio. El nu´mero de ciclos de Gibbs se determino´ de tal forma que se
tuvieran un mı´nimo de 7,000 muestras provenientes de la distribucio´n posterior para
el prono´stico, determinando el inicio del estado estable de acuerdo a las pruebas
presentadas en la Seccio´n 2.2.
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Bootstrap (BTSR). Para la resolucio´n de los problemas mediante BTSR se
selecciono´ una funcio´n de regresio´n polino´mica de la forma:
yˆ = b0 +
v∑
i=1
bix
i +
v∑
i=1
v∑
j=1
bijx
ixj, (5.8)
donde v representa la dimensionalidad de los atributos de entrada. Se permitio´ que la
librer´ıa boot utilizara sus para´metros por defecto, adema´s de indicarle que realizara
5,000 replicaciones bootstrap de la muestra original. La estimacio´n mediante BTSR
en esta tesis consiste en ajustar los coeficientes de regresio´n en (5.8) para cada una
de las 5,000 observaciones, para posteriormente computar el M-estimador de Huber
[27] de tales coeficientes. Se estudio´ la inclusio´n de te´rminos de mayor orden en (5.8),
sin embargo, la variacio´n en la capacidad de prono´stico fue mı´nima, por lo que estos
te´rminos fueron omitidos.
5.4 Evaluacio´n de los me´todos de solucio´n
En esta seccio´n se evalu´a la capacidad de prono´stico de los me´todos de solu-
cio´n al aplicarlos a los problemas de estudio propuestos. Estos problemas de estudio
fueron seleccionados de tal forma que la funcio´n a aproximar se tratara de una fun-
cio´n no-lineal complicada, adema´s de tener caracter´ısticas que puedan conducir a
resultados intuitivos: las observaciones asociadas al problema XOR continuo esta´n
libres de ruido, de tal forma que la variacio´n en la capacidad de prono´stico de los
me´todos es exclusivamente por efecto de la no-linealidad que existe en sus observa-
ciones, mientras que el problema de los acoplamientos enzima´ticos contiene niveles
altos tanto de ruido como de no-linealidad, lo que permite observar el desempen˜o de
los me´todos Bayesianos para evitar el entrenamiento de un modelo con sobreajuste,
y co´mo este desempen˜o se ve afectado conforme se disminuye el taman˜o del conjunto
de entrenamiento, en comparacio´n con un modelo que tiene la capacidad de evitar
el sobreajuste. Finalmente, el problema de concentracio´n de metales pesados con-
tiene atributos de salida correlacionados, lo que representa a su vez una desventaja
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cuando se realizan las tareas de manera individual, siendo un reto principalmente
para el desempen˜o de IGMM. La evaluacio´n experimental de los me´todos de solucio´n
se muestra en la Figura 5.1. De manera inicial, se selecciona uno de los problemas
de estudio presentados en el Cap´ıtulo 3 (Figura 5.1(a)), as´ı como un conjunto de
entrenamiento y su conjunto de prueba correspondiente de los introducidos en la
Tabla 5.1 (Figura 5.1(b)). Posteriormente se selecciona y aplica uno de los me´to-
dos de solucio´n detallados en el Cap´ıtulo 4 (Figura 5.1(c)). Una vez que se tiene
entrenado el modelo que funge como aproximacio´n al problema de estudio (Figura
5.1(d)), se calcula el valor esperado para el conjunto de prueba (Figura 5.1(e)) y se
evalu´a la capacidad de prono´stico del me´todo bajo estudio mediante el ca´lculo del
NRMSE (Figura 5.1(f)). Este proceso de entrenamiento se repite cinco veces de tal
forma que todos los problemas de estudio, los me´todos de solucio´n, los conjuntos
de entrenamiento y los conjuntos de prueba sean cubiertos. El resto de esta seccio´n
presenta los resultados de la evaluacio´n experimental descrita.
5.4.1 XOR continuo
La Tabla 5.2 introduce la capacidad de prono´stico de los me´todos de solu-
cio´n para el problema del XOR continuo. La primera columna contiene los distintos
me´todos seleccionados en esta tesis, mientras que el resto de las columnas (i.e., de
la segunda a la de´cima) representan los conjuntos de entrenamiento construidos tal
como se describio´ en la Seccio´n 5.2. Los elementos de esta tabla indican el NRMSE
obtenido por cada me´todo siendo entrenado con cada conjunto de observaciones, y
corresponde con el promedio de cinco ejecuciones independientes, variando el con-
junto de entrenamiento construido en cada ejecucio´n. La desviacio´n esta´ndar es
semejante entre los diferentes me´todos, de modo que el promedio se considera re-
presentativo. La Figura 5.2 muestra gra´ficamente estos resultados, de donde pueden
extraerse algunas observaciones. Resulta interesante observar que la capacidad de
prediccio´n de ANN (en rojo) es muy superior a la de GP (en magenta), situacio´n
que no concuerda con las observaciones de Neal. Esto puede atribuirse principalmen-
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(a)  Selección del problema a resolver: 
• XOR continuo (Cap. 3.1) 
• Complejos enzimáticos (Cap. 3.3) 
• Concentración de metales (Cap. 3.2) 
(b) Selección de los conjuntos de 
entrenamiento (en rojo) y de prueba 
(en verde), de la Tabla 5.1. 
(c) Selección y aplicación del método 
de solución al conjunto de 
entrenamiento: 
• ANN (Cap. 4.1) 
• GP (Cap. 4.2) 
• IGMM (Cap. 4.3) 
• BTSR (Cap. 4.4) 
(d) Determinación de la 
aproximación (modelo) al problema 
original. 
(e) Cómputo de la salida del modelo 
para el conjunto de prueba. 
(f) Determinación del error cuadrado 
medio normalizado (NRMSE). 
Figura 5.1: Esquema de solucio´n para resolver un problema de estudio. Inicialmente
se (a) selecciona el problema a resolver, a partir del cual se (b) extraen los conjuntos
de entrenamiento y de prueba. Posteriormente, se (c) selecciona y aplica un me´todo
de solucio´n, mediante el cual se (d) realiza una aproximacio´n a la funcio´n deseada.
Una vez que se cuenta con el modelo entrenado, se (e) determina el valor esperado
del modelo sobre el conjunto de prueba y se (f) evalu´a la capacidad de generalizacio´n
computando el NRMSE.
Cap´ıtulo 5. Evaluacio´n Computacional 98
te a que hemos seleccionado la optimizacio´n de la verosimilitud logar´ıtmica marginal
para entrenar GP, evidenciando la desventaja de utilizar un conjunto o´ptimo de hi-
perpara´metros en vez de utilizar el valor esperado de su distribucio´n probabil´ıstica
para este problema en concreto. Por otro lado, el me´todo que muestra la mejor ca-
pacidad de prono´stico para todos los conjuntos de observaciones es IGMM (en azul),
seguido por las capacidades de prono´stico de ANN y BTSR (en verde). La diferencia
promedio en la capacidad de prono´stico para IGMM y ANN es de 0.9, y de 0.8 para
IGMM y BTSR, siendo ambas significativas. Para IGMM y ANN puede observarse
que parece existir un efecto ocasionado por el taman˜o muestral del conjunto de en-
trenamiento bajo las condiciones de experimentacio´n, al volverse ma´s importantes
los efectos del ruido y la no-linealidad en conjuntos pequen˜os (por debajo de DS4).
Para el conjunto de menor taman˜o analizado, DS1, IGMM presenta una clara ven-
taja sobre ANN pero no as´ı sobre BTSR, mientras que para el conjunto de mayor
taman˜o estudiado, DS9, IGMM muestra una ventaja por encima de ambos me´to-
dos. As´ı, IGMM exhibe una mayor robustez en su capacidad de prono´stico ante el
taman˜o del conjunto de observaciones, en comparacio´n con el resto de los me´todos.
En nuestra experiencia, la convergencia de IGMM necesita en ocasiones de un gran
nu´mero de iteraciones, al tener un mayor efecto los valores iniciales seleccionados, lo
que permite explicar el valle que presenta en DS5 y DS6 como una estacionalidad
temprana, donde IGMM muestra una capacidad de prono´stico impresionante, muy
por encima de los niveles del resto de los me´todos. Otra cuestio´n de intere´s es que las
capacidades de prono´stico de GP y BTSR parecen no resentir el efecto del taman˜o
del conjunto de entrenamiento.
5.4.2 Afinidad de acoplamientos enzima´ticos
La Tabla 5.3 muestra la capacidad de prono´stico al inferir la afinidad de aco-
plamientos enzima´ticos. El formato de esta tabla es semejante al de la tabla anterior.
IGMM obtiene la mejor capacidad de prono´stico para todos los conjuntos de entre-
namiento, teniendo una ventaja promedio de 0.027, 0.012 y 0.028 sobre ANN, GP
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Figura 5.2: NRMSE de los me´todos de solucio´n para el problema XOR continuo al
variar el taman˜o del conjunto de observaciones. En rojo se muestran los resultados
de ANN, en magenta los correspondientes a GP, en azul aquellos de IGMM y en
verde los pertenecientes a BTSR.
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Me´todos de Conjuntos de observaciones
solucio´n DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9
ANN 0.513 0.403 0.300 0.267 0.331 0.392 0.273 0.350 0.335
GP 0.595 0.495 0.506 0.501 0.486 0.490 0.508 0.484 0.463
IGMM 0.332 0.341 0.294 0.234 0.199 0.184 0.244 0.264 0.244
BTSR 0.361 0.358 0.351 0.338 0.327 0.344 0.339 0.331 0.340
Tabla 5.2: NRMSE de los me´todos de solucio´n para el problema XOR continuo al
variar el taman˜o del conjunto de observaciones.
y BTSR, respectivamente. A pesar de presentar la mejor capacidad de prono´sti-
co, la diferencia promedio no es lo suficientemente grande para afirmar que e´sta es
significativa, como ocurre en el caso del XOR continuo. No obstante, esta diferen-
cia es notoria cuando se tienen conjuntos de observaciones pequen˜os, por debajo
de DS5, exhibiendo IGMM una capacidad de prono´stico considerablemente supe-
rior a la de ANN para el conjunto de menor taman˜o estudiado, y una ventaja de
0.02 para el resto de los me´todos. Por el contrario, para el conjunto de mayor ta-
man˜o estudiado, IGMM presenta una mejor capacidad de prono´stico especialmente
en comparacio´n con BTSR. Otra cuestio´n de intere´s consiste en observar que la ca-
pacidad de prono´stico de ANN y GP concuerdan, evidenciando las observaciones de
Neal, lo que implica que la rutina de optimizacio´n de GP es adecuada para resolver
este problema. De manera general, GP muestra una mayor capacidad de prono´stico
en comparacio´n con BTSR, mientras que ANN presenta una mejor inferencia que
BTSR cuando el taman˜o muestral es lo suficientemente grande (por encima de DS5).
Nuevamente se observa un valle en los resultados de IGMM para DS7, lo que podr´ıa
indicar que la capacidad de prono´stico de IGMM puede mejorarse.
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Figura 5.3: NRMSE de los me´todos de solucio´n al estimar la afinidad de acoplamiento
enzima´ticos variando el taman˜o del conjunto de observaciones. En rojo se muestran
los resultados de ANN, en magenta los correspondientes a GP, en azul aquellos de
IGMM y en verde los pertenecientes a BTSR.
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Me´todos de Conjuntos de observaciones
solucio´n DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9
ANN 0.197 0.168 0.179 0.166 0.176 0.147 0.155 0.160 0.161
GP 0.164 0.163 0.157 0.163 0.155 0.154 0.169 0.152 0.158
IGMM 0.145 0.148 0.151 0.143 0.138 0.142 0.119 0.156 0.129
BTSR 0.160 0.161 0.163 0.163 0.164 0.204 0.165 0.167 0.171
Tabla 5.3: NRMSE de los me´todos de solucio´n al estimar la afinidad de acoplamiento
enzima´ticos variando el taman˜o del conjunto de observaciones.
5.4.3 Concentracio´n de metales pesados en la capa
superficial del suelo
Por su parte, las Tablas 5.4 y 5.5 presentan la capacidad de prono´stico al in-
ferir la concentracio´n superficial de cadmio y cobre, respectivamente. El formato de
la tabla es semejante a los utilizados anteriormente. Las Figuras 5.4 y 5.5 introdu-
cen gra´ficamente estos resultados. Es importante recordar que ANN, GP y BTSR
resuelven cada tarea de manera separada e independiente, mientras que IGMM re-
suelve ambas tareas simulta´neamente. Para la tarea de estimar la concentracio´n de
cadmio, cuando el taman˜o del conjunto de entrenamiento es pequen˜o (por debajo
de DS3), ANN, IGMM y BTSR tienen una capacidad de prono´stico semejante. Sin
embargo, conforme aumenta el taman˜o muestral, los resultados de ANN y BTSR
divergen de aquellos de IGMM. De este modo, IGMM obtiene nuevamente la me-
jor capacidad de prono´stico de entre los me´todos de solucio´n, mientras que ANN y
BTSR muestran capacidades de prono´stico semejantes entre ellos. No obstante, la
diferencia promedio entre los errores es de 0.3, una diferencia pequen˜a en compara-
cio´n con la correspondiente para el XOR continuo, pero considerablemente mayor
a la encontrada en complejos proteicos. De manera similar a lo que ocurre en el
XOR continuo, los resultados de ANN y GP divergen notoriamente, evidenciando
nuevamente la desventaja de emplear la rutina de optimizacio´n para resolver GP.
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El efecto del taman˜o muestral en la capacidad de prono´stico de IGMM vuelve a
hacerse presente. En cuanto a la tarea de estimar la concentracio´n de cobre, cuando
el taman˜o del conjunto de observaciones es pequen˜o (por debajo de DS6), IGMM y
BTSR muestran la mejor capacidad de prono´stico. Sin embargo, conforme el taman˜o
muestral aumenta, los resultados de BTSR divergen de aquellos de IGMM. Una vez
ma´s, IGMM obtiene la mejor capacidad de prono´stico. Por su parte, ANN obtiene
una capacidad de prono´stico relativamente cercana a ambos me´todos, difiriendo sus
resultados por un so´lo orden de magnitud para conjuntos pequen˜os de observaciones,
mientras que al aumentar el nu´mero de observaciones sus resultados se aproximan a
aquellos de BTSR. De manera semejante a la tarea anterior, los resultados de ANN y
GP divergen. Es importante observar que IGMM parece ser robusto ante el taman˜o
muestral del conjunto de observaciones.
Me´todos de Conjuntos de observaciones
solucio´n DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9
ANN 0.148 0.142 0.131 0.189 0.135 0.132 0.121 0.164 0.193
GP 0.202 0.234 0.230 0.225 0.199 0.217 0.290 0.298 0.271
IGMM 0.142 0.142 0.128 0.139 0.111 0.106 0.121 0.117 0.112
BTSR 0.140 0.138 0.135 0.152 0.145 0.135 0.146 0.147 0.175
Tabla 5.4: NRMSE de los me´todos de solucio´n al pronosticar la concentracio´n de
cadmio conforme varia el taman˜o del conjunto de observaciones.
De manera adicional, se utilizan los conjunto de observaciones empleados en el estu-
dio comparativo presentado en [2] para entrenar y evaluar IGMM, al ser el me´todo
que tiene la mejor capacidad de prono´stico en nuestro estudio, de modo que los
resultados de IGMM son comparables con aquellos que involucra tal estudio: pro-
cesos Gaussianos independientes, aproximaciones condicionales parcialmente inde-
pendientes [29], procesos Gaussinos completos y cokriging ordinario (ve´ase [2] para
una descripcio´n detallada). El conjunto de entrenamiento contiene 259 observacio-
nes, mientras que el conjunto de evaluacio´n consiste en 100 muestras. El error medio
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Figura 5.4: NRMSE de los me´todos de solucio´n al pronosticar la concentracio´n de
cadmio conforme varia el taman˜o del conjunto de observaciones. En rojo se muestran
los resultados de ANN, en magenta los correspondientes a GP, en azul aquellos de
IGMM y en verde los pertenecientes a BTSR.
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Figura 5.5: NRMSE de los me´todos de solucio´n al inferir la concentracio´n de cobre al
variar el taman˜o del conjunto de observaciones. En rojo se muestran los resultados
de ANN, en magenta los correspondientes a GP, en azul aquellos de IGMM y en
verde los pertenecientes a BTSR.
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Me´todos de Conjuntos de observaciones
solucio´n DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9
ANN 0.125 0.097 0.096 0.088 0.125 0.076 0.148 0.112 0.148
GP 0.195 0.191 0.177 0.182 0.200 0.207 0.223 0.278 0.299
IGMM 0.073 0.078 0.072 0.075 0.070 0.074 0.072 0.073 0.070
BTSR 0.075 0.072 0.071 0.074 0.080 0.071 0.097 0.092 0.131
Tabla 5.5: NRMSE de los me´todos de solucio´n al inferir la concentracio´n de cobre
al variar el taman˜o del conjunto de observaciones.
absoluto (MAE) de IGMM en comparacio´n con los me´todos estudiados en [2] se
presenta en las Figuras 5.6 y 5.7.
Como puede observarse, IGMM presenta un error medio absoluto considera-
blemente menor que el resto de los me´todos estudiados en [2] para ambas tareas, por
encima de los procesos Gaussianos completos, lo cual puede considerarse como evi-
dencia de la capacidad de IGMM para problemas complejos de regresio´n tanto para
problemas de tarea u´nica como para problemas multitarea, en este caso mu´ltiples
salidas correlacionadas de forma no-trivial.
En la siguiente seccio´n se presentan las conclusiones generales que se derivan
de este estudio.
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Métodos de solución
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Figura 5.6: Error medio absoluto y desviacio´n esta´ndar del prono´stico de cadmio para
10 repeticiones de IGMM, adema´s de procesos Gaussianos independientes (IGP),
aproximaciones condicionales parcialmente independientes con M valores inductores
(P (M)), procesos Gaussinos completos (FGP) y cokriging ordinario (CK).
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Figura 5.7: Error medio absoluto y desviacio´n esta´ndar del prono´stico de cobre para
10 repeticiones de IGMM, adema´s de procesos Gaussianos independientes (IGP),
aproximaciones condicionales parcialmente independientes con M valores inductores
(P (M)), procesos Gaussinos completos (FGP) y cokriging ordinario (CK).
Cap´ıtulo 6
Conclusiones
Finalmente, en este cap´ıtulo se discuten y analizan las conclusiones derivadas
de los resultados de este estudio. En la Seccio´n 6.1 se presentan las conclusiones
generales de esta tesis, mientras que en la Seccio´n 6.2 se resumen las contribuciones
que se aportan por medio de e´sta. Por u´ltimo, la Seccio´n 6.3 describe el trabajo a
futuro de este estudio.
6.1 Conclusiones
En esta tesis se estudio´ el desempen˜o en la capacidad de prono´stico para dos
me´todos Bayesianos reconocidos, como lo son las redes neuronales y los procesos
Gaussianos, y de un me´todo que representa algunas ventajas por encima de e´stos
pero que no ha sido aplicado de manera continua en la literatura: el modelo de
mezclas infinitas de Gaussianas. Adicionalmente, el desempen˜o de los tres me´todos
Bayesianos es comparado con el me´todo bootstrap, un me´todo que ha ganado po-
pularidad en los u´ltimos an˜os al ser capaz de resolver problemas en donde otros
me´todos han fallado. El impacto que tiene el taman˜o del conjunto de entrenamiento
en el desempen˜o de estos me´todos es tambie´n estudiado, especialmente la varia-
cio´n en la capacidad de prono´stico al disminuir la cantidad de observaciones para el
entrenamiento del modelo.
Se mostro´ que el modelo de mezcla infinita de Gaussianas es una te´cnica general
robusta en cuanto al taman˜o del conjunto de entrenamiento, destaca´ndose de entre
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los dema´s me´todos de solucio´n por obtener las mejores capacidades de prono´stico
en todos los problemas de estudio y con todos los conjuntos de entrenamiento. La
diferencia promedio en la capacidad de prono´stico es considerable en el problema del
XOR continuo, mientras que esta diferencia promedio con respecto al resto de los
me´todos parece no ser considerable en la inferencia de la afinidad de los acoplamien-
tos enzima´ticos, aunque para ciertos taman˜os muestrales s´ı representa una marcada
ventaja, como es el caso de DS7. Una cuestio´n similar sucede para la inferencia de
concentracio´n de metales pesados, donde adema´s IGMM muestra una capacidad de
prono´stico considerablemente mejor en comparacio´n con algoritmos del estado del
arte presentados en [2]. Los me´todos Bayesianos contienen de manera impl´ıcita un
mecanismo que previene el sobreajuste, y esto ha quedado evidenciado dado que los
tres me´todos Bayesianos presentan NRMSEs relativamente pequen˜os, sin embargo,
el bootstrap ha demostrado ser una herramienta adecuada para evitar el sobreajuste,
al arrojar resultados comparables a aquellos del modelo de mezcla infinita de Gaus-
sianas, e incluso capacidades de prono´stico que superan las de un me´todo cla´sico
como lo es la red neuronal. Comparando las redes neuronales con el modelo de mez-
cla infinita de Gaussianas, se encuentra que existe una importante diferencia entre la
capacidad de prono´stico de ambos me´todos cuando el taman˜o del conjunto de entre-
namiento es pequen˜o, aminora´ndose esta diferencia conforme se aumenta el taman˜o
muestral. No obstante, se muestra que los cuatro me´todos de estudio son capaces de
modelar adecuadamente el ruido y la no-linealidad de los conjuntos de observaciones
multidimensionales, previniendo el sobreajuste. Adema´s de la robustez emp´ırica que
presenta, entre las ventajas de utilizar el modelo de mezcla infinita de Gaussianas se
encuentran: (i) el modelo es capaz de realizar clasificacio´n y regresio´n sin modificar
su estructura, (ii) no tiene para´metros que necesiten de un ajuste y (iii) no necesita
informacio´n externa a priori de sus para´metros para realizar inferencia Bayesiana.
Nuestro intere´s en este me´todo consiste en que es un algoritmo completamente au-
toma´tico que aprende eficazmente la cantidad de componentes y las Gaussianas que
modelan sus observaciones, adema´s de asignar un grado de responsabilidad que tiene
cada Gaussiana para una observacio´n. Esta es una propiedad sumamente interesante
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para el aprendizaje en l´ınea.
Para llevar a cabo estos objetivos se implementaron computacionalmente los
tres me´todos Bayesianos en el lenguaje R, y se seleccionaron problemas de estudio
que permitieran un ana´lisis interpretativo de la variacio´n en la capacidad de prono´sti-
co de los me´todos. Los tres problemas presentados en este estudio son problemas
no-lineales retadores provenientes de diferentes disciplinas, teniendo caracter´ısticas
diferentes. El problema XOR continuo tiene como caracter´ıstica el hecho de que sus
observaciones carecen de ruido, mientras que en el problema de la afinidad de aco-
plamientos enzima´ticos existen altos niveles de ruido y no-linealidad. El problema de
concentracio´n de metales pesados contiene, adema´s de ruido y no-linealidad, corre-
lacio´n en sus atributos de salida, lo que representa una disminucio´n en la capacidad
de prono´stico cuando las tareas se hacen individualmente, en comparacio´n con un
enfoque multitarea.
6.2 Contribuciones
Las contribuciones que se derivan de este estudio se enlistan a continuacio´n:
Se comprobo´ la efectividad de los me´todos Bayesianos bajo estudio. Se com-
probo´ adema´s un me´todo no-Bayesiano que, de acuerdo a su popularidad y
su capacidad para resolver problemas en donde otros me´todos fallan, logro´ un
desempen˜o comparable al modelo de mezcla infinita de Gaussianas y en oca-
siones superior a las redes neuronales.
Se demostro´ el potencial que tienen los me´todos Bayesianos, especialmente la
mezcla infinita de Gaussianas, para evitar el sobreajuste conforme el taman˜o
muestral decrece.
Se aplico´ el modelo infinito de mezcla de Gaussianas a problemas retadores de
intere´s actual, con lo que se enriquece el bajo nu´mero de aplicaciones de este
me´todo que han sido estudiadas.
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Se implementaron las redes neuronales y los procesos Gaussianos con aprendi-
zaje Bayesiano en R, al estar so´lo disponibles en otros lenguajes.
Se implemento´ el modelo de mezcla infinita de Gaussianas, cuya versio´n mul-
tivariada no se encuentra disponible en ningu´n lenguaje, hasta donde nosotros
sabemos. Esta implementacio´n es de importancia para estudios que se derivan
de e´ste y de otros que son ajenos, por ejemplo, en materia de aprendizaje en
l´ınea.
Se escribio´ un ape´ndice que detalla la implementacio´n computacional de los
me´todos Bayesianos, una aportacio´n importante para comprender la forma de
operar del modelo de mezcla infinita de Gaussianas y para esquivar las com-
plicaciones que implica su implementacio´n. Esta contribucio´n es importante,
al no haber un documento que detalle tal implementacio´n.
6.3 Trabajo futuro
Este estudio presenta una gran a´rea de oportunidades en que la investigacio´n
puede extenderse. Algunos estudios que puede derivarse de e´ste son:
Incorporar al estudio otros me´todos no-lineales cuya mejor caracter´ıstica sea
prevenir el sobreajuste.
Realzar estudios acerca de los estados metaestables de las cadenas Markov en
los problemas de estudio, que disminuyen la capacidad de prono´stico.
Extender las comparativas con modelos Bayesianos lineales eficientes encon-
trados en literatura, para determinar los l´ımites de prediccio´n lineales.
Abarcar una mayor cantidad de problemas de estudio, buscando en e´stos di-
ferentes caracter´ısticas que permitan proporcionar resultados intuitivos y de
gran calidad.
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Mejorar la capacidad de prono´stico de los me´todos para problemas en que se
tiene una correlacio´n en los atributos de salida, incorporando a los modelos un
intercambio de informacio´n que proporcione mejores resultados que el resolver
los problemas secuencialmente.
Ape´ndice A
Implementacio´n Computacional
El objetivo principal de esta tesis es aplicar me´todos Bayesianos estad´ısticos y
de aprendizaje automa´tico en problemas retadores de estudio como lo son el XOR
continuo, la afinidad en acoplamientos enzima´ticos y la concentracio´n de metales
pesados en la capa superficial del suelo, conforme se disminuye el taman˜o del con-
junto de entrenamiento, de modo que sea posible analizar la pe´rdida de precisio´n que
exhiben los me´todos como efecto que tiene el taman˜o muestral, as´ı como el ruido y
la no-linealidad presentes en las observaciones. De igual forma, se desea analizar el
desempen˜o de las te´cnicas Bayesianas en comparacio´n con una te´cnica no-Bayesiana
que ha ganado popularidad en los u´ltimos an˜os, el bootstrap, una herramienta es-
tad´ıstica que produce conjuntos de observaciones adicionales a partir de la muestra
original con el fin de estimar la distribucio´n muestral de un estad´ıstico. En este
ape´ndice se presenta una descripcio´n de la implementacio´n computacional de los
me´todos de solucio´n propuestos. Esta descripcio´n consiste en las ecuaciones necesa-
rias para implementar cada me´todo, as´ı como una explicacio´n de los pasos a seguir.
Se presentan tambie´n a lo largo del ape´ndice algunas observaciones y sugerencias
para evitar problemas en la implementacio´n (especialmente por precisio´n nume´rica).
En la Seccio´n A.1 se describe la implementacio´n de las redes neuronales, mientras
que en la Seccio´n A.2 se detallan los procesos Gaussianos. Finalmente, en la Seccio´n
A.3 se describe el modelo de mezclas infinitas de Gaussianas.
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A.1 Redes Neuronales Artificiales
De manera inicial se genera un conjunto aleatorio de pesos para la red neuronal,
muestreando de una distribucio´n uniforme en el intervalo [−1, 1]:
p(w) ∼ U [−1, 1]. (A.1)
Posteriormente se generan muestras para los pesos que provengan de su distribucio´n
posterior dadas las observaciones, utilizando para esto el muestreo de Gibbs con
paso Metro´polis descrito en la Seccio´n 2.2.2. El para´metro de escala se ajusta de tal
forma que se acepten una cantidad entre el 30 y el 70 por ciento de los candidatos.
La distribucio´n posterior de intere´s es proporcional a la verosimilitud de los pesos
dadas las observaciones (i.e., la probabilidad de las observaciones dados los pesos).
Por cuestiones nume´ricas, el muestreo se hace sobre la funcio´n logar´ıtmica de la
distribucio´n posterior:
ln p(w|XN ,TN) ∝ − 1
2σ2v
N∑
n=1
u∑
k=1
[
tkn − ynk (xn;wk)
]2 − N
2
ln(2piσ2v). (A.2)
Una vez que se han tomado MB muestras de los pesos se procede a descartar las
muestras pertenecientes a la etapa inicial transitoria de la cadena de Markov genera-
da, como se detalla en 2.2.1. Al final de este proceso, se tiene un conjunto conformado
por M muestras. Ahora bien, dada una observacio´n xf para la cual se desean inferir
los objetivos en tf , se computan M salidas de la red neuronal utilizando cada una
de las M muestras de los pesos. La k-e´sima salida de la m-e´sima red neuronal dada
la observacio´n n se evalu´a mediante:
ynk (xn;w
m
k ) =
q∑
j=1
wjkhy · tanh
[
p∑
i=1
wijeh · xin + wjh
]
+ wky ∀k,m, n. (A.3)
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Finalmente, el valor esperado a la salida de la red neuronal para una observacio´n xf
consiste en promediar sobre las M salidas:
〈tf |xf〉 = 1
M
M∑
m=1
yf (xf ;w
m). (A.4)
A.2 Procesos Gaussianos
El me´todo comienza con la seleccio´n de valores iniciales para los para´metros
θ = (σ2f , σ
2
v , l1, . . . , lp)
T . A falta de informacio´n preliminar, estos valores iniciales se
muestrean uniformemente del intervalo [0.1, 10]:
p(θ) ∼ U [0.1, 10]. (A.5)
De acuerdo al Teorema de Bayes (Teorema 2.1.1), el conjunto ma´s probable de los
para´metros, θMP , corresponde con aquel que maximiza la funcio´n logar´ıtmica de la
verosimilitud marginal de los para´metros. De esta forma, se aplica el me´todo del
recocido simulado, presentado en la Seccio´n 2.3, para resolver el siguiente problema
de optimizacio´n:
θMP = ma´x
[
−u
2
ln |CN | − −1
2
u∑
k=1
(tk)TC−1N t
k − Nu
2
ln(2pi)
]
, (A.6)
en donde la matriz de covarianza CN , con dimensio´n (N ×N), se obtiene aplicando
la funcio´n exponencial cuadrada para cada una de las N observaciones. El elemento
nn′ de esta matriz se desarrolla mediante:
CN(xn,xn′) = σ
2
f exp
[
−1
2
p∑
i=1
(xin − xin′)2
l2i
]
+ δσ2v ∀n, n′, (A.7)
donde δ representa una delta de Dirac y u la dimensionalidad de los atributos de
salida.
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Posteriormente, dada una observacio´n xf para la cual se desean inferir los objetivos
en tf , se computa el vector de covarianza cXF , con dimensio´n (N × 1), aplicando la
misma funcio´n para cada una de las N observaciones y la observacio´n xf . El n-e´simo
elemento de este vector se desarrolla mediante:
cXF (xn,xf ) = σ
2
f exp
[
−1
2
p∑
i=1
(xin − xif )2
l2i
]
+ δσ2v ∀n. (A.8)
Finalmente, el valor esperado del objetivo tkf dada la observacio´n xf esta´ dado por:
t̂ kf = c
T
XFC
−1
N t
k ∀k. (A.9)
Para poder definir las barras de error de esta prediccio´n se necesita evaluar la funcio´n
exponencial cuadrada en la observacio´n xf , lo que proporciona un escalar:
cf (xf ,xf ) = σ
2
f exp
[
−1
2
p∑
i=1
(xif − xif )2
l2i
]
+ δσ2v . (A.10)
As´ı, las barras de error pueden evaluarse mediante:
Σt̂ kf = cf − c
T
XFC
−1
N c
T
XF ∀k. (A.11)
A.3 Mezcla Infinita de Gaussianas
El algoritmo se inicializa con un componente. En esta seccio´n se asume que las
observaciones son multivariadas, con dimensio´n d. Dado que no se hace una distincio´n
entre atributos de entrada y salida, el conjunto de observaciones esta´ conformado por
D = {yn}Nn=1, donde a su vez yn = (y1n, . . . , ydn)T . La media y la precisio´n inicial de
este u´nico componente corresponden con la media y precisio´n de las observaciones,
respectivamente:
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µ = µD, (A.12)
S = Σ−1D . (A.13)
El resto de los para´metros e hiperpara´metros del modelo toman valores iniciales de
acuerdo a un muestreo de sus distribuciones posteriores:
λ = N (µD,ΣD), (A.14)
R = W(d,Σ−1D ), (A.15)
W = W(d,ΣD), (A.16)
β = 1/G(1, 1/d) + d− 1, (A.17)
α = 1/G(1, 1), (A.18)
Ic = 1, (A.19)
en donde Ic es un indicador de la u´ltima observacio´n asignada a una clase no re-
presentada. Ahora bien, el muestreo de las distribuciones posteriores puede ser en
cualquier orden, pero el hecho de incorporar y eliminar componentes hace del orden
de muestreo una dif´ıcil decisio´n. Para hacer que el muestreo funcione de manera
veloz y que exista una convergencia a la distribucio´n posterior deseada se deber´ıan
muestrear todas las variables en c de manera simulta´nea, pero esto implica la adi-
cio´n y remocio´n de clases, lo que a su vez afecta el resto de los para´metros en c. Sin
embargo, cuando no hay componentes que se adicionan o remueven, el resto de los
para´metros no se ven afectados. Una posible opcio´n es muestrear un para´metro en c
por ciclo de Gibbs, pero esto ocasionar´ıa muestras altamente correlacionadas en el
tiempo, lo que ser´ıa ineficiente. El lado opuesto ser´ıa formar un ciclo para muestrear
los para´metros c en que se adicionen o remuevan tantas clases como sea necesario,
hasta terminar de muestrear todos los para´metros efectivamente. Esto no es compu-
tacionalmente adecuado, ya que tal ciclo ser´ıa demasiado lento. En esta tesis se sigue
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la sugerencia de Mandel [38] para balancear la eficiencia del co´digo y la velocidad de
convergencia. Esta sugerencia consiste en muestrear tantos elementos de c como sea
posible hasta la primera adicio´n de una clase. Una vez que se adiciona una clase se
muestrean el resto de los para´metros para luego continuar con el elemento cn = Ic.
Muestreo de µj. A partir de este punto se comienza con el muestreo de Gibbs como
se describio´ en la Seccio´n 2.2.1, muestreando una variable por vez mediante las
distribuciones posteriores correspondientes. El muestreo de Gibbs inicia extrayendo
una muestra para la media del componente j mediante:
p(µj|c,D,Sj,λ,R) ∼ N
(
(hjy¯jSj + λR)Σ
µ
j ,Σ
µ
j
)
∀j, (A.20)
en donde la matriz de covarianza es:
Σµj = (hjSj +R)
−1 ∀j. (A.21)
La variable hj representa aqu´ı la cantidad de observaciones que pertenecen a la clase
j. Por su parte, y¯j representa la media de tales observaciones:
y¯j =
1
hj
∑
i:cn=j
yi. (A.22)
Muestreo de λ y R. Posteriormente se muestrean los hiperpara´metros de las medias
de los componentes a trave´s de sus distribuciones posteriores:
p(λ|µ,R) ∼ N
((
µDΣ
−1
D +
k∑
j=1
µjR
)
Σλj ,Σ
λ
j
)
, (A.23)
p(R|µ,λ) ∼ W
k + 1,[ 1
k + 1
(
ΣD +
k∑
j=1
(µj − λ)T (µj − λ)
)]−1 .(A.24)
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donde la matriz de covarianza Σλj es:
Σλj = (Σ
−1
D + kR)
−1. (A.25)
Muestreo de Sj. A continuacio´n se muestrean las precisiones de los componentes
mediante:
p(Sj|c,D,µj, β,W ) ∼ W (β + hj,V ) ∀j, (A.26)
donde la matriz de escala de la distribucio´n Wishart es:
V =
[
1
β + hj
(
β W +
∑
i:ci=j
(yi − µj)T (yi − µj)
)]−1
(A.27)
Se recomienda utilizar la pseudo-inversa de Moore-Penrose [48] en vez de la inversio´n
ordinaria para V , para evitar que el co´digo regrese un error cuando e´sta tienda
a ser computacionalmente no-singular debido a cuestiones de precisio´n nume´rica.
La pseudo-inversa de Moore-Penrose es una generalizacio´n de la inversa ordinaria
para matrices no-singulares. Este feno´meno aparece con mayor o menor frecuencia
dependiendo del problema que se desea resolver.
Muestreo de W . Como siguiente paso, se muestrea la matriz W de las precisiones
de los componentes mediante:
p(W |S1, . . . ,Sk, β) ∼ W
(
kβ + 1,
[
1
kβ + 1
(
Σ−1D + β
k∑
j=1
Sj
)])
. (A.28)
Muestreo de β. Posteriormente, para muestrear β se aplica el muestreo de Gibbs con
paso Metro´polis, descrito en la Seccio´n 2.2.2, para generar muestras para g mediante
la distribucio´n posterior:
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ln p(g|S1, . . .Sk,W ) ∝ −3
2
ln (g + d− 1) (g + d− 1)k
2
ln |W |
+
(
d
2(g + d− 1)
)(
g + d− 1
2
)(g+d−1)kd/2
+
k∑
j=1
|Sj| g2−1 exp
(
−(g + d− 1) tr(WSj)
2
)
d−1∏
i=0
Γ
(
g + i
2
) . (A.29)
Las muestras para β se recuperan recordando que β = g + d − 1. El para´metro
de escala se ajusta de tal forma que se acepten una cantidad entre el 30 y el 70
por ciento de los candidatos. El proceso para generar muestras para β presenta una
de las dificultades encontradas al implementar el modelo. Dado que β se utiliza el
para´metro de los grados de libertad de la distribucio´n Wishart, debe cumplir con
una restriccio´n de esta distribucio´n:
β ≥ d. (A.30)
Debido a esto, se decide generar una cantidad suficiente de muestras para g, eliminar
aquellas en que g < 1 y seleccionar aleatoriamente una de tales muestras. Luego, la
muestra de β es β = g + d− 1.
Muestreo de α. De manera semejante, se aplica el muestreo de Gibbs con paso
Metro´polis para generar muestras de α mediante:
ln p(α|k,N) = (k − 3/2) lnα− 1
2α
ln Γ(α)− ln (Γ(N + α)) . (A.31)
No existe ninguna restriccio´n para el valor de α, por lo que basta con tomar como
muestra el primer candidato que sea aceptado (despue´s de ajustar el para´metro de
escala).
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Distribucio´n posterior de las clases no-representadas. A continuacio´n, se
evalu´a la probabilidad posterior para las clases mediante el producto de la verosimi-
litud de las clases dadas las observaciones y la distribucio´n a priori de los indicadores
c. La distribucio´n posterior de las clases depende del nu´mero de observaciones aso-
ciadas a la clase. Si Ic ≤ N entonces existen clases no-representadas, por lo que
es necesario proponer (N − Ic) clases, una por cada observacio´n no asociada a un
componente. Las medias y precisiones se muestrean mediante sus distribuciones a
priori:
µq = N (λ,R−1), ∀q ∈ {1, . . . , N − Ic} (A.32)
Sq = W(β,W−1) ∀q, (A.33)
mientras que la verosimilitud sigue una distribucio´n Gaussiana:
p(yn|µq,Sq) = N (yn|µq,S−1q ) ∀n, q. (A.34)
Sea pn-r el vector de las N probabilidades posteriores de las clases no-representadas.
Cada elemento de este vector corresponde con:
pn-rn =

[
α
N − 1 + α ×N (yn|µn,S
−1
n )
]
, si Ic ≤ n ≤ N y 0 < hn′,j,
0, en cualquier otro caso.
Conforme el muestreo de Gibbs avanza aparecen algunos problemas nume´ricos en el
muestreo del hiperpara´metro R, cuya matriz tiende a ser no-singular y no-sime´trica
debido a cuestiones de precisio´n computacional, lo que ocasiona que el co´digo de-
vuelva un error. Para las cuestiones de no-singularidad de la matriz se recomienda
utilizar la pseudo-inversa de Moore-Penrose en vez de la inversio´n ordinaria para R,
mientras que para las cuestiones de no-simetr´ıa se recomienda verificar y corregir en
este punto la falta de simetr´ıa nume´rica de la matriz R muestreada.
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Distribucio´n posterior de las clases representadas. De manera similar, sea
L la matriz de verosimilitud para las clases representadas, con dimensio´n (k × N).
El elemento Ljn de esta matriz corresponde con la verosimilitud del componente j
dada la n-e´sima observacio´n:
Ljn = N (yn|µj,S−1j ) ∀j, n. (A.35)
SiA es la matriz de probabilidad a priori para las clases representadas, con dimensio´n
(k ×N), entonces el elemento Ajn de esta matriz esta´ en funcio´n de la cantidad de
observaciones diferentes a yn que la clase j tiene asociada:
Ajn =

hn′,j
(N − 1 + α) , si hn′,j > 0,
1
(N − 1 + α) , si hn′,j = 0 y cn = j.
As´ı, la matriz de probabilidad posterior de las clases establecidas es el producto
algebraico de la matriz de verosimilitud y la matriz de probabilidad a priori:
P r = A ·L, (A.36)
en donde (·) indica una multiplicacio´n de elementos. Mediante la distribucio´n mul-
tinomial se muestrea una clase para cada observacio´n:
cn =M
pn-r
P r
 =M


pn-r1 . . . p
n-r
N
P rjn . . . P
r
jN
...
. . .
...
P rkn . . . P
r
kN

 ∀j. (A.37)
Finalmente, se asignan las observaciones a las nuevas clases, desde n = Ic hasta la
primera adicio´n de una nueva clase. De modo que los elementos en c desde n = Ic
hasta encontrar una clase que tenga una observacio´n cuyo componente corresponda
Ape´ndice A. Implementacio´n Computacional 124
a una clase no representada se reemplazan por los elementos correspondientes en cn.
Las clases ya establecidas que se encuentran en c se mantienen, mientras que aquellas
que no tienen observaciones asociadas se eliminan. Las clases propuestas que fueron
muestreadas se incorporan al modelo. Cuando Ic > N , entonces se reinicia mediante
Ic = 1. Este procedimiento representa un ciclo de Gibbs.
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