Introduction
Publication of the new algorithm assumes that the approach is better than other available solutions, at least for a certain set of cases (input parameters). Therefore, comparison with existing solutions is a crucial part of all methodological papers. The new method will be useful only if it demonstrates better properties for important applications. The common significant properties of different algorithms are accuracy, computational resources requirements, flexibility, generality and complexity of implementation. In this comment, different algorithms for generation of derivative structures will be discussed and compared with symmetry-enhanced sampling (SES) solution, proposed by d'Arco et. al.
Comparison with existing approaches
The implementation of the method in CRYSTAL program is closed source and commercial. Therefore, the method comparison is based on original paper and results of the program execution (demo version). The algorithm implementation details are not discussed.
Exhaustive explorations method
Exhaustive explorations of the derivative structures (or "brute-force" approach) is a very common method to obtain possible atoms configurations in supercells for fixed and variable compositions. Before 2013 there were at least three programs, which contain various implementation of the method [1, 2, 3] . The reference method for the comparison will be a lexicographically-ordered processing approach, firstly adopted by Hart and Forcite [2] to derivative crystal structures generation. A supercell program [4] were used for benchmarking.
From the first point of view, SES method can work with larger supercells, than "brute-force" one, but it is not exactly true. SES method allocates an array in random access memory (RAM) which size is proportional to the total number of derivative structures. Therefore the amount of RAM in the computer is an obvious strict limitation for the SES approach. The SES approach needs 4 bytes per each derivative structure. For modern desktop and laptop computers 4 Gb of the memory is an average value. So the system with more than 1 billion of combinations cannot be solved with standard computer memory resources. "Brut-force" structures generation algorithm does not have problem with memory, but it requires CPU resources, proportional to number of output structures. One billion of structures can be processed relatively fast [4] .
There are two structures discussed in the paper: calcite Mn x Ca 1−x CO 3 and spinel MgAl x Fe 2−x O 4 . The most complex example is 2 × 2 × 1 supercell of calcite with fifty-fifty of Ca and Mn atoms amount. The total number of combinations for the configuration is 2 704 156 (19 219 SIC). Exhaustive explorations of all structures can be done in a few seconds §. The "stress-test" of the SES algorithm in much complicated case with 601 080 390 total number of combinations fails, but both of implementation of lexicographically-ordered processing method (enumlib, supercell) successfully passed it [4] .
Although, the exhaustive explorations method complexity is proportional to the number of derivative structures, the number of the structures grows exponentially with the supercell size. The total number of structures can be too high to process on modern computers even for relatively small supercell sizes. For example, calcite compound Mn 0.5 Ca 0.5 CO 3 with supercell size 2×2×2 gives the total number of derivative structures ≈ 1.3 · 10 13 .
Random sampling method
The random sampling (RS) method is not limited by amount of configurations. It can work with arbitrary supercells sizes. Philippe D'Arco et al. insist that their method can sample SIC with equal probability, compare to RS which does not take advantage of symmetry. Meanwhile, the RS algorithm can be simply improved to produce the same result as SES. For each random sampling structure two trivial additional steps § Supercell program [5] . Dry-run time on Intel R Xeon R X5550 processor. are required: (i) calculation a structure symmetry and (ii) accept each structure not absolutely but with probability proportional to the number of symmetry operation of the structure(P ∝ N symm ). To protect the result from duplication an extra RAM required. The amount is proportional to the number of sampled structures, but not to the total number of combinations. An example program, which illustrates this algorithm on MgAl x Fe 2−x O 4 spinel compound can be found in [6] . Although, the random sampling can work with any system sizes, the ratio between amount of symmetric and non-symmetric structures decreases rapidly with the system size increasing, which lowers the probability of finding the symmetric structures. This problem can be overcome with a method, described in the next section.
"Symmetry imposed" approach
Strictly speaking, the "symmetry imposing" is a preprocessing step before random sampling or exhaustive explorations. The idea of the method if very simple. At first step, the supercell of initial structure with required dimensions is generated. At the next step, some symmetries are imposed to the cell (spacegroup assigned). Assigning a spacegroup to the supercell makes some of the sites symmetry equivalent. Hence following random sampling or "brute-force" should process only to non-equivalent group of sites. The approach is illustrated in figure 1 .
An impressive example of the approach, can be found in [7] . In the paper, the application of symmetry restrictions (in combination with connectivity restrictions) decreases the number of derivative structures from 4.25 × 10 12 to 513 configurations.
