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I. INTRODUCTIOlî 
Many times when it is desired to estimate a parameter, observations 
on two or more different random variables are available. For example, if 
it is desired to estimate the incidence rate of some disease on a defined 
population, the two random variables could be past medical histories and 
current physical examinations, where the medical histories and current 
physical examinations may or may not be on the same subjects. Let and 
be the mean incidence rate for the medical history subjects and the 
physical examination subjects, respectively. If , then it seems 
logical to pool the observations with appropriate weights to obtain one 
estimate of the incidence rate. If p. f \x , a. simple procedure would be 
X y 
to use only the data on the parameter of primary interest, most likely n 
y 
in this example. Thus, it is necessary to know whether the two means are 
equal or not. Assuming that the answer to this question is not known a 
priori, a statistical test of significance may be made of the null hypoth­
esis H ; n =• u. versus the alternative hypothesis : m- r M- • If H is 
o y X A y X o 
accepted, the pooled estimator is used; if is rejected, the unpooled 
estimator is used. This procedure is known as a preliminary test of 
significance and subsequent estimation or, according to Bancroft (196^), 
analysis and inference for an incompletely specified model using a pre­
liminary test of significance. The model which describes the data at hand 
is incompletely specified because it is not known whether both the 
parameters u. and u are needed in the model (if u ^ u ) or only one y X y X 
2 
parameter |i is needed in the model (if n = p. = m-). Of course, there may 
y ^ 
be other parameters in the model besides and/or but there is no 
uncertainty about the existence of the other parameters in the model. 
There are also other kinds of estimation situations where observations 
are made on two or more random variables—for example, cases where ratio or 
regression estimators are appropriate. Concomitant information can also be 
used in structuring strata for stratified sampling or in probability 
proportional to size sampling. 
STote that the preliminary test procedure of estimation has the experi­
menter behave as though the null hypothesis is true if it is not rejected. 
This is contrary to the emphasis in some applied statistics texts that 
failure to reject the null hypothesis does not imply that it is true. Many 
textbooks infer that failure to reject the null hypothesis can be attributed 
to a deficient sample size and/or lack of power rather than the veracity of 
the null hypothesis. However, Berkson (19^ 2) disagrees with the philosophy 
that a low probability of obtaining the sample at hand disproves the null 
hypothesis and a not so low probability does not disprove the null hypoth­
esis. He says that larger probabilities should be taken as prima facie 
evidence in favor of the null hypothesis and also points out that most 
experimentalists are typically engaged in finding evidence for affirmative 
conclusions rather than disproving hypotheses. Thus, in procedures 
involving preliminary tests of significance, the null hypothesis is not a 
"straw man" hypothesis to be knocked down, but a hypothesis which can be 
3 
equally accepted or rejected. 
The first paper to discuss preliminary tests and subsequent estimation 
was by Bancroft (1944), and in the following years papers appeared which 
discussed various aspects of estimation and/or testing of hypotheses after 
a preliminary test of significance. For the most part these papers 
described what practicing statisticians had actually been doing anyv.'ay, 
without benefit of the mathematical description of the bias, mean square 
error, and cumulative distribution function of their estimators and test 
statistics. Such descriptions, however, aided the practicing statistician 
in selecting the size (a level) of the preliminary test and in assessing 
the utility of such an estimation or testing procedure. 
All of the papers discussed the preliminary test problem assuming 
that observations on the two random variables are already available, and 
the statistician has to decide whether to use all of the available obser­
vations or to use only the observations on the parameter of interest. If 
the auxiliary observations are not used in a pooled estimator, then the 
cost of collecting them is wasted to a large extent. Of course, these 
observations contribute to the conclusion that all the data do not estimate 
the same parameter, but the emphasis in most cases is on the resultant 
estimator or test of hypothesis. This thesis investigates the possibility 
of allocating observations between the variable of interest and the con­
comitant variable so as to minimize mean square error for a fixed cost or, 
alternatively, to minimize cost for a fixed mean square error. This gives 
4 
an element of survey planning to the problem rather than the approach by 
other authors of having the data already collected and starting at that 
point. 
The optimal sample allocation is quite likely to give unequal sample 
sizes for the two random variables x and y. Most previous authors in this 
field have considered the case of two independent variables, where the 
sample sizes of the two variables have been either equal or unequal. Only 
one author (Kitagawa, 196$) has considered two random variables which are 
correlated; he discussed a sample of size n from a bivariate normal distri­
bution. This thesis is primarily concerned with correlated samples, not 
necessarily of the same sample size. This requires selecting a bivariate 
random sample of size n > 0 from the bivariate distribution of x and y and 
then selecting additional independent observations on the x and/or y 
variables. Also considered in this thesis are some two-stage sampling 
schemes, where a decision about which variable to further sample is decided 
after the preliminary test is made. 
Many authors are not satisfied with the classical approach to testing 
hypotheses and estimation, which is the approach used in the preliminary 
test schemes. Edwards et al. (196$) criticized the extreme tendency of 
classical tests to reject null hypotheses, and they advocated Bayesian 
methods which can. either strengthen or weaken null hypotheses. Aitchison 
(1964) and Thatcher (196^) advocated tolerance regions or confidence 
intervals for parameters via the Bayesian approach. They emphasized tha% 
5 
tolerance regions "by the classical or frequentist approach have an error 
frequency in the long run, i.e., over repetition of the same experiment a 
large number of times. The meaning of this for an individual experimenter, 
doing an experiment just one time, is hard to specify. If tolerance 
regions are obtained from the Bayesian point of view, however, the error 
rate is for that particular, individual experiment, and this error rate is 
much more meaningful to the experimenter. Authors such as Lindley (1961), 
Aitchison (1964), and Savage (1961a) have pointed out that Bayesian methods, 
by always considering the posterior distribution of the parameters rather 
than the distribution of the statistics, avoid the distributional problems 
inherent in the frequentist approach. An increase in mathematical tracta-
bility can also be obtained by using a Bayesian approach when a conjugate 
prior or non-informative prior distribution is used on the parameter(s). 
Of course, there is a price to be paid for this greater tractability, and 
it is the choice of a prior distribution on the unknown parameters. Raiffa 
and Schlaifer (1961) give conjugate prior distributions for several data 
distributions such as normal, uniform. Poisson, binomial, etc. They also 
give some very practical advice about how to choose a prior distribution, 
along with a strong argument for the use of the Bayesian method. Lindley 
(1961) and Welch (1964), among others, have noted that the exact form of 
the prior distribution is irrelevant in large samples, since the maximum 
likelihood estimator of the posterior distribution of the parameters 
differs from the maximim.likelihood estimator of the sample likelihood 
function only by a factor of l/n. Of course, this is true only if the 
prior distribution is fairly smooth and does not consist of, for exarr.ple, 
a mass of probability one at the peint c. Thus, it is only in small 
samples that the choice of the prior distribution gives vay to a discrepancy 
between the two approaches. 
The Bayesian approach in this dissertation consists of assigning three 
different prior distributions to the random variables m- and |i and then 
y X 
using the mean of the posterior distribution of as the estimator of K.. 
For two of the three prior distributions that are considered, the Bayesian 
approach results in greater mathematical tractability than the preliminary 
test approach. The resultant posterior mean always assigns a non-zero 
weight to the concomitant information, whereas the preliminary test approach 
assigns a weight of zero to the concomitant information whenever 
is accepted. Thus, the Bayesian approach seems to make more efficient use 
of the concomitant infomation. 
In the extension of the general pooling problem to more than two 
random variables or populations, the Bayesian approach seems to have an 
advantage over the preliminary test approach. Suppose an estimator of 
is desired, where the three random variables x, y, and z are trivariate 
normal with respective sample means x, y, and z. There exist standard 
procedures to test the null hypothesis H : M. = a = n versus the 
o X y z 
alternative hypothesis H„: H not true. If H is accepted, then a cooled 
A o o 
estimator (wx+wy+wz) is used, where w , w , and w are some apt)ro-
y. Y z X y z 
7 
priate weights. If is rejected, then the simplest procedure is to use 
z as the estimator of |i^. However, if this procedure is used, some useful 
data may he ignored. For example, a pooled estimator is still appropriate 
if H„ is of the form p / p. = \i (pool x and z) or p ^ p = p. (pool y 
A y X z X y z 
and z). To obtain such a specification of the complex alternative hypoth­
esis requires comparisons of paired means. This paired comparison testing 
after the initial preliminary test of significance further complicates the 
derivation of the bias and mean square error. In general, this approach 
does not look too promising. 
In the Bayesian approach for three random variables, however, the only 
complication required over the approach for the two random variables x and 
y is the additional specification of a prior distribution on p^. It appears 
that the Bayesian approach to pooling means will extend to k random variables 
much more easily than the preliminary test approach. 
An attempt to compare the Bayesian and classical approaches to the 
pooling problem is made. As Bartholomew (1964, p. 201) says: 
"I hope it is a sign of the times that papers have begun to 
appear which compare Bayesian and frequentist approaches to 
inference in the context of particular problems...." 
8 
II. LITEMTUEE SEVIEW 
The first paper to discuss the use of a preliminary test of signi­
ficance prior to the estimation of a parameter was hy Bancroft (1944). He 
discussed two problems—the estimation of the variance of a normal popula­
tion and the estimation of a regression coefficient of an orthogonal 
polynomial equation. In the first problem a preliminary test of 
2 2 2 2 
= (Tg versus cr^ < is made to determine whether or not the 
2 2 2 
sample variances s^ and s^ should be pooled to form an estimator of 
In the regression problem a preliminary test is made to determine whether 
the regression equation should contain one or two dependent variables, 
and then the regression coefficient is estimated on the basis of the 
conclusion drawn from the preliminary test. Bancroft obtained the bias 
and mean square error for these two estimation procedures and pointed out 
that, in general, estimators that result from preliminary tests aire biased. 
The first paper to discuss the problem of pooling means was by 
Hosteller (19^8). He took two approaches to the problem—the classical, 
preliminary test approach and the Bayesian approach. Mosteller considered 
two independent sample means x and y from normal populations with means 
2 2 |i and n , respectively, and conmon variance a , denoted by S;(,a , a ) and 
X y X 
2 2 
N(^y, a ). a is known, and each mean is based on n observations. It is 
desired to estimate In the classical preliminary test approach 
Mosteller computed the test statistic 
z = (y - x)(cr N/2 / -v/n ) ^ (2.1) 
and defined his estimator u as yc 
. r(y + x)/2 if |z| < e 
• i . ,: •> 
•where | is the critical value from the K(0,1) distribution such that 
a 
^ - t2/2 
/ (2«) e dt = 1 - a. (2.3) 
He computed the bias and mean square error (MSE) of "where 
Bias (|i ) = E(iJ ) - p (2.4) 
yc yc' y 
and 
MSE (Î ) = E(î - uf. (2.5) yc yc y 
2 
The bias and mean square error are functions of cr , n, a, and A, "where A is 
the difference between the t"wo population means, i.e. 
A = IJ,^ - . (2.6) 
Hosteller compared MSE(C^^) to the mean square error obtained when y is 
" 2 
used all the time, i.e. MSE(y) = a /n, by investigating the disadvantage 
coefficient C = MSE(p^^)/MSE(y). Letting 
(2.7) 
a Vs 
"Which is the difference between the t"wo parameter means measured in terms of 
the standard deviation of the difference of the t"wo sample means, Mosteller 
graphed C as a function of 6 for various values of a. Providing S is small, 
he stated that pooling is more advantageous the higher the significance 
10 
level of the preliminary test (i.e. the lower a is). Pooling is dis­
advantageous for intermediate values of 5, and the disadvantage increases 
•with decreasing a. As & gets very large, the disadvantage coefficient 
approaches C = 1 asymptotically from above. 
In the Bayesian approach, Hosteller considered A = to be a 
2 2 
normally distributed random variable with mean 0 and variance a a . 
Although not stated explicitly in his paper, he also considered to have 
a fairly constant distribution over the range of the most likely sample 
results, which, in effect, is what Savage (1962) calls "precise measure­
ment." He took as his estimator'^, the value of u, which maximizes the yb y 
posterior distribution of 11^, given x and y, i.e. 
A 
yb y + 
X 
2 1+na 
1 + 
-1 
(2.8) 
(l+na ) 
2 A, _ 2 V .-
Note that as a -—^ 0, > (x + y)/2; and as a —y », 11^.^—^ y, 
where (x -f y)/2 and y are the two possible estimators in the classical, 
preliminary test approach. This illustrates the fact that, in general, 
the Bayesian estimators tend to reduce to the classical estimators under 
certain limiting conditions. Hosteller also obtained the mean square error 
of by considering E(|i^^ - m-^)^ with A fixed and then taking expectation 
over A, where A is distributed îî(0, a^cr^). This yielded 
,A 
yh' 
2 „ -, r-
a 2 1 2 2 
a + — a + — 
n 
-
n 
-1 
(2.9) 
2 ^ 2 2 
Eote that as a —^ 0; MSE(m. )—^ a /2n; and as a ^ MSE(II . )• y 
yb yo 
11 
a /n, which are the variances for the always pool procedure and the never 
pool procedure, respectively. Also, note that < MSE( y ) for all 
values of a^, whereas ^  does not have this property, hosteller (19^6, yc 
p. 2hl) remarked that "...this result is rather important because it backs 
up our intuitive feeling that we should use all the information at hand in 
making our estimates." 
Bennett (1952) also considered the problem of pooling means and ex­
tended Hosteller' s (19^8) work. He first considered two independent 
2 2 2 populations a ) and a ) with cr known, from which independent 
sample means y and x, based on n^ and n^ observations respectively, are 
selected. He defined his test statistic to be 
= (y - x) (2.10) 
and defined his estimator as 
(y + (n^ + nj" if l^ll < 
if 
(2.11) 
where | is defined in equation (2.$). He derived the cxaaulative distri-
bution function and frequency function of and then calculated E(^^^^) 
and M8E(u ^). Letting p. =0 and considering various values of n , n , and 
yi y X y 
a, he computed the value of n which maximizes Bias({i ). Eor moderate X yj. 
levels of significance (a = .20, .10, .05) the values of n which maximize 
Bias (Uy-[_) are approximately independent of a, whereas for high significance 
12 
levels (a = .01, .001) these values of become very large and the bias 
has a larger maximum. 
In the second case Bennett considered two independent distributions 
2 2 2 I 2 2 2 
Sf(u, , a ) and N(ti , cr where a f cr and both c and c are known. 
y y X X y 
Independent sample means y and x are based on n and n observations 
y X 
respectively. He defined his preliminary test statistic as 
1 
/- -\ / 2 -1 2 -11 2 
"2. ° (y - ("y ^  • "x \ ' (2.12) 
and his estimator as 
A 
k. 
- V 
y 
n X "1 r n n -] 
X JL X 
2 2 2 
a ^ cr c 
X y X 
-1 
if Izgl < 
•y2 
> (2.13) 
IZgl > y if 
He obtained the cumulative distribution function and frequency function of 
Ù . and then calculated E(^ _) and MSE(^ _). 
' y2 y^ 
In the third case Bennett considered two independent populations 
2 2 2 îî(u , cr ) and n(|J, , a ) where cr is unknown. The independent sample means 
y ^ 
y and x are based on n and n observations, respectively, and the pooled 
y % 
sample variance is 
2 / _\-l 
s = (n + n - 2) 
X y 
(y .  -  y )^  +  (x  -  x )^  
i=i ' 0=1 J 
(2.14) 
He defined his preliminary test statistic as 
t = (y - x) IS -1 -1\ -1 n + n 
y X 
(2.15) 
13 
and his estimator as 
A 
(n y + n x) (n + n ) ^ if |t| < n 
y X y X ' ' 'a 
y) i f  | t |  >  
N 
(2.16) 
•where is the critical value of the Student's-t distribution g(t) with 
(n^ + n^ - 2) degrees of freedom (df) such that 
'a 
g(t) dt = 1 - a. (2.17) 
'a 
He obtained the cumulative distribution function and the frequency function 
of ^  and then calculated E(ID ) and MSE(IJ ). 
y5 y3' y3' 
Bennett also discussed testing the null hypothesis u = 11^ versus 
the alternative hypothesis H : p, ^11 after a preliminary ? test of 
2A. y X 
2 2 2 2 
H : a = a versus H ; a 4 u . He used the same a. level for both tests, 
lo y X lA y ' X 
He obtained 
Pr 
y - XI 
L X ; 
2 2 .  H, : a = a is accepôea 
lo y X 
(2.16) 
i.e. the probability that the null hypothesis is rejected 
2 2 given that : c = a is accepted. lo y X 
In the fifth case he discussed a first preliminary test of 
H : a = a versus H,, ; a 4 cr . If H. is accepted, a second preliminary lo y X lA. y ' X lo 
test is made of H^ ï u =11 versus H„„ : u, 4= |j. , using the test statistic 2o y X 2A y ' x 
2 • 2 
t as in equation (2.1$), where s is the pooled estimator of a as in 
equation (2.1%) and = c . The estimator of u. in this case is ^  , 
y X y y^ 
•where 
r n y n X 
s 8 
y X 
r n n 
s s 
y X 
-1 1 
yt 
= < 
if K accepted lo 
and t < r,. 
'a 
if H, acceprea lo 
|t| > 
(2.19) 
s and s are the sample estimates of G and G , respectively. He found 
X y X y 
given that is accepted, but discussed no estiznation procedure 
if is accepted. 
The formulas for bias and mean square error derived by Bennett in his 
1952 paper are rather complicated, and it is difficult to tell by visual 
2 inspection how variation in -the different components, such as a, G , n^, 
and n^ will effect the bias and mean square error. Bennett did not attempt 
to investigate this problem in his paper. 
In a later paper Bennett (1956) considered two independent distri­
butions N(tJ.^, 1) and l) and independent sample means y and x based 
on n and n observations, respectively. It is desired to find a confidence 
y X 
interval for p. . The preliminary test statistic is 
_ -i 
z = (y - x) (l/n + l/n^) (2.20) 
15 
and the confidence interval is 
,A . J 
(-"yl,' "yu' 
n y + n X 
y X 
n + n j— 
y X Vn + n 
n y + n X 
y X 
n +  n 
X y 
X Vn + n 
X y 
if |z| < Sg 
—  A  —  0  I t *  
— if Izl > 
vn Vn y y 
(2.21) 
where 
(23t) ^  e  ^ dt = 1 - p. (2.22) 
If no preliminary test had "been made and either confidence interval used 
all the time, the Confidence coefficient would be (lOO)(l - p)^ ,. Bennett 
then found the actual confidence coefficient of the interval, i.e. 
Pr • However ; he gave no guidelines about the choice of 
a and p so as to achieve a preassigned confidence coefficient on the final 
confidence interval. 
Kitagawa (19^ 3) discussed several problems of estimation involving 
the use of preliminary tests of significance. He seems to be the only 
person to discuss this type of estimation procedure for dependent sample 
means. In investigating the use of interpenetrating subsamples in sample 
surveys in an earlier paper, Kitagawa (l95^, p. 1125) said: 
"We have emphasized...that the true significance of inter­
penetrating samples used in designs of sample surveys can 
l6 
be duly recognized only after we shall adopt some elaborate 
successive process of statistical inference. One of the ivays 
•which we may adopt under certain circumstances is to employ 
the pooling of data, that is, the estimation after the pre­
liminary test of significance of the differences." 
He was led into correlated sample means of the interpenetrating subsamples 
because in such sampling schemes the sample means often have common primary 
and secondary units. He also considered a normal model because "approxi­
mate normality can be established for estimates for subpopulation means, 
provided the sizes of subpopulations are sufficiently large." (Kitagawa, 
1963, p. 152). 
Kitagawa considered the bivariate normal distribution of (x, y) with 
parameters E(X) = E(y) = V(x) = V(y) = a , and cov(x, y) = p c , 
where all the parameters are unknown. There is an a priori reason to 
prefer the y- observations to the x- observations if 7= A bivariate 
random sample of size n is taken and the mean 
-1 ^  d = n .E d. (2.23) 
1=1 1 
and sample variance 
8^ = (n - 1)'^ 2 (d^ - d)^ (2.24) 
of the random variable d^  are computed, where 
d. = y. - X. . (2.25) 
1 1 1  
The preliminary test statistic is defined as 
t = d -s/n / s^  (2.26) 
and the estimator is 
A 
IT 
(y + x)/2 if ]t| < % 
a I (2.27) 
y if |t| >la J 
•where is the critical value of the Student-t distribution g(t) with 
(n - l) df such that 
g(t) dt = 1 - a. ' (2.28) 
Â 
Kitagawa found the cumulative distribution function of as -well as 
E((i^) and MSE('ti^). He noted that the larger the correlation p between x 
and y, the greater the discriminating power of the preliminary test. 
Ghosh (19^9) and Mokashi (19^9) had previously stated that the pooled 
estimator from interpenetrating subsamples has lower efficiency the larger 
the correlation. This is because they considered V [(x + y)/2] = 
2 2 
a (1 + p )/2. Kitagawa (1956) pointed out, however, that the use of 
interpenetrating subsamples should be judged not only on the efficiency of 
the joint estimator, but also by the discriminating power of the comparison 
between the samples. Indeed, the mean square error of the resulting 
estimator should take into account the fact that a preliminary test has 
been done. He noted that MSB (ti^) depends upon p through incomplete Beta 
functions and makes the evaluation of the effect of p on MSE(t!Y) much more 
difficult than Ghosh and Mokashi claimed. 
Kitagawa (1963) also discussed several other uses of preliminary tests 
and subsequent estimation, and his paper contains a good bibliography on 
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the subject. Bancroft (1964) has also given several examples of the uses 
of preliminary tests, and his paper has a complete "bibliography. 
Huntsberger (1955) proposed a continuously weighted estimator which 
•was suggested by the preliminary test and estimation scheme. He considered 
~ ~ 
two independent, normally distributed sample means x and y with known 
2 2 
variances a_ and a_ . He defined 
X y 
z = (y - x)(a? + a? )" 2 (2.29) 
y % 
and then proposed the estimator 
= [^(z)]y + [1 - $(z)] (a? y + c- x)(oL -i- a? ) ^ (2.50) 
yii X y X îy 
where (|)(z) is any function of z satisfying some mild restrictions. DTote 
— 
that |j, „ is a weighted sum of the unpooled estimator y and the pooled 
yH 
estimator (0? y + crE x)(a? + a? ) ^, where the weights sum to one. 
X y X y 
Huntsberger defined 6 as ^ 
6 = ^ )(o! + 3! ) 2 (2.31) 
y X y X 
replaced the weight function (j)(z) by A, where A is a function of 5, and 
found that MSE((I ) = E(ti „ - i-i. )^ is minimized fo. A = 6^ (l + 5^) 
yH yti y 
Since E(Z) = 6, he proposed letting 
(j)(z) = (1 + z^)"^. (2.52) 
For this choice of (j)(z), note that as z—) 0, 
il —) (a? y + a? x)(a? + cE ) ^ 
yH X y X y 
and that as z—^ », ..—^ y. • He derived MSE(ii ,^) with ç(z) as in 
yu  ^ yn 
equation (2.52) and found that MSE(IJ.^„), as a function of 6, has a larger 
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minimum and a smaller maximum than the corresponding preliminary test 
procedure. The preliminary test procedure yields either the pooled or 
unpooled estimator vhereas Huntsberger's procedure always yields a weighted 
average of the two estimators, and thus it is a more conservative esti­
mation procedure. 
Some other authors have discussed the pooling of information to es­
timate a mean ii, "but have assumed a priori that all the parameter means are 
equal. For example, Halperin (19^1) discussed the estimation of the 
parameter p., where the vector (x^, x^^.-.^x^)' has a multivariate normal 
distribution with unknown mean vector (|i, ii)' and unknown variance-
covariance matrix S. He also discussed the case where x_^ 
are independent, and independent samples with unequal sample sizes and 
unknown, unequal variances are to be pooled to obtain an estimate of the 
common mean la. Zacks (1966) discussed the estimation of the cozmon mean 
of two independent normal distributions when the variances are unknown 
and the sample sizes are equal. An estimator efficient in large samples is 
A M = 
s s 
2 2 
s s 
y X y X 
1 1 
+ ^ (2.33) 
2 2 
where s^ and s^ are the sample variances. He also suggested doing a pre-
2 2 2 2 2 2 liminary test of H : cr = a versus E, : cr > a and H ^ : a < a . His 
o y x  1  y  X  - l y x  
estimator is (y + x)/2 if H is accepted, x if H. is accepted, and y if H , 
o 1 -1 
is accepted. 
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Many other papers discuss classical estimation of a common mean, out 
since this investigation is not -willing to assume a priori that all the 
means are equal, no more papers of this type shall be discussed. 
Mosteller (19^8) seems to be the only person to discuss the Bayesian 
approach to the preliminary test and estimation problem. Other authors 
have discussed pooling data from a Bayesian point of view, but they have 
assumed a priori that all the different means are equal. For example, 
Jeffreys (1961) discussed the combination of independent, normally dis-
-  ~ 2  
tributed estimates y. with sample variances s^ based on df assuming 
that E(y^) = II for all i. He took the prior distributions on p. and log 
to be diffuse and independent of each other. The posterior distribution of 
%L, given the sample data, is a product" of independent t-distributions, 
which is not'a t-distribution itself. Jeffreys suggested reducing the 
posterior distribution to an approximate t-distribution and'then using the 
posterior mean as the estimator of 11. 
Geisser (1965a) discussed the case of. combining correlated estimates 
via the Bayesian approach when the vector (x^, x^,..., x^)' has the multi­
variate normal distribution with unknown mean vector (p., p,..., p.)' and 
unknown variance-covariance matrix 2. He also considered non-informative 
prior distributions on p and Z and took as the estimator of p the mean of 
the posterior distribution of n, given the sample data, i.e. 
• (S.5U) 
e' S"^ e 
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where e' = (l, 1,..., l)', x' = (x^, x ), and S is the sample 
variance-covariance matrix. Geisser also discussed other priors on and 
Z, the most important one oeing the natural conjugate Bayes density vhica 
puts a mormal prior on |i and a Wishart prior on 2, the two priors being 
independent. 
Again, there may be other papers which discuss the Bayesian estimation 
of a common mean by assuming a priori that all the means are equal, but 
that is not the primary interest here. These cases are mentioned merely to 
illustrate another approach to the problem of pooling means. 
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III. A GENERAL PRELIMIMEY TEST PROCEDURE FOR ESTIMATING THE MEKE 0? A 
NORMAL POPULATION 
A. Statement of Problem 
In this chapter a scheme of estimating one of the means of a bivariate 
normal population is discussed "when observations on both random variables 
X and y are available. A very general, two stage procedure which involves 
a preliminary test of significance is proposed, and then the bias and mean 
square error of the procedure are derived. In succeeding chapters various 
special cases of the procedure are considered in more detail. 
B. The Sampling Scheme and Its Motivation 
A simple random bivariate sample of size n is selected from the 
infinite population of random variables (x, y) which follow a bivariate 
probability distribution. In addition an independent simple random sample 
of additional observations is taken on x, ignoring the corresponding 
measurement on y for these variables. Likewise, n^ additional independent 
observations on y are taken, ignoring the corresponding measurement on x. 
In the sample now are (n + n^) observations on x and (n -f n^J observations 
on y. The only existing correlation between observations is between the 
elements of the pair (x_, y^), i=l, 2,..., n, where (%_, y^) belongs to 
the bivariate sample of size n. 
There are several reasons for considering this type of sample. In 
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many cases n^ and n^ vill be zero, resulting in a regular bivariatc zairiole. 
However, some extra observations may be available on one or both of the 
random variables. For example, data on some attribute from a census could 
correspond to a random sample of size (n 4- n ) on the random variable x, 
whereas data from a post-enumeration survey on the same attribute could 
correspond to a random sample of size n on the random variable y. In most 
cases every element in the sample on y would be matched to an element in 
the sample on x. In this case, n^ = 0. The two samples would be pooled if 
the experimenter felt that they were really measuring the same attribute, 
and he would probably assume that the post-enumeration survey provided the 
most accurate estimate. Also, the experimenter may be presented with a 
size n bivariate sample, and he may wish to do some additional independent 
sampling on one or both of the variables before he makes his preliminary 
test of significance. Finally, the result of an optimal allocation may 
suggest a sample of this type. 
At this stage a preliminary test of the null hypothesis 
versus the alternative hypothesis : u. T M- is made. If H : p. = p. is 
A y ' X o y x 
accepted, a further simple random sample of m^ observations is taken on x 
only, and the estimator is some appropriately weighted average of all 
the observations on x and y. If, however, H : u f i_i is accepted, a 
Ay X 
further simple random sample of m^ observations is taken on y only, and 
the estimator p. is the mean of all the observations on y. 
2h 
The primary motivation for trie second stage sampling scheme is the 
cost of collecting the data. It is assumed that the variable of primary 
interest is y, but that y is more expensive to measure than x. Thus, if 
u = u , observations on x furnish an estimate of u. at a cheaper cost, 
y  X  y  
This is "Why, if H : p. = p. is accepted, x' s are sampled in the second 
o y X 
stage of sampling and a pooled estimator of u is used. If the alternative 
hypothesis H„ : m. ^ |i is accepted, it is concluded that jj. and ii differ 
A y ' X y X 
significantly, and thus the observations on x are not used in a pooled 
estimator. This is why, when H : ^ f n is accepted, additional y's are 
Ay X 
sampled at the second stage of sampling and the final estimator is simply 
the mean of the observations on y. A secondary motivation is that the 
experimenter may strongly prefer observations on y instead of x for other 
than financial reasons. Thus again he would sample additional x's only if 
there is strong evidence that the two random variables measure the same 
thing. 
As a particular application of the two stage feature, the experimenter 
may be presented with data on x and y, but he is unsure whether = |j.^ 
and, in addition, he knows that he does not have enough data to obtain the 
precision he wants for the estimation of ,u^. In this case, a preliminary 
test of significance followed by the second stage sampling would be appro­
priate. 
The sampling and estimation scheme is represented in Figure $.1. It 
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n+1 'n+1 
n+2 
y. 
n+2 
n+n n+n 
Preliminary Test 
versus t n* 
n+n +1 n+n +1 
n+n +2 
X 
n+n +2 
n+n +m 
X X 
N/ 
*1?%+* +*2=n+n +m 
y XX 
n+n +m 
y  y  
Il = y 
y n+n +m 
y  y  
Figure 5.1. The two stage sampling scheme 
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could be argued that the use of only the observations on y when E^: 
is rejected is not very efficient since the observations on z are not used 
in the resultant estimator. If H : ^ f 11 is accepted, then a regression 
Ay X 
estimator would use all of the available data. This approach is discussed 
in Chapter VI. However, there are several situations where a regression 
estimator could not be used very advantageously, and the scheme proposed in 
this chapter would be the logical alternative. The most obvious case where 
a regression estimator is useless is the special case where x and y are 
independent. Second, if only a bivariate sample of size n is available, 
i.e. n = n = m = m =0, then a regression estimator cannot be used 
X y X y ' 
since no observations are available on x other than those matched with 
observations on y. Third, if the number of additional independent obser­
vations on X beyond those in the bivariate sample is small, then the 
regression term will probably be near zero. Fourth, in cases where the 
covariance matrix is unknown, the regression coefficient will have to be 
estimated from the bivariate sample of size n. Thus, if n is very small, 
the regression estimator probably should not be used because of the un­
reliable estimation of the regression coefficient. For these reasons, the 
sampling scheme described in this chapter has relevant applications. 
C. Mathematical Specification of the preliminary Test Estimation Procedure 
The bivariate random variable (x, y)is assumed to follow the bivariate 
normal distribution with mean 
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- x - r -| X 
= 
K, 
- Y - - Y - (3.3.1) 
and covariance matrix 
- X -
. y -V 
=  z  =  
a pa a -
X X y 
1 p0 CT 2 
X y Oy -
(3.3.2) 
The hivariate normal distribution is assumed for simplicity, but it would 
be useful to investigate the behavior of this preliminary test scheme when 
the data are not selected from a bivariate normal distribution, but are, in 
fact, from some other distribution, such as bivariate gamma. The bias and 
mean square error as reported in this chapter would not be correct for non-
normal data, but they may provide reasonable approximations to the true 
bias and mean square error if the procedure is robust. An alternative to 
investigating robustness in this manner would be to derive the bias and 
mean square error for a preliminary test procedure with the assumption that 
the data come from, say, a bivariate gamma distribution. 
To begin the investigation of this procedure, the elements of the 
2 2 
covariance matrix (i.e. p, a , a ) are asstmed to be known. If this 
x' y' 
assumption is removed, the derivation of bias and mean square error for 
this two stage procedure is further complicated. For example, the pre­
liminary test involves the comparison of the estimators of 11 and p. . If 
y  X  
the covariance matrix is known, then this comparison follows the 3i(0,l) 
distribution. However, if the covariance matrix is unknown, several 
problems arise. First, consider the special case where x and y are 
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independent, i.e. when p = 0. Bennett (1952) has considered the further 
2 2 2 2 
special case where G = G = G with G unknown, which then admits a 
y  ^
2 2 
student-t test as the preliminary test statistic. However, if G^ f G^ are 
"both unknown, then the test of H : p. = p. versus H„ : p. T p involves 
o y X A y X 
distributional problems such as the Behrens-Fisher problem, etc. If, 
further, p is unknown, then additional complications arise. Kitagava 
2 2 2 (1965) considered the special case where p and = a are unknown and 
then analyzed paired differences on a bivariate random sample of size n. 
For these reasons, the properties of the procedure are derived with known 
covariance matrix, with the hope that these properties will not change 
drastically when the covariance matrix is unknown. A preliminary investi­
gation of the procedure with unknown covariance matrix is reported in 
Chapter VIII. 
The covariance structure of the observations in Figure $.1 can be 
expressed mathematically as: 
cov(x^, y^) = pG^Gy for i=j, i=l, 2,..., n 
cov(x., y.) =0 otherwise 
(3.3.3) 
cov(x^, XJ) = 0 for ifô 
cov(y^, y ) =0 for ifj 
The various means of interest are defined below. 
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(3.3.4) 
-1 ^  
1=1 
n+n 
n+n 
-1 ^ X = n Z X. 
n X . ^ 1 X i=n+l 
n+n +m 
 ^ y y 
\ "Ç , 'i y 1=n+n +1 
y 
n+n +m 
_1 ^ ^ X = m S X. 
m X . .1 X i=n+n +1 
X 
X = (n+n ) (n-x + n X ) 
n+n X n x n 
X X 
y  y  
X = (n+n +m)^(nx + n x +m x ) 
n+n +m xx nxn xm 
XX XX
4-in ' ^ "=y \ > 
y y  y  y  
If H : II = p. is accepted, the estimator of p. is ^  = v. -where 
o y ^x y y 
^ " Vn+n + Vn+n +m '3.3.5) 
y XX 
and and -w^ are two constants such that w, + = 1. If H, : u f p. is 
12 12 A y ' X 
accepted, the estimator of u, is ^  = u, where y y 
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y  y  
Let the cost of measuring x for one unit be C , the cost of measuring 
y for one unit be and the cost of measuring a correlated pair (x, y) 
be C . It is assumed that 
xy 
C < C < C  < C + C .  ( 3 . 3 - 7 )  
X y xy X y 
2 2 
Although C < C , it will usually be the case that a > c . i.e. the 
X y X y' 
cheaper observations are more variable. So, to obtain minimum mean square 
error for a fixed budget, it is necessary to realize that for a given cost 
more observations on x can be measured than on y, but their variance may 
possibly exceed the variance of a smaller number of observations on y 
obtained at the same cost. In an extreme case, the best strategy might be 
to sample no x's at all, even though it is known that = ii^. 
D. Choice of Test Statistic for the Preliminary Test 
To test the null hypothesis against the alternative 
hypothesis f the statistic z is used, where 
z = y - X . (3.4.1) 
n+n n+n 
y X 
The variance of z is ^ ^ 
y  X  y  X  
51 
Now, 
n+n 
Vn ' Vn > ° 
y  X  
y  y .  
n-rn 
X X . 
; Z 
, . ^ n-i-n ' . ^ n+n 1=1 y 0=1 X 
n+n n+n 
(n+n^) {n«y) cov 
y . ,  ^  
- j=l ' 
By the covariance specifications in equation (5«5*3)^ 
cov 
cov 
n+n 
n+n 
X ^  
.^1' 5, J 
= pa cr for i=l, 2,..., n 
X y 
= 0 for i=n+l,..., n+n 
y  
Substituting equation into (5'^-5) yields 
' Vn ' = (n+n )-\ 
y  X  
15.4.5) 
(5.4.4) 
(5.4.5) 
and thus 
2 2 
a a 2nocr a 
v(;) = __y_ + __2_ _ —. 
' n+n n+n (n+n ) (n+n ) 
y X X y 
[5.^.6) 
If the correlation p is near one, then better precision on the pre­
liminary test mi^t be obtained by using the test statistic z' instead oi 
z, -where 
and 
z' = y - X 
n n 
~ _2 2 2 V(z') = n (a + cr - 2pa a ). y X X y 
This is because 
V(z) < V(z') if, and only if, 
:5.^-7) 
(5.4.6) 
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2 , \ 2 , . 
a n (nn-n j + a n (n+n ) 
P < sL' (nn% n ) ' 
X y X y X y 
Obviously, inequality (5*^-9) is satisfied if p < 0. However, if, for 
2 2 
example, n = n, n = 2n, a = k, and a =9, then inequality ($.4.$) 
y X y X 
becomes p < 4/5. Thus, if p = 5/6, then v(z) > v(z'). In general, 
inequality (3*4.9) is satisfied unless p is close to one. 
It appears that the use of z' instead of z modifies the bias and ir.ean 
square error only slightly unless n^ and/or n^ are very large with respect 
to n. Since z has the best precision for most possible values of p, and 
since using all of the available information is a good strategy most of the 
time, the statistic z will be used to test K ; LL = U. against s li = u. . 
' o y ^x A y ' X 
For most applications the correlation will be zero or moderately positive, 
and thus inequality (3.4.9) will be satisfied most of the time. 
E. A Lemma on the Distribution of Linear Combinations of A'ormally 
Distributed Random Variables 
In deriving the bias and mean square error of the two stage prelimin­
ary test procedure, it is necessary to know the joint distribution of random 
variables such as y and x .An intelligent guess would be that the 
n+n n+n 
Y X 
joint distribution could hardly be anything other than bivariate normal 
since the original random variables are selected from a bivariate normal 
distribution. However, the sampling scheme involved in this procedure is 
not bivariate sampling in the usual sense, and bivariate normality does not 
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follow directly from sampling theorems on the multivariate normal distri­
bution. However, "bivariate normality can "be proved "by standard methods, 
and Lemma 3.1 below is stated without proof. 
Lenma Let the random variables 1=1, 2,..., n-fn^ and y , j=l, 
2,..., n+n , be selected from a bivariate normal distribution by the 
'' Y 
sampling method described in sections B and C of this chapter. Then the 
joint distribution of any new random variables which are linear combina­
tions of the random variables x. and y. is the multivariate normal 
n. G 
distribution. 
F. A Lemma on Conditional Expectation 
In the derivation of bias and mean square error of the two stage 
preliminary test procedure, it is necessary to evaluate conditional 
expectations of the type Ji xy , where x and y are correlated |x| < c 
and c is a real, positive number. Lemma 5.2 and its corollary present 
formulas for some conditional expectations which will be used repeatedly 
throughout this dissertation. They can be proved by standard methods an 
are thus stated without proof. 
Lemma 3.2. Let (x,y) have a bivariate distribution with joint density 
function f(x,y), marginal density function h(y) for y, and conditional 
density function g(x|y) for x|y. Let c > 0 be a real number. Let b(x) 
d(y) be random variables which are continuous functions of the random 
variables x and y, respectively. Then 
51^. 
E b(x) d(y) |yi < c 
d(y) E[b(x) I y] h(y) dy 
-c 
Pr [lyl < c] 
(3.6.1) 
Corollary to Lemma 3.2. If the hypothesis to Lemma 3*2 holds, then 
c 
E •b(x) d(y) lyi > c 
E['b(x)d(y) ]-/ d(y) E["b(x) | y] h(y) dy 
-c 
Pr [ lyl > c] 
(3.6.2) 
G. Bias of the Two Stage, Preliminary Test Estimation procedure 
E(u ) is now derived, "where ll is the estimator described in section 
y  y  
B of this chapter and represented in Figure 3.1. In section L it was 
decided to use z = y - x as the test statistic to test the null 
n+n n+n 
y X 
hypothesis versus the alternative hypothesis ^ By 
Lemma 3.1 of this chapter, z is normally distributed with mean 
S(z) =11 - n = A (3.7.1) 
y X 
and variance v(z) = a given in equation (3.it-.6). The density function of 
z is h(z), where 
-(Z-A)' 
h(z) = (2%) ^ a 2c^ 
z z 
(3.7.2) 
To make a preliminary test of size a, a critical value E is chosen from 
the H(0, 1) table such that 
'a 
^ (t) dt = 1 - a. (3.7.3) 
a 
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•where , o 
- 2 " d (t) = (2%) u (3.7.kJ 
Thus, if jz] < I o ; H is accepted; if \z\ > Ec , IT is accepted. 0/ Z» 0 G, 2 xi. 
Proceeding with the expectation of 
ECU ) = E[^ Accept H ] Pr [Accept H ] 
y y o o 
= E[v 
Accept Pr [Accept H^] 
1 = 1 Pr [ |z| < So?;,] 
z| > Pr [ |z| > (3.7.5) + E[U 
•where u and v are the impooled and pooled estimators defined in equations 
(5.5.6) and (5.3.5). 
By Lemma 5.I each of the joint distributions of (y , z) and 
y  
(x , z) follows the bivariate normal distribution. By a similar arg-a-
n+n^' 
ment to that used in Lemma 5.I, (y ; z) and (x , , , z) each HTH -rm iiTii -rni 
y  y  X  X  
follows the bivariate normal distribution. Then, by Lemma 3*2 of this 
chapter and its corollary, 
E(^ ) = E(y ) + r S( G 1 z) h(z) dz (3.7.6) 
•where h(z) is defined in equation (5.7.2) and 
® = Vn+n Vn+n " Ln 
y  X X  y  y  
noting that x = (y -z) and using the substitutions from equation 
X  y  
(3.3.4), 
$6 
G = w + — 
1 1Î 
X 
V/ m X 
2 X m m 
X _y 
N N X y 
(n+n ) 
Y_ 
K '''n+n ïï y X 
y 
m 
(3.7.8) 
where 
N = n + n + m 
X XX 
N = n + n + m o 
y y y (3.7.9) 
Given that Izl < E a , then x and z are independent. Likewise, 
' ' a z m 
given that \z\ > i a , then y and z are independent. Thus, 
~ •r y 
E(X^ ] z) = E(X^ ) = - A 
m X y 
(3.7.10) 
and 
1 z) . E(y^ ) = n 
y y 
( 3 .7.11) 
By Lemma 5.I and standard multivariate normal theory, the joint 
distribution of y and z is hivariate normal with mean 
n+n 
—— m* *mm y 
—* ' 
y 
n+n y y 
z _ A _ 
(3.7.12) 
and covariance matrix 
V 
n+n 
r~ 2 
a y 
n+n 
k. 
(3.7.13) 
•where 
k = a^/(n+n ) - npa a / ^ n+n )(n+n j> 
1 y y X y v. X yj 
k„ = a^/(n+n ) - npcr a / ^ n+n )(n+n ")l 
2 X X X y L. X yJ 
(3.7.14) 
\ " "z 
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By standard normal theory, the conditional distribution of y , given z, 
y 
is normal -with mean 
E(y^^n 1 (z-A)/(k^+kg) 
y 
and variance 
(3.7.15) 
v(y. 
n+n 
z) = y 
n+n 
V2 
(5.7.iS) 
Also, 
V(y 
n+n 
z) = 
2 2 
a a 
X y 
1 -
2 2 -, 
P - - .1 
(n+n )(n+n )j 
X y 
(k^+k2)(n+n^)(n+ny) (3.7.17) 
Thus, taking G as in equation (5.7.8) and evaluating s(c-lz) by using 
equations (3.7.10), (3.7.11), and ($.7.1$), it follows that 
E(G|z) = 
X 
k^(z-A) 1 
1 + "T : y 
N AT A" ^y 
X X y 
I.e. 
: (G|z) = 
U " .N 
• y X 
k (Z-A) v_(n+n )z w iri A 
1 
X 
2 X 
X 
(3.7.18) 
Substituting equation ($.7.18) into (5. 7 . 6 ) ,  noting that E(y , ) = i^_ , TtrXi -rlTi y 
y y 
and using the change of variable t = (z-A)/a , equation (5.7.6) yields 
v.m A 1 2 X 
N 
^ ^ r [m •w-m'l k,t w (n+n )(tc +A) 
. V 2 X 1 2 X z 
d%t) 
I -Ô 
dt 
_ _x
ÎJ N I 0-
.y X j z 
( 3 .7.19) 
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•where ^ (t) is defined in equation (5-T'^ ) and 
& = A/CT . 
z 
Combining.terms in equation (5.T-i9) yields 
(3.7.20) 
E(ti ) = II + / <z^(t) 
y .  y  J  
-SoTS 
A t j 2 
-w A + — < -w o" 
,2 C, 2 Z 
^ "2% 1 Co . 
From the definition of bias of an estimator. 
Bias (liy) = E(iî^) -
(3.7.21) 
(3.7.22) 
and considering Bias (t?^) as a function of 5, i.e. B(6), equation (5.7.21) 
yields 
B(6) = / (^t) 
-Sg-G 
_ t r 2 "my Wgkgcr 
" ~ \ 'Vz " IT" " ~T~" 
z L y X 
C.Û . 
(3.7.25) 
A few properties of B(ô) are now investigated. First, 
B(-Ô) = / ^{t) , 1. [... s . '"fy , "2% 
-V" • 
w_ôa + — ^ -w_G 
z L 
ax . 
y J 
(3.7.24J 
Making the change of variable t = -y and noting that p(-y) = {^y), 
B(-Ô) - / ^(y) 
- F  - Ô  
a 
X 
cy 
I.e. 
B(-5) = -B(6). (3.7.25) 
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B(&) is thus an odd function of Ô, and it is necessary to investigate E(B) 
only for Ô > 0. 
In order to evaluate B(Ô) at 6 = 0, note that 
r / t ^^t) dt = 0 (3o7.26) 
-^a 
and then, from equation (3^7.23), it follows easily that 
B(0) = 0. (3.7.27) 
Thus, the estimator 'u is unbiased if the population means and ^ are 
' y y X 
equal. 
In order to evaluate B(Ô) as 5—P it is necessary to first in­
vestigate some lemmas on the limit of certain functions. 
Lemma 3.3. Let n be a non-negative integer, be a real, finite number, 
and 
1 ^ 
Mt) = (2rt)~2 e" 2 . 
Then 
lim I t^ i2^(t) dt = 0. 
S--* _5 
Proof: Consider first n to be odd. Then, by repeated integration by 
parts, 
J"t^ ^ (t) dt = -t^ V('^) - (%-l)t^ ^ p(t) - (n-l)(n-3)t^ ^ p(t) 
- ... - (n-l)(n-3) ... 2f^(t) (3.7.28) 
Letting P^(t) be a polynomial of degree n, equation (3.7.28) can be 
•written as 
^t^ iz^(t) dt = c^(t) ^(t) for n an odd integer > 0. (3.7.29) 
By using 1'Hospital's Rule, it can be shown that 
lim jz$(t) P (t) = lim p(t) P (t) = 0. (3-T.3C) 
t—^00 t-^" 
Thus, using equations ($.7.29) and (3.7.30) to evaluate the limit yields 
13^ / dt = lim 
5-^00^ 6-^00 
-t -o 
a 
- ^%-SQrs)2n-i(-SQrs) 
= 0 
i.e. 
lim / t^^(t) dt = 0 for n an odd integer > 0. (3.7.31) 
S-»" .6 ' 
Consider nov n to be an even, positive integer. Again, by repeated 
integration by parts, 
J"t^j^(t) dt = -t^ ^ ^(t) - (n-l)t^ ^ p(t) - ... 
+ (n-l)(n-3) ••• 1 J"(t) dt (3-7.32) 
Letting C(n) be a constant depending upon n, equation (3.7.32) reduces to 
J dt = i6(t)P^ ^(t) + C(n) y^(t) dt 
for n an even integer > 0. (3.7.35) 
IÎ0W, defining ^ (x) to be the cumulative distribution function (cdf) of the 
N(0,1) distribution, i.e. 
41 
n* - i -t®/2 
gx) = / (2it) e at , (2.T.5l>) 
-00 
and noting by the property of cdf ' s that lira ^(x) = 0, the limit becomes 
X -CO 
/
V(, 
t^^(t) dt = lim 
• 6-^c 
?^(5Q,-Ô)PP_^(5Q,-S) -i- C(n)^(^^-ô) 
-?^(-£Q,-S)?^_^(SQ,-5) - C(n)Q(-£^-Ô) j 
= 0. 
Thus, 
lim / t^^(t) dt = 0 for n an even integer > 0. (3-7'35) 
& ^00 ' 
- P  - Ô  
For n = 0, lim / ^(t) dt = 0 by the property of the cdf mentioned 
above. This statement, along with equations (J.T.JI) and (3-7-35)y 
completes the proof to Lemma 5«5« 
Lemma 3.4. Let m and n be non-negative integers and let be a real, 
finite number. Then 
lim / Ô^t^c^(t) dt = 0. 
_5 
a 
(3.7.36) 
Proof: For m = 0 and n a non-negative integer, this is proved by Lemma 
3.3. For m > 0 and n a non-negative integer, rewrite equation (3.7.36) as 
1+2 
dt 
lim / 6 t |z((t) dt = lim 
5-^00 0-^00 s 
-t -O 
a 
-m 
(3.7.37) 
The denominator has a limit of zero, and "by Lemma 3.3 the numerator also 
has a limit of zero. Using I'Hospital's Rule on equation (3.7.37) yields 
t^^(t) dt 
lim -
6-) 0» 
-SoTS 
-m 
lim 
Ô-> 00 
-(|q,-5) (-5^-6) V(-|Q-5) 
(-m) 5 -m-1 
-1 
m lim 
S-^o 
S (-5q,-5) ?^(-|Q,-&) 
= 0, 
I.e. 
5a-® 
lim 
5-^00 " 
0™t^^(t) dt = 0 for m a positive integer, 
n a non-negative integer. 
-So-S 
(3.7.38) 
This completes the proof to Lemma ^.h. 
Consider now B(6) as ô—^ From equation (3.7.23) 
lim B(Ô) = -"W A lim / 5^(t) dt 
ô-).oo 2 z 
-1^-5 
2 Vy "-'2 Vx 
-W^O" + — + 
2 z ÏÏ N lim 6 — '  
td%t) dt. (3.7.39) 
1^5 
By Lenma 5.U of this section, each term in equation (5*7-59) has a limit 
of zero, and thus 
lim B(Ô) = 0. (3-7'^0) 
6->«, 
H. Mean Square Error of the T\fo Stage, preliminary Test Estimation 
Procedure 
The mean square error (mSE) of the estimator is defined to be 
MSE(^^) = EC&y - (5- 8.1) 
~ 2 
Expanding - |i^) yields 
MSE(ty) = E(%.y)2 -2 py E(ty) + (3.8.2) 
MSE((iy) will he derived oy using equation {^.8.2). Since equation ($.7.21) 
gives E(ÎLy), it is necessary only to find E(^^). 
Following the general development in section F of this chapter where 
E(^y) was derived, E(p.^) can he written as 
= E(;f 
~ 2  
+ E(II 
Izl < SQPz)Pr(|z| < laFz) 
|z| > (5-8Ô) 
where u and v are the unpooled and pooled estimators derived in equations 
(3.3.6) and (3.3«5). By Lemma 3.2 and its corollary. 
z) h(z) dz (3.8.4) 
where h(z) is defined in equation (3.7.2) and 
= ("iLn ^ Vn+n +m +m ' (3-6.5) 
y XX y y 
41^ 
Now, using the substitutions in equations and expanding equation 
(3.8.5),  M is obtained as 
M = y. 
n+n 
w, + 
w^(n+n )12 (n-fn ) -1 2 X y 
1 ÏÏ 
- 2y 
n+n 
X X J 7"^ 
% J ^ ^ 
sr ) 1  
' X 
If m 
2 2- 2 2 -2, ,2 2 w_^ m X 2w^ m (n+n )zx 
w„ (n+n ) z 2'. X m 2 x x m 2 X X X 
+ % + r r 
ÏÏ 
2- 2 
N îj 
X X 
(3.8.6) 
Consider now the various conditional expectations in E(M | z). First, 
z) = v(y _ 1 z) + E~{y 1 z) (3.8.7) E(y ^  
n+n •n+a I I y y 
where v(y | z) and E(y | z) are given in equations (3.7.15) and 
n+n 
3.7.16). Also, 
n+n 
y y 
La I = '"y " 
X y y 
(3.8.8) 
(3.6.9) 
and 
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Vn ' °  ^  Vn ' 
y y y 
(3.8.10) 
Substituting the above expectations into E(M ] z) yields 
E(M I z) = ™2 + — 
2 
a y 
n+n 
y 
2 
a 
z 
(n+n )"1 2 (n+n )^ "i 
%_ I y_ 
X 
k^(z-A) n 2 
k^(z-A) a 
J , "2 
N iV 
•w-(n-rn ) 
X I 
7 
J 
Z -r 
El (n-rn ) 
y y 
N 
X 
1 Si 
X J 
2 ,  ,2  2  2  2  
Vg (n+n^) z *2 r 
+ Z + T— 
ÏÏ JS 
2 2 
a -1 m 
X y 
m " 2 
X A y 
o 1 
pi -
L y E^ . y 
2w^ m (n+n )(|_i -A)z 2 X X y 
1^ 
(3.8.11) 
If the terms in equation ($.8.11) are expanded, it can be shown that the 
coefficient of the quantity |i^ is zero. Also, the coefficient of the 
quantity in equation (3.8.11) is 
2k^(z-A) WG(n+n^) (n+n^) 
— 2'w, 
r (n-rn )z IT. A" 
X X 
K " K . 
X X 
.(3.8.12) 
Hence, E(M | z) can be -written as 
h6 
E(M I Z) = 2II 
rk^(z-A) V (n+n ) (n+n ) d. yi y 
K 
•w_ t 
(n+n )z m Àl 
X X ' 
^ N N 
a 
X 
(n+n ) 1 y 
y 
l-k^ (z-A)' 
k 
z 
2k (Z-A)W^ rz(n+n ) + m A 
X X 
IS 
X 
"W. 
) 1 
2  2 2  2 2 2 2  2  (n+n ) z m (A +C? /m ) 2W- m (n+n )AC_ 2 X 2 x X X 2 X X 2 
+ r +  r +  r 
sr A" 
X 
m a y y 
/ y 
(3.8.13) 
]Sow, using the change of variable t = (z-A)/cr^ in equation ($.8.4) 
yields 
E(^^) = (1^ + ^  + r G(t) éit) dt 
y y -w J 
-I„-S 
(3.8.1k) 
where G(t), as below, is obtained by taking E(M | z) in equation ($.8.1$), 
substituting (to^+A) for z in E(M | z), multiplying by the Jacabian of the 
transformation, and then expanding and collecting terms. Thus C-(t) is 
obtained as 
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G(t) = 2u . . 2 W "2V? 
z I y X J 
ZtWgA 
- w k. 
2 2 11 H 
+ 
— 2 2 
•w k (n+n ) I 2 k (n+n ) 
L|: 
2 2' X \ 
"A i (• 
1' y' 
J 
+ 
I 2 (n+n ) 1 
[IL _A. 
I n+iiy Ykg 
.M^A. 
K W X y 
(3.8.15) 
~ p 
With EC&y ) as given in equation ($.8.l4) and EC|i^) as in (3«7-21)^ 
substitute into equation (3.8.2) for MSE(TL )^ and obtain MSECIJ^ ) as a 
function of 6, i.e. MSE(6). Thus, 
MSE(ô) = (-Wg^&^O^ + t^AG + 2&tA^ + A^) ?^(t) dt 
-5a-G 
(5.8.16) 
where 
'"A -
2 2 
V2kg(n+n^) 1 2 k^(n+n^) 
N ÎÎ 
(5.8.17) 
*1 = "2 % - "A - (3.8.18) 
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V-(ri+n ) I 2 (n+n - cr k_ -1 y 1 
n+n 2 . 
y c 
(5.8.19) 
2 2 2 
w m c ma 2 XX y y 
N 
Note that MSE(Ô) can he considered as a sum of two terms—the term 
2 
a /w , which is the MSE if one never pools and always takes N observa-/ y y 
tions on the random variable y, and the term 
5a 8 
(Wg^ô^o^ + t^Ag + 2b->A^ 4- A^) ^ (t) dt 
which can be either positive or negative. 
Consider now MSE(-S). From equation ($.8.l6), 
MSE(-Ô) = + y t^AG - 26tA^ + ^(t) dt. 
(3.8.20) 
Using the change of variable y = -t, MSE(-Ô) is obtained as 
MSE(-&) = a^/îï^ 4- J + y^Ag + SÔyA^+A^) p(y) dy, 
-g -ô 
a 
i.e. 
MSE(-Ô) = MSE(6). 
Thus, it is necessary to investigate MSE(Ô) for S > 0 only. 
Consider now MSE(Ô) as S—From equation ($.8.l6). 
(3.8.21) 
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lim MSE(S) = a /K + A. lim / t p(t) dt 
6^. y y 2 J ^ / 
2 2 r^""° 
+ w a lim / Ô ^(t) dt + 2A. lim / ôtp(t) dt 
' -I -B -B 
+ A lim / ^(t) dt. (5.8.22) 
By Lemma 3.4 of this chapter, the limit of each term involving & in 
equation ($.8.22) is zero, so that 
lim MSE (6) = o^/lT . (3.8.25) 
&->. y y 
This result confirms intuitive reasoning that as 6-) <», the alternative 
hypothesis =j= is always accepted and thus the unpooled estimator 
fi = y , with variance a^/ïï , is always used. y n+n^+m^' ' y y 
I. Choice of the Weights w^ and w^ 
In the previous development w^ and w^ have "been arbitrary constants 
such that they sum to one. Naturally, w^ and w^ should be selected 
advantageously. There are several possibilities. 
If it is desired to minimize the variance of the pooled estimator, 
select WL and w_ so as to minimize Y(W v + w„x ). Since 1 2 1 n+n 2 n+n -i-m 
y XX 
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• Cov(y^ 
n+n ' \ ^ y X 
(n+n ) ^np0 c , 
X y ^ X y 
-1 (3.9.1) 
then 
^'Vrtm * "a'Sl ' n+n H * IS (n+n ) y X y X X y 
(5.9.2) 
* * 
The solution which minimizes the above fimction is (w^, v^), where 
Vi = 
r cr npcr a 
X X y 
N N (n+n ) 
XX y 
a 2npa a i-l 
X X y 
n+n K N (n+n ) 
y X X y 
(3.9.3) 
and 
* 
^2 = 
y npcr a X y 
n+n IT (n+n ) y X y 
2 o -1 
cr .2noa a 
X ' X y 
n+n E A' (n+n ) 
y X X y 
• "X" "X" 
If now m^ = 0, the weights w^ and w^ become 
(3.9.4) 
* L ^2 * ^  ^1 
""1 k +k ' ^ 2 k,+k. 
1 2 1 2 
(3.9.5) 
On the other hand; an investigation of ]yiSS(5) in equation 
reveals that the term 
"A N 
appears in both [equation 
(3.8.17)] and [equation (5.8.18)]. If it is desired to make this term 
zero, this yields another solution (w^, w^), where 
+ r, 
(3.9.6) 
and 
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r k (n+n )"1 -1 
\ + ' <5.9.7) 
Again, if = 0, this yields 
"t ' iJiÇ ' 
A third approach may "be to consider MSE(Ô) in equation ($.8.l6) as a 
function of and then minimize MSE(S) with respect to w^. This 
solution, however, leads to w^ as a function of ô, which, of course, is 
unknown. This approach does not look very promising in the general case 
presented in this chapter, "but it will be discussed later for some special 
cases. 
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IV. OKE STAGE PRELIMIMRY TEST ESTIMATION SCHEME FOR THE I'/ESAlx 
OF A NORMAL POPULATION 
A. Specification of Problem 
This chapter discusses a special case of the general scheme in 
Chapter III by letting m =m =n = n =0. Thus, the available sample 
X y X y 
data consitute a bivariate sample of size n. The preliminary test of 
H : U = LI versus H, : LL =J= U uses the test statistic 
o  y  X  A y '  x  
z = y - X - (4.1.1) 
n n 
•with variance 
v(z) = = (ff^ + cr^ - 2pcr a )/n. (4.1.2) 
z y X X y 
The estimator û is defined as y 
if < Sofz 
*1?% + *2=n if 1 = 1 - Sofz 
(4.1.3) 
where = 1 and is defined in equations (3-7-5) and (5.7-4). 
This special case involves no element of survey planning, but would be 
applicable where the experimenter was presented with bivariate data and 
had no chance to do further sampling. 
The main reason for considering this special case is to investigate 
the effect of the various parameters, especially p, on the bias and mean 
square error of the procedure. Kitagawa (195&, 196$) considered this 
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problem when the parameters p and a . are unknown, where a 
showed that the mean square error and bias depend upon p through incomplete 
Beta functions, hut he made no attempt to evaluate the effect of p on bias 
and mean square error. Assuming known covariance matrix, the formulas for 
bias and mean square error are less complicated than those of Kitagawa's, 
and a theoretical and numerical analysis provides some insight into the 
behavior of these two functions. 
This chapter is organized in the following manner. First, some 
general properties of bias and mean square error are discussed in sections 
B and C when the weights w^ and w^ are arbitrary constants summing to one. 
The optimum weights are derived in section D, and there is some discussion 
about how to approximate them. In sections E and F some further properties 
of bias and mean square error are discussed when a particular set of 
weights is assumed. Section G gives some recommendations about the choice 
of a level for the preliminary test. 
B. Bias with Arbitrary Weights w^ and w^ 
From equation (3.7»25), with m = m = n = n =0, the bias of the 
X y X y 
preliminary test estimation procedure is obtained as 
B(Ô) = -WgO^ H(Ô), (4.2.1) 
where 
(4.2.2) 
and 
\ = ("y - PVy'/"* 
"2 ' (4 -
k-, + k. = 0 (^-2.5) 
J- C z 
G = A/c^ = (^y - ^ x)/Oz' 
B(ô) can "be calculated'from, tables of the N(0, 1) density function p (t) 
and the cumulative distribution function ^ (t) since 
H(Ô) = & ~ + p(-5q;-5)« (k.2.h) 
Note that B(Ô) depends on Ô only through H(S) as long as is not a 
function of 6. 
From the discussion in Chapter III, it can be concluded that 
H(0) = 0 
H(-Ô) = -H(Ô) (4.2.5) 
lim H(Ô) = 0. 
ô-)» 
Lenma 4.1 gives an additional specification of ïï(ô). 
Lemma 4.1. If > 0 is a real number, then H(ô) > 0 for ô > 0, where 
H(6) is given in equation (4.2.2). 
Proof; Writing H(Ô) as the sum of two integrals over (-%^-6, -Ô) and 
(-Ô, g^-5), and using the change of variable z =-(& + t) on the first 
integral and w = (Ô + t) on the second integral, E(S) is obtained as 
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Sa 
H(ô) = t |^(t-6) - p(t+ô)J dt. (4.2.6) 
Since 
then 
|t-6| < |t+6| for t > 0 and 6 > 0, (4.2.?) 
9((t-ô) - ^%t+6) > 0 (4.2.6) 
and hence 
H(&) > 0 for s > 0. (4.2.9) 
This completes the proof to Lemma 4.1. 
With Lemma 4.1, equation (4.2.5) implies 
H(5) < 0 for S < 0. (4.2.10) 
Thus, for Vg an arbitrary constant, B(&) has the same algebraic sign for 
all 6 > 0 and the opposite algebraic sign for all Ô < 0. Usually 
0 < "Wg < 1, in which case B(ô) < 0 for S < 0 and B(ô) > 0 for Ô < 0. This 
seems intuitively correct, for 6 > 0 implies >' |i^, and thus a pooled 
estimator will underestimate u. . y 
From the numerical investigation cited later in this chapter, there 
is a strong indication that H(6) has one critical point for 6 > 0 which 
gives a maximum value for H(Ô). For the numerical investigation, H(Ô) is 
represented in Figure 4.1 for 6 > 0 only, since H(-&) = -H(S). 
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H(Ô) 
Figure 4.1. Foim-of ïï(ô) from numerical investigation 
It is conjectured that this property is'true for H(Ô) in general. 
The maximum value that H(Ô) assumes for Ô > 0 depends only upon 5^ 
i.e. upon a. See Table 4.1 for the maximum value of H(Ô) for various a 
levels and for what value of 6 this maximum occurs. Once is specified 
then the maximum possible bias, for any given a level, can be determined. 
Note that the maximum value of H(Ô), as -well as 6, increases as 0: de­
creases for the entries in Table 4.1. This is a result of another genera 
property of H(Ô) discussed in the following lemma. 
Lemma 4.2. Let and be two sizes for the preliminary test, where 
0 < 0^2 < < 1. Denote the function E(ô) with size as (Ô), with 
the corresponding definition for H (0). Then H (Ô) > H (ô) for all 
ô > 0. 
proof: Let the critical value g >0 correspond to a preliminary test c 
G'l 
size with a similar definition for 5^ >0. Then 
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gm = sn +g' = 0' (4.2.11) 
1 
By using equation (4.2.11) and the transformations z = -(t-r^ 4-6) and 
•w = (t-e +6), H (ô) - H (ô) can be written as 
°I °I 
e ^ 
H (ô) - H (ô) = r (z+£ ) J -6) - ^(z-R  ^ 4-6)% dz. 
(4.2.12) 
Since 
|z + gm-sl < |z + 5r, +5| for z > 0, g., > 0'  ^ > 0, (4.2.13) 
then 
?^ (z + È -ô) > j^ (z 4- £ 4-6) (4.2.14) 
and hence 
H (6) > H (ô) for ô > 0. (4.2.15) 
°2 °i 
This concludes the proof to Lemma 4.2. 
Lemma 4.2 implies that, for a fixed 6, |B(6)| increases as a de­
creases. The choice of a which minimizes ]B(6)| is thus a = 1. However, 
this precludes the possibility of ever pooling x^ and y^ and thus is not a 
satisfactory choice in this discussion. On the other hand, a choice of 
Q: = 0 implies B(Ô) = -w^Sa^, which becomes infinite as 6—Ivote that 
B(Ô)—^  0 as 6—^ if, and only if, A is finite, i.e. a > 0. Hence, a 
choice of a near zero will allow a great chance of pooling but can also 
admit a substantial bias, whereas a choice of a near one will minimize bias 
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"but will allow only a small chance of pooling. Some compromise choice of 
a which will allow both pooling and moderate bias is probably the best 
strategy. 
A further description of K(ô) for various a levels is given in Table 
4.2. For all a levels except a = .01, Pl(ô) reaches a maximum value for 
1.0 < 6 < 1.5 and decreases almost to zero around 5 = $.46. 
C. Mean Square Error with Arbitrary Weights "w^ and w^ 
From equation (5.8.16) in Chapter III, with the modifications dis­
cussed in section B of this chapter, the mean square error is obtained as 
MSE(6) = Gy/n + K(&) (4.5-1) 
where 
L-V (WWI' 
-P -5 
CC 
From the discussion in Chapter III it can be concluded that 
K(-Ô) = K(6) 
lim E(6) = 0. 
0->co 
(4.5.3) 
It seems reasonable to expect that K(O) < 0, thus giving a smaller mean 
square error for the sometimes pool procedure when 5=0 than for the never 
pool procedure. From equation (4.5.2), 
p QÎ 2 
K(O)  =  " ^ 2 ^ ^  J  t  ^ ( t )  d t .  ( 4 . 5 . 4 )  
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Until and are specified, hovever, it is not certain that k(o) <0. 
2 2 
For example, if = "w^ = l/2, = 1, cr^ = 6, and p = 0, then k(0) > 0. 
This result indicates that "w^ = = l/2 is probably a poor choice of 
•weights in this particular example. 
No meaningful general analysis can he done on K(Ô) until the -weights 
•w^ and Vg are further specified. 
D. The Optimum Weights and 
Consider now K(ô) in equation (4.$.2) to be a function of i.e. 
K(Ô) = Substituting (l-w^) for and collecting terms of like 
powers in yields 
r'"' a , 
= -w^Cls^+kg) J (5+t) ^(t) dt 
-5a-S 
Ç -5 
r a 
- / (t +5t) jzS(t) dt. 
-£ -5 
a 
To minimize (^(w^) •with respect to solve = 0 for •v?^^ (optimum 
value of w ). This yields 2 
(k.4.2) 
•where 
r'" ^ 2 A(5) = (t +Ôt) ^(t) dt (4.4.$) 
-5o-8 
6o 
and 
c(6) = jT (ô+t)^ ^ (t) dt. (4.4.4) 
-g -6 
a 
Note that A(-&) = A(Ô) and C(-Ô) = C(&). Thus, the same optimum >;eight 
w is obtained for ô = c and 6 = -c, c a real number. 
20 
Substituting into in equation (4.4.1) yields 
= -t^A^fô)/ [(k-tkgjcfô)] . (4.4.5) 
Since C(ô) > 0 and (k^+k^) > 0, then ()i(Wg^) < 0 for all 6. Thus, if 
"Wg = and then MSE(Ô) < c^/n for all 5. Hence, there 
exist -weights and such that the mean square error of the preliminary 
test procedure is always less than the mean square error of the never 
pool procedure. 
Using Lemma $.4 and 1'Hospital's Rule, it can be shown that 
A(Ô)/C(Ô)— ^ a s  6—» *. (4.4.6) 
Thus, the optimum wei^t approaches if > 0 and -r" if k^ < 0. 
Consider now the bias and mean square error when the optimum weight 
Wg^ is used. From equation (4.2.1), the bias when w^ = denoted by 
B(VgQ); is 
BCWGG) = -k^H(ô)A(ô)/[ CGC(6) ] . (4.4.7) 
The properties of B(Ô) enumerated in equation (4.2.5) for a constant 
weight Wg also hold when w^ = i.e. 
6l 
bCv^q) = 0 when 0=0 
BCW^q) is antisymmetric in S (4.4.8) 
lim B(Vg ) = 0. 
6->00 
Similarly, the mean square error -when = ""go 
MSEUg^) = 0^/n + OCwgQ), (4.4.9) 
vhere ^(Vg^) is given in equation (4.4.5)• • Also, it can be sho-vin that 
2 
lim MSE(-W ) = a /n. (4.4.10) 
Thus, even though the optimum -weight becomes infinite as ô—>«>, the 
bias and mean square error -with this optimum weight approach the limits 
2 
zero and a^/n, respectively. 
Now, of course, the optimum weights cannot be used directly since A, 
and thus 6, is unknown. Some other possibilities exist, however. First, 
if a good guess of & exists, then the optimum weights with 6 replaced by 
the guessed value of 6 may be useful. Secondly, the replacement of S by 
A A Ô, where 6 is an estimate of S provided by the sample, may result in useful 
weights. This procedure is investigated by Monte Carlo methods in the next 
chapter. A third approximation combines the classical and Bayesian 
approach by assuming a prior distribution g(ô) on 6. Then K(&), as given 
in equation (4.^.2), can be averaged over g(6), which yields E[k(ô)] as a 
function of w^, k^, and k^. w^ can then be chosen so as to minimize 
E[K(Ô)] with respect to w^ . Thus, w^  will be a function of K^  and K^ . 
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which are known. Alternatively, the function in equation {k-.h.2) can 
"be averaged over g(ô) to yield a weight which is also a function of 
and kg. These two procedures will probably not produce the sane weight. 
Note, however, that these expectations are not trivial since 6 is involved 
as a limit of integration in both K(Ô) and w^^. Expansion of K(Ô) and 
in an infinite series may aid in evaluating S[K(Ô)] and 
In ignorance of the value of ô, it seems best to evaluate w^^ at 
S = 0, which then yields 
^2 " 
*1 = ks/fki+kg)' 
(4.4.11) 
This solution is advocated because the weights in equation (4.4.11) are 
also the wei^ts which minimize the variance of the pooled estimator 
Note that the weights k^/(k^+kg) and kg/(k^-rkg) may be negative or 
larger than one. A necessary and sufficient condition that both weights 
be between zero and one is that p < min Va /a , a fc } » Of course, if 
L X y' y xj 
2 2 
p < 0 this condition is satisfied for any a and cr . if there is a large X y 
is difference in the magnitude of cr and o , then min \ a /a , a Jc \  X y L_2: y" % xj 
small, and a large correlation will result in one negative weight and one 
2 2 
weight larger than one. For example, if = 1 and = 9, then w^ and 
are between zero and one if, and only if, p < l/$. Since w^y^-rw^x^ can be 
written as x +w_(y -x ), the weight w can be regarded as a correction 
n 1 n n 1 
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factor to the estimator and thus could easily he negative or larger than 
one. 
E. Mean Square Error and Bias when 
Substituting 'Wg=k^/(k^ +kg) into equations (4.5.1) and (4.5.2) yields 
MSE(Ô) = o^/n + (5)/(k +^KG) (4.5-1) 
where 
ilr (S) = / (S -t ) ^(t) dt. (4.5.2) 
MSE(S) can he calculated with a tahle of the jj(0, 1) density function p(t) 
and the cumulative distribution function ^ (t) since 
4 i|r(ô) = (ô^-l) |~^(|q,-5) - ^(-Iq;"^)}' 
+ (Eg,-^) - (-^Q,-S) ?^(-|Q,-5)* (4.5-5) 
From equation (4.5.5), 
^(-6) = ^k(5) 
(4.5.4) 
lim $(5) = 0. 
S-^OO 
Evaluating ^{6) at 6 = 0 yields 
R^GG 
^(o) = - / t é{t) dt < 0. (4.5.p) 
Thus, the mean square error for the sometimes pool procedure is smaller, 
•when than the mean square error for the never pool procedure. By 
6k 
considering the first and second derivative of with respect to o, it 
can be shown that 0=0 gives a local ininimum for t(o), which is negative. 
The minimum value of ^ (6) for various a levels is given in Table 4.$. 
From numerical results cited later in this chapter, there is strong indi­
cation that for Ô > 0 the function ijf(ô) has an absolute mimimum for 5 = 0, 
increases to a positive absolute maximum for Ô> 0 and then decreases to 
zero asymptotically. Figure k.2 illustrates the general shape of ù(5) for 
the numerical results for 6 > 0 only, since ^(-5) = iy(ô). It is 
conjectured that this property is true for •\|r(ô) in general. 
i(5) 
Figure 4.2. Form of t(ô) from numerical investigation 
The size a of the preliminary test effects ]VISE(6) only through v(5). 
Table 4.5 illustrates that a decrease in a results in t(S) having a small 
minimum value and a larger maximum value. Thus, for small a, a subsôanti 
2 decrease in mean square error over a^/n can be obtained if 6 is near zero 
but at the same time there is the risk of a large increase in mean square 
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2 
error over if Ô is in the range (1.6, 2.6). Note from Table 4.4 that 
^(6) is almost zero asymptotically by the time 6 is between four and six. 
When 'Wg=k^/(k^+kg), equation (4.2.1) gives the bias as 
B(Ô) = -K^ S(6)/A^  . (4.5.6) 
F. Numerical Investigation 
1. Parameter values for numerical work 
Any. further theoretical anlysis of B(Ô) and MSS(Ô) is not rewarding 
because it is not clear how various factors interact. For this reason, 
B(6) and MSE(ô), as given in equations (4.5.6) and (4.5.1), were evaluated 
on the IBM 360/50 computer for various value of the parameters. Several 
combinations (not all) of the following parameter values were considered. 
o: = .10, .25, .50 
n = 4, 9, 15, 25 
A = 0, .5, 1.0, 1.5, 2.0, 5.0, 4.0 
p = -2/3, -1/3, 0, 1/3, 1/2, 2/3, 3/4, 7/8 
= (9,9), (9 ,15) ,  (9,18), (6,4), (6,6), 
(6,10), (6,12), (6,18), (6,24), (3,2) 
Tables 4.5 through 4.10 give the value of S, B(ô), and 1-33(6) for 
2 2 
n = 15; a = .50, .25, .10; (a^, a^) = (6,24), (6,12), and various values 
of p and A. These six tables enable the investigation of the effect of 
2 2 
variation in each of the parameters p. A, d, and {a , a ) when all other y X 
parameters are fixed. The remaining tables from the numerical evaluation 
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are not presented since they illustrate the same points "brought out "by 
these six ta'bles. 
2. Investigation of "bias 
Figures 4.5 and 6 graph all of the information a'bout "bias contained 
in Table '+.5 except the "bias entries for p = and p = 7/8. In Figure 
4.5, -B(S) is graphed against A, whereas in Figure k.6 -B(Ô) is graphed 
against Ô. The relationship between the graphs in the two figures is very 
similar. In Figure k.S all of the graphs reach a maximum at the same 
value of Ô, and from Table 4.1 this value of 6 sho'old "be 1.05. In Figure 
4.5 note that as p increases the maximum value of -B(Ô) is obtained for a 
smaller value of A. This is because Ô is an increasing function of p, and 
for large p, 5 = 1.05 is obtained for a smaller value of A. The general 
shape of the graphs is due to the function ïï(6) as represented in Figure 
4.1, since 
B(Ô) = -K^ H(6)/A^ . (4.6.1) 
Figures 4.5 and 4.6 illustrate that an increase in p will decrease 
|B(ô)1 when all other parameters remain fixed. This is not universally 
true, however. Consider the column for A = 0.5 in Table 4.5 and read the 
entries of B(Ô) as p increases from -2/3 to 7/8» Note that B(S) starts at 
-0.0134, approaches zero, changes algebraic sign somewhere between p = 2/3 
and p = 3/4, and then starts increasing. On the other hand, if the column 
A = 3»0 in Table 4.5 is considered, then B(ô) starts at -0.0104 for 
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p = -2/3, approaches zero as p increases, and remains at zero for farther 
increases in p. Behavior of B(Ô) similar to this can be noted in all six 
tables whenever p increases and all other parameters remain fixed. 
The reason for the change of algebraic sign of B(Ô) for variation in 
p is easy to discern. Since H(Ô) >0 for Ô > 0 and all values of 6 con­
sidered in Tables k.3 through 4.10 are positive, then the sign of 3(6) is 
determined by the sign of -k^. Prom equation (4.2.5) > 0 if, and only 
if, p < Thus, in Tables 4.5 through 4.7, B(ô) is negative for 
p < V2/2, and positive for p >-^2/2. In Tables 4.8 through 4.10 B(5) is 
negative for p < l/2 and positive for p > l/2. A'ote in Tables 4.8 throug 
4.10 that B(&) =0 for all 6 and A when p < I/2. In general, B(5) =0 fo 
p = a /a , since p a /a implies k. = 0. 
Y x' y X 1 
An explanation of the remaining behavior of B(Ô) for variation in p 
can be obtained by considering B(Ô) as a multiplicative function of the 
studied in detail in section B of this chapter. With all parameters exce 
behavior of H(5) for changes in 6 was 
p fixed, k^/o^ can be considered as a function of p, and Figure 4.5 illus 
y 
Figure 4.5. function of p 
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Thus, the coefficient causes B(6), 6 > 0, to approach zero frorri ' 
"below as p—^ CR^ /0^ . For p> -K^ /is positive and causes B(Ô) 
to increase. However, as p increases 5 also increases, and for 6 suffi­
ciently large (e.g. Ô = 3 in Table 4.5) H(&) causes B(Ô) to approach 
zero irregardless of the value of -k^/c^ since H(S) ^ 0 as 6 increases 
"beyond 5* For an example of the dominant "behavior of H(ô), see the colizzi 
A = 3«0 in Ta"ble k.3 for the change in B(5) as p increases. 
Figure 4.7 illustrates the effect on B(Ô) of variation in a. Of 
course, the results graphed in Figure 4.6 also follow directly from Ler^ra 
4.2. 
2 2 
Figure 4.8 illustrates the effect on B(Ô) of changing (o^, a^) from 
2 2 (6,12) to (6,24). Note that -B(6) is larger for (g , a^) = (6,12) than 
for (cr^, a^) = (6,24) for A < 1.8, "but For A > 1.8, -B(Ô) is larger for 
2 2 (Oy, FF^ ) = (6,24). Again, a consideration of B(Ô) as a multiplicative 
function of the two factors -k^/o"^ and H(ô) can "be helpful in explaining 
this "behavior. It can be shown that k^/a^ is a decreasing function 0: 
2 for a > 0 and -1 < p < 1. Thus, a =24 yields a smaller value of k^/cr 
X X 1 2 
2 than = 12, and for A < 1.8 in Figure 4.8, a smaller value of -B(S) is 
2 2 
obtained for a = 24. However, a =24 yields a smaller value of S than 
X X 
2 
= 12, and for A > 1.8 in Figure 4.8, H(ô) becomes the dominant multi-
2 
plicative factor in -B(ô). Thus, -B(ô) is larger for = 24 when A > 1.8 
in Figure 4.8. 
V 
X 
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5- Investigation of mean square error 
Figures 4.9 and 4.10 graph most of the information about ]y lSE(c) 
contained in Table 4.5. In Figure 4.9, lySE(ô) is graphed against A, 
•whereas in Figure 4.10 MSE(ô) is graphed against 6. In Figure 4.10, which 
2 is for a = .50, all graphs cross the line VSE(S) = .4000 = c^/n at ô = .72. 
and reach a maximum at ô = I.65. This is due to the influence of û(5), 
described for various a levels in Tables 4.5 and 4.4 and illustrated in 
Figure 4.2. 
Equations (4.5.1) and (4.5.2) illustrate that A or 6 effect î'îSS(S) 
2 
only through the function 11/(0). From Table 4.4 MSE(6) < c^/n for 5 < .72 
if a = .50, for 5 < .75 if a = .25, and for 5 < .80 if a = .10. Thus, for 
values of 5 around 5/4 or less, the sometimes pool procedure provides an 
increase in precision over the never pool procedure. For example, if 
= 0^ , p = 0, and n = I8, then Ô < 5/4 if, and only if, A/C < l/4. 
X y 
MSE(Ô) reaches its maximum value at ô = 1.6 for a = .50, at ô =1.8 for 
a = .25, and 6 = 2.0 for a = .10. Hence, for moderate values of 5 between 
1.5 and .2.0, the precision of the sometimes pool procedure is much less 
than the precision of the never pool procedure. For 6 larger than 4.0, 
there appears to be relatively small loss in precision due to using the 
sometimes pool procedure with a levels of .50, .25, and .10. 
From Figures 4.9 and 4.10 it appears that an increase in p causes more 
variation in MSE(Ô); i.e. if p is increased, then LYLSE(Ô) graphed as a 
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function of either Ô or A mil have a lower minimum and higher maxirr;ùrr.. 
This is not always true. For example, if the MSE(Ô) entries in Table 4.5 
are read for p = 3A^ it can "be seen that lylSE(ô) has less variation for 
p = 3A than for p = 1/2. Recall from equations (4^5.1) and {h.^.2) that 
MSE(S) = CR^ /N + \|F(6)/(K^ +KG) (4.6.2) 
and 
2 
^(5) = ; (6 -t ) ^ (t) dt. 
-ta-
(4.6.5) 
It will be helpful in explaining the behavior of MSZ(c)) to consider the 
quantity k^i{f(5)/(k^+k^) as a multiplicative function of the two terms 
k^/(k^4-kg) and ^(5). 
The term ^ (6) was discussed in section E of this chapter. Prom Table 
4.4, ^ (5) = 0 for 6 = .75 and 5 e(4,5) for a = .50, .25, .10. 
2 2 
Consider now the term k^/(k^+k2). Figure 4.4 graphs k^/(k^4-kg) as a 
2 2 function of p for -1 < p < 1 and a > c , 
- X y 
2 
Figure 4.4. k^/(k^+kg) as a function of p 
71 
2 
Thus, if p = cr /^CR^ , MSE(Ô) will he approximately equal to C^ /n. 
If now p is varied while all other parameters are held fixed, the 
variation in MSE(6) can be accounted for b y  noting how k^/(k^4-k^) and 
^(5) behave as p changes. For example, in the column A = 0 in Table 4.5, 
note that MSE(ô) begins at O.3780, increases to 0.4000 at p = .7, and then 
decreases again. Since 11^(6) < 0 for 6=0 and is also constant with 
respect to p, then MSE(Ô) increases as p—^ because K^ /(K^ 4-KG) is 
decreasing. Similarly, for p > MSE(ô) decreases because k^/Xk^^k^) 
is increasing. Note that in the column A =0.5 in Table 4.5, the entries 
for MSE(Ô) are increasing. ^(6) has the main effect here since it is an 
increasing function of S for Ô < 1.6 and all values of 6 in the column 
• 2 • A = 0.5 are less than 1.1. Note also that MSS(ô) = c_ /n for p = a /c^ y y % 
2 ^ 
since then k^/Ck^+k^) = 0. The remaining tables can be analyzed similarly 
for variation in MSE(Ô) caused by variation in p. Such an analysis must 
2 
always consider how p effects k^/(k^+kg) and what value of 5 the particular 
value of p is producing. 
Figure 4.11 illustrates the effect on MSE(.Ô) of variation in a and A 
(i.e. Ô) when all other parameters are fixed. A higher value of a gives 
a more conservative procedure, i.e. a mean square error with less difference 
between its minimum and maximum values. 
2 2 
Figure 4.12 illustrates the effect on MSE(5) of changing (o , from 
2 2 (6,12) to (6,24). When (cr , a ) = (6,24), a more conservative procedure 
y X 
results, i.e. less possible gain but also less possible loss in precision* 
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G. Recommendations on Choice of a Level 
When a decision must be made -whether to use a sometimes pool procedure, 
and if so, what a level to use, control of MSE(6) is usually of more 
interest that B(Ô). Tables .4-3 azid 4.4 give some guidelines for choice 
of a level. 
For example, if it is kno-wn that 6 < .90$, the sometimes pool pro­
cedure can be used at a = .01 and the resulting mean square error will be 
2 less than a^/n. If 6 < «75, then a choice of a = .25 would insure the 
same thing. 
Recall from equation (4.6.2) that 
MSE(Ô) = a^/n + k^-ii;(ô)/(k^+k2) (4.7.1) 
If it is known that Ô > 4.77, then the resultant mean square error will be 
2 2 less than a^/n + k^(.01)/(k^4-kg) for a = .10. If the increase over 
Cy / n is too high, then this increase can be reduced by selecting a 
larger value of a. Suppose now that the experimenter is willing to 
2 
tolerate a 10^ possible increase in mean square error over c^/n by using 
2 2 the preliminary test procedure. The increase over a /n is k \if(S)/(k^-rk ) y _L ^ c. 
and thus the experimenter's criterion is 
k^\!r (ô)n 
— T < .10. (4.7.2) 
(kl+kg)*,. 
2 2 2 
For example, if a = 4, a = 9, and p = 1/3, then k = 2/n, a = 9/n, and 
y X j_ X 
inequality (4.7.2) becomes 
tj/Cô) < o9« 
If the experimenter wishes to use a = .25, then Table it-.5 indicates that 
inequality (4.7.$) will be satisfied for all values of S since 
max #(5) = 0.379 for a = .25. Likewise, a choice of a = .50 will satisfy 
6 
inequality (4.7.$), and a choice of a = .10 nearly satisfies (4.7.$). If, 
however, the experimenter wants to use a = .01, then his lofo criterion is 
not satisfied for those values of 5 (approximately) such that 
1.5 < Ô < 4.0 (4.7.4) 
since Table 4.4 indicates that for I.566 < ô < 5.967, V(&) ^  1.0. Kow, 
& = A/n/5, and thus inequality (4.7.4) becomes (approximately) 
4//n < A < 12/Vn . (4.7.5) 
Thus, if the experimenter wants to use a = .01 and satisfy his 10^ cri­
terion, he must be convinced that A satisfies inequality (4.7.5) for his 
choice of sample size n. If this is unreasonable or if the experimenter 
has no idea at all about the size of A, then it is best in this example 
to use a = .50, .25, or .10 where the 10^ criterion is then satisfied 
approximately for any value of ô or A. If a selection of at least a = .50 
will not give the required precision, then it is probably best not to use 
the preliminary test procedure, since money can then be saved by not 
measuring any observations on the random variable x. 
Tables 4.1 and 4.2 give similar values for the function h(5). ?or 
example, if |6| < .58 and a = .25, then [3(6)| < lk^I(.l)/G^o On the 
Tif-
other hand, if [s] > 2.15 and a = .25, then |B(5)| < |k^|(.l)/c^. With 
Tables 4.1 and 4.2 and a reasonable knowledge of 6, an d level can be 
selected so that |B(6)J will be less than some preassigned constant. If 
the experimenter can tolerate, for example, a bias which is % of the non-
pool standard error then an a level can be selected using Tables 
4.1 and 4.2 by a method similar to the one used in the example about mean 
square error. 
If nothing is known about 5, then the maximum value for B(Ô) and 
MSE(Ô) for given covariance matrix and a level can be obtained from Tables 
4.1 and 4.3- If the maximum possible bias and mean square error cannot be 
tolerated, then in the absence of any knowledge about Ô it seems best not 
to use the preliminary test procedure. 
Summary 
From Figures 4.5 through 4.12 and from the discussion of this chapter, 
some general conclusions about B(S) and MSE(Ô) as functions of a, p, and 
CR  ^ can be reached. First, as a increases, |B(Ô)| decreases. Also, as a 
increases, MSE(S) is dampened, i.e. it has a larger minimum value and a 
smaller maximum value. 
The following conclusions hold most of the time, but not all of the 
time. Counterexamples are pointed out in section F. First, as p increases, 
|B(Ô)] decreases. Also, as p increases, MSE(Ô) is dampened as mentioned 
2 in the preceding paragraph. Second, as increases, MSE(Ô) is dampened. 
75 
2 
Also, as increases, B(6) has a smaller maximum value, but approaches 
zero more slowly. 
76 
Table 4.1. & and h(5) such that h(5) is Eiaxiiaum 
a H(6) 
.50 1.047 .045 
.25 1.144 .192 
.10 1.512 .455 
.05 1.459 .658 
.01 1.824 1.111 
Table 4.2. Values of 5 such that H(ô) = c for given c and a 
c q:=.50 q^.25 a=.lo a=.05 02=. 01 
0.001 0.014 0.004 0.002 0.002 0.002 
0.01 0.142 0.037 0.018 0.014 0.011 
0.10 none 0.383 0.180 0.140 0.110 
1.00 none none none none 1.319 
E(5) 1.047 1.144 1.312 1.459 1.624 
1.00 none none none none 2.341 
0.10 none 2.149 3.023 3.470 4.259 
0.01 2.512 3.394 3.394 3.394 5.195 
0.001 3.466 3.466 3.466 3.466 5.907 
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Table 4.$. Ô and ijr(ô) such that ^ (6) is a minimum and maximum 
minimum maximum 
a 5 V(5) 5 \i'(5) 
.50 0.0 -0.071 1.648 0.087 
.25 0.0 -0.276 1.780 0.379 
.10 0.0 -0.561 1.993 0.952 
.05 0.0 -0.721 2.164 1.46L 
.01 0.0 -0.916 2.554 2.819 
Table 4.4. Values of ô such that ^ (6) = c for given c and a 
C Q!—o 50 CU—«25 Qi—*10 Oi—«05 G—«Ox 
0.0 0.724 0.754 0.801 0.835 0.905 
0.001 0.730 0.756 0.802 0.837 0.908 
0.01 . 0.788 0.771 0.810 0.843 0.913 
0.10 none 0.923 0.885 0.902 0.959 
1.0 none none none 1.489 1.366 
maxT!/(ô) 1.648 1.780 1.993 2.164 2.554 
S 1.0 none none none 2.949 3.967 
0.10 none 3.123 3.903 4.334 5-114 
0.01 3.287 4.098 4.767 5.160 5.891 
0.001 4.096 4.807 5.435 5.811 6.521 
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Table 4.$. ô, B(5), and MSE(ô) for n = 15, a = .50, and (a^ , c^ ) = (6,12) 
p A=0 A=0.5 A—1.0 A=1.5 A=2.0 A=3.0 A=4.0 
-2/5 0.0000^ 
0.0000 
0.3780° 
0.3577 
-0.0134 
0.3843 
0.7153 
-0.0225 
0.3996 
1.0730 
-0.0252 
0.4157 
1.4307 
-0.0223 
0.4253 
2.1460 
-0.0104 
0.4210 
2.8613 
-0.0027 
0.4076 
-1/3 0.0000 
0.0000 
0.3843 
0.3981 
-0.0124 
0.3898 
0.7963 
-0.0199 
0.4025 
1.1944 
-0.0208 
0.4l4l 
1.5926 
-0.0167 
0.4190 
2.3889 
-0.0059 
0.4115 
3.1652 
-0.0010 
0.4028 
0 0.0000 
0.0000 
0.3905 
0.4564 
-0.0108 
0.3948 
0.9129 
-0.0163 
0.4039 
1.3693 
-0.0152 
0.4105 
1.8257 
-0.0104 
0.4112 
2.7386 
-0.0023 
0.404l 
3.(515 
-0.0002 
0.4005 
1/3 0.0000 
• 0.0000 
0.3961 
0.5512 
-0.0080 
0.3986 
1.1024 
-0.0105 
0.4029 
1.6535 
-0.0079 
0.4047 
2.2047 
-o.oo4o 
0.4035 
3.3071 
-0.0004 
0.4005 
4.4094 
-0.0000 
0.4000 
1/2 0.0000 
0.0000 
0.3985 
0.6278 
-0.0055 
0.3997 
1.2556 
-0.0064 
0.4015 
1.8834 
-0.0039 
0.40l8 
2.5112 
-0.0015 
0.4010 
3.7668 
-0.0001 
0.4001 
5.0224 
0.0000 
0.4000 
2/3 0.0000 
0.0000 
0.3999 
0.7489 
-0.0014 
0.4000 
1.4979 
-0.0013 
0.4001 
2.2468 
-0.0005 
0.4001 
2.9957 
-0.0001 
0.4000 
4.4936 
0.0000 
0.4000 
5.9914 
0.0000 
0.4000 
3/4 0.0000 
0.0000 
0.3999 
0.8434 
0.0018 
0.4000 
1.6868 
0.0013 
0.4001 
2.5301 
0.0004 
0.4001 
3.3735 
0.0001 
0.4000 
5.0603 
0.0000 
0.4000 
6.7471 
0.0000 
0.4000 
7/8 0.0000 
0.0000 
0.3969 
1.0910 
0.0094 
• 0.4023 
2.1819 
0.0037 
0.4028 
3.2729 
0.0004 
0.4004 
4.3638 
0.0000 
0.4000 
6.5457 
0.0000 
0.4000 
8.7277 
0.0000 
0.4000 
"bCS) 
°MSE(6) 
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Table k.6. 5, B(Ô), and MSE(Ô) for n = 15, a 2 2 = .25, and (a , a ) Y X = (6,12) 
P A=0 A=0.5 A—1.0 A=L.5 A=2.0 A=3.0 A=4.O 
-2/3 0.0000^  
0.0000 
0.3146 
0.5577 
-0.0524 
0.3369 
0.7153 
-0.0905 
0.3930 
1.0730 
-0.1064 
0.4569 
1.4307 
-0.1006 
0.5026 
2.1463 
-0.0558 
0.5044 
2.8613 
-0.0180 
0.4480 
-1/3 0.0000 
0.0000 
0.3393 
0.3981 
-0.0486 
0.3588 
0.7963 
-0.0811 
0.4056 
1.1944 
-0.0899 
0.4536 
1.5926 
-0.0782 
0.4805 
2.3889 
-0.0339 
0.4614 
3.1852 
-0.0077 
0.4196 
0 0.0000 
0.0000 
0.3632 
0.4564 
-0.0426 
0.3784 
0.9129 
-0.0671 
0.4126 
1.3693 
-0.0676 
0.4418 
1.8257 
-0.0513 
0.4505 
2.7386 
-0.0149 
0.4248 
3.6515 
-0.0019 
0.4043 
1/3 0.0000 
0.0000 
0.3850 
0.5512 
-0.0317 
0.3938 
1.1024 
-0.O447 
0.4108 
1.6535 
-0.0374 
0.4203 
2.2047 
-0.0217 
0.4177 
3.3071 
-0.0029 
0.4038 
4.4094 
-0.0001 
0.4002 
1/2 0.0000 
0.0000 
0.3940 
0.6278 
-0.0220 
0.5984 
1.2556 
-0.0280 
0.4059 
1.8834 
-0.0196 
0.408l 
2.5113 
-0.0088 
0.4053 
3.7668 
-0.0005 
0.4005 
5.0224 
0.0000 
0.4000 
2/3 0.0000 
0.0000 
0.3997 
0.7489 
-0.0057 
0.4000 
1.4979 
-0.0060 
0.4004 
2.2468 
-0.0030 
0.4004 
2.9957 
-0.0008 
0.4001 
4.4936 
0.0000 
0.4000 
5.9914 
0.0000 
0.4000 
3/4 0.0000 
0.0000 
0.3995 
0.8434 
0.0073 
0.4001 
1.6868 
0.0064 
0.4006 
2.5301 
0.0024 
0.4004 
3.3735 
0.0004 
0.4001 
5.0603 
0.0000 
0.4000 
6.7471 
0.0000 
0.4000 
7/8 0.0000 
0.0000 
• 0.3881 
1.0910 
0.0397 
0.4083 
2.1819 
0.0199 
0.4142 
3.2729 
0.0028 
0.4032 
4.3638 
0.0001 
0.4002 
6.5457 
0.0000 
0.4000 
8.7277 
0.0000 
0.4000 
B^(ô) 
°MSE(5) 
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Table 4.7. 6, B(ô), and MSE(&) for n = I5, a = .10, and (o^ , a^ ) = (6,12) 
p A=0 A=0o5 A=loO A=1.5 A=2.0 A=3«0 A=4.0 
-2/3 0.0000J 
0.0000 
0.2267° 
0.3577 
-0.1077 
0.2658 
0.7155 
-0.1957 
0.3694 
1.0750 
-0.2425 
0.5016 
1.4507 
-0.2495 
0.6180 
2.1463 
-0.1721 
0.6892 
2.8615 
-0.0722 
0.5771 
-1/3 0.0000 
0.0000 
0.2768 
0.3981 
-0.1002 
0.3110 
0.7963 
-0.1756 
0.3989 
1.1944 
-0.2103 
0.5030 
1.5926 
-0.2026 
0.5817 
2.3689 
-0.1140 
0.5868 
5.1852 
-0.0351 
0.4628 
0 0.0000 
0.0000 
0.3252 
0.4564 
-0.0885 
0.3522 
0.9129 
-0.1485 
0.4180 
1.3693 
-0.1650 
0.4867 
0.8257 
-0.1424 
0.5242 
2.7386 
-0.0570 
0.4868 
5.6515 
-0.0104 
0.4226 
1/3 0.0000 
0.0000 
0.3695 
0.5512 
-0.0665 
0.5852 
1.1024 
-0.1026 
0.4197 
1.6535 
-0.0986 
0.4469 
2.2047 
-0.0684 
0.4500 
5.3071 
-0.0158 
0.4170 
4.4094 
-0.0009 
0.4015 
1/2 0.0000 
0.0000 
0.3879 
0.6278 
-0.0465 
0.3958 
1.2556 
-0.0665 
0.4116 
1.8834 
-0.0554 
0.4204 
2.5112 
-0.0510 
0.4170 
5.7668 
-0.0052 
0.4029 
5.0224 
-0.0001 
0.4001 
2/3 0.0000 
0.0000 
0.3993 
0.7489 
-0.0125 
0.3999 
1.4979 
-0.0152 
0.4009 
2.2468 
-0.0097 
0.4011 
2.9957 
-0.0036 
0.4006 
4.4956 
-0.0001 
0.4000 
5.9914 
0.0000 
0.4000 
3/4 0.0000 
0.0000 
0.3991 
0.8454 
0.0159 
0.4001 
1.6868 
0.0171 
0.4015 
2.5301 
0.0084 
0.4015 
3.3735 
0.0021 
0.4005 
5.0605 
0.0000 
0.4000 
6.7471 
0.0000 
0.4000 
7/8 0.0000 
0.0000 
0.3759 
1.0910 
0.0909 
0.4150 
2.1819 
0.0621 
0.4598 
3.2729 
0.0151 
0.4142 
4.3638 
0.0009 
0.4014 
6.5457 
0.0000 
0.4000 
8.7277 
0.0000 
0.4000 
0^ 
B^(5) 
M^SE(Ô) 
8i 
2 2 
Table 4.8. &, B(6), and MSE(Ô) for n=15, a. = .30, and (c ) = (6, 24) y % 
p A=0 A=0.5 A=1.0 A=l. 5 A=2.0 A=3.0 A=4.0 
-2/3 0.0000* 
O.OOOOg 
0.3797 
0.2855 
-0.0105 
0.3835 
0.5710 
-0.0187 
0.3934 
0.8566 
-0.0233 
0.4058 
1.1421 
-0.0240 
0.4167 
1.7131 
-0.0171 
0.4245 
2.2841 
-0.0080 
0.4168 
-1/3 0.0000 
0.0000 
0.3875 
0.3141 
-0.0090 
0.3903 
0.6283 
-0.0157 
0.3974 
0.9424 
-0.0188 
0.4058 
1.2566 
-0.0183 
0.4123 
1.8849 
-0.0111 
0.4143 
2.5132 
-0.0042 
0.4077 
0 0.0000 
0.0000 
0.3943 
0.3536 
-0.0067 
0.3959 
0.7071 
-0.0114 
0.3998 
1.0607 
-0.0128 
0.4039 
1.4142 
-0.0115 
0.4065 
2.1213 
-0.0055 
0.4056 
2.8284 
-0.0015 
0.4021 
1/3 0.0000 
0.0000 
0.3991 
0.4129 
-0.0030 
0.3995 
0.8257 
-0.0048 
0.4002 
1.2386 
-0.0048 
0.4008 
1.6514 
-0.0037 
0.4011 
2.4771 
-0.0012 
0.4006 
3.3028 
-0.0002 
0.4001 
1/2 0.0000 
0.0000 
•0.4000 
0.4564 
0.0000 
0.4000 
0.9129 
0.0000 
0.4000 
1.3693 
0.0000 
0.4000 
1.8257 
0.0000 
0.4000 
2.7386 
0.0000 
0.4000 
3.6515 
0.0000 
0.4000 
2/3 0.0000 
0.0000 
0.3986 
0.5176 
0.0045 
0.3994 
1.0351 
0.0063 
0.4009 
1.5527 
0.0051 
0.4016 
2.0703 
0.0029 
0.4014 
3.1054 
0.0004 
0.4003 
4.1405 
o.ocoo 
0.4000 
3/4 0.0000 
0.0000 
0.3964 
0
0
0
 
1.1180 
0.0101 
0.4028 0
 0
 
(-'
 
il
l 2.2361 
0.0036 
0.4031 
3.3541 
0.0003 
0.4004 
4.4721 
0.0000 
0.4000 
7/8 0.0000 
0.0000 
0.3893 0
0
0
 
1.2910 
0.0167 
0.4109 
0.9365 
0.0097 
0.4119 
2.5820 
0.0034 
0.4o6o 
3.8730 
0.0001 
0.4003 
5.-640 
0.0000 
0.4000 
B^(5) 
M^SE(Ô) 
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Table h.S. 6, B(6), and MSE(6) for n = 15, a = .25, and (cr^ ,a^ ) = (6,24) 
p A=0 A=0.5 A—1»0 A=1.5 A=2.0 A^%0 A=4.0 
-2/5 0,0000% 
0.0000 
0.3215^ 
0.2855 
-0.0408 
0.3348 
0.5710 
-0.0743 
0.3704 
0.8566 
-0.0955 
0.4174 
1.1421 
-0.1024 
0.4625 
1.7151 
-0.0820 
0.5074 
2.2841 
-0.0448 
0.4870 
-1/3 0.0000 
0.0000 
0.3515 
0.3141 
-0.0550 
0.3614 
0.6283 
-0.0626 
0.5872 
0.9424 
-0.0779 
0.4196 
1.2566 
-0.0797 
0.4476 
1.8849 
-0.0557 
0.4659 
2.5132 
-0.0251 
0.4431 
0 0.0000 
0.0000 
0.3779 
0.3536 
-0.0264 
0.3835 
0.7071 
-0.0457 
0.5978 
1.0607 
-0.0541 
0.4142 
1.4142 
-0.0515 
0.4262 
2.1213 
-0.0295 
0.4274 
2.8284 
-0.0097 
0.4131 
1/3 0.0000 
0.0000 
0.3966 
0.4129 
-0.0118 
0.3978 
0.8257 
-0.0194 
0.4005 
1.2586 
-0.0210 
0.4052 
1.6514 
-0.0177 
0.4045 
2.4771 
-0.0070 
0.4051 
3.3028 
-0.0014 
0.4009 
1/2 0.0000 
0.0000 
0.4000 
0.4564 
0,0000 
0.4000 
0.9129 
0.0000 
0.4000 
1.5695 
0.0000 
0.4000 
1.8257 
0.0000 
0.4000 
2.7586 
0.0000 
0.4000 
5.6515 
0.0000 
0.4000 
2/3 0.0000 
0.0000 
0.3947 
0.5176 
0.0178 
0.3975 
1.0351 
0.0265 
0.4051 
1.5527 
0.0256 
0.4069 
2.0705 
0.0152 
0.4067 
5.1054 
0.0027 
0.4020 
0.0002 
0.4002 
3/4 0.0000 
0.0000 
0.3862 
0.5590 
0.0307 
0.5945 
1.1180 
0.0450 
0.4l04 
1.6771 
0.0555 
0.4188 
2.2561 
0.0200 
0.4159 
5.5541 
0.0025 
0.4052 
4.4721 
0.0001 
0.4002 
7/8 0.0000 
0.0000 
. 0.3585 
0.6455 
0.0590 
0.3905 
1.2910 
0.0752 
0.4428 
1.9565 
0.0490 
0.4557 
2.5820 
0.0207 
0.4541 
5.8750 
0.0011 
0.4028 
5.I64O 
0.0000 
0.4000 
B^(6) 
M^SE(&) 
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2 2 Table 4.10. ô, B(S), and MSE(Ô) for n = 15, a = .10, and (a , c^  ) = (6,24) 
y % 
p A=0 A=0.5 A=1.0 A=lo5 A=2.0 A=5.0 A=4.0 
-2/5 0.0000* 
0.0000 
0.2407 
0.2655 
-0.0855 
0.2659 
0.5710 
-0.1561 
0.5281 
0.8566 
-0.2089 
0.4190 
1.1421 
-0.2569 
0.5164 
1.7151 
-0.2200 
0.6555 
2.2841 
-0.1449 
0.6542 
-1/5 0.0000 
0.0000 
0.5016 
0.5141 
-0.0718 
0.5189 
0.6285 
-0.1524 
0.5659 
0.9424 
-0.1750 
0.4500 
1.2566 
-0.1895 
0.4942 
1.8849 
-0.1577 
0.5655 
2.5152 
-0.08E2 
0.5580 
0 0.0000 
0.0000 
0.5551 
0.5556-. 
-0.0542 
0.5650 
.-0.7071 
-0.0977 
0.5915 
1.0607 
-0.1229 
0.4251 
1.4142 
-0.1272 
0.4555 
2.1215 
-0.0895 
0.4752 
2.8284 
-0.0586 
0.4475 
1/5 0.0000 
0.0000 
0.5952 
0.4129 
-0.0245 
0.5952 
0.8257 
-0.0422 
0.4004 
1.2586 
-0.0497 
0.4065 
1.6514 
-0.0466 
0.4104 
2.4771 
-0.0242 
0.4098 
5.5028 
-0.0066 
0.4058 
1/2 0.0000 
0.0000 
0.4000 
0.4564 
0.0000 
0.4000 
0.9129 
0.0000 
0.4000 
1.5695 
0.0000 
0.4000 
1.8257 
0.0000 
0.4000 
2.7586 
0.0000 
0.4000 
5.6515 
0.0000 
0.4000 
2/5 0.0000 
0.0000 
0.5895 
0.5176 
0.0572 
0.5942 
1.0551 
0.0594 
0.4054 
1.5527 
0o0604 
0.4155 
2.0705 
0.0455 
0.4181 
5.1054 
0.0119 
0.408l 
4.1405 
0.0011 
0.4011 
5/4 0.0000 
0.0000 
0.5720 
0.5590 
0.0645 
0.5868 
1.1180 
0.0988 
0.4191 
1.6771 
0.0957 
0.4457 
2.2561 
0.0657 
0.4456 
5.5541 
0.0121 
0.4145 
4.4721 
0.0007 
0.4012 
7/8 0,0000 
0.0000 
0.5159 
0.6455 
0.1250 
0.5756 
1.2910 
0.1755 
0.4859 
1.9565 
0.1410 
0.5425 
2.5820 
0.0748 
0.5121 
5.8750 
0.0065 
0.4160 
5.1640 
0.0001 
0.4004 
"bCS) 
M^8E(ô) 
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- B(6) 
p = -  2/5 
015 
= 1/3 
= 2/3, 
2.0 1.0 
Figure 4.5- -B(Ô) for a^ ) = (6 ,  12) ,  cc  =  .$0, = 15 
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.025 
= - 2/3 
P = 1/^  
.020 -
.015 
p = 0 
.010 -
.005 -
= 1/3 
2 2 Figure 4.6. -B(ô) for a^ ) = (6, 12), a = .50, n = 15 
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Figure 4.?. -B(ô) for (a , a^)  = (S ,  12) ,  n = 15, p = 0 
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- B(S) 
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Figure 4.8. -B(&) for n = 15 and o: 50 
88 
MSE(S) 
.4500 
I 
= -2/3 
= -1/3 
4200 
= 1/3 
p f 7/10 
4000 
3900 
1 ' • A 
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Figure 4.9. MSE(&) for (o , cr^ ) = (6,12), a = .50, n =15 
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Figure 4.10. MSE(ô) for (o , c^ ) = (6,12), a = .50, n = 
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Figure 4^ 11. MSE(ô) for a^ ) = (6,12), n = 15, p = 0 
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Figure 4.12. MSE(&) for n = 15 and a = .50 
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V. SOME NUMERICAL IlWESTIGATIOSfS OÏÏ OKE AKD TWO STAGS 
PRELIMIMRY TEST PROCEDURES 
A. A Comparison of Three Different Weights for the 
Preliminary Test Procedure 
1. The optimum -weights 
In section D of Chapter IV the optimum values for the weights and 
Wg were derived for the special case when a one stage hivariate sample of 
size n is drawn from a bivariate normal population with parameters 
2 2 PJ and the preliminary test procedure is used to estimate 
These optimum weights, denoted "by w^  ^and w^ ,^ are 
KA(6) 
= 7T^ -T-TZ7TT (5.1.1) 
where 
20 (k^ +kgjcCS) 
"lO ° ^ - "20' 
1^ 2 = (4 - PC/y)/" 
k, = - per a )/n 
+ kg 
6 = A/CT 
z 
X y 
(5.1.2) 
and 
93 
M' 
A(ô) = / t(t+ô) p(t) dt (5.1.2) 
-ô 
a 
g -6 
r G 2 
c(ô) = / (t+6) fi(t) dt. (5.1.4) 
-5 
a 
?^ (t) is the N(0, 1) density, and A and are defined in equations 
(3.7.1) and (5.7.5). Alternative expressions for A(ô) and c(6), appropriate 
for hand calculation with a hook of standard tables, are 
A(Ô) =[ ^( ^Q,"^ ) " ^ ("5q,~S)J -#^ )_|Z^ (g^ -5) + ?^ (-|Q,-5)J (5.1.5) 
and 
C(ô) = (ô^ +l) [^ (^l^ -ô) - 5(-|q,-S)3 -|q,[_?^ (5Q,-S) + 0(-^ -^6)j 
- 6 [^ jZ^ (l^ -Ô) - (5.1.6) 
•where ^ (t) is the cumulative distribution function of the N(0, 1) distri-
2 bution. Recall that ]yiSE(ô), with is always less than cr^ /n for 
any value of A or 5. 
However, S is unknown, and thus w^  ^cannot be used directly. Section 
D of Chapter IV discusses several possibilities for approximating w^ .^ One 
of these possibilities, the estimation of Ô from the sample, is discussed 
in this section. Recall from Chapter IV that the covariance matrix elements 
2 2 
p, cy , and a are assumed to be known. 
y X 
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2. The estimator J 
A 
An unbiased estimate of Ô from the sample is &, where 
Ô = (y^  - (5«1«7) 
Let the estimator J "be obtained by following the preliminary test procedure 
described in Chapter IV, where now the weights w^  and w^  are obtained by 
A 
replacing 6 by 6 in equation (5.1.1). Thus, 
k^ A(5) 
w, 
(k^ +kgicfG) 
*1(J) = ^ " *2(J)' (5.1.8) 
where the functions A(ô) and C(5) are defined in equations (5.1.3) and 
(5.1.^ ). If My = |J^  is accepted by the preliminary test, then the 
pooled estimator v. , .y + w„, ,x is used. If : ji 4 n is accepted 1(J) n 2(J) n A y ' X 
by the preliminary test, then the non-pooled estimator y^  is used. The 
A 
motivation for suggesting the estimator J is that if S is close to the 
2 
population value 6, then MSE(J) should be less than a^ /n, whatever the 
value of S in the population. This, then, would be an improvement over 
the preliminary test scheme discussed in Chapter IV which can have a mean 
square error considerably greater than a^ /n for some values of &. 
The derivation of the bias B(J) and mean square error MSE(J) is very 
complicated since, in the pooled estimator w, - >y + w^ , .x , the random 
1(J) n 2(J) n 
A 
variable Ô appears as the argument of the cumulative normal distribution 
function. Ko attempt was made to evaluate B(J) and MSE(J) analytically. 
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Results of a Monte Carlo study on the estimator J axe reported at the end 
of this section» 
3. The estimator K 
Althou^  the estimator J can be computed with the aid of standard 
tables, t"wo approximations to J, the estimators K and L, were also con­
sidered. Note that A(ô) and C(ô) contain the terms ^ (t) and ^ (t) evaluated 
either at t = (5^ -6) or at t = (. Now expand ^ (t) and ^ (t) in a 
Taylor series around the point -b, where -Ô is the midpoint of the interval 
(-5 -6; 5 -S). This yields 
a a  
i^ (x) = ?^ (-ô) 
1 , s(x+6) , (£r%£f ^ (S!:5|1(£±)! 
2Î  3 1  
(0^ -65^ +3)(x+5)^  
41 
(5.1.9) 
and 
(^x) = ^ (-6) + iz^ (-ô) 
(x+&) +  ^(S^ -l)(x-fS)^  
2! 5! 
+ 
(6^ 3^6)(x+5)^  ^
41 
(5.1.10) 
Equations (5.1.9) and ( 5.I.I0) are then used to evaluate the terms 
?^ (-5Q,-5)J (^-§^ -6), and ^ (^ -^5) which occur in A(6) and C(Ô). Retaining 
the first five terms of the Taylor series expansion for the preceding four 
quantities, A(Ô)/C(6) is approximated by 
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L 3 41 
1 
(5.1.11) 
Let the estimator K be obtained by following the preliminary test 
procedure in Chapter IV where now the weights w^ ^^  ^and for the 
pooled estimator are 
"2(K) = V(S)/(Kl+k2) (5.1.12) 
*i(K) ' ^ " "aW 
B(K) and MSE(K) are analytically intractable, and the results of a Monte 
Carlo study on the estimator K are reported at the end of this section. 
4. The estimator L 
The estimator L is obtained by following the preliminary test procedure 
in Chapter IV where the weights for the pooled estimator are 
,A, 
"2(L) = 
"KD = ^ - "a(L) 
{5.1.13) 
and 
A(Ô)/C(Ô) = Y(Ô) = 1 - 6^  (5.1.14) 
Y(Ô) is obtained as a further approximation to A(Ô)/C(S) by retaining less 
terms in the Taylor series expansions of <^ {l -6), -5), ^ (§ -5), and 
;^ (-|^ -Ô). The bias and mean square error of the estimator L were investi-
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gated by Monte Carlo methods, and the results are presented in the next 
section. 
5. Monte Carlo comparisons 
2 2 
The hivariate normal population -with parameters a^ ) = (6, 12) 
and p = 1/3 "was chosen for the Monte Carlo comparison of the estimators J, 
K, and L. Sample sizes n = 4-, 9, 15 and a-levels .10, .25, and .50 were 
considered for various values of A ranging from 0 to 4,0. 
The bivariate sample means (x^ , y^ ) were generated directly by 
generating bivariate normal random variables (z^ , z^ ) such that 
E(z^ ) = - A 
E(Z^ ) = 0 
v(y=a2/^ = 6/n (5.1.15) 
~ 2 V(z ) = a /n = 12/n 
y y 
cov(z^ , z_J 
= P " y - ^ = 1/3 
/v(ï^ )v(-0 
V X y 
The following three step procedure was repeated one thousand times; (l) a 
random bivariate normal sample mean (x^ , y^ ) was generated, (2) the 
preliminary test of H ; 11 = I-l versus H„ ; p. =i= ij. was made using this 
o y  x  A  y ' x  
bivariate sample mean, (3) the three estimators J, K, and L were each 
separately computed as described previously, using the sample mean (x^ , y^ ). 
Then, the mean, variance, and mean square error (variance plus square of 
98a 
bias) of each of J, K, and L were calculated using the one thousand dif­
ferent estimates which were produced. The means of J, K, and L give 
estimates of the respective biases since ii^  = 0. The sample mean square 
errors give estimates of the true mean square errors of J, K, and L. 
For n = 15 and a = .50, .25, .10 the Monte Carlo bias and mean 
square error for J, K, and L were compared to those values in Tables U.5 
through 4.7 for p = I/3 and various values of A. The Monte Carlo results 
are not tabled, but are merely summarized. For ct = .10, the biases of J, 
K, and L were all smaller than B(6) in Table k.J for values of A ranging 
from .50 to 3»0, or equivalently Ô ranging from .55 to $«3° The biggest 
savings in bias occurs from S = 1 to 6 = 2. For example, for A = 1, and 
hence ô = 1.1, B(6) = -0.1026 from Table 4.7, and the Monte Carlo biases 
of the estimators J, K, and L were -0.001, -0.014, and 0.048, respectively. 
For intermediate values of Ô, say around 1.5 to 2.5, the mean square errors 
of J, K, and L were all lower than MSE(ô). For example, for A = 2.0, and 
hence & = 2.2, MSE(J) = .412, MSE(K) = .419, and MSE(L) = .4o8, while 
MSE(Ô) = .450 from Table 4.7. For larger values of ô around 3 and 4, the 
estimators J, K, and L behaved similarly to the preliminary test procedure. 
This is to be expected since, for large Ô, all four procedures will mostly 
reject H :u, = u and hence all will use the estimator y . For A around 0 y x^ n 
zero, the estimators J, K, and L all had considerable bias and mean square 
error compared to the regular preliminary test procedure. Of course, at 
98b 
A = 0 the optimum weights are exactly those used by the preliminary test 
procedure, and the estimators J, K, and L lose precision by using estimated 
•weights. For example, at A = 0, MSE(j )=.4o7, M2E(K) =.$97, and MSE(L 
•whereas from Table 4.7, MSE(ô)=.570. For the comparison within the estima­
tors J, K, and L, K seemed to have smallest mean square error for Ô from 
0 to 1, J seemed to have smallest mean square error for 6 from 1 to and 
for larger S all three were equivalent. 
As a increased to .25 and .50, there was less discrepancy in mean 
square error within the estimators J, K, and L and between them and the 
preliminary test procedure. For 5 ranging from 1 to 2, the bias B(&) was 
halved or quartered by J, K, and L. However, for high a, B(ô) is usually 
small anyway, and hence J, K, and L have no real advantage. 
For n=4 and n=9, the same general results apply. Although B(Ô) is 
generally higher for smaller n, the estimators J, K, and L do not do sig­
nificantly better because they, in turn, are estimating Ô with a small 
sample. 
In summary then, the estimators J, K, and L have larger bias and mean 
square error than the preliminary test procedure for A near zero. They are 
better than the preliminary test procedure for moderate 6 from 1 to 2 or 3, 
with a significant improvement in bias. For 5 larger than 3, all four pro­
cedures behave similarly. 
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B. One Stage Preliminary Test Procedure Versus Two Stage 
Preliminary Test Procedure for Independent Random Variables 
1. Objective of study 
In Chapter III a two stage preliminary test estimation scheme was 
presented to estimate the mean of a bivariate normal population, and the 
bias B(Ô) and mean square error MSE(6) were derived for this scheme. The 
one stage scheme, of course, can be derived as a special case of the two 
stage scheme by letting m = m =0, where m and m are the sizes of the 
X y X y 
second stage samples on x and y, respectively. 
The two stage plan requires sampling on two occasions since it is not 
known until after the preliminary test is done whether x or y variables will 
be sampled at the second stage. It seems plausible that the mean square 
errors for two stage plans should be less than the mean square errors for 
comparable one stage plans since the two stage plan appears to make more 
efficient use of the data. Since the formulas for bias and mean square 
error are complicated for both procedures, a direct comparison between the 
two approaches is not feasible. Thus, a numerical investigation was done 
to determine what advantages, if any, the two stage sampling plan has. 
2. B(S) and MSE(5) 
For the numerical investigation discussed in this chapter, x and y 
2 2 
are assumed to be independent, with and known. Thus, let p and n, 
the size of the hivariate sample in Chapter III, equal zero. Then the 
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"bias of the two stage preliminary test estimation procedure is easily 
obtained from equation (3.7.2$) as 
B(Ô) = (z((t) 
1-6 r 2 2 2" 
a , Uw^ a -wa m a 
-e _ô — ^ I y ^ y y. 
a 
dt (5.2.1) 
•where, since n = 0, 
* 2, 
= "A 
*  2 ,  
2 
T y 
a = + k, (5.2.2) 
W = n + m 
y y y 
E = n + m , 
X X X  
and n and n are the sizes of the first stage sample on x and y, respec-
X y 
tively. 
The mean square error of the two stage procedure is easily obtained 
from equation (3.8.16) as 
MSE(Ô) = a /ÏÏ + 
y y , 
I -5 
r "^2 2 2 2 * * *• 
I ¥0 a + t A +2ôtA.+A^  j_2 z 2 10 
-So-G 
dt (5.2.3) 
where, from equations ($.8.17) through (5.8.19) with n = 0, 
4 = - 2 212 K *l°y *2°x *y 
l" 
W 
w 
(5.2.4) 
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* 
r 2 
Vx 
21 W-0 ' 1 y 
n 
(5.2.5) 
and 
* 
0^ = r 1 N 
2 2 2 2 2 2 
n 0 0" w m CT m a 
_y y X 2 X X y y 
2 2 + 2 2 
5 n n G K N 
y-i y X z X y 
(5.2.6) 
Wow, let the "wei^ ts and in this section be chosen so as to mini­
mize the variance of the pooled estimator (w^ y^  + 
y X 
w_ 
XX y y 
(5.2.7) 
^1 = 1 - -Wg" 
With the weights as in equation (5.2.7), then the bias is easily obtained 
from equation (5.2.1) as 
3(0) = -a a 
z y 
r 
n f a^ /K + cr^ /n 
. yL X X y y-
2 
J 
y z. 
(^t) dt. (5.2.8) 
W a I 
; J 
* 
Likewise, noting that of equation (5.2.5) is zero with the weights in 
equation (5.2.7), MSE(ô) is readily obtained as 
MSE(S) = a /U + 
y y (t + BQ) ^ (t) dt (5.2.9) 
-P -S 
a 
where 
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(5.2.10) 
and 
= 
aW 
y z 
^  2  
a m a . 
y X X 
r 2 
2r_x  % 
212 
n 
y J 
'  2 212 
y x X  
2 
m a 
y y 
2 
n n a 
y X z 
n 
ÏÏ 
(5.2.11) 
In the numerical investigation discussed in the next section, equations 
(5.2.8) and (5.2.9) for B(S) and MSE(Ô) are used for all the calculations. 
5. Numerical investigation 
For the purpose of this investigation, a "bivariate normal population 
2 2 
with parameters (o , a ) = (6, 12) and p = 0 was chosen. Sampling costs 
y X 
(Cy, C ) = (2, 1) and (c^ , C^ ) = (4, l) were considered as two representative 
cases. In both cases, a total sampling budget C = $6 was allotted for 
0 
sampling costs. The budget was allocated for the first and second stage 
samples as follows; (l) spend entire budget on first stage, (2) spend I/3 
of total budget on first stage, (3) spend 1/2 of total budget on first 
stage, and (4) spend 2/5 of total budget on first stage. Within each of 
these four cases, various selections of n and n were considered which 
y X 
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used the allotted budget for the first stage. Of course, the second stag/ 
sa-r.ple alvays saanples either x or y with the regaining budget, and hence 
all second stage sample sizes or m v;ill be the sarne within each of th 
four main cases cited above. 
Preliminary calculations as described above indicate that the two 
stage procedure has larger bias and mean scuare error than the one s"cage 
procedure. The bias and mean square error of the two stage procedure de­
crease as the amount of money spent on the first s'oage sai.-.ple increases. 
This behavior may be caused by the lack of power of the preliminary test. 
2 
a is generally smaller in the two stage procedure ônan in the one stage 
procedure because less sample observations are available. Hence, the pre 
liminary test on the two stage procedure will accent H :a = more ofte 
* o • y • X 
after which more x variables are sampled and included in the estimator. 
Hence, it seems to have more opportunity to be biased than the one stage 
preliminary test estimator. 
At A = 0, however, the bias of both the one and two stage procedures 
is zero, and in these cases the mean square error for the two stage pro­
cedure was less than the mean . uare error for the one stage procedure. 
Also, the mean square error of the two stage procedure for A = 0 tended -
decrease as the size of the first stage sample decreased. 
A larger budget of C = 120 was also allocated in a similar manner, 
and the same results were obtained as above for C = 5°» 
lOif 
VI. A PRELIMIKASY TEST ESTIMATION SCHEME WITH REGRESSION 
ESTIMATOR 
A. Statement of Problem 
In the estimation scheme discussed in Chapter III, the non-pooled 
** I 
estimator u, = y was used whenever H. : u. f ii was accepted. This 
y n+n +m A y x 
y y 
estimator utilizes none of the existing information on In an effort 
to incorporate this extra information, consider now a one stage sampling 
procedure where a regression estimator is used whenever the pooled 
estimator cannot be used. 
B. The Sampling Scheme 
Let (x,y) have a "bivariate distribution with mean vector 
E (6.2.1) 
and covariance matrix 
V 
X 
per a 
X y 
pa a 
X y y_l 
(6.2.2) 
It is desired to estimate p,^ . 
A simple random bivariate sample (x^ ,y^ ), i = 1, 2, ..., n is 
selected, and then an additional independent simple random sample 
x^ , i = n+1, n+2, ..., n+n^  is selected on x only. A preliminary test of 
H : u. = i-L versus H. : u  ^u. is made. If H : p. = is accepted, the 
o y x A y ' X o y x 
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pooled estimator 
V = + Wgfa+a (6.2.3) 
is used, where all sample means in this chapter have been defined in equa­
tion If  ^11^  is accepted, the regression estimator 
w = y + p(x - X ) 
n n+n n 
X 
(6.2.4) 
is used. Note that if p = 0, the above procedure reduces to the estimation 
procedure previously discussed where the information on is incorporated 
only into the pooled estimator. 
The estimation scheme is represented in Figure 6.1. 
(Xg, Yg) 
n+1 
n+2 
n+n 
X —1 
Preliminary Test 
%o:  ^versus 
"yR ' Vn"2 Vn 
X 
A 
Figure 6.1. Sampling and estimation scheme with regression estimator 
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C. Mathematical Specification of the Preliminary Test 
Estimation Procedure with Regression Estimator 
For the same reasons as those mentioned in section C of Chapter III, 
distribution with mean given in equation (6.2.1) and known covariance 
matrix given in equation (6.2.2). For the moment, ^  is assumed to he some 
known constant with no further specification. An optimal choice of ^  is 
discussed in section H of this chapter. The covariance structure of the 
sample observations is given in equation (3«5*3)» A preliminary investi­
gation of the procedure with unknown covariance matrix is presented in 
Chapter YIII. 
D. Choice of Test Statistic for the Preliminary Test 
Either z or z' can be used to perform the preliminary test, where 
z is chosen as the test statistic, following an argument similar to the one 
presented in section D of Chapter III. From equation ($.4.$) 
the random variable (x, y) is assumed to follow the bivariate normal 
X (6.4.1) 
V(z) < v(z') if, and only if, p < cr^ /2a^ , 
where, from equation (3.4.6), with n^ = 0, 
(6.4.2) 
(6.4.3) 
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E. Derivation of Bias of ^  _ yR 
E(^  ) can be derived by following the approach as presented in 
yR 
Chapter III in detail. In the following derivation only those arguments 
unique to this chapter are emphasized. 
Rewriting x as 
n+n 
X 
Vn = j'n - (6.5.1) 
X 
then equations (6.2.3) and (6.2.4) can be written as 
V = y^  - VgZ 
and 
w = (3 + l)y^  - pz - px^ . (6.5.2) 
With and h(z) as defined in equations (3-T«5) and (3.7.2), 
E(P. ) = E(W) + [ <^ (V I z) - E(W 1 z)~L h(z)dz 
= n + r + PECx -y [ 2)1 h(z)dz. (6.5.5) 
Uow, E(y^  1 z) and V(y^  j z) are given in equations (3.7.15) and (3.7.16) 
as 
E(y 1 z) = u + k (z - A)/(k +k ) 
 ^ \  ^  ^ (6.5.t) 
V(y^ I z) = a /n - k^/(k^+kg) 
where now, since n^ = 0 in this chapter, 
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A = 
k = cT^ /n - pa ff /(n+n ) 
1 y' X y x' 
kg = "^ /(n+n^ ) - PCx'/(™x' 
+ kg = 
Similarly, 
E(X^  I Z) = la^  - k (z - A)/(k^ +kg) 
(6.5.5) 
V(x^  1 z) = a^ /n - ly/(k^ +kg). 
3 
3' 
(6.5.6) 
where 
k, = a^ /(n+n ) - pa a /n. (6.5.7) 
5 X x X y 
Substituting equations (6.5.^) and (6.5.6) into E((i ) in equation (6.5.3) yK 
yields 
E(llyjj) = Hy - r h(z)az (6.5.8) 
or, using the transformation t = (z-A)/a , 
z 
«a® 
E(}i^ )^ = l^ y - J |^ a^2(t+6) - p(k2-k^ )t/aj sz^ (t) dt. (6.5.9) 
-SoTS 
(^t) is defined in equation (3«7»^ ), and 
%2 - PVy 
Ô = A/a . (6.5.10) 
z 
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The bias of the estimator {i , as a function of 5, is yR 
n 
B^(ô)  = -  j  (6.5.11) 
-SoTS 
B (0) can be calculated with the aid of tables of the N(0, 1) density 
R 
function ^ (t) and the sr(o, l) cumulative distribution function ^ (t) since 
BJJ(S) = <JWGO^ - P(KG-K^ )/O^  
~ • (6.5.12) 
Note that 
B (0) — 0 (6.5«13) 
K 
when P and w^  are arbitrary constants. Also, 
BG(-6) = -B^ (ô) (6.5.14) 
and thus by Lemma $.4 of Chapter III, 
lira B (Ô) = 0 (6.5.15) |5|^ " B 
for arbitrary constants P and w^  which are not functions of Ô. 
Finally, if p =0, then equation (6.5.11) is the same as equation 
(3.T'25) ill Chapter III with m = m = n =0. X y y 
F. Derivation of Mean Square Error of (i yR 
Proceeding as in the previous section, E(P-^  ) is easily obtained as 
yR 
/A2 , \ 2 r ,^ 2 ~2 E(H ) = V(W) + [I + / E(v - w 
yR y J 
z) h(z) dz. (6.6.1) 
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Wow, 
V - -w = -(P 4-2p)y^  + (Wg 
2-2 
+ 2 [p(p+l) - Wg] yn^ " P 
+ 2p(p+l) x^ y^ . (6 .6 .2 )  
From equations (6.4.1) and ($.$.4) 
X = (y -z) 1+n /n - n x /n, 
n n L_ X -1 X n (6.6.3) 
and substituting this for x^  in the last term of equation (6.6.2) yields 
= [p^  + 2p(p+l)n /nj y^  - 2 + p(g+l)nyn] y_z 
n 
2 2 2 2"^  2*" "" 
+ (w-p )z - p X - g X z - 2p(p+l)n X y /n. 
2 n n X n n 
X 
n 
(6.6.4) 
Using equations (6.5.4) and (6.5.6), every term in E(V -2  ~ 2  •w z) can be 
evaluated except E(X y 
X 
z). Although X and y are independent, 
X 
neither x nor y is independent of z. Thus, it is necessary to derive 
- - I  ^E(x^ z). 
X _ 
By Lemma 3.1, the joint distribution of x , y , and z is trivariate 
X 
normal. Using Theorem 2.5.I in Anderson (1958), the conditional joint 
distribution of (x , y ), given z, is bivariate normal. The conditional 
X ~ ~ 
expectation and covariance matrix of (x , y ), given z, can be found from 
X 
Theorem 2.5.1 of Anderson (195^ ) after some elementary matrix algebra. 
Since 
X 
z) = cov(x^  , y^  
X 
z) + E(X 
n 
X 
OE(y 
n 
z), (6.6.5) 
Ill 
then E(X y 
n n 
X 
z) is easily found to be 
X 
z) = k ff^ /< 0^ (n+n ) 
1 X 1 z X 
+<^.. + 
k^ (z-A;  ^ a^ (z-An 
K, - A - — >. 
 ^ i 1  ^ o-^ (n+n ) 
z J L. z X 
(6.6.6) 
2 2 2 2 
With (v - -w ) as in equation (6.6.4), E(V - w 
evaluated, and then equation {6.6.1) yields 
z) can now be 
= P-y + V(w) + 1^ 21 + K^ "fc + KQ 
-6 
a] 
r'V 
2UyJ - g(kg-kj)t/o I ff(t) at, 
-5a® 
(6.6.7) 
•where 
Kg = •"2^ ""2^ 2~\^ 1~\^  + 23k^ (k2-k^ )/(k^ +k2) - P^ (kg-k^ )^ /(k^ +kg), 
Ki = 2;)25(vgkg-v^ k^ ), 
(6.6.8) 
(6.6.9) 
and 
0^ " Vz^  ^+ 2pk2(k2-k^ )/(k^ +k2) + 3^ (k2-k^ )^ /(k^ +k2) 
2 2 
- 3 [n(n+n^ )] . (6.6.10) 
Expressing the mean square error as a function of Ô as in Chapter III 
yields 
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M8E(6) = V(v) + 6 K^t + kJ ^ ( t )  do .  (6.6.11) 
- f  - Ô  
It is easily shown that 
^ 2 — 2 2 — 
V(w) = a /n - 2Ppc7 an/ fnCn+n )~j + p cr n / f n(n+n ) j 
^ V X y X L X J X X I— X -• 
(6.6.12) 
MSE (&) can be calculated with the aid of standard tables of (^t) and 
R 
(^t) si nce 
MSE. (5) = V(W) + [K +^KJ I_Î(LQ-Ô) - Î(-|Q-Ô)_ 
- l^ +Kgd^ -ô) 3 !!^ (l^ -ô) 
+ [Fl-KgtGo+G)] d%-52-6). (6.6.15) 
By the use of Lemma $.4, it is easily shown that 
lim MSE„(ô) = 0 (6.6.14) 
when p and w^  are constants independent of Ô. Note that if P = 0 in 
equation (6.6.11) for MSE (S), the same formula is obtained as that given 
R 
for MSE(Ô) in Chapter III when m = m = n = 0. 
X y y 
G. Optimum Choice for the Weights and w^  
MSE (S) can be considered as a function of g and w , since these 
variables can be specified by the experimenter. It is desirable, therefore. 
to choose P and w such that MSE (ô) is minimized. The usual procedure 
2 . R 
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for finding the extrema of a function of two variables can be followed, 
but some simplifications occur. First, from equations (6.6.8) through 
(6.6.11), MSE (S) can be "written as 
R 
MSEj^(S) = + Fgfp) + F , (6.7.1) 
where F^ (-Wg) contains terms with and not p, ^ (^p) contains terms with 
g and not w^ , and contains terms with neither w^  nor p. Using 
equation (6.7.1) the second mixed partial derivative of MSE (ô), i.e. 
MSE^ (S), is zero. Further, the two equations 
(6.7.2) 
can be solved separately for ^  and w^  ^rather than simultaneously since 
Ô d 
-— MSE (6) does not contain p and, likewise, — MSE (5) does not contain 
o'Wg R op R 
w . Finally, the criterion for a minimum of MSE (S) is satisfied if the 
2 R 
solutions w^  ^and of equations (6.7.2) satisfy 
~~2 dw_ 
> 0 
*2"*20 
(6.7.3) 
dp 
> 0 . 
Thus, the values w^  ^and which minimize F^  (w^ ) and F^ (p) also minimize 1' 2' 
MSE_(ô). 
K 
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The optimum weight is now derived. Letting w^  = 1 - w^ , the 
first partial derivative of MSE^ Cô) with respect to w^  or.the first 
derivative of with respect to w^  is 
r 
J 
|jg(k^ 4-kg)-k^ J t + St [2^ 2(^ 1+^ 2 
p(t) 
+ Wg6 (k^ +kg) 
(6.7.4) 
Setting the first derivative equal to zero and solving for w^  ^yields the 
solution 
•Wgo = k^ (5)/ [(k^ +kg)c(6)] , (6-7.5) 
where A(ô) and C(6) are defined in equations (4.4.3) and (4.4.4) of Chapter 
17. This is the same optimum solution which was obtained in equation 
(4.4.2), but note that k^  and k^  have slightly different definitions in 
Chapters IV and VI since n^  = 0 in Chapter IV. (see (4.2.3) and (6,5.5).) 
From the discussion of A(5), and C(6) in Chapter IV, A(-S) = A(Ô) and 
C(ô) = C(-ô). From the investigation in Chapter IV of lim A(Ô)/C(Ô), the 
limit of WgQ in equation (6.7.5) as 6 approaches <» is easily found to be 
lim w, 20 
00 if k^  > 0 
°o if k^  < 0 
1 (6.7.6) 
See section D of Chapter IV for comments on the infinite limit. 
The second derivative of F^ Cw^ ) with respect to w^  is 
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dw. 
2 ^ 1(^ 2' = 2a / (t+S) (^t) at (6.7.7) 
-Sa-G 
Since the second derivative is positive and is not a function of then 
""20 given in equation (6.7.5) gives a minimum value for or 
MSE^ (Wg) "With respect to 
Substituting the optimum value "w into MSE (0) and denoting this oy 
20 R 
MS: '5^ (^ 20 ) yields 
k^ A^ (ô) 
~ " (k^ +kg)C(6) 
+ 2P 
-pa a n 
X y X 
n(n+n^ ) 
I 
2 
a 
z 
uV -Sa-G 
+ P 
a^ n 
X X 
r 
n(n+n^ ) + 
cr^  * <7 «7 
—^  -Ô 
a 
(6.7.8) 
In section D of Chapter iV it was shown that, for finite, 
lim A^ (ô)/C(ô) = 0. 
5—^ 0° 
(6.7.9) 
Thus, if p is a constant independent of S, then 
lim ~ V(w), finite. 
Ô—^ •oo 
(6.7.10) 
llo 
Of course, can not be determined exactly, since A (and thus o) is 
unknown. See comments in section D of Chapter IV for approximations to 
WgQ. If nothing is known about 6, then for simplicity w^^ can be evaluated 
at Ô =0,"which results in 
(6.7.11) 
\ = ^ /^(k^ +kg), 
where k^ and k^ are given in equation (6.5.5)- These are also the weights 
that minimize the variance of the pooled estimator v = w, y -f w.x 
. I n 2 n+n 
X 
Further, letting S = 0 in order to evaluate w^^ can be thought of as an 
2 ~ 
approximation obtained by putting a ïï(0, a ) prior distribution on A and 
then approximating 6 = a/ct^ by the prior mean of A/cr^. 
H. Optimum Choice for the Regression Coefficient p 
If the regression estimator w = y -i- S(x -x ) is used all the time, 
n n+n n 
X 
then the choice of p which minimizes V(w) as given in equation (6.6.12) is 
B = pa /a , the usual regression coefficient as discussed in Cochran (1963). y X 
However, the constant may not be the optimum choice for ^ in the 
preliminary test estimation scheme with mean square error as given in 
equation (6.6.11). Thus, it is necessary to find the value of p which 
minimizes MSE (ô) in the preliminary test estimation scheme. 
R 
The first derivative of P (6) in equation (6.7-1) with respect to p 
2 
is 
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2 2pa a n 26cr n d _ X y X XX 
dp '2 n(n+n ) n.(n+n ) 
/ . P —6 
2(5^2"^^^ r — -1 2 
dt 
—5 —Ô 
+ , ^ y ^(t) at 
'V 
(k^ +kg) (k^ +kg) " n(n+n^ ) J 
(6.8.1) 
Also, this same derivative can be obtained by differentiating MSE (w ) in 
K cO 
equation (6.7.8) with respect to p. Setting the above derivative equal to 
zero and solving for the optimum value yields 
pa a n 
3^  - "(s) 
, (6.8.2) 
% -
where 
(kg-k,) 2 
w(6) == {k+n'J + ^ 2^  /(t) dt, (6.8.3) 
and 
(^ 2-^ 3) r o" 2 V r o" =x*x , 
Z(S) = (t -1) ^ (t) at + p(t) dt. 
-Sa-G -So-s 
G G (6.8.4) 
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By Lemma $.4 of Chapter III 
lim W(6) = lim Z(6) = 0, (6.8.5) 
S-^OO 5_^CX5 
and thus 
lim p = pa /a . (6.8.6) 
6^ 00 ° X 
The second derivative of F2(p) "with respect to p is 
-t -sl— 
(6.8.7) 
jjote that the second derivative of does not depend upon p. In order 
to show that yields a minimum for F2(p), it is necessary to show that 
F (p) > 0. Since V(x - y) > 0 and |p | <1, then 
dp 
n(a^  + - 2pa a ) + n (l-p^ ) > 0. (6.8.8) 
y  X  x y  x y ^ ^ ^  
Multiplying both sides of the inequality by n^ a^ / [_n (n+n^ ) J and 
rearranging terms yields 
2 
n a 
X X 
r  2 2 _  - 1  2 2 2 2  
o a 2pa a i n c a o 
X [_ X X J n (n+n^ ) 
From equations (6.5.5) and (6.5.10), equation (6.8.9) becomes 
&(n+n^ )J - (kg-]y)^ /(k^ +kg) >0, (6.8.10) 
2 for (k^ +kg) = cr^  0. Thus, in equation (6.8.4) for Z(5), 
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(^ -^1)( V"/  ^ _VL 
n(n+n^) > 0 for all t. (6.8.11) 
Since ^(t) > 0 for all t, then 
5^ -5^ .2 
0 < 
• -sl— 
a 
jft -l)(k^ -k^ ) 
(k^ +kg) 
2 
n a 
X X 
n(n+n^) (z((t) dt 
= 2(6) < 
"'(t2-l)(kn-k^ )2 n 
2 3' 
(k^ +kg) + 
X X 
n(n+n ) 
X 
?^ (t) dt 
= E 
~p P ? (T -L)(KG-LY) % 
+ -(k^ +kg) n(n+n ) X 
2 
n a 
X X 
n(n+n^ ) ' (6.8.12) 
"Where T is distributed E(0, 1). Thus 
0 < Z(ô) < n^c^/ [n(n+n^)3 , (6.8.13) 
and 
2 [MSE (8)] 
= 2 
r~ 2 
n a 
X X 
Since 
d3 
n(n-rn^ ) - Z(S)^  > 0. (6.8.14) 
does not depend upon p, and since it is positive, then p 
minimizes F^ Qs) with respect to g. 
Taking equation (6.7.8) for MSE^ ('W2^ ), and letting g = as in 
equation (6.8.2), the minimum mean square error with p = and 
120 
denoted "by MSEJ^ (W2^ , P^ ), is 
^^ '"20' - Ô^ SÇWÏT 
I per a n 1 2 
X y X ' 
(^n+n^ ) -
a n 
X X 
n(n+n ) 
(6.8.15) 
Using equations (6.7.9) and (6.8.5),  
r p%^ n 1 
l^ n^ JWBEaCwgQ, P^ ) = y 1- . (6.8.16) 
6^ =0 L 
If p = 0 in equation (6.7.8),  then 
&2(6) 
»W - ^  - Iyvïï(5) • 
2 
Note that MSE^ (w2q) shove is always less than c^ /n since C(ô) > 0 and 
(k^ +kg) > 0. Thus, with the optimum weight w^  ^in equation (6.7.5), the 
preliminary test scheme with g = 0 has smaller mean square error than the 
procedure which uses (i = y all the time. Now, consider MSE (w P ) in 
y n R <^ 0, 0 
equation (6.8.15).  Since o^ n^ / j n^(n-fn_^)J > Z(ô), then 
MS3R(*20' ^ 0^  MSSgCWgQ) <0^ 7%. (6.8.18) 
Thus, the preliminary test scheme with optimum regression coefficient 
and optimum weight w^  ^always has smaller mean square error than the pre­
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liminary test scheme with 3=0 and optimum weight w, 20 
Consider now the preliminary test procedure with ^ = 0 and 
Wg = k^/Ck^+k^). The mean square error of this procedure is then given by 
equation (6o6.ll) as 
MSE(6) = ^  + — 
a 
z 
(6 -t ) iz^(t) dt. (6.8.19) 
Consider again equation (6.6.11) with w^ = ^ t)Ut with 3 now some 
arbitrary constant. Then the mean square error is given as 
MS: 
_2 2 p a n  
XX 2^ (6) = 
p^ap k^ 2pk_(k -k_) p^(k_-k_)^ -i 
1' 2 3 2 5' 
I- a 
-f -S z 
a 
t ^(t) dt 
-SoTS 
k^ t^  spkgfkg-k^ ) 
p  p  p  ?  
M V V  
n(n+n^) p'(t)dt. 
(6.8.20) 
The difference in the mean square error between the preliminary test scheme 
with p = 0 and the preliminary test scheme with regression estimator when 
Wg = k^/(k^-rkg) for both is obtained from equations (6.8.19) and (6.8.20), 
after some algebra, as 
122 
MSE(ô) - MSE^ (ô) = 2p|(k -k )-W(ô) 
- 2 
a  n 
X X 
n(n+n^ ) -  Z ( 6 )  (6.8.21) "R^ "' ""Lr2 3 
Mhere W(&) and Z(ô) are defined in equations (6.8.3) and (6.8.4). If the 
regression scheme is "better than the regular preliminary test scheme, then 
the difference in equation (6.8.21) should be positive. If now equation 
* 
(6.8.2) is evaluated at some value of b, say 6 , to yield a value for 
then equation (6.8.21) "becomes 
MSE(Ô) - MSE^ (ô) = irl 
2 3' 
2 
0" n 
X X 
n(n+n^ ) 
2 (kg-k^ )-W(S )| 
,  *  
-  Z ( 5  )  
2 
a n 
X X 
_n(n+n^ ) -  Z ( 6 )  
- z(5*) 
r 2 c n 
(6.8.22) 
n(n-i-n ) 
1 
ITow, 7 r - Z(ô) / > 0 for any Ô "by equation (6.8.13). Thus, equation 
^(n+n^; J 
(6.8.22) implies 
MSE(Ô) - MSE^ (Ô) > 0 if, and only if, 
_ .1 r 1 
) (Vkj) - W(5) 
2 
a n 
X X 
°x°x "I f 
-  Z ( 6 ) f  i ( k ^ - k , )  -  W ( 6  »  
- 2 
(6.8.23) 
n(n+n^ ) 
* 
Obviously, if 5 equals the population value of Ô, then inequality (6.8.23) 
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is satisfied. From inequality (6.8.2j5) it can "be concluded that, vith 
= k^ /fk^ +kg), the mean square error for the preliminary test vith re­
gression estimator will be less than the mean square error for the pre-
liminary test without regression whenever 5 is near the population value 
of 6. This is a sufficient condition only. A further analysis of in­
equality (6.8.23) may reveal weaker sufficient conditions» 
In addition to evaluating equation (6.8.2) at & = 6 to obtain a 
value for p, other approximations may be made as discussed in Chapter IV« 
If nothing is known about Ô, then it seems best, intuitively, to use the 
regular regression coefficient p = po^ /o^ . For the purpose of comparison 
in Chapter VIII, the preliminary test scheme with regression estimator is 
evaluated for p = pC^ /cr^  and w^  = k^ /the next section. 
I. Bias and Mean Square Error when g = pcr__/a^  and w^  = k^  /(k^ +k^ ) 
From equation (6.5» 11), with ^ and w^ = k^/(k^4-kg), the bias 
is obtained as 
1-6 r 2  2 - ]  
, a — p a n — 
J v  - y ^  V k, Ô + t < k, -
1 I 1 n(n+n ) 
' - -e,-r L 
(^t) dt. (6.9.1) 
As was noted earlier, B (o) = 0 and lim B (ô) = 0. 
From equation (6.6.11) the mean square error is obtained as 
12k 
1 KGT^ +KGJL /(T) DT, (6,9.2) 
-5  
a 
•where now, with p = pc^ /a^  and 
f- 2 2 2^ I  P A N  
^ 2  "  \ h  ~  n { Z n )  
; *z L 
(6.9.3) 
and 
0^ = 4^ ' -iY
a 
z 
2 2 ,, , . p 
n(n+n^ ) 
4 4 2 
P *y*x I 
n^ (n+n^ )^  
(6.9.4) 
Using Lemma 5»^  it follows easily that 
2 
lim MSE_(&) = — 
6--»» B % [-
!V" 
(wn^ ) J 
(6.9.5) 
In sampling theory, the usual variance of a regression estimator (neglecting 
2 2 
correction factors) is a (l-p )/n when the population mean is known. 
y ^ 
.2 r 2 1 i p n I 
u is not assumed to be known in this discussion and thus ~ ^1 - -, r ^ 
X n (n-fn^ j 
is obtained as the variance of the regression estimator. Note, however, 
that 
2 r 2 ->1 
liir. i fl -
n I (n+n ) 
n —ioo X 
> = 
n 
(6.9.6) 
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In Chapter VIII comparisons of the preliminary test scheme, the 
preliminary test scheme with regression estimator, and the regression 
estimator are made. These comparisons use g = and = k^ /(k^ -rkg), 
and hence equations (6.9.1) and (6,9.2) through (6.9.^ ) will be used for 
bias and mean square error of the preliminary test scheme with regression 
estimator. 
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VII. POOLED BA.YESIM ESTIMATION FOR THE MEM OF A KOEMAL POPULATION 
A. Introduction 
1. Eayesian theory 
In Bayesian statistical theory the random variable y has a distribution 
conditional upon the parameters 0^ , 6^ , i.e. f(y | 9^ , 9^ , 
9  ) .  A joint prior probability distribution g(8 , 9  ,  . 9  ) is assigned 
P 1 £ p 
to the unknown parameters. Observations y^ , i =1, 2, n, on y are 
collected, and then the posterior distribution of the parameters, given the 
observed data, is obtained, i.e. h(8^ , 8^ , ..., 8 | y^ , y^ , ..., y^ ). 
If interest is on a few of several unknown parameters, then the 
marginal distributions of particular interest are obtained from the joint 
posterior distribution of all the parameters. In the case of nuisance 
parameters, note that this procedure consists of putting a prior distri­
bution on the nuisance parameters and then, in effect, "integrating them 
out." Thus, the posterior distribution of interest does not involve any 
of the nuisance parameters. 
The most commonly used Bayesian estimator is the mean of the posterior 
distribution. It is easily shown that the posterior mean minimizes the 
expectation of a quadratic loss function, where the expectation is taken 
with respect to the posterior distribution of the parameters. 
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2. Topics investigated in this chapter 
Discussed in this chapter is the application of Eayesian estimation 
theory to the problem of pooling means under the assumption of various 
prior distributions on u, and u. or on u, and A = u, - LL • Some particular y X y y x 
aspects of Bayesian theory, such as precise measurement, are discussed in 
section B. In section C a simple example of Bayesian inference is given to 
illustrate the method. 
Section D defines the distribution for the "observed" random variables 
under consideration and states the sampling plan to be used. Sufficient 
statistics in the Bayesian sense are defined. 
Section E derives the estimator of when the prior distribution on 
(ij. , |j, ) is relatively constant. 
y X 
In section F a bivariate normal prior distribution is assigned to 
and and the estimator of is derived. The most general results are 
presented here, and most other sections in Chapter VII are special cases 
of section F. 
Section G is a special case of section F where x and y are independent. 
The estimator of is presented, and an optimum sample allocation is 
derived. 
In section H the random variables fl and A are assumed to be inde-
y 
pendently normally distributed. The results of this section can be derived 
from section F, and the estimator of is presented. The important special 
case where x and y are independent is discussed in detail» 
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Section I presents the estimator of |j.^  when A is normally distributed 
independently of and the principle of precise measurement is applied 
to Included also is some discussion of precise measurement for the 
case of more than one random variable and parameter. Again, the special 
case where x and y are independent is discussed separately. 
In section J ij.^  and A are independent, where A is normally distributed 
and |j,^  is uniformly distributed over a specified interval. The estimator 
of is more complicated than all preceding ones, and an approximation to 
y 
the estimator is given. The estimator is discussed for the special case 
where x and y are independent. 
Section K summarizes the types of estimators obtained and compares 
them in various situations. 
B. Some Aspects of Bayesian Statistics 
1. The problem of prior distributions 
Good (1965, p. 8) gives an interesting definition of a Bayesian as: 
"Several different kinds of Bayesians exist, but it seems to 
me that the essential defining property of a Bayesian is that 
he regards it as meaningful to talk about the probability 
P[H E] of a hypothesis K, given evidence E. Consequently, 
he will make more use of Bayes' theorem than a non-Bayesian 
will. Bayes' theorem itself is a trivial consequence of the 
product axiom of probability, and it is not a belief in this 
•theorem that makes a person a Bayesian. Rather it is a 
readiness to incorporate intuitive probability into statistical 
theory and practice." 
This readiness to incorporate intuitive probability into statistics 
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via the prior distribution draws heavy criticism from non-Bayesians who 
say that this method is not objective. Even Bayesians themselves have 
some difficulty with their method when they have no prior information or 
intuitive feelings about the form of the prior distribution. Bartholomew 
(1964-, pp. 201-202), after pointing out some advantages of Bayesian theory 
which were mentioned in the Introduction, says: 
"...the price to be paid for this simplification is the intro­
duction of a prior distribution. To many statisticians this 
seems to require the abandonment of objectivity in favour of a 
theory built on the doubtf'ol foundation of individual intro­
spection.. .the problem is particularly acute if our prior 
knowledge is vague or nonexistent. However, it would be pos­
sible to retain the obvious advantages of the Bayesian approach 
without sacrificing objectivity if some way of representing 
ignorance could be found. It is well known that Jeffreys has 
suggested an invariance principle to achieve this end." 
Jeffreys (19^ 1, p. 117) says: 
"A problem of estimation is one where we are given the form of 
the law, in which certain parameters can be treated as unknown, 
no special consideration needing to be given to any particular 
values, and we want the probability distribution of these 
parameters, given the observations...The essential function of 
these [invariance principle] rules is to provide a formal way 
of expressing ignorance of the value of the parameter over the 
range permitted...Their function is simply to give formal rules, 
as impersonal as possible, that will enable the theory to begin." 
Good (1965, p. 10) speaks further on intuitive probability: 
"An extreme Bayesian believes that every intuitive probability 
is precise, whereas less extreme Bayesians regard intuitive 
probabilities as only partially ordered so that each probability 
merely lies in some interval of values...the less extreme 
Bayesian...makes judgments of probability inequalities and 
infers new probability inequalities with the help of the mathe­
matical theory...One is more or less a Bayesian depending on the 
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precision vith -which one is prepared to make intuitive probability 
estimates." 
Smith (1961) discusses in more detail the relaxing of the assumption 
of a precise prior and considers personal probabilities contained only 
within specified intervals. For example, if a precise prior were placed on 
p., then Pr l_0 < p. < 1^  could be evaluated exactly, say Pr jO < u < lOj 
= .56. However, Smith considers the prior distribution to be specified by 
theorem as a method of inference and finds that Bayes' theorem remains an 
equality even though the prior distribution is represented as a series of 
inequalities. 
The above comments by Good (1965), Jeffreys (1961), and Smith (1961) 
illustrate that Bayesians do indeed recognize situations where a precise 
prior is not feasible, and they suggest various alternatives. 
2. Precise measurement or stable estimation 
A prior distribution which is not precise and expresses vague or non­
existent information is often called diffuse. Savage (19^ 2) has attacked 
the problem of diffuse priors with what he calls precise measurement or 
stable estimation. The principle of precise measurement says that, under 
certain conditions, the posterior distribution of is approximately 
proportional to the data distribution f(y | , or to the likelihood 
function it f(y. | ^ ) if the experiment results in independent, identical-
i=i  ^ y 
ly distributed random variables y^ . Thus, for all practical purposes, the 
< .45. He uses Bayes 
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posterior distribution of can be taken as 
I y.; Yg, '.y^) = c X f(y. 1 u ), (7.2.1) 
y X d n 1=1 1 y 
where c > 0 is a normalizing constant such that 
CO 
Jc f(y^  1 |iy)d = 1. (7.2.2) 
This, in effect, removes the problem of even specifying a particular prior 
distribution • However, the use of precise measurement depends very 
much upon the "certain conditions" mentioned previously. Let y^  be a 
sufficient statistic for the posterior analysis of 11^ , i.e. the posterior 
distribution of given y^ , y^ , ..., y^ , is the same as the posterior 
distribution of ^  , given y . Let k(y | jj. ) be the density function of 
y s s y 
y^ . Then, the prior distribution of must be sufficiently specified to 
know that it satisfies two properties, (l) For those values of where 
k(y 1 [i, ) is large when y is the numerical sample result, the prior 
S y s 
density niust be relatively constant. This must be true for any 
probable sample result y^ . (2) Uo short interval on the axis can have 
a prior probability many times larger than the most improbable interval of 
the same length selected from a portion of the real line where g(^ )^ > 0. 
In other words, the prior distribution can have no spikes or regions of 
extremely concentrated probability. These two requirements are illustrated 
in Figure 7.1, where the prior density g(m-y) S-O-d the density k(y^  | are 
not drawn to the same vertical scale. 
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f(y 
Figure 7.1. A case where precise Eieasurement is applicable 
A more thorough discussion of precise measurement can be found in 
Savage (1962), Edwards et al. (1965), and Savage (19610). Jeffreys (1961) 
has obtained a similar result by taking the distribution ofp^  to be uniform 
on the real line, sometimes considered nonsensical by mathematical proba-
bilists since the density cannot be normalized. Savage (1962), however, 
objects to Jeffreys' approach on the grounds that a uniform distribution 
on the real line is never a realistic prior opinion about a parameter. 
Edwards et al. (1963, p. 31) give the main point of stable estimation by 
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saying: 
"The method of stable estimation might casually be described 
as a procedure for ignoring prior opinion since its approximate 
results are acceptable for a wide range of prior opinions. 
Actually, far from ignoring prior opinion, stable estimation 
exploits certain well-defined features of prior opinion and 
is acceptable insofar as those features are really present." 
3. Natural conjugate prior distributions 
If the family of probability distributions to which the prior distri­
bution g(n^ ) belongs is the same as the family to which the posterior 
distribution | y^ , y^ , y^ ) belongs, then the family of priors is 
said to be conjugate to the family of data distributions to which f(y { 
belongs. In this case, the prior and posterior distributions of have 
the same form but different parameters, the parameters of the posterior 
distribution being a combination of the observed data and the parameters of 
the prior distribution. The mathematics of Bayesian theory is usually 
considerably simplified with natural conjugate distributions, and Raiffa 
and Schlaifer (1961) give the family of natural conjugate distributions for 
several well known data distributions. 
C. An Example of Bayesian Inference 
1. Bernoulli distribution 
The Bernoulli distribution will be used for an example because it 
illustrates the Bayesian analysis quite simply and will also give a back­
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ground for the discussion of the binomial distribution in Chapter IX. The 
parameter of the distribution is p, the probability of a success, and the 
conditional distribution of x, given p = p, is 
f(x I p) = P^ (l-P)^  X = 0, 1 
(7.5.1) 
f(x I p) = 0 elsei'/here. 
The Beta distribution with parameters a > 0 and ^  > 0 is the prior distri­
bution most often used for a proportion, i.e. 
- 0)07 0 s p s 1 
= 0 elsewhere. (7.$.2) 
jjot only is the Beta distribution the natural conjugate of the Bernoulli 
distribution, but it has other desirable properties described by Good 
(1965, p. 17) as: 
"By selecting from the class of beta distributions the statis­
tician can give expression to his initial ideas concerning both 
the Type II [prior] expectation and the Type II [prior] variance 
of p, and this is about as much flexibility as is likely to be 
required in some applications. The distribution has only two 
parameters, but covers a good variety of unimodal shapes." 
With only one observation on x, either x = 0 or x = 1, the joint 
distribution of the random variables x and p is 
' ?(a)r(p) 0 < p <1 
X = 0, 1 
= 0 elsewhere. (7.5.5) 
The integral of h(x, p) with respect to p yields the unconditional dis%ri-
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"bution of X as 
f(x) = r h(x, p) dp . for X = 0, 1 
= 0 elsewhere . (7-3«^ ) 
STote that 
?r[x = O] = f(0) = p/(a-i-p) 
(7.3.5) 
Pr[x = 1] = f(l) = a/iœ-^ ), 
where a/(a;-rp) is also the mean of the prior distribution g(p). The 
posterior distribution of p is 
i  f o r o < p < i  
= 0 elsewhere. (7.3.6) 
Since k(p | x) is a Beta distribution with parameters (x -r a) and (p-x+l), 
then 
E(p I x) = (afx)/(œ-p+l). (7.3.7) 
Thus, p = (cK-x) /(cK-g-fl) is the best estimator for a quadratic loss function. 
2. Two unknown parameters 
Consider now two Bernoulli random variables x^  and x^  with joint 
distribution f(x , x^  j p^ , p^ ), given p^  = p^  and p^  = p^ . Let the joint 
prior distribution be g(p^ , p^ ). It is desired to estimate p^ , possibly-
making use of the observations on x^ . If x^ , given p^ , and given p^ , 
are independent, and, in addition, p^  and p^  are assumed to be independent. 
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then the posterior mean of p , i.e. E{"p ] x , x t, will not depend upon 
-L i— J- 1. 2j 
Thus, the observation on x^  contributes nothing to the estimator p.. 
This same result is obtained if the conditional distributions of and x^  
are independent as above and the principle of precise measurement is 
applied to the joint distribution of p^  and p^ . This problem arises again 
in Chapter IX where an adequate prior on (p^ , p^ ) is discussed for the 
pooled Bayesian estimation of a proportion. 
The above point has special relevance to pooled estimation. For 
example, if x and y are bivariate normal with zero correlation and known 
variances, and the •orior distributions on u. and a are independent, then 
X y 
the Bayesian estimator of will not be a function of any observations on 
X. Since this dissertation is concerned with pooling observations on x and 
y for the estimation of independent data distributions and independent 
prior distributions will not be considered. 
D. Sampling Scheme and Sufficient Statistics 
In the derivations of this chapter the random variable (x, y) is 
2 2 
distributed bivariate normal with parameters (iJ. , n , p, cr , a ). As in 
X y X y 
2 2 
TDrevious chapters, the case where p, cr , and a are known will be considered 
'  ^ x' y 
first. 
The sampling scheme used in this chapter is the special case of the 
scheme in Figure 3<>1 obtained by setting m = m =0. Thus, it is a one 
X y 
stage sampling scheme with (n+n^ ) observations on x and (n-rn^ ) observations 
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on Y, where n is the size of the bivariate sample on y) and the re­
maining ) observations are all independent of each other and the 
bivariate sample. The notation of equation (5«5*^ ) is used throughout 
Once a joint prior distribution on or A) has been 
specified, it is necessary to find the posterior distribution of (L_, ^  ) y X 
or (A, ), given the sample observations y , y , y , x , x , 
 ^ .L  ^ n • n  ^  ^V 2/ 
n^-i-n^ . As in classical theory it is possible to summarize the sample data 
into a set of sufficient statistics defined by Haiffa and Schlaifer (1961, 
pp. x-xi) as: 
"...we define a sufficient statistic as one which leads to the 
same posterior distribution that would be obtained by use of a 
'complete' description of the experimental outcome...we show 
that this definition implies and is implied by the classical 
definition of sufficiency in terms of factorability of the joint 
likelihood of the sample observations..." 
Theorem 2.2.2 of Saiffa and Schlaiffer (1961, p. 53) states the factorabilit 
criterion for sufficiency in the Bayesian sense. 
E. Precise Measurement on ( 
1. prior distribution on u. and u. 
In sections S and F two different prior distributions are considered 
for (Û , u ), and then the estimator of u. is derived. In this section the 
X y y 
principle of precise measurement is applied to the joint prior distribution 
of 11 and [1 . In .the derivation of the posterior distribution of and u__ 
X y X 
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the joint -orior distribution of LL and Z- is thus considered to be a u - 'X 
constant. Justification for this procedure is deferred until section I, 
where precise measurement is discussed for joint prior distributions. The 
derivation of the estimator for in the case of precise measurement is 
presented here since the estimator is a function of two quantities C and 
0 which occur in varying combinations throughout the remainder of this 
chapter. 
2. Sufficient statistics 
Lemma 7-1 below derives a set of sufficient statistics for the 
sampling scheme of this chapter when the posterior distribution of 
is desired. 
Lemma 7.1. Let the sample data (y_, y_; , y^ ,^  ,  ^ \ 
_L d. n-rii _L  ^ xi-rXi J 
y % 
be selected from a bivariate normal distribution according to the sampling 
specifications in section D of this chapter. Then, the statistics 0 and Q 
are sufficient statistics for the Bayesian posterior analysis of (u.^ ; n 
where 
2- 2r-
nn y 4-pa (x -x )/a j+n y 4-n i n-fn (l-p ) 
xL_n ^  y n n ^ n yL_ x 
= 
2 ] /n 
nn -rn 4-n <n-fn (l-p )> 
L X yl_ X _J J 
y (7.5.1 
y 
M (1-E ) y xy 
(7.5.2 
2 2 S = R S S = S 
xy xy X y yx 
(7.5.; 
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M = n -r (7.5.4) 
(1-p ) 
R =  ^ = R . 
X y 
(7.5.5) 
2 2 Q, , S , and M are obtained from Q . S , and M , respectively, by substi-
X X X y y y 
2 2 ~ 
tuting X for y. The quantities and are shown later to be V(Qy) and 
V(Q, ), respectively, and H is shown to be the correlation between Q, and 
X ' xy y 
Proof: The conditional distribution of any one of the (x^ , y^ ), i =1, 2, 
, n, is f^ (x^ , y^  | H ), where 
I vv' = 2ita a / l-r> X yj 
X exp <-
2(l-p^ ) 
2 
X y I 
x-;a \ 
- 2p 
X 
X 
(7.5.6) 
y-t^  
y /! 
The conditional distribution of any of the x^ , i = n+l, ..., n-i-n^ , is 
,-l ; 1 
= (c'/2a)"^  exp (- —^ | A. 
X 2 G 
X 
(7.5.7) 
The conditional dictribution f^ (y^ |^ )^ oi" any of the y^ , i-n-i-l, .nrn ^ 
follows from equation (7-5-7) by replacing x with y. 
The likelihood function L, conditional upon the parameters and |i . is 
iko 
n n-rn 
L = y. j fgCXj 
n-rn 
k=n-rl y 
). 
1=1 • " j=n-rl 
(7.5.8) 
To obtain a set of•sufficient statistics, it is necessary to consider only 
the kernel of the likelihood, i.e. only those terras of L "which contain ii 
X 
and/or p, . 
y 
Ko-w, let 
X. - p =x. - X + x - ^  , i = 1, 2, O.., n. 
1 X 1 n n X 
x.-iJ. = X. - X -rx - n , J = n-rl, ..., n-fn , 
J X J n n X X XX
(7.5.9) 
and define (y^  - 11^ ) in a similar manner. Substituting equation (7.5.9) 
into equation (7.5.8) to find the kernel of L yields, after some algebra. 
L p<. exp 
2a^ (l-p^ ) 
P°(V^x)(V''y) 
2 
a a (l-o ) 
X y 
-''-J 
X "y'V^ 'y' 
2 i 
2ct 
X 
(7.5.10: 
2 2 
In equation (7.5-10) the coefficient on is Co(|j^ ), where 
- 2Co(Kx) = m  1 
a2(i_p2) oZj 8^ (1-2 2) 
_ X XI X xy 
(7.5.11) 
by using ecuations (7.5.1) through (7.5.5). The equation involving Co(u ) y 
follows from equation (7.5.11) by substituting y for x. Also, after some 
algebra, it can be shown that 
c o ( u  u  j  =  -<y 
 ^ a cr (l-p ) S S (l-S ) 
(7.5.12) 
and 
X y 
nx 
X y xy 
PW 
'  „ 2, 2 
n 
n X 
X n 
+ 
(l-p )o (l-p )c o 
X y 
%c } (7.5.13) 
The equation involving Co(u. ) can be obtained from equation (7.5.15) by 
substituting y for x. Using equations (7«5*10) through (7.5.13), the 
kernel of the likelihood function can be written as 
L exp 
-1 '•v\ 
\ 
X / \ ^ / 
-2R 
xy I j y S (7.5.1^0 y 1 — 
2 2 
since the coefficients on u. , u. , u ij. , u, . and a are the same in ecuaûions 
x' y' X Y X y 
(7.5.10) and (7.5.1^ ). By the factorability criterion for sufficiency in 
the Bayesian sense, equation (7.5.1^ ) shows that and 0 are sufficient 
statistics for the posterior analysis of and "jl . This completes the 
X y 
proof to Lemma 7°1. 
By Lemma 3.I of Chapter III, the joint distribution of and Q^ , 
given and |j.^ , is bivariate normal. Also, from equation (7.5.1) the 
conditional expectation of and % is easily found to be 
Ik2 
X 
Q, 
X 
y i ! 
X I 
(7.5.15) 
Using equations (7.5.1) through (7.5-5) and (5«3.5), a little algebra 
yields the covariance matrix of (Q, , Q. ) as X y 
V 
%x x^ 
S' 
X XY I 
s xy 4 1 
(7.5.16) 
Since and Q, are sufficient statistics for the posterior analysis of 
u and LL , then the entire Bayesian analysis can be done by using only the 
X y 
distribution of G) _ and Q, , given and i-i ; rather than the conditional 
X y X y 
distribution of all the sample data. Sufficiency implies that Q nnd Q,_ X y 
must contain all of the information from the sample about the parameters 
u. and p. . 
X y 
îîote that Q in equation (7.5.1) is a -weighted average of three 
common estimators of ij, : the mean y , and mean y^  , and the regression 
_ ,. _ y 
estimator y + pa (x - x )/a where x replaces the usual population 
n y n n x n 
X X 
mean la , or in cases of double sampling; replaces an estimate of based 
on a larger sample than the sample that yields x^  and y^ « 
3. Posterior distribution of and u 
_y _£ 
Assuming that the prior distribution of (|j.^ , u^ ) can be regarded as 
constant, then the posterior distribution of (jj.^ , p^ ) is proportional to 
the kernel of the likelihood function given in equation (7°5«1^ ), i°e< 
1^3 
i > ( v  ^  
i—j X 
2S 
xy 
:i 
S 
V  ^ / 
y J 
y / 
(7.5.17) 
By inspection, it can "be seen that the posterior distribution of p.^ ) 
is thus bivariate normal with mean 
y 
Q., 
Q. 
= I 
and covariance matrix 
V 
X 
Q. 
X 
Q 
_y y_j \ 'xy 
«X 
7 
X 
8^  
xy 
y 
(7.5.18) 
(7.5.19) 
Hence, the marginal posterior distribution of is normal with mean 
2 Q, • and variance S . 
y y 
k. Loss function and estimator of u y 
Letting be the estimator of the loss function which is considered 
throughout this chapter is 
Loss(ij. ; u ) = b(|j. - )^  -r nC + n C 4- n C -r C* (7.5.20) \p-y ; y xy y y x x 
where b > 0 is a constant, C* is the overhead cost, and C _, C , and c arc 
xy y X 
he sampling costs as defined in section C of Chapter III. The estimator 
A 
minimizes E Loss(2:y, ^ y))Q%, Qyj wnere exoecôaôion is 
taken with respect to the posterior distribution of u^ . For the rest of 
this chapter, the posterior mean of will be taken as the estimator of 
Thus, the estimator for this section is 
Ïy = SCy 1 %y) ' (T-S-SI) 
where Q is given in equation (7.5.1). It has been noted that is a 
weighted average of three estimators of ii^ --two means and one regression 
estimator. It can be shown that the weights on the three different 
estimators in a minimize the variance of the quantity 
where (w^  T W  ^-T W )^ = 1. An investigation of when some of the sample 
sizes are zero also gives some intuitive justification for the wei^ ats on 
the three components of Q . For example, if n =0, then 
y X 
Qy = 0. (7.5.22) 
Thus, no longer contains a regression estimator of 11^  and therefore does 
not incornorate the information x since there is no additional information 
n 
on X with which to compare x^ . 
If n^  = 0, then 
\ (n«^ ) ' \ ° 
and all available sample data is incorporated into the estimator of 
1^5 
j.n this case Q, is a weighted average of and a regression estimator. 
If n = n =0, then 
y X 
\ = 0, (7.5.240 
and the information is not incorporated into 0 since a regression 
estimator is not possible. If n = 0, then 
Qy = = 0, (7.5.25) 
and Q, is not a function of x because a regression estimator is not y  
possible. Thus, in equations (7.5.24) and (7.5.25), note that none of the 
available sam^ ole data on x is incorporated into Q . 
y 
Hence, the observations on x are used in the estimator of p. only ^ hen 
n > 0 and n > 0, since the regression term is of the form (x - x ). 
X ' n n 
X 
Note also in equation (7.5.1) that if n^  < n, the regression estimator is 
weighted less than the mean y^ . 
Substituting û = Z(%L^ |Q,^ ) into the loss function in equation (7.5.20) 
yields the posterior loss as 
A  ^ 2 Losses , 0 I Q = bS + nC ^ n C + n C + C*. (7.5.28) 
— y y ' yil y xy y y x x 
note that the posterior loss does not depend upon the sample data. 
Assume now that a fixed budget Co is available for sampling, so that 
C =nC -f n C -r n C . (7.5.29) 
o xy y y x x 
Then it is desireble to minimize the posterior loss in equation (7.5-28) 
by selecting sample sizes n > 0, n >0, and n > 0 such that equation 
y X 
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(7«5-29) is satisfied. This problem is equivalent to the problem of 
Q 2 
maximizing o" / S subject to the constraints y y 
n > 0 
n > 0 
X — 
nC 4- n C < C , 
xy X X — o' 
(7.?. 30) 
vmere 
_y 
2 
C - nC 
xy n C n(nfn ) XX X 
r 2 ~ jn+n (l-p ^ 
(7.5.31) 
The usual calculus techniques do not offer a solution. Also, it can be 
2 2 
shorn that the function a /s is not a convex function, and thus convex y y 
programming will not offer a solution to the problem. It appears that the 
best approach to finding an optimum allocation is to consider the triangular 
region in the (n, n^ ) plane as indicated below in Figure 7.2 and evaluate 
2 2 
a /s in some systematic manner until an optimum solution is obtained. -/ y 
n 
X 
Figure 7.2. The admissable region for the optimum sample allocation 
14? 
F. Bivariate Normal Prior on u. and p. y X 
1. Prior distribution on u.y and n 
In this section the prior distribution on |j. ) is assu&ed to be 
bivariate normal with mean 
!  - i  
b I 
X 1 
I I , 
\ i  °y 
(7.6.1) 
ana covariance matrix 
! 
i ' y i X y y 
LL -
2 
a ya a 
I 
X X y I 
! 
2 ya a a 
(7.6.2) 
This is also the natural conjugate prior distribution of the bivariate 
normal distribution when the covariance matrix of (x, y) is known. The 
estimator of u derived under this prior distribution is the most general 
• y 
estimator in this chapter, and most other estimators which are discussed 
later on in this chapter, including the estimators which pool means, can 
be considered as special cases of this general estimator. 
2. Posterior distribution of u and LL 
il 'JL 
Since interest in this discussion is on the posterior distribution of 
("L: , Ti. ) as in section S, the sufficient statistics Q, and Q, of Lemma 7.1 
X y X y 
can be used to summarize the sample data. Thus, it is necessary to find 
the joint posterior distribution h(^  , u | Q. , Q, ) when the data distri-
X y X y 
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"bution f(Q , Q, _ 1 LL ij. ) and the prior distribution g(^  , ) are both 
X y X y X y 
bivariate nonnal. 
ffoiv, theorem 12.1.^  of Eaiffa and Schlaifer (igSl, pp. 3II-312) states 
the following: if the vector X; given the unknown mean vector £ and known 
covariance matrix S, is zn.ultivariate norir-al, and if the prior distribution 
on the vector u is multivariate normal with parameters 
L^ J " -p 
V| H 
(7.5.3) 
uhen the posterior distribution of u is multivariate normal with parameters 
u X !_L 4-
LP -? •J 
V 
1 
p. X + Z-4-" (T.6.t) 
j.n the application of this theorem to finding h(u , 11 | Q ), -et X y X y 
X = 
Q., 
(7.6.5) 
X I 
y 
(7 .6 .6)  
z = 
X 
2 
S 
I xy 
! 
xy i 
y 
:7c6.7) 
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s = I 
ya. a 
x y 
I yaa 
I X y 
a 
y 
(7.6.8) 
Tnen, 
-1 
2 2, 
a a (1-7 ) 
X y 
a 
y 
-ycc a 
x y 
-ya a 
x y 
q :  
X 
(7.6.9) 
ana 
-1 
-s: ! xy 
-S 2 I 
xy I 
(7.6.10) 
X 
Tilus, the posterior covarianca matrix of and |i is 
: 
1 
a^ a-y'j 
i D 
s i 7 B xy 
y 
7 
a Q 
a a (1-7^ ) s s (1-a 2)i 
X y X y xy i 
9 p ' p p Qr(l-7^) S_(l-E J:) 
X xy 
(7.6.11) 
i -1 -1 ' 
where D; "che determinant of j 4- Z is 
1 
D = 
1 
7 
R 
xy 
; 2 
I 2 ' 2 ! 
'a a (1-7 ) s s (1-e )! 
X y X y :%y i 
(7.6.12) 
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After performing the matrix multiplication to obtain E( p. | y.), some 
additional algebra yields the posterior means as 
1  v  =  i  
y 7H xy 
y 7R ^:,y 
' S. S_(1-S_^ J ! ^ x^ y a q (1-7^ ) X y xy 
î5y+%xySy(tx-4x)/SxJ 
s^ QF(i-7^ )(i-a 
y X xy' 
p p p P 
X y 
(T.6.13) 
The posterior mean sCil^  [ Q,^ , 6 ) can be obtained from equation (7» 6.1$) by 
substituting x for y. 
Equation (7.6.1$) above gives the most general posterior mean of p. 
in this chapter, and it is worth while to investigate the components of 
the estimator to see how the prior and sample information combine. First, 
note that xhe posterior mean of is a weighted average of four components: 
the prior mean of i.e. b ; an unbiased sample estimator of i.e. Q,^ j 
a regression of Q ' upon Q , where b is in the position usually occupied by 
y X X 
p, ; and a regression of b upon b^ , where now is in the position usually 
occupied by Some of the weights on the components can be interpreted 
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intuitively. Consider the third component of the posterior mean, i.e. the 
regression of upon Q,^ . The "weight on this regression term increases as 
2 2 2 2 
s (l-R ) decreases. Note that S (l-R ) is the usual conditional variance y xy' y xy 
of Q ; given % = Q, . Also, the weight on this regression term increases 
y XX 
2 
as a decreases. Thus, the more certain it is that b is a suitable re-
X X 
placement for in the regression term, the larger the weight on the 
regression term. A similar interpretation holds for the fourth component 
2 
of the posterior mean, the regression of b^  upon b^ . As increases, the 
•weight on the fourth component decreases since is then not a reliable 
2 2 
substitute for in the regression term. Also, as 0:^ (1-7 ) increases, the 
•weight on the fourth component decreases since b^  is then not a reliable 
estimator of In the first component, the weight on b^  increases as 
2 decreases. In the second component of the posterior mean, the weight 
2 
on Q increases as S decreases. y y 
Recall from equation (7.5«l) that both and incorporate the 
observations on x when p  ^0. However, in equation (7.6.13), is used 
only in the regression component of the posterior mean, whereas Q,^  is used 
both by itself and also in the regression component. A similar situation 
holds for b^  and b^  in equation (7»6.15). 
3. Loss function and estimator of n 
Since the posterior distribution of and p^ is bivariate normal, 
then the marginal posterior distribution of is normal with mean and 
variance as given in equations (7.6.13), (7.6.12), and (7.6.11). Assuming 
quadratic loss function as given in equation (7.5-20), the estimator the i 
(L  ^is the posterior mean ECp. j Q, ; Q, ) as given in equation (7.6.1^ ). 
2 2 
It is easily shown that if  ^ and o: then E(C'^  j C ) 
2 2 
in equation (7.6.1$) approaches Q . Letting and approach infinity 
flattens out the Divariate normal prior density on (p!^ , il ), and the 
estimator in equation (7.6.13) approaches the estimator obtained for 
the case when the prior distribution on (u^ , jl^ ) was assumed to be constant 
Thus, the estimator 0 in section E can be justified by considering vague 
or nonexistent prior information to be represented by a bivariate normal 
~ ~ 2 2 
orior distribution on (u , u ) with extremely large variances a and a . 
X y X y 
With as in equation (7.6.1$), the expected conditional loss from 
equation (7.>.20) is 
E[j,oss(f^ , Cy i V SÛ ° i W ^ 
(7.6.14) 
where v(jZ | Q,^ , Q,^ ) is given in equations (7-6.11) and (7.6.12). %bte 
that the expected conditonal loss is independent of the sample results. 
An attemTDt to obtain a sample allocation of n, n , and n to minimize 
' y X 
the posterior loss in equation (7-6.14) subject to a fixed sampling budget 
runs into the same difficulties discussed in the latter part of section E-
The makeshift solution offered there is also appropriate here with obvious 
modifications to include now the parameters of the prior distribution on 
(v 
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G. Special Case Where x and y Are independent 
1. Razpling scheme 
Consider now the important special case where x and y are independe; 
(u , p ) are still assumed to have a tivariate normal prior distribution 
with parameters as given in equations (7.6.1) and ( 7 . 6 . 2 ) .  
The general results of section ? of this chapter can be specialized 
to give the estimator of [j.^  for this special case. Since p = 0, then 
there is no matched, bivariate sample. For simplicity, then, let n = 0 
and consider the data to consist of n observations on x and n observa-
X y 
tions on y. Thus, all the formulas of section ? apply here when n and p 
are ecuated to zero. 
2. Estimator of u. y 
Since now p = 0 and n = 0, then equations (7.5.1) through (7.5.5) 
imply that 
a  = 0  =  8  
xy xy 
.2 2 , S = c /n 
y y y 
X XX 
(p = n = O) (7.7. 
?ror section 1, the posterior distribution of IJ- is nornal vjith mean 
I \ '^ n ) 
X y D 
I 2 2,. 2, 
I q^ a^ vi-/ ) 
l.îtf-
y 
> (7.7.2) 
n {b -r'/a (x -0 )/a \ 
xLy y n %J 
ana variance 
X y 
n 1 
-?J (7.7.3) 
•wnere 
D = 
n 
Z i 
2 2, 
a a. (1-7 ) à 
X y y 
n 
X 
2 ^ _2,. 2 
I Û:_ (.1-7 ) 
X 
(7.7.4) 
?ron equation (7-5.20) the loss function when x and y are lae^ enceni 
IS 
i,oss(|j. , ^  y^' ^ y ) = b(,y - -îy)" . . C*, (7.7.5: 
A 
•S'jhere the estimator |j, for this special case is 
= zGly I \ ' 
X y 
(7 .7.6) 
as given in equation (7*7.2). 
 ^ is a weighted average of three estimators: the prior mean b , the 
y y 
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sazîiple mean y  ^ and the regression of b upon b_ . The observations on % 
y 
are used only in the regression component of the estimator. Recall from 
equation (7.6.1$) that the general estimator is a weighted average of Q, , 
y 
b , the regression of Q u"oon Q , and the regression of b ut)on b . I>Tote, y' y " X y - % 
in equation (7.7.2), where now x and y are independent, that the regression 
of Q, = y upon Q, = X no longer appears. Obviously, it is not reason-
"y By - _ X Sx 
able to correct y by means of a regression uiDon x when y and x 
n n n n 
Y X y X 
are independent. Further, a moderate amount of algebra shows that the 
weights on the three components of in equation (7.7.2) minimize the 
"variance" of u . The "variance" of is obtained by considering b and 
y y .. y 
2 2 b as random variables with variances cc and a , respectively, and covari-
X y 
ance yd a. . The variances of x and y are taken with respect to the 
y X n n 
X X 
conditional distribution of (x, y), given (p, , iJ. ), and (b , b ) is ass'umed X y y X 
to be independent of (x , y ). This "variance" of u. as explained above 
n n • y 
X y 
is not a typical Bayesian concept, but such an analysis helps in comparing 
the Bayesian estimator to the usual classical estimators. 
Some intuitive interpretation of the weights on the three components 
2 in equation (7.7.2) can be made upon inspection. As o: increases, the 
weight on b decreases, expressing the uncertainty that b is a reliable 
2 / 
estimator of u. . Second, as a /n increases, the weight on y decreases. 
y y y n 
2 
Third, the weight on the regression component decreases as n^  increases 
and a^ (l-7^ ) increases. If cr^ /n is large, then x is not a reliable 
2 2 ^ 
replacement for |j.^  in the regression term. Likewise, if a (l-y ) is large. 
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either b is not a reliable estimator of u or the correlation 7 between y y 
b and b is not high enough to warrant a significant contribution from 
y X 
the regression of b upon b y 3bte, finally, that if 7 = 0; i.e. the prioz 
y X 
distributions on and are independent, then is siiaply a weighted 
average of b and y , and no use is made of the observations on z in the 
 ^ "y 
estimation of u. . y 
From equation (7.7.5), the posterior loss is 
I 2: I ) i= I y y n ' n y n n y y x x 
X y X y 
(7.7.7) 
where V('j. | x , y ) is given in equation (7.7.5). o^te that the 
posterior loss is independent of the samtile data x and y . 
n n 
X y 
5. Optimum sample allocation 
Let a fixed budget C be available for sampling, so that 
C = n C -r n C . (7.7.8) 
o X X y y 
It is desired to select n and n such that the posterior loss in ecuation X y 
(7.7.7) is minimized. Define now 
X XX 
3 (1-7 ) Cy X y 
(7.7.5) 
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C . 7 i (1-/) j-1 . B eoT(;^ , - I \ ) 
—' X y 
iviiere D is given in equation (7.7-^ ) and, in addition, satisfies 
D = AB - C^ . (7.7.1C) 
Then, from equation (7-7.7) 
3 jLoss (^ i^ , ^  1 X , y )i = •bA(AB-C^ ) ^  ? C 4- C*. (7.7.11) 
. J y y^-l ° 
The right hand side of equation (7.7*11) is a function of n^ , and the two 
critical values of n are found to be 
y 
2 I— 
C C G a G 7 N/C 
=V = 5^  ^+ X X + y% X , (7,7.^ 2) 
Y C C: (1-7^ ) A A (I-7 I-JC" 
y X X y y 
Clearly, one of the above critical values is always larger than C^ /C and 
is thus not an admissable solution. The remaining solution n may be an 
acmissable solution, where 
C C G^  j-/] G G •JC~ 
%yc = tr -^^ 2--;:: ' (7.7.15) 
/c L 2 ar(l-7^ ) a a (1-7^ ) ./c 
y X X y y 
The second derivative of the posterior loss with respect to n__ is 
A C  A , , .  .  7 1  r . ,  J = .  
y <_ y X y X X X-/ 
(7.7.14) 
Assume now that the critical value n is admissable, i.e. 
yc 
0 < a < C /C . (7.7.1?) 
- yc - o y 
1^8 
ïiieiij for = n satisfying inequality (Y.7.1%), A > 0 arid B > C frcrr. 
equation (7.7-9)• ïïence D > 0, since a/d  and b/d  are diagonal elerr.entc 
of the covariance natrix of the posterior distribution of u, and u . Thus 
X • y 
B > cf/k. (7.7.16) 
Eow, for n^  = n satisfying inequality (7.7.15), 
2 2 2 
,3 2AC C BC C y . y 
4 2 2^  " k2 
a a Cf C a C y X y X X X 
 ^ 2 1; 2 
,5 2AC C C C 
 ^A y y 
4 2 2^  4 2 
a a 0 C Ac C y X y X X X 
. I 2 c^c 
= ^  > = 0. (7.7.17) 
0 c C j L_ y X xJ  X -
Thus, for 0 < n <C /C , 
- yc - 0 y' 
v(^ I Q , q ) > 0 (7.7.16) 
y 
and thus n = n yields a minlmuiti value for the "oosterior loss. 
y yc 
An analysis of the posterior loss in equation (7.7.11) shows that it 
can assume three different shapes for various values of the known parar.eters. 
Figure 7.5 illustrates the three possible forms of the posterior loss in 
the relevant range . 
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i s' 
Figure 7«5« The three possible graphs for S jLoss (^ , ^ | ) 
-  ^  ^ X y-J 
The optimum value for is thus given as follows. From equation 
(7.7.13) evaluate the critical value n . Then, yc 
n = n if 0 < n < C /c 
y yc - yc - o y 
n = 0 if n <0 
y yc 
(7.7.1s 
n = C /C if n > C /c . 
y o' y yc o y 
with n^  as in equation (7.7.19), and. 
(7.7.2( 
then the posterior loss will be minimized for a fixed sampling cost C^ . 
l6o 
rl. Special Case Mhere and A are independently formally Distributed 
1. prior distribution on ll and A 
_y 
In the remaining sections of this chapter the prior distribution vill 
be on (p, , A) rather than on 11^ ) as in sections F; C-, and H, -vhere 
A = 11. - 11 In many cases it is simpler and more meaningful to think of 
y X 
a prior distribution on and then of an independent prior distribution 
on the difference A. For example, let y be the weight of brand Y cigarette 
being produced by a manufacturing process, with a similar definition for x. 
Then, if it is desired to estimate the mean weight of brand Y, i.e. ii^ , it 
may be entirely reasonable to have a prior distribution on and then to 
have an independent prior distribution on the difference A. Since the pool 
ing of observations on x and y is being admitted as a possibility for the 
estimation of n , then the urior distribution on A must reflect the ass'jm'o-y' 
tion that and may be equal. Thus, let E(A) = 0, and then Y(A) = a 
reflects the prior uncertainty that ji and ii are equal. 
y X 
. 2 
m this section, the prior distribution on u is assumed to be N(by,a: 
' y ) 
 ^ 2  ^
and the prior distribution on A is assumed to be sr(o,a ). In addition, ii^  
and A are assumed to be independently distributed. 
The results of section F, where a bivariate norrr.al prior on (|j. , ii^ ) 
was assumed, can be used here by the appropriate selection of the elements 
of the mean vector and covariance matrix in equations (7.6.1) and (7.6.2). 
l6i 
For use in this section, let 
b = b 
X y 
y = a. la (7.8.1) 
y  X  
2 2 2 a = a -i- a . 
X y 
With these specifications, it can be easily shown that 
S ( a )  =  E ( i j .  -  a )  = 0  
y  ^  
COV(A, p.^ ) = 0 (7.8.2) 
. 2 
V(Â) = 
and thus the desired properties of and A are obtained. Conversely, it 
2 2 is easily shown that equation (7.8.2) implies equation (7.8.1) if 0^ , a^ , 
and ya a are defined to be the prior variances and prior covariance of Ti 
X y X 
and , and if A and u. are assumed to be normally distributed. 
y  y  
2. Posterior distribution of u, 
_ y  
If now the prior distributions on and A are independently normally 
distributed with parameters given in equation (7-8.2), then the posterior 
distribution of and 11^  is bivariate normal with parameters given by 
equations (7.6.11) through (7.6.15) with the substitutions indicated in 
equation (7.8.1). Thus, the posterior covariance matrix is 
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V 
Q.. 
X 
1 1 1 
si 
af of S^ ti-R 2) 
y y xy 
R 
xy 
s S (1-R 
X y xy 
•where D, obtained from equation (7.6.12), is 
1 E xy 
p p 
a S S (1-R ) 
X y xy 
(7.8.3) 
D = 
if 
1 1 
+ A 1 
s2(i-Rj;jj Ls= 0? s!(i-B.::) 
y  y  xy- § R + xy a^  S S (1-R ^ ) X y xy-
(7.8.4) 
The posterior mean of is 
I %l = 5 y  
1 R xy 
2 2 
a a 
_ y  
+ 
Q. y 
a^ S S (l-R ^ ) sV(l-R ^ ) 
X y xy X y xy_ 
R 
xy 
2 
y  xy 
«X 
(7.8.5) 
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Hence, the posterior distribution, of is normal with mean given in 
equation (7.8.5) and variance given in equations (7.8.3) and (7.8.U). 
Assuming still the quadratic loss function as given in equation 
(7.5.20),-the best estimator of is the posterior mean in equation (7.8.5). 
note that p, = e(|I^  ] Q^ ) is a weighted average of the estimators b^ , 
2 0 , 0 .  a n d  a  r e g r e s s i o n  o f  Q ,  u p o n  Q ,  .  A s  a  i n c r e a s e s ,  t h e  w e i g h t  o n  b  
y  X  y  X  y  y  
2 decreases. Likewise, as S increases, the weight on Q decreases. The 
y y 
2 2 2 
weight on Q decreases as both a and increase. If is large, then 
2 Q, is not a reliable estimator of n ; and if a is large, then it is un­
likely that = 11^  and thus Q,^  again is not a reliable estimator of 11^ . 
2 
As Sy increases, the wei^ t on the regression component decreases because 
Q,^  is an uncertain estimator of and it is not advantageous to correct 
by a regression upon Q,^ . Also, the weight on the regression component 
decreases as R , the correlation between Q and Q , approaches zero 
xy X y 
since regression is not very meaningful if and are not correlated 
very much. Finally, the weight on the regression component decreases as 
2 
a increases since the adjustment of based on the relationship b^  = b^  
(i.e. b is assuming the position of p ) is hazardous. 
y ^ 
The posterior loss in this section is 
E Loss (îl^ , I Q,^ , Qy) = bV(Py Y + 
(7.8.6) 
where v(&y | Q,^ , Q^ ) is given in equation (7.8.5). An optimum sample 
l6it-
allocation to minimize the posterior loss for a fixed sampling budget C 
G 
encounters the same difficulties as those mentioned in section E of this 
chapter. The possible solution suggested there "would also be applicable 
here. 
3. {1 under limiting conditions of a^  
Consider now the estimator when a^ —^  Letting a^ —^  =» is 
equivalent to giving a very small prior probability to the event that A is 
small. From equations (7«8.5) through (7.8.5), the limiting posterior mean 
and variance of {i" are 
y 
b /oP + Q 
lim eQi 1 Q , Q ) =  ^ (7.8.7) 
y = y i/of + i/gZ 
a-^ = 
and 
lim V(P,_ I Q„) = 
a-— 
2 y ' X y 
(7.8.8) 
Note that which is an estimator of appears nowhere in the estimator 
of equation (7.8.7). Recall, however, that Q,^ , given in equation (7,5.1), 
does use the observations on the random variable x in the form of a regres­
sion of y upon X . 
n n 
2 Letting a 0^ is equivalent to letting the prior probability that 
|I^  and are equal approach one. From equations (7-8.3) through (7.8.5), 
the limiting posterior mean and variance of can be obtained as 
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lim E(py I Qy) = 
and 
If 
lim V(^  I Q 
2 y X 
a—) 0 
• v l "  
y  Q. X R 
i ' ("<) L< 
xy 
q. r 
1 
by 
g^~l 
Vy 
(7.8.9) 
v(a^  I Q^ , V - r; 
2R 
xy a-' 
a—^ 0 y^ xy xy 
(l-R ^ )j 
X y xyJ 
(7.8.10) 
Note that the estimator of in equation (7.8.9) is a weighted average of 
all information on p and |i . It can be shown that the weights on b , Q , 
y X y X 
and Q in equation (7.8.9) minimize the "variance" of (w Q + w Q + w b ), y -L X £ y ^ 
where (w^  + w^  + w^ ) = 1 and expectation is taken with respect to the con­
ditional distribution of (x, y) ^ given (^ ,^ '^ y^ * ^^ o^, b^  is considered to 
2  ^  ^have "variance" and is assumed to be "independent" of and In 
equation (7.8,9) note that each of the three components is weighted, 
2 . 
approximately, inversely proportional to its variance, where again is 
interpreted as the "variance" of b^ . 
~ 2 
The posterior distribution of 1%^  when a =0 can also be obtained by 
considering x and y to be bivariate normal with one unknown expectation 
E(X) = E(y) = HY. The prior distribution on is then taken to be 
l66 
This approach was discussed by Geisser (1965a) in his estimation 
of the mean of a multivariate normal distribution with unknown covariance 
matrix. 
4. Special case where x and y are independent 
Consider now the important special case where x and y are independently 
normally distributed and the prior distributions on and A are also inde­
pendent and noimalo The posterior mean and variance of for this special 
case are obtained from equations (7.8.3) through (7.8.5) by letting p = 0 
and n = 0. Recall that, when x and y are independent and n = 0, 
n 
X 
S = 
y  
s". 
X 
2 , 
a /n y  y  
2 / 
(7.8.11) 
R  = 0 .  
xy 
Thus, the posterior mean and variance are obtained as 
Vn 
E(U 
X y 
) = 
y  
+ 
y  n 
+ 
a 
y  
2 2 ,  
a 4-G /n 
X X 
1 
a 2 „2 / a +cr /n 
X X 
(7.8.12) 
16? 
and 
Vfu, 
n 
'n ' H "2 
X y [5^  
y . 1 1 
2  2  2 /  
a a +cr /n 
y XX 
-1 
(7.8.15) 
Note that the posterior mean is a "weighted average of three independent 
estimators of u , i.e. y , x , and b . Note also, with the assumption of 
y 
independence of x and y, that the posterior mean no longer contains any 
regression estimators. 
If a is large, the weight on x is small, reflecting the uncertainty 
 ^ 2 
that A = 0* The limiting posterior mean and variance of as a  ^00 are 
2 
a—^ 00 
y  
lim E(i% j X ,y ) = — 
n "n ' , / 2 / 2 n X y. 1/a + n /cT 
L'y y' y J 
(7.8.14) 
and 
I 
lim VCfy I , y* ) = <jl/«y + Gy/Cy 
a^ oo y y 
(7.8.15) 
Hence, in this limiting case, none of the observations on x are used in the 
2 
estimator of u. « If, in addition, a —\ » then the resulting estimator in y y / 
equation (7.8.14) is similar to the preliminary test estimator in Chapter 
III when H„ : (J.  ^[j. is accepted. 
A y X 
2 As a—^0, the limiting posterior mean and variance of n are 
lim E(il I X , y ) = 
/ 2 - / 2 . / 2 
n y a + n x a + b /a 
y n y  x n x  y  y  
y  ^  I  
2 
a—>0 x^ y^ fn /a^  + n /a^  + l/a^ l L y y XX y-1 
(7.8.16) 
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and 
1> V(ï^  I \ ) = Vv + \l\ * l/=y| '"' 
a—>0 X y 
(7.8.17) 
Again, if the resulting estimator in equation (7.8.1^ ) is similar 
to the preliminary test estimator in Chapter III "when is 
accepted. 
The optimum sample allocation of n and n which minimizes the posterior 
X y 
quadratic loss, given in equation (7.7.5), for a fixed sampling cost G is 
obtained from equations (7.7.13) and (7.7.19) by letting 7 = a /a and y X 
2 2 ' 2 
a = a + a . The critical value n is then given by 
X y yc 
a a 
yc C y a \/c^  
a N/C~ 
X X 
a /^C~ 
y y 
-1 (7.8.18) 
The optimal sample size is; 
n = n  i f  0  <  n  <c/c 
y yc - yc - o y 
n = C /C if n > C /c 
y o y yc 0 y 
(7.8.19) 
n = 0 if n < 0 , 
y yc 
Once n is determined, then 
y 
n  =  (C - O n  )/c o 
X o y y X 
(7.8.20) 
From equation (7.8.18), n > 0 if, and only if. 
a Jc~ < a Jc~. 
X X y y 
(7.8.21) 
Thus, even though < C^ , if is very large with respect to CT ,^ then the 
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optimum sampling plan will include no observations on x. Given that in-
2 
equality (7.8.21) is satisfied, then the sample size n^  increases as a 
decreases. 
2 If a =0, then the optimum sample allocation for a fixed sampling 
budget C is to sample only y if a Vc" > a and to sample only x if 
o  x x - y y  
a '/c~ < a '/c~o 
X X  y  y  
I. Normal Prior on A and Precise Measurement on n y 
1. The prior distribution on A and 
As in section H the prior distributions on and A are assumed to 
 ^ 2 be independent, and A is assumed to be distributed E(0, a ). Instead of 
assuming to be normally distributed as in section H, however, the 
principle of precise measurement is now applied to jT^ . 
2. Extension of precise measurement 
The literature on precise measurement, mentioned in section B of this 
chapter, deals only with one parameter distributions. Although it is easy 
to extend the mechanics of the method to more than one parameter, an 
interpretation and graphical illustration as in Figure 7-1 is not obvious. 
An attempt to explain what the mechanics of the procedure imply is given 
below. 
Let Q, and be two statistics which are sufficient for the posterior 
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analysis of |I^  and A. (q,^  and are derived later in Lemia 7.2.) Then, 
the joint posterior distribution of (jly A) is given by 
A I Qy,Qa)=<fi(Qy, Q& i y^. A) Si(A) SgtPy), (7.9.1) 
where g^ (A) and gg(|j.^ ) are the independent prior distributions on A and 
respectively, and f^ (Q,^ , Q,^  | A) is the conditional distribution of the 
two sufficient statistics given the parameters |_L^  and A. Now, equation 
(7.9.1) can he written as 
h(Ky, A I Qy, Qa)=< fgCGy'  ^i Ggt^ y), (7"9'2) 
•where fg(Q^ , Q^ , A ] |i^ ) is the joint distribution of Q^ , Q^ , and A, given 
the parameter ii^ . Replacing gg(|i^ ) by a constant gives an approximation to 
the posterior distribution as 
h(Ky, A I Sy, fgCSy, Q,^ , A I Py) (7.9.3) 
or 
.b(Ky, A I Qy, Q&jolfifQy, Q& I Ky, A) g^ CA), (7.9.4) 
assuming, of course, that g^ (A) = g^ (A ] ii^ ). In order for equations 
(7.9.5) and (7.9.4) to he good approximations, g^ G^ )^ Eiust be fairly constant 
for those values of and A for which fg(Q,y, Q^ , A | ii^ ) is large. Q,__ and 
can be thought of as the sample results at hand, i.e. they can have 
specified numerical values. The following discussion assumes a given Q,^  
and Q, , hut obviously the properties described below must hold for any 
A 
likely values of and which will result from the sampling scheme. 
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For a graphical interpretation, consider a three dimensional space 
•with two of the axes labeled u and A. Then, for fixed, numerical values 
y 
of Q, and Q , the function f (O, , Q, , A ] iJ. ) can be graphed against y  ^ y y y 
and A. Also, the function can be graphed against this will be 
a cylinder since is not a function of A. Now, for regions of the 
(li^ . A)-plane where fg(Q^ , A | (i^ ) is large or moderate, the cylinder 
ggCp.^ ) should be about the same height from the A)-plane. In addition, 
for regions of the A) plane where ^ 2^ '^ y'  ^I M'y) small, the 
distance of ggCi-i-y.) from the A)-plane must not be many times larger 
than it is in the region where fg(Q^ , Q^ , A | (i^ ) is larger. A similar 
interpretation of precise measurement holds if and A are dependent, 
except that g^ (A) in the preceding discussion is replaced by g^ (A ] 
The foregoing discussion can be extended to consider the case where 
the principle of precise measurement is applied to the joint density 
g(^ y. A). In this case, the resultant posterior distribution of and A 
can be approximately represented as 
^ | ' (T»9«5) 
The comments of the preceding paragraphs then apply with fg(Q^ , Q^ , A | ii^ ) 
replaced now by f (Q, , Q, | , A) and g (n ) replaced by g(|j. , A). Recall 
y  ^ 3^  y 
that precise measurement on A) was used to derive the estimator Q,^  in 
section E of this chapter. 
Precise measurement can probably be used without too much concern over 
172 
the form of the prior distribution if sample sizes are large. This is 
"because the joint distribution of Q,^  and given and A, "will be fairly 
concentrated over a small region of the (q^ , -plane since Q,^  and will 
have relatively small variances. Thus, A ] p.^ ) or 
fl(Q,Y, I |_L^ , A), graphed as a function of and A for the fixed sample 
results 0 and -will be concentrated over a fairly small region of the 
A)-plane. Hence, the assumption that or g(^ y, A) be relatively 
constant over the region where f (% , Q, | ^ , A) or f (% , Q_ A ] p. ) is y y  ^ y y 
large is not very restrictive since the "behavior of the prior distribution 
is being specified only for a small region of the (p.^ . A)-plane. On the 
other hand; if the sample sizes are small, then the distributions 
f^ CO,^ , I A) and fg(Q , A | are spread out over a larger 
portion of the A)-plane, and more stringent requirements on g(py. A) 
or g^ Ci-Ly) must be fulfilled in order for precise measurement to be justified. 
It should be emphasized again that althou^  this discussion assumes fixed 
sample results Q,^  and Q^ , the various properties which are discussed should 
be valid for any likely sample values of 5 and in order to justify the 
principle of precise measurement. 
5. Sufficient statistics 
Lemma 7-2 below gives the sufficient statistics and mentioned 
previously for the posterior analysis of and A. 
Lemma 7.2. Let the sample data y . y^ , ..., y , x: , x^ , ..., x be 
 ^ ""l' 2 n+n r 2 n+n 
y  X  
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selected as in Lemma 7«1 of section E from a bivariate normal population 
with unknown mean vector and know covariance matrix. Then a set of 
sufficient statistics for the Bayesian posterior analysis of and A is 
0 and where 
SI " Y^ " (T.9.6) 
and Q, and are given by equation (7.5°l). 
y  
The proof to this lemma is not given in detail, but two methods of 
proving it are indicated. First, a proof very similar to Lemma 7-1 can be 
constructed where the kernel of the likelihood function is found as a 
function of and A. This kernel can be shown to depend upon the two 
statistics Q and and thus and are sufficient for the posterior 
analysis of fl and A. Second, since Q, and Q are jointly sufficient for 
y  y  X  
(11^ , 11^ ), and since the transformation from (Q,^ , and (m.^ , 11^ ) to 
(A , Q^ ) and A) is one-to-one, then it is easily shown that and 
are jointly sufficient for A). 
Since 0 and form a set of sufficient statistics for the posterior 
analysis of and A, then it is necessary to consider only the joint 
distribution of and Q^ , given and A, rather than the joint distri­
bution of all the sample data. By Lemma $.1 the joint distribution of 3 
and Q^ , given and A, is bivariate normal. Using equations (7.5»15) and 
(7.5.16), the mean vector and covariance matrix of (% , Q^ ) are easily 
found to be 
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E 
— 
— 
s "y 
3 
A . A 
(7.9.7) 
and 
Q. 
V 
Y 
Q. L ^  J 
y  
2 
yA 
2 
_^ yA A^. 
(7.9.8) 
where is defined in equation (7.5.2) and 
2 2 2 2 
S = S + S - 2S 
A y X xy 
2 2 2 S = S - S = R J3 
yA y xy yA y A 
(7.9.9) 
2 2 2 is defined in equation (7-5.3); 8^  is defined by analogy with and 
R  ^ is the correlation of 5 and Q^ . 
yA > A 
Q,^  was discussed in detail in section E, the main point being that 
is a weighted average of y , y , and the regression of y upon x . Using 
n' n n n 
equation (7.5.1), can be written as 
n^ (y^ -î^ ) + n^ n (l-p®){y^  ) 
y X 
+ nn y + pa (x -X )/a - x i _ n  y n  n  x  n j  
X X 
2 7 T. 
n + n n (1-p ) + nn -r nn 
X y X y 
(7.9.10) 
Q^is composed of a weighted average of four estimators of A, where the 
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weights, which sum to one, minimize the conditional variance, given and 
A, of The estimator (y^  - x^ ) estimates A from the correlated bivari-
ate sample, whereas (y - x ) estimates A from the independent observa-
y  y  
tions on x and y. The third estimator estimates by means of a regression 
of y upon X and then subtracts x to provide an estimate of A. Likewise, 
n n n 
X • 
the fourth estimator estimates by means of a regression of x^  upon y^  ' 
and then adds y to provide an estimate of A. 
y  
4. Posterior distribution of il 
_ y  
Applying the principle of precise measurement to then the pos­
terior distribution of (JI^ , A) is given by equation i.e. 
A I Qy, Q& I ^y' A) 8i(A)' (7.9.11) 
Ebw, the distribution of (5 , Q^ ), given (i^ .^ A), is bivariate normal with 
parameters given in equations (7.9.7) and (7.9.8), and the distribution of 
A is îr(o, a^ ). Thus 
r  1  
Kkiy; A 1 Qyj Q,^ ) (K exp J-j/ [2(1-R^ )^j l (7.9-12) 
where 
iVSi 
(7.9.1j) 
and all of the above terms are defined in equations (7.9.9), (7.9*10), and 
(7.5.1) through (7.5.2). 
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2 2 
Define now the terms Z , Z., V , V., and r where all other y A T A' yA 
quantities below have been defined in Lemmas 7-1 and 7-2. 
-1 (7.9.14J 
(7.9.15) 
•yA 
-1 
y y i )/a"j ^  + s!/a'' A' 
-1 
_^1/S% + l/a2 -1 
(7.9.16) 
(7.9.17) 
(7.9.18) 
V = r V V. 
yA yA y A (7.9.19) 
Kow, after considerable algebraic manipulation, ôhe kernel of the 
posterior distribution of (jj.^ . A) in equation (7.9.12) can be written as 
r 1 
Kn , A I )^ exp 
L'A 
(7.9.20) 
By inspection of the kernel in equation (7.9.20), the posterior distri­
bution of (^ y, A) is seen to be bivariate normal with mean 
ITT 
E 
and covariance matrix 
V 
^y z y z y 
A 
1 
(7.9.21) 
"y Z y 
A 
"A 
V y V 
2 
yA 
V yA V A 
(7.9.22) 
Thus, the posterior distribution of p. is Iî(Z , V )• y y y 
Recall now the posterior distribution of when the independent prior 
distributions on 11^  and A are Oy) l(0, a ), respectively. The 
posterior mean and variance of in this case, denoted by E(p. 1 Q , Q ) y y ' x' y 
and I Q,^ , Q ), are given by equations (T-8.5) and (T.8.5). Eow, with 
2 2 2 
a moderate amount of algebra and substitutions of the type S . = S - S , yA y xy' 
etc. from equations (T.9.8) throu^  (7*9.9 ), it can be shown that 
lim E(%y I %y) = Zy 
«3 
y 
(7.9.23) 
and 
lim V(Ky I Q,y) = Vy. 
ci—X<=0 
y^  
(7.9.24) 
Thus, taking a normal prior on with arbitrary constant mean and variance 
approaching infinity yields the same posterior distribution as applying the 
~ ~ 2\ 
principle of precise measurement to |i^ . A, in both cases, is Si(0, a ) and 
independent of STote also that a normal distribution with variance 
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approaching infinity could "be interpreted as a uniform distribution on the 
real line, a concept discussed by Jeffreys (1961). 
5. Estimator of 
Using the quadratic loss function in equation (7.5.20), the best 
estimator of is the posterior mean of ]a^  given in equation (7.9.1^ ), i.e. 
i v \ (7-9-25) 
Note that is a weighted average of Q,^  and i.e. a weighted average of 
Q, and Q, since = Q - Q, . It is easy to show that Z can also be y X A y X y 
written as 
R .8 (0-Q. 
(7.9.26) 
In this form Z^  is thus a weighted average of the estimator and the 
regression of Q,^ upon where the prior mean of A, i.e. E(a) = 0, is in 
the position usually occupied by the expected value of Recall that 
E(Q  ^j a) = A. Regarding Z^ as in equation (7.9.26), the weight on 
2 
the regression component decreases as a increases. This occurs because a 
2 large a implies that the value zero is an uncertain estimate of 
E(Q^ I 11^, A), and hence the regression of 0 upon is hazardous. Also, 
2 
as increases, Q,^  is weighted more heavily and the regression term 
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"becomes negligible. This occurs "because; with a large Q, is an 
uncertain estimate of A, and again regression is risky. Recall that Q, 
itself is a weighted average of y , y , and the regression of y upon x . 
""y A 
The TDosterior loss for the estimator u. = Z is 
y  y  
LossfCy, Ky I Qy, - I Qy, Q^ ) + DC^ y+axCx+SyCyfC* 
(7.9.27) 
wnere 
2 ! 2 / 2 
v(5^  IV V J _ 
= V 
y  
(7.9.28) 
An attempt to find a sample allocation to minimize the posterior loss for a 
fixed sampling "budget encounters the same difficulties mentioned earlier 
in section E of this chapter-
It is of interest to examine the estimator under limiting conditions 
2 2 
of a . If a —^  00, then 
lim Z =0, 
2 y y 
a — 0 0  
(7.9.29) 
ana 
2 2 lim V = S . 
2 y y 
a—>0= 
(7.9.30) 
Thus, the estimator of is simply as in section e where the prior 
distribution of (jl^ , p^ ) was taken to be a constant. These two procedures 
l8o 
- i.e. l) using precise measurement on and assigning an independent 
N(0, a ) distribution to A with, infinite variance a , and 2) regarding the 
prior distribution of A) to be a constant - can be considered as tivo 
attempts to incorporate'the idea of no prior information into the Bayesian 
framework. Both attempts give 0 as the posterior mean, and thus both 
procedures use the auxiliary information on x in the form of a regression 
of y upon X . 
n n 
2 
If a —> 0, then 
"y = - v 
a->0 
= (T.9.3X) 
(s + s - 28 ) 
X y xy" 
and 
lim = S^ (l-R^ ). (7.9.32) 
a^  0 
In this case, in equation (7.9.31) is a weighted average of and Q,^ . 
It can be shown that the weights in equation (7.9.31) minimize 
V -r Wg%^  where^ w^  + Wgj= 1 and expectation is taken with respect to 
the conditional distribution of (q , Q ), given (^  , A) or ((j. , n )« A'ote y X y y X 
that the estimator in equation (7*9.31) allows for no uncertainty that 
2 
actually is estimating ij.^ , since it was obtained by letting a —^  0. 
l8l 
6. npocial ease where x cuid y ara independent 
Let"x and y be independently normally distributed, and let the prior 
~ ~ ~ 2 distributions on and A be independent, where A is K(o, a ) and precise 
measurement is applied to Then the posterior mean and variance of [1^  
are given by equations (7.9.1^ ) and (7.9.17) with p and n equated to zero. 
Thus, for X and y independent. 
i v «a' - i v s 
Vn 
X 
X 
A ! 2 
a 
I y 
2 2, 
a -i-a /n 
X X 
(7.9.33) 
and 
I V = 
n 
_y 
2 2 2, 
a 4-cr /n 
X X 
-1 
(7.9.34) 
Thus, = E(%L^  I Q^ ) is a weighted average of the two independent 
estimates y and x . Hote that the weight on y is inversely propor-
y 
tional to V(y I [1 , A). Also, the weight on x is inversely proportional 
y  ^ °x 
to the sum of the two variances V(A) and v(x j ij. , A). As a increases, 
the component x is weighted less. 
2  ^
If a —) 0, then 
lim E(%y I Qy, Q,^ ) 
a^ -40 
n X l r- -) -1 
X n i 1 n n ' 
XI I y X 
y If a y X-
(7.9.3?) 
which is the pooled estimator in the classical preliminary test approach 
when is accepted. Also, if a—^  then 
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lim E(%y I Qy, , (7.9.26) 
vliich is the estimator in the classical preliminary test approach when 
H„ : Li r 11 is accepted. 
A y ' X 
The oTDtinum saranle allocation for n and n with the quadratic loss 
X y 
function in equation (7.7.5) and fixed sampling budget C is given by 
equations (7.8.18) through (7.8.20). 
J. normal Prior on A and Uniform Distribution on ii^  
1. Posterior distribution of 
Let X, y, and A have the same distributions as in section ?. Now, 
however, let have a uniform distribution over the interval ^ c^ , c^ J, 
where is still assumed to be independent of A, and A is jS(0, a^ ). The 
prior density of is a constant, and thus the joint posterior distribu­
tion of and A is proportional to the product of the kernels of the 
likelihood and the prior distribution on A. This same argument was used in 
section I, so equation (7.9*20) gives the kernel of the posterior distri­
bution of jiy and A for this case also. However, the posterior distribution 
is not defined over the ([j.^ . A)-plane as in the previous section, but over 
the region < ii^  < c^  and -oa < A < 00. Thus, the joint posterior dis­
tribution is not bivariate normal. 
Integrating the kernel in equation (7.9.20) with respect to A over the 
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real line yields the posterior distribution of jj. as 
-z 
h(Ky I Qy, exp I, (7.10.1) 
! 2V L y J 
2 
where and are defined in equations (7.9.17) and (7.9-1^ ). Since 
h(u I Q, , Q, ) is non-zero only for c < ii < c , then h(n | Q % ) is a 
J' jr */ «y «/ 
truncated normal distribution with density 
I Q.) " , r r .  O 17 ^  (7.10.^ ) 
•where ^ (x) is the cumulative normal distribution function defined in 
equation (5.7.5^ ). As c^ —> -<» and c^ —i.e. a limiting uniform 
distribution on the real line, 
e^f-^ 
i 2V  ^
lim h(|i I Q ; Q, ) = — • (7.10-5) 
c-A" ^  ^ n/2« V 1 y 
r 1 Thus, as the length of the interval j^ c^ , c^ J increases, the posterior 
truncated normal distribution approaches the posterior distribution 
obtained in section I by applying the principle of precise measurement to 
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Le-côing 
(7.10.4) 
=1 = 
G, = (=, - Z^ )/V 
the posterior mean of is obtained as 
- ^ (G.) ! 
where p(x) is the ij(o, 1) density defined in equation Thus, the 
estimator = E(ij!^  | Q,^ , Q^ ) is composed of plus a correction factor C, 
where 
C 
-V [^ (Gg) - ^ (G^ ) 
_&(&2) - &(G^ )] 
(7.10.6) 
The correction factor brings into the range c^  < < c^  even though 
may not be in this range. The correction term is zero if, and only if, 
C-^ = -Gg, (7.10.7) 
i.e. if, and only if, 
Z = (c^  + Cg)/? (7.10.6) 
where (c, -r c^ )/2 is the mean of the prior distribution on ^  . If Z 4 1 2 '  y  y  
(c, + c„)/2, then it is easily shown that the estimator ij. corrects Z 1 2 ' ' y y 
toward the prior mean (c^  + Cg)/2. 
An approximation to the correction factor in equation (7«10.6) can be 
obtained by expanding ^ (G ), ^ G^ ), ^ (G ), and ^ (G ) in a Taylor series 
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around the point m, where m, the midpoint of the interval (G^ , G is 
m = (G^  + Ggj/Q = Vy + Cgj/S - Zy_| . (7.10.9) 
Retaining only the terms of the series of degree four or less in m, the 
approximation is 
\ - Aa,)J  ^"Vy Li ^  31 
5(G ) - Î(G^ ) I  ^^  J 
(7.10.10; 
Where 
k = (Cg - c^ )/2V . (7^ 10.11) 
Note that if m = 0, i.e. = (c^  -i- then both the correction term 
and the approximation are zero, resulting in the posterior mean being 
Z = (c, -i- C-)/2. Also, as k—^ 0, then the approximation to the correc-
y \ 1 2" '  ^' 
tion term approaches (c^  -f c^ j/s - Z^ ; thus the posterior mean approaches 
(c^  -f Cg)/2. This reflects the fact that when the prior is very informa­
tive, the posterior mean is weighted much more heavily by the prior 
information than by the sample data. 
E(Uy I Qy, Q^ ) is evaluated by using integration by parts, and the 
posterior variance of ^  , after some calculus, is obtained as 
I I 
1 - E i 
, g<G_) - §(GL) 2' 
j_p(Gq] - p(G^ ) 
[sg^) - ï(gj ^  
(7.10.12) 
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2. The loss function and unconditional distribution of 5 and 
Using the quadratic loss function specified in equation (7.$.20), the 
posterior loss is 
' V «A>]' I V «A' 
(7.10.15) 
where | Q^ ) is given in equation (7.10.12). Iv'ote that the pos­
terior loss is a function of the sample values a and since and C-^  
are both functions of Z^ o In order to investigate the magnitude of the 
loss function before the sample data are collected, the expectation of 
equation (7-10.15) is taken over the unconditional joint distribution of 
and This yields the unconditional expected loss. 
The conditional distribution of Q and Q . given and A, is bivari-
y  '  A  y  
ate normal with mean and covariance matrix given in equations (7.9-7 ) a-d 
(7.9.8 ). Then the joint distribution of Q , and A is 
h(a , H , A); -where 
r 1 
h(Q , Q,.,  ^, A] = K ^  exp <{  ^ r, \ • (7.10.14) 
J is given in equation (7.9.15), and K is easily obtained as 
K = (2a)3/2 - (7.10.15) 
Using equations (7.9.1^ ) through (7.9.19) it can be shown that 
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r-ofv^ i 
lza ^a j 
X exp  ^-
I p„-Zj 2 lA-Z 1 2 
; y 7' 
i 2(l-ryi)j i l''y j 
A I 
V. 
> - 2r [VÎ.1M 
(7.10.16) 
Integrating equation (7.IO.16) with respect to A over the real line yields 
the joint distribution of Q^ , and la^  as 
"'v v "y' = \ a' yA 
X exp (7.10.17) 
Integrating equation (7.10.17) with respect to la^  over the interval |c^ , c. 
yields the unconditional distribution of @ and as 
li(«y, Q^ ) = 
j_i(Gg) - V 
•Tâït (Cg-a^ )aS^  
A Ki 
r 
(7.10.18} 
where and are defined in equation (7.10.^ 4-). 
To confirm that the integral of equation (7.IO.I8) over the (Q , Q^ )-
plane equals one, mke the change of variable 
 ^° -«A v 
(7.10.19) 
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and integrate first with respect to z, which yields 
h(Qy, dQy dQ^  -
' fco-yl 
-00 -00 
2 "l) V 
ay. 
The final integration is evaluated by substituting 
(7.10.20) 
c^g-y 
= (2%) 
1 
"2 
V y 
e at 
J 
c^ -y 
V 
(7.10.21) 
and then reversing the order of integration. 
In order to find the unconditional posterior loss, it is necessary to 
evaluate 2 I v(|I j Q, , Q, ) } in equation (7.10.12), where expectation is 1— y y A —1 
taken over the unconditional distribution of (5 , % ) given in equation 
(7.10.16). Proceeding now to evaluate E |_V(Py | Q , expectation 
of the first term is 
= E, 
V. 
 ^(Cg-c^ )aS^  
-00 -00 
C-^ Ag )j exp<; 
-1 ! 2a"S' 
2_2 I àQyàSa' 
(7.10.22) 
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Making the same transformation as in equation (7.10-19) and integrating 
with respect to z yields 
FJ. = 
1 (Cg-Ci) I/. 
r=, 
ll 
y yj 
dy. 
(7.10.25) 
which implies 
E 
(^C-g) - ËG^ ) 
= 0. (7.10.24) 
The second expectation, i.e. 
2 (^Gg) - ^ (G^ ) 
|(G-) - gG ) 
= v (7.10.25) 
cannot he evaluated as neatly, hut obviously it is positive. Thus, 
3[[v(p. I % , Q^ )j < (7.10.26) 
Secall from the previous section, where precise measurement was applied to 
 ^ 2 fi^ , that the posterior variance V(^ y | Q,^ , Q^ ) equals V^ . Thus, its expec-
_ 2 
tation over the unconditional distribution of Q and also equals V^ . 
Hence, the expectation of the posterior variance for the case where has 
a uniform distribution over (c^ , c^ ) is always less than the case where 
precise measurement is applied to |j. y 
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Special case wliere x and y are independent 
If X and y are independent, then the posterior mean is 
(7.10.27) 
•where now 
Z = y y 
Vn. y n X 
2  2  2 /  
a a +a /n 
L_ y x' X. 
(7.10.28) 
n 
1 1-^ = . 
y  ^cf af+oZ/n 
y XX 
(7.10.29) 
and and are defined in equation (7.10.4). 
K. A Summary of the Estimators of p. 
1. Sufficient statistics 
In this chapter five different prior distributions are considered on 
either ("jl^ , fl^ ) or on (p^ . A): (l) precise measurement on the joint dis­
tribution of (p. , fl ), (2) bivariate normal prior on (p. , ), (5) indepen-
X y X y 
dent normal priors on and A, (4) normal prior on A and precise measure­
ment on (5) normal prior on A and an independent uniform prior over 
(c^ y Cg) on For the estimation of precise measurement on (p^ . A) 
will yield the same estimator as procedure (l) above. Also, procedure (5) 
is derived as an important special case of procedure (2). 
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If the posterior analysis is done on then the statistics Q,^  
and Q, are sufficient; likewise, Q,^  and are sufficient for the posterior 
analysis on A), where 
nnTy +pa (x -x )la \ 4- n^ y ? n j n+n (l-p^ ) i y 
x! n y n n xj n yL_ x J n 
_ ^ X 2 y 
Qy 2 r- 2 ~ ' 
nn + n -f n |n (l-p ) -r n 
X yLx 
(7.11.1) 
Q,^  is obtained by substituting x for y in equation (7.11.1), and 
Q, — Q, - Q, . (7.H.2) 
A y . X 
In general the main interest is on and thus the posterior distribution 
of u is obtained. Ifote that Q is a weighted average of three estimators y y 
of u : the mean y , the mean y , and the usual linear regression of y 
y n' n^  n 
upon X with p. estimated by x . A similar interpretation holds for 
X 
and Q^ . 
2. X and y dependent 
If the principle of precise measurement is applied to the joint distri­
bution of (u. , LL ) or (11 , A), then the estimator of p is Q , where Q, is x' y r y y y 
given in equation (7.11.1). If n> 0, n^  > 0, and n^  > 0, then utilizes 
all of the sample information. Kote that both x and x are needed for 
n n 
X 
the regression term. Thus, in order to use all of the available sample 
data, n^  and n must both be positive or both zero, (in the estimation 
scheme in this chapter, it ia useless, e.g. to have n^  = 0 and n > 0 
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"because the n observations x^  are not utilized in the estimator 
of 
When a bivariate normal prior is taken on {\i^ , the estimator of 
given by equations (7.6.15), (7.6.12), and (7.5.1) through (7.5.5), 
is a -weighted average of b , Q, , the regression of Q, on Q, where \x is y y y X X 
replaced by b^ , and the regression of b^  upon b^  where is replaced by 
Q, . For a discussion of the weights on the various components, see section 
F of this chapter. Since both Q and Q, appear in the estimator, then all y ^ 
the observations on x are utilized even if, for example, n = 0. 
If the prior distributions on and A are independently normally 
distributed, then the estimator of }i^ , given by equations (7.8.5), (7.8.4), 
and (7.5.1) through (7.5.5), is a weighted average of b^ , Q^ , Q^ , and the 
regression of upon Q,^  where is replaced by b^ . Ebte in the previous 
paragraph (where the prior on ("il ) is bivariate normal) that Q appears 
X y A 
only in the two regression terms. However, in the case where 1% and A are 
normally independently distributed, Q appears in the weighted average with 
2 2 
a weight inversely proportional to a , where a is the prior variance of A. 
Also, in this case there is only one regression component. The regression 
of b^  upon b^ , which appeared in the estimator of the previous paragraph, 
does not appear here since b^  = b^ . Again, all data on x is used in the 
estimator even if n and/or n are zero. 
X 
 ^ 2 
If now the prior on A is îî(0, a ) and the principle of precise measure-
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ment is applied to then the estimator of is where given in 
equation (7.9.26), is 
% 1 r 
(7.11.5) 
Note that Z is a weighted average of 0 and the regression of upon Q^ . 
2 2 
If a is large, then Q,^  receives the largest wei^ t. Likewise, if is 
large, predominates. All sample information on x is used in the esti­
mator for any n > 0, n > 0, and n > 0. 
- X - y -
«s* 2 \ 
If A is sr(0, a ) and is independently distributed uniformly over 
(cL, ci), then the estimator of n is 
1 2 y 
Z + C, (7.11.4) 
where Z^  is given in equation (7.11.3) and C is a correction factor given 
in equation (7.10.6) The correction factor C adjusts toward the prior 
mean (c^  4- c^ )/2. If  ^ a:id c^ —^  then this case is the same as 
the previous one where precise measurement was applied to If, in 
2 
addition, a —> «>, then this case farther reduces to the first case con­
sidered Inhere precise measurement was applied to (p^ , fl^ ) or (p^ . A). In 
this case, also, all sample data on x is used in the estimator for any 
n > 0, n > 0, n >0. 
- ' X - y -
19^ 
5. X and y independent 
If X and y are independent, then n is set equal to zero, and the suf­
ficient statistics Q , Q, , and Q,^  become 
x' y' A 
(7.11.5) 
y X 
Of course, if the principle of precise measurement is applied to the joint 
distribution of jl^ ) or A), then the estimator of is simply 
n 
If (il^ , has a bivariate normal joint prior distribution, then the 
estimator of |i^ , given by equation (7.7.2), is 
1 
D 
b y n X 
2 2. 2, 
a cc (1-7 ) 
X y^ 
1 
<(i-/)j 
"I n "[b T/a (x -b )/a | 
xLy y" n x" xJ 
•} -r 
o^ QpCl-y^ ) 
X y" 
(7.11.6) 
•where the constant D is given in equation (7.7.^ ). The above estimator is 
a weighted average of b^ , y^ ,^ and the regression of b^  upon b^ . For a 
thorough discussion of the weights, see section G of this chapter. 
If and A are independent normally distributed, then the estimator 
of is given by 
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n 
X Z i A .  
2  2  , 2 2 , .  
a a (a +a /n) I— y y X -
n /a^ + I/QP + l/(a^ +cf^ /n) y y y y 
(7.11.7) 
This estimator is a weighted average of y , h , and x , where the weight 
2 \ ^  \ 
on X is of 0(l/a ). 
 ^~ 2. 
If A is distributed N(0, a ) independently of and the principle of 
precise measurement is applied to then the estimator of is 
"yV, n 
+ 
X 
2  ,  2  2 ,  .  
a (a +(5 /n ) 
• y X x_ 
n /a^  + l/(a^ +a^ /n ) y y XX 
(7.11.8) 
This can also be obtained from equation (7.11.7) by letting 
If A is normally distributed and is independently uniformly distri­
buted over (c^ , Cg), then the estimator of is 
2 
c L- y 
n 
+ 
X 
,  2  2 ,  .  (a +a /n ) 
^ X X -
n /cr^  + l/(a^ +a^ /n ) y y XX 
+ C, (7.11.9) 
where the term C corrects the estimator toward the prior mean (c^  + Cg)/2. 
C is given in equation (7.10.6), 
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VIII. A COMPARISON OF SOME BAYES IAN AND CLASSICAL ESTIMATORS 
A. Sampling Scheme 
In this chapter two Bayesian estimators and three classical estimators 
of 11 are compared for a particular sampling scheme. A bivariate normal 
2 2 population -with parameters p, a^ ) is assumed. A bivariate 
sample of size n and an additional sample of size n^  on x alone constitute 
the available sample data which are obtained from a one stage sample. 
B. The Three Classical Estimators when the Covariance 
Matrix of (x, y) is Known 
1. The estimator PT 
The estimator PT is obtained by the estimation scheme given in Figure 
6.1 with P =0. The test statistic z = y -x is used to make the pre-
n n+n 
X 
liminary test. If is accepted as a result of the preliminary 
test, then the estimator (w,y + w.x ) is used. If H. : p. f p. is 
' I n 2 n+n^  A y ' x 
accepted, then the estimator y^  is used. The weights w^  and w^ , given by 
equations (6.7.11) and (6.5.5), minimize the pooled estimator variance. 
Using equation (6..5.12) with p =>= 0 and w^  = k^ /Ck^ +k^ ) yields the bias 
of the PT estimator as 
k JcT^ 
B(PT) = - — I (t+&) dt (8.2.1) 
-SoTS 
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where 
2 k = a /n - pa a /(n+n ) 
 ^ y X y X 
= 0^ /(n+n ) - pCT a /(n+n ) 
2 X X X y X 
0^  = k + k (8.2.2) 
z X . ^  
6 = a/cj 
z 
a = 
Likewise, using equations (6.6.8) through (6.6.11) with P = 0 and 
Wg = k^ /(k^  + kg) yields the mean square error of PT as 
MSE(PT) = ^  + -g 
CT 
Z 
2. The estimator PTR 
(ô^ -t^ ) sz((t) dt , (8.2.5) 
-Go-S 
The estimator PTR is the regression estimator discussed in Chapter VI. 
Thus, if M-y = |i^  is accepted, PTR is the pooled estimator 
(w^ y + if^ x ), where w^  = k. /(k +k. ) as in the estimator PT. If 
I n  2  n + n  2  1 1 2  
X 
H : M- =1=  ^ is accepted, then PTR is the regression estimator 
A y X 
The bias of PTR is given by equation (6.9.1), i.e. 
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B(PTR) = - — 
r, 
k^ ô + t \ -
r 
2 2 
p a n  
y X 
n(n+n^ )| S^ (t) dt. (8.2.U) 
û/-F -5 
a 
The mean square error of PTR is given by equation (6.9.2), i.e. 
Pa-® 
where 
and 
2 r 2 
°v P 
MSE(PTR) =  —  <1 - - — +  (n+n^)| + K J dt (8.2.5) 
\ ' 
2 2 p a n  y X 
(n+n^ ) 
•=0 1 n(n+n ) 
4 4 2-^ 
a n y X I 
X 
2 ,  . 2  
n (n+n^ ) _ 
(8.2.6) 
5. The estimator R 
An alternative to the estimators PT and PTR, both of which involve 
preliminary tests, is to do no preliminary test and always use a regression 
estimator. The regression estimator R is thus defined as 
K = + PT (8.2.7) 
X 
The bias, variance, and mean square error of R are easily found to be 
and 
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B(R) = 0 (8.2.8) 
2 r 2^ 
V(E) . MSE(E) - ^  1 - > . (8.2.9) 
Note that x is in the position usually assumed by n in the regression 
n+n X 
X 
estimator. R is analogous to a regression estimator obtained from double 
sampling. 
4. Special case "when p = 0 
If it is known that p - o, i.e. x and y are independently normally 
distributed, then the estimator PTR reduces to the estimator PT, and the 
estimator R reduces to y . Thus, the only remaining relevant comparison 
n 
within the classical estimators is the never pool estimator y^  versus the 
sometimes pool estimator PT. 
C. The Two Bayesian Estimators when the Covariance Matrix 
of (x, y) is Known 
1. The prior distributions 
To compare the Bayesian approach and the classical approach to pooling 
correlated data (in the sampling framework of section A of this chapter), 
only two of the different Bayesian estimators presented in Chapter VII are 
2,  
used here. These two estimators assume a K(0, a ) prior on A. The willing­
ness of an experimenter to use a preliminary test procedure or to put a 
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2 N(0, a ) prior distribution on A indicates that there exists a certain 
amount of belief that p. = The preliminary test approach and the 
2  ^
Bayesian approach of putting a W(0, a ) prior on A are then just two 
approaches to the same pooling problem. 
2. Basis of comparison 
There is no obvious basis of comparison for Bayesian and classical 
A 2 
estimators. One criterion is to average the quantity (p - p ) over the y y 
posterior distribution of and then to average the result over the un­
conditional distribution of the sample. This is equivalent to averaging 
(p^  - over the conditional distribution of the sample, given (which 
is the mean square error), and then averaging the result over the prior 
distribution of p^ . This comparison, however, favors the Bayesian estimator 
since the Bayesian estimator is obtained so as to minimize the posterior 
A 2 
loss. Another possible criterion is to average (m-^  - p^ ) over the 
posterior distribution of However, if the Bayesian takes as his prior 
distribution the density "which assigns a probability of one to some constant, 
then the above criterion is always zero for the Bayesian. A third criterion 
A 2 is to average - p^ ) over the distribution of the sample, given p^ , 
•which is just mean square error. 
Roberts (1966) discusses some of the problems inherent in such an in­
vestigation, and gives some suggestions for a criterion of comparison. 
First, he suggests that the model which is generating the data be known to 
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both the Bayesian and the classicist. In this discussion, the model is a 
bivariate normal distribution. Second, he suggests a criterion -which penal­
izes "an estimation error independently of the method that led to the error." 
(Roberts, I966, p. 25). The mean square error is an example of such a 
criterion. Third, he discusses what values of the unknown parameter should 
be used in the comparison, i.e. whether one value is sufficient or whether 
several mean square errors for different values of the parameter ought to 
be averaged in some manner over the different parameter values. Roberts 
assumes throughout his discussion that the Bayesian has no prior information, 
i.e. the Bayesian is using a diffuse prior. 
In this chapter the basis of comparison is mean square error. For the 
~  A . 2  A  
Bayesian estimators, mean square error is defined as - \i^ ) , where |i^  
is the Bayesian estimator and the expectation is taken with respect to the 
distribution of the sample data, given the parameters 11^  and A. Thus, the 
mean square error for the Bayesian estimators will be a function of the 
population parameters p. and A and the specified parameters of the prior 
distributions. 
3. The estimator BN 
In this chapter, since n^  = 0, then Q^ , Q,^ , and as defined in 
equations (7.5.I) and (7.9.6) reduce to the following: 
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Q, = X 
X n+n 
X 
- =h)/°x (8.3.1) 
'»y<\ " ' \ ] 
Q 2 2L_ 
A (n + n^ ) 
Note that reduces to the regression estimator defined in the previous 
section as R. Recall also that Q,^ , including the data , was the Bayesian 
estimator obtained in section E of Chapter VII when the principle of precise 
measurement was applied to (|i , 11 ). Hence, the classical estimator R can y X 
also be considered as a Bayesian estimator when the bivariate prior on 
or A) is diffuse. R is the Bayesian estimator which is 
obtained under minimal specification of the prior distribution, and thus 
any further specification of the prior distribution should lead to an im­
proved estimator. 
From equations (7.5.2) through (T*5«5) and (7.9.9), with n^  = 0, the 
covariance elements of (Q , Q ), given (n , 11 ), and (% , Q ), given (p. , A), 
X y X y y CA y 
for this chapter are 
4= 
= R S S 
xy xy Y X 
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= n/(l-p ) 
+ n/(l-p^ ) 
2 2 2 2 
sf = S + S - 2S 
A y X xy 
2 2 2 8 = 8  -  S  =  R  ^ 8  8 .  
yA y xy yA y A 
The estimator BN is the Bayesian estimator discussed in section H of 
Chapter VII. It is obtained by assuming \i and A to be independently y 
 ^ 2 ~ 2 
normally distributed, i.e. is E(b^ , a^ ) and A is N(o, a ). From equation 
(7.8.5), the estimator BN is obtained as 
R 
xy 1 
2 2 . 2  2 ,  
 ^'a" a'^ S 8 (1-R S^ or(l-R '^ ) y x y xy x y xy -
Q. 
i j s i j  Q., (8.3.3) 
•where D is obtained from equation (7.8.4) as 
D ' K  n 
s? a 8^ (1-R ^ ) y y xy' 
R 
xy 
a^  8 8 (1-R ^ ) 
X y xy ' 
(8.3.4) 
The expectation of BE is defined to be the expectation over the 
conditional distribution of Q^ ), given (|i^ . A). The bias of BN is then 
20k 
easily obtained as 
B(BN) = - 1 
a 1 S^ (l-R a^ (l-R 2)  ^^  
L, xy ""  ^xy
xy^  
(8.3.5) 
where D is given in equation (8.3.^). Bias is not a relevant concept to 
Bayesians since their only interest is in minimizing the posterior loss. 
However, bias is calculated here as a step toward obtaining the mean sq.uare 
error criterion for the Bayesisn estimators. In equation (8.3.5) note that 
the bias of BU depends upon (b - |i^ ) and A. In general, the bias increases 
as I a] and |b^  - increase, although a cancellation effect could operate 
to produce a bias near zero for large |A| and jb^  - Note also in 
equation (8.3.5) that the factor (b^  - p.^ ) is weighted inversely propor-
2 2 
tional to o.^  and the quantity A is weighted inversely proportional to a . 
2 
This occurs because b^  is not weighted heavily in the estimator BN if is 
large. Hence, even if b^  is not a good estimator of it will not con-
2 
tribute very much to the bias. A similar statement holds for A and a . 
After some algebra, the variance of the estimator BÏÏ is obtained as 
V(BÏÏ) = + < 
a^ S^  a^ S S a^ S^  S^ ST 
 ^X X y y X ^  
(8.3.6) 
where D is given in equation (8.3.4). The variance thus depends upon the 
2 2 2 2 
quantities S , S , R , and the parameters a and d of the prior distri-
X r xy y 
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butions. The mean square error of BN, i.e. MSE(BN), is obtained as 
MSE(M) = V(BU) + |B(BN[]^. (8.3.7) 
If a —> it is easily shown that 
b /a + Q /s l/a + l/s , y y y y_ _ y y J 
2 ^ 
a—^ 00 
(8.3.8) 
lim B(BN) = 
(b . - ti, ) y 
2 
a— 
a 
1 1 
7 " ?  
L_ y yj 
-1 
(8.2.9) 
lim V(BN) = \lla + l/s^  
y ' y. ' y 
2 ^ 
a—><» 
(8.3.10) 
In the limit; the estimator BIT does not utilize and hence the bias is 
not a function of A = u - u. . The estimator is a weighted average of b y X y 
and and since E(Q^  | A) = then the magnitude of the bias depends 
upon |b^  - ^ y|. 
2 
If now then a little algebra shows that 
lim BÏÏ 
2 
y 
q. 
x 1 R xy 
2 1 2 
a S S S 
X X y-
+ Q, a. 1 1 + 
H 1 
xy i 
a^ S^  a^ S S J X y y X yJ _J 
1- fl_ + 1- _ 
o s o o 
S S 
_ y X X y 
2R ~] 
s s 
J A: 
(8.3.11) 
Im B(BW) = 
2 , 
a—>00 y 
A 1 
L_ X 
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R 1 
xy 1 
S S I X y J 
2R 1 
- — 
_ xy 1 
2 ^ " ^ 2 2  S S S S y X yj X ^  
(8.3.12) 
and 
lim V(BN) = 
2 
a —>«. . y 
xy L. 
a^  I S S L X y X y-
a.%%^  sV(l-R ^ ) 
X y X y xy-i 
— j — + 
s' S S y X X y Ln^ 
(8.3.13) 
Note that the estimator in equation (8.3.11) is a weighted average of 
2 
and where the weight on is inversely proportional to a . Also note 
that the magnitude of the bias depends upon [A].  
2 2 
If now a —^  00 and a —^  0®, then 
y 
lim BET =0, = R 
?  ^
a —^ 00 y 
2  ^
a—&00 
(8.3.14) 
lim B(Bîî) = 0 
2 
a—>00 y 
2  ^a —/oo 
(8.3.15) 
lim Y(BN) = S . 
2  ^
a —>00 y 
2 
a—>«> 
(8.3.16) 
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The limiting estimator in equation (8.3.14) is also the estimator R as in 
equation (8.2.7) and is, in addition, the Bayesian estimator when the 
principle of precise measurement is applied to the joint distribution of 
If a —^ 0, then it is easy to show that 
and 
lim BW = —f 
a^O 
b 
y , fx 
R 
xy 
Ly b: S S X 
1 
y 
1 f i ,  1 
• k y 
1; 
R 1 
xy I 
S S X y;j 
2R H" 
xy 1 
S S X y. 
(8.5.17) 
lim b(BN) 
2 
a-—-> G 
ê i- y 
A 1 
+ 
R 1 xy 
? 
B s s 
X X y 
1 2R xy 
? 
vS s S y X y 
lim V(BIf) = 
a^ -^ O 
(l-R ) 1 S S S S 
xy L X y x yJ 
(8.5.18) 
2R 11 
xy 
Op (l-R 2) ] 8 S y xy L X y X y. 
(8.3.19) 
In this case, and are considered equally reliable estimators of 
and are weighted so as to minimize the "variance" of the pooled estimator 
(w^ b^  + Wg%  ^ + {1 - w^  - where the term "variance" has been defined 
2o8 
in section H of Chapter VII. Wote that the bias of BK in this limiting 
case depends both upon A and (b^  - ji^ ). Even though a >0, which is 
equivalent to the prior probability statement Pr[A = oj = 1, the bias still 
depends upon A = - i-l^  since the parameter A may, in fact, be different 
from zero. 
2 If, now, C£^ —^  0, then it is easy to show that 
lim BK = b , (8.3.20) 
2  ^
0:^ -4 0 y 
lim B(BH) = (b - n ), (8.5-21) 
p y y 
a—>0 y 
and 
lim V(BE) = 0. (8.3.22) 
2 CL > 0 y 
In this case the estimator of u, is always b and is independent of the y y 
sample results. This occurs, of course, because in the limiting case as 
2 
—^ 0, the prior distribution on is degenerate and has a probability of 
one at the point b . In such a case, the posterior distribution of must y y 
always equal the prior distribution. 
2 . 2 Consider now the limit of the estimator BW as a—y 0 and ol —> <». y 
Then it is easily shown that 
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Q. 
lim BN = 
2 
a^ O 
a— 
+ Q 
2R 
xy 
I S S X yj 
1- _ JsJl 
S s s X X yJ 
(8.3.25) 
-A 
lim b(BIJ) = — 
2 . „ II 
a —f 0 J-TT + — 
L : Vy, 
a—>00 
y 
2R ' 
xy 
=x^ yj 
(8.3.24) 
and 
lim V(BN) = (1-E ) 
a^ O 
2  ^
a—>00 y 
1 1 
V- X y 
2R -1 
xy 1 
vyj 
(8.3.25) 
Hence, the estimator is a weighted average of and where the "wei^ ts 
minimize V + (l 
depends upon [a]. 
"W. Bote that the magnitude of the bias 
The estimator BPM 
The estimator BB4 is the estimator discussed in section I of Chapter 
VII. It is obtained by assuming A and to be independently distributed, 
•where A is N(o,a^ ) and the principle of precise measurement is applied to 
BPM is given by in equation (7.9*14), but it was shown in section I 
2 
of Chapter VII that Z could also be obtained as the limit when a—of y y 
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 ^ 2 2 
the posterior mean when A is E(0,a ) and is o:^ ). Thus, BEM can be 
obtained as the limit of BN as Equations (8.$.11), (8.5.12), and 
(8.3.13) thus give the estimator BPM, its bias B(BEM), and variance V(BPM). 
Note that both of the estimators BN and BïM utilize regression 
estimators. BEM utilizes regression because Q,^  is a regression of upon 
X . BN, in addition, also uses a regression of Q upon Q . Of the three 
n y X 
classical estimators mentioned in the preceding section, R and PTE use 
regression, whereas PT does not. 
5. Special case when p = 0 
If p = 0, i.e. X and y are independently, normally distributed, then 
the statistics Q,^ ., and in this chapter reduce to 
Q = X 
X n+n 
p = 0, n > 0, n >0. 
X 
(8.3.26) 
Q& ' - Vn 
X 
For p = 0, and n > 0, n >0, the estimator BN reduces to 
b /oM + X /ja^ +a^ /(n+n )1 4- ny /cr' y y n+n L x xJ n : , L.   
BN = r X 
y 
[L/A + 1/ [a^ +cT^ /(n+n )J + n/a^  J 
(8.3.27) 
y ' X ' • X -• y 
The bias and variance for this special case are easily obtained from equa­
tions (8.3.5) and (8.3.6). Note that the estimator in equation (8.3.27) is 
a weighted average of the three "independent" components Q^ , Q , and b , 
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where each component is weighted inversely proportional to its "variance". 
The bias depends upon both (b^  - and A. 
The estimator BPM, when p = 0, can be obtained from equation (8.3.27) 
2 by letting —^ 00. Hence, 
BPM = 
[Vn/y -  ^ , (8.,.38, 
The bias and variance for this special case can be obtained from equations 
(8.5.5) and (8.5.6). The estimator in equation (8.5.28) is close to the 
2 
classical preliminary test pooled estimator if a is small and, likewise, 
2 
close to the classical preliminary test non-pooled estimator if a is large. 
Neither of the estimators BN nor BPM contains a regression term when 
p = 0, and further, does not contain the regression component as in 
equation (8.5.1) for p 4 0- Both estimators are simply weighted averages 
2 
of y and x , where the weight on x decreases as a increases, 
n n+n ' n+n 
X X 
D. The Three Classical Estimators when the Covariance 
Matrix is Unknown 
1. Theoretical difficulties and Monte Carlo procedure 
Some difficulties of the preliminary test approach under the assumption 
of unknown covariance matrix were mentioned in section C of Chapter III. 
2 2 
The main point there was that, for p = 0, the assumption that 7 leads 
naturally to the test statistic (y - x )// 2 / 2 /, T , where s 
n n+n / s /n + s /(n+n ) 
X y X X 
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2 
and s are the satnple variances. This test statistic does not follow the 
X 
t-distribution, of course, but it does follow the Behrejas-Fisher distri­
bution. Recall, however, that in deriving the bias and mean square error 
of a preliminary test type estimator, the joint distribution of the test 
statistic and the possible estimators is required. Thus, a derivation of 
bias and mean square error of a preliminary test type estimator for p = 0 
2 2 
and unknown cr^   ^ "would require evaluating probabilities of a joint 
distribution of two or three dependent random variables, one of which 
follows the Behrens-Fisher distribution. This looks rather intractable. 
If p f 0, there is no common test statistic to use for the preliminary 
test. A tractable test statistic is 
t = \/n (y X )/ /s + s - 2s , (8.4.1) 
n n ' v xn yn xyn 
2 2 2 2 2 
where s , s , and s are the usual unbiased estimates of a , cr , and 
xn' yn' xyn x y 
2 
a respectively, from the bivariate sample of size n. The test statistic 
t in equation (8.Ij-.l) follows the Student-t distribution with (n-1) df, 
but does not incorporate all of the available sample data since n^  extra 
observations on x are not used. If now the estimators PT and PTE of section 
B have extended definitions for the case of unknown covariance matrix (i.e. 
estimate g and w^  from the sample), then the bias and mean square error of 
these new estimators can be obtained by considering the joint distribution 
of t in equation (8.ij-.l) and the possible estimators. Writing down the 
A 
first few lines of the expectation of n shows that the joint distribution y 
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of (p, t) and t), as well as some others, are needed. This 
problem is certainly not trivial, but seme progress can probably be mde 
on it. However, the solution to the problem may not be sufficiently 
general to warrant the complicated derivation. 
If it is desired to use all of the data to make the preliminary test, 
* 
then a possible test statistic is t , where 
//s ®x(n+n ) 2s^  
X \J X X 
2 2 
and s / \ is the usual unbiased sample estimate of a which is based on 
x(n-fn ) X 
^ * 
(n+n ) observations. It is not at all clear, however, what distribution t 
follows. Hence, a derivation of the bias and mean square error looks rather 
intractable for the estimators PT and PTR under unknown covariance matrix 
when the test statistic t is used to make the preliminary test. 
In an effort to discover, however, some properties of the preliminary 
test type estimators when the covariance matrix is not known, the three 
classical estimators discussed in section B of this chapter are defined 
below for the case of unknown covariance matrix. Their bias, variance, and 
mean square error are obtained by Monte Carlo methods, the results of which 
are reported in section F of this chapter. 
The three estimators defined in this section are called PTu, PTRU, and 
RU. For the purpose of the Monte Carlo study, a bivariate normal popula-
2 2 
tion with parameters (a^ , c^ ) = (6,12) was chosen. The bivariate sample 
21k 
size was n = 9, and the additional sample on x was of size n^  = l8. Also 
considered were n = 25 and n^  = 20. Values of p = l/5 and p = 0 were in­
vestigated for values of A ranging from 0 to 4.0 and a = .50, .25, .10. 
|j. was always taken to be zero. 
2 2 
For each specification of (A, c^ , p, n^ , n), then, the following 
prodedure was repeated one thousand times: (l) select a random sample of 
size n from the bivariate normal distribution with parameters = 0, 
2 2 2 
u. = -A, cr , a , p), and select a random sample of size n from N(-A, c ): 
X y X X X 
(2) perform a preliminary test of H : ^ = M- versus ÏÏ ; n  ^ using only 
o y X A y X 
the sample data; (3) on the basis of the outcome of the preliminary test in 
step (2), compute the estimators PTU and PTRU. 
After the above procedure was repeated one thousand times, the means, 
variances, and mean square errors of the thousand estimates were computed 
for PTU and PTEU. These values serve as estimates of the true bias and 
mean square error of the estimators PTU and PTRU. 
The preliminary test of step (2) was done in two different ways, the 
results of which are denoted in section F of this chapter by Monte Carlo I 
and Monte Carlo II. In Monte Carlo I the preliminary test of H : K = n 
o y X 
versus |j.^  f was done using the test statistic t as given in equation 
(8.4.1), which was compared to a critical value from the student-t distri­
bution for the appropriate a and n. In Monte Carlo II, the test statistic 
t , as given in equation (8.4.2), was used for the preliminary test. This 
test statistic is also obtained by following the preliminary test procedure 
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as outlined in Chapter III -with = n^  = 0 and substituting sample 
'¥r 
estimates for unknown parameter values. Since t does not follow a Student-
t distribution, an approximate critical value for t for a given a level was 
obtained by using the corresponding critical value from the Iî(o,l) distri­
bution for the given a level. 
2. The estimator PTU 
The estimator PTU is obtained from the estimator PT discussed in section 
B of this chapter, by replacing the elements of the unknown covariance 
matrix by their sample estimates. The quantities k^  and k^  of equation 
(8.2.2) are estimated from the sample by 
A 
k. 
A 
2 , 
k_ = 
(8.4.3) 
and hence the weights w^  and w^  are estimated from the sample by 
A A ,,A A 
w = k /(k + k ) 
A A, 
2^ = 1 
(8.4.4) 
The estimator PTU is then defined as 
A _ a 
PTU = 
y. 
n 
if H : i-L =11 accepted 
o y X 
if H. ; M- r M- accepted 
A y X 
. (8.4.5) 
Recall that the preliminary test of H versus H was done two different 
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•ways, i.e. by Monte Carlo I and Monte Carlo II. These two procedures most 
likely have a different Type I error. However, in both procedures the same 
non-pooled estimator y and the same pooled estimator <w, y + x > 
n Vl n 2 n+n^  
is used. 
3. The estimator PTRU 
The estimator PTRU is obtained from the estimator PTR discussed in 
section B of this chapter by replacing unknown parameters by their sample 
estimates. An estimate of the regression coefficient from the sample is 
p =8^  /s^  . (8.4.6) 
xyn xn 
The estimator PTRU is then defined as 
— A — 
w,y + w.x if H : LL =11 accepted 
I n 2 n+n o y^ x^ 
X 
PTRU = 
y + p(x -X ) if H. : [J. f 11 accepted 
_n n-fn^  n A y ' x 
(8.4.7) 
A A 
where w^  and w^  are the same weights used in PTU and defined in equation 
(8.4.4). Again, the preliminary test was done two ways, using t as in 
equation (8.4.1) and t as in equation (8.4.2). 
4. The estimator RU 
The estimator RU is obtained from the estimator R in section B of this 
A 
chapter by replacing g with the sample estimate p. Wo preliminary test is 
done in order to obtain RU, and the estimator is simply 
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RU = y + â(x - X ). (8.4.8) 
n n+n n 
X 
Hence, RU is the same stimator as PTRU "when ïï^ : is accepted. 
Since the estimator RU involves no preliminary test, its bias, variance, 
and mean square error are more tractable. Note that the regression esti­
mator in equation (8.4.8) is not the usual one where the x^ 's are assumed 
to be fixed constants. In equation (8.4.8), both x^  and y^  are random 
variables, and their joint distribution is bivariate normal. Tikkiwal 
A 
(i960) shows that x^  and y^  are statistically independent of 3, and hence 
the estimator RU is unbiased. He further derives the variance of RU as 
na^ (l-p^ ) r 1 
 ^ \(n+n ) y 
XL J X 
and also gives an unbiased estimator of V(RU). 
In the Monte Carlo study reported in section F of this chapter, the 
Monte Carlo estimates of bias and mean square error of RU were obtained 
since only a few very minor additional calculations were needed. The true 
variance as given in equation (8.4.9) was then compared to the Monte Carlo 
bias and variance to give some indication about the precision of the Monte 
Carlo results. 
5. Special case when p = 0 
2 2 
If it is known that p = 0, where a fa are still unknown, then the 
y ' X 
estimator PTRU is the same as PTU, and the estimator RU reduces to y^ . 
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Thus, the only remaining comparison is the never pool estimator compared 
to the sometimes pool estimator PRU. If it is known that p = 0, then the 
test statistic for the preliminary test is defined as 
In Monte Carlo I, the test statistic t' was compared to a critical value 
obtained by using the Satterthwaite approximation. In Monte Carlo II, t' 
was compared to the critical value from the K(0,1) distribution for the 
given 0! level of the preliminary test. 
E. The Bayesian Estimators when the Covariance Matrix 
of (x, y) is Unknown 
1. General approach and literature review ' 
The Bayesian approach to estimating when the covariance matrix of 
(x, y) is unknown consists of assigning some prior distribution to the 
elements of the covariance matrix as well as the prior distribution on the 
population means. Then, the posterior distribution of is obtained, 
2 2 in effect, by "integrating out" the variables p, The posterior 
distribution of is then obtained as the marginal of the above distribu­
tion. 
The relevant question, then, is what priors on the covariance matrix 
are feasible. Recall that the data distribution is bivariate normal and the 
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prior distributions considered in Chapter VII were either normal, constant 
(precise measurement), or uniform over a specified interval. 
Eaiffa and Schlaifer (1961) discuss the case of obtaining the posterior 
distribution of for a bivariate sample of size n from a bivariate 
normal population. However, they assume that the "relative precision", 
defined in Raiffa and Schlaifer (1961, p. $10), of the covariance matrix 
is known, i.e. the matrix 
y 
-P 
X J-1-P 
(8.5.1) 
-p X 
71-P 
is known, (if p = 0, this amounts to knowing the ratio only, but not 
the particular values of a and a .) When the "relative precision" is known, 
y X 
the natural conjugate distribution is normal-gamma, where a bivariate normal 
prior distribution is taken on (%i^ , "p.^ ) and a gamma prior distribution is 
taken on the scalar "mean precision" ]z where Z is the unknown covar­
iance matrix. The product of the "relative precision" matrix and the 
scalar "mean precision" is 2 , the inverse of the covariance matrix. The 
posterior distribution of (%i^ , |z ^ j^ ) is also.normal-gamma, and the 
posterior meaii of is a weighted average of x^  and y^ , where the weights 
are functions of the known matrix in equation (8.5.1). This presentation 
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by Raiffa and Schlaifer {1961) also assumes that the prior covariance 
matrix of can be expressed in units of the unknown "mean precision" 
Iz ^ 1^ . All of the above assumptions seem too rigid for an unknown covari­
ance matrix, and this solution is not pursued farther. It should be noted 
that the formulas given by Raiffa and Schlaifer (1961) for the case of 
"relative precision" known reduce to the case of total covariance matrix 
known if p, a , and a are each assumed to be known rather than just assuming 
r X 
the ratios in equation (8.5-1) to be known. 
Evans (19^ 5) discusses the case noticeably lacking in Raiffa and 
Schlaifer (1961), i.e. the Bayesian estimation of the mean vector of a 
multivariate normal population when both the mean vector and covariance 
matrix are unknown. He defines the natural conjugate distribution so that 
the prior distribution of the vector mean given the covariance matrix 2 
of the data distribution, is multivariate normal with mean and covariance 
matrix z/x, where \ > 0 is a real number. Ebte that the prior covariance 
matrix on, p. is then simply a multiple of Z. The prior distribution on Z 
is taken to be the Wishart distribution. Evans (19^ 5) then shows that the 
optimum estimator of for a squared error loss function is 
nx -i- \ 
 ^" (n+X) ' (G.5.2) 
"Where x is the vector of sample means from a multivariate sample of size n. 
Evans (1965, p. 282) says 
"The simpler form. ..is due to the assumption, implicit in the 
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natural conjugate joint prior density of |i and Z...that the 
variance of the conditional prior distribution on ^  is a scalar • 
multiple of Z." 
Ando and Kaufman (19^ 5) obtain the same result as Evans (1965) by using the 
natural conjugate normal-Wishart distribution. 
Geisser (1965b) and Geisser and Cornfield (196^ ) consider diffuse 
priors on LL and £ and obtain the -sample mean vector as the estimator of the 
population mean vector. Since diffuse priors are used, it is hardly sur­
prising that the estimator of in the bivariate normal case would then be 
just y^ . Stone (196$, 1964) has some critical comments on the approach by 
Geisser and Cornfield (1963), the main point being that the diffuse prior 
on ^  does not integrate out to one over the real line. But, of course, that 
criticism can be directed toward many who work with diffuse priors. 
From the previous comments, two conclusions can be drawn which are 
relevant to the problem of "pooling means" from a Bayesian viewpoint when 
the covariance matrix Z is unknown. First, in the natural conjugate case 
above the estimator of 11^  is a weighted average of y^  and the prior mean of 
Hence, the estimator of incorporates none of the existing information 
on X. Second, inherent in the natural conjugate approach is the assumption 
that the prior covariance matrix of (p^ , p.^ ) is a multiple of the data 
covariance matrix Z« If two independent normal priors were desired on p. 
y 
and A, then this would.imply that the data distribution have the parallel 
characteristic that y and (y - x) are independent. This assumption is 
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probably too restrictive for application. For these two reasons, the 
available literature does not seem to offer a solution to the Bayesian 
problem of "pooling means" -with unknown covariance matrix. 
2. The Bayesian estimators for the comparison study 
Even if the approaches mentioned above evidenced some pooling of the x 
and y data in estimating they would still have to be modified somewhat 
to include the sampling plan used in Chapters VII and/or VIII. Recall in 
Chapter VII that the estimator of was obtained by (l) proving that the 
statistics and Q,^  were sufficient, (2) noting that and had a 
bivariate normal distribution, (5) applying the results of Raiffa and 
Schlaifer (1961) for bivariate sampling to and where the bivariate 
sample was of size one. 
The derivation of the sufficient statistics for the unknown covariance 
matrix is not as simple as presented in Lemma 7.1,for the known covariance 
matrix. First of all, Q,^  and Q,^  are clearly no longer sufficient since they 
2 2 
• depend upon the parameters p, cr^ , and A little work on the likelihood 
function shows that for n > 0, n > 0, n >0, the statistics (x , y , x , 
' X y • n n/ n y 
—  2 2 2 2 2  2  
y , s,s,s ,s , s ) are sufficient, where s is the estimate 
n xn' yn' xyn' xn ' yn ' yn 
y 2 X y y g 
of a from the sample of size n on y, with a similar definition for s 
y y xn^  
This does not appear to be a minimal set, however. Of course, any prior can 
M /W  ^ 2^ 2^ 
be taken on  ^, p, a , 0 ), the above sufficient statistics used, and 
y x' -x. Y 
the posterior distribution of (p^ , 11^ ) can be obtained. 
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Further investigation is needed on this problem, and hence no 
Bayesian estimators are compared in the next section under the assumption 
of unknown covariance matrix. 
F. A Comparison of the Five Estimators 
The following topics are investigated in this section; (l) the com­
parison of the estimators PT, PTR, and R under the assumption of known 
covariance matrix; (2) the comparison of the estimators PTU, PTRU, and 
RU under the assumption of unknown covariance matrix; (5) the comparison 
of PT, PTR; and R to PTU, PERU, and RU to see the effect on "bias and mean 
square error of substituting sample estimates for the unknown elements of 
the covariance matrix; {k) the comparison of the Bayesian estimators BSi 
and BPM to the classical estimators PT, PTR, and R under the assumption of 
known covariance matrix. Comparisons (l) and (4) are made on the basis 
of theoretical results presented in sections B and C of this chapter; com­
parisons (2) and (5) are made on the basis of the Monte Carlo scheme dis­
cussed in section D of this chapter. 
Tables 8.1 through 8.3 give the results of the comparison study of 
2 2 
the classical estimators for (a , a ) = (6,12), p = 1/5, (n,n )=(9,l8), 
y X X 
a=.50, .25, .10, and A=0, 1, 2- The values of 6 corresponding to A=0, 1, 
2 are 6=0, 1.0$, 2.11, respectively. 
From Table 8.1 where A=0, MSE(PTR) is always less than MSE(R), which 
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in turn is always less than MSECPJ). The Monte Carlo I estimate of 
MSE(PTU) is always less than the estimate of MSE(P[ERU), but the two esti­
mates are rather close for a given a level. Also, the estimates of 
MSE(PIRU), MSE(PTU); and MSE(RU) in most cases are not too different from 
the theoretical mean square error with known covariance matrix. The Monte 
Carlo estimate of V(RU) is O.6584, whereas Tikkiwal (1960) gives O.6851 as 
the theoretical value of V(RU). The estimates of MSE(PTRU) and MSE(PTU) 
from Monte Carlo II are all quite a bit larger than those obtained in 
Monte Carlo I. 
In Table 8.2 MSE(PTR) is always less than MSE(PT) and MSE(R) for a 
given a level. Again, the Monte Carlo I estimates of MSE(PRU), MSE(RU), 
and MSE(PTRU) are not too different from the theoretical values in the 
first colvmin of Table 8.2. The Monte Carlo II procedure was not carried 
out in Table 8.2. 
In Table 8.5 for A=2 and hence 6=2.11, either MSE(R) or MSE(PTR) is 
lowest for a given a level, with MSE(PT) always being largest. The Monte 
Carlo I estimates of MSE(PTRU) and MSE(PTU) do not agree as well with 
MSE(PTR) and MSE(PT) as in the previous two tables. As in Table 8.1, the 
Monte Carlo II estimates of MSE(PTRU) and MSE(PTU) are much higher than 
the Monte Carlo I estimates. 
The following conclusions can be drawn from Tables 8.1 through 8.5. 
(1) The estimator PTR is preferable to PT and R for small 6. (2) When 
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6 increases to a moderate value around 2, either PTR at a high a level 
(which thus rejects the null hypothesis often) or R is preferable. 
(5) Ivhen 5 is large, i.e. greater than the estimators R and PTE are 
virtually the same and are preferable to PT. (4) In the case of unknown 
covariance matrix, the estimators PTRU and PTU as calculated in Monte 
Carlo I seem to have mean square error reasonably close to MSE(PTR) and 
MSE(PT), respectively. 
Table 8.4 (on two pages) provides a comparison of the Bayesian esti­
mators BPM and BN. Using Tables 8.1 through 8.5 with Table 8.4, a compari­
son of the Bayesian and classical estimators can be made since 
(cr^ ,a^ ) = (6,12), (n,n ) = (9,18), and p = 1/5 for all four tables. 
y X X 
First, note in Table 8.4 the differences between BPM and BST» For a 
2 
given population value A = ti - 11 and a given a = V(A), the bias and y X 
2 
variance of BPM remain the same over any specifications of (b^ ,a^ ) since the 
2 
estimator BPM is not a function of b and a . Hence, for any given row in 
y y 
Table 8.4, the bias and variance of BPM in column 1 can be compared to the 
bias and variance of BN in the remaining columns under various specifications 
2 
of (b^ ,a^ ). For example, in rows 1 through 5 of Table 8.4 note that 
2 
I-!SE(BPM) > MSE(BN) except for (b^ ,c^ ) = (2,1). From additional numerical 
results not given in Table 8.4, MSE(BN) > MSE(BPM) for A = 0 whenever 
lb - jj, 1/A > 1.4. Note that BN has non-zero bias for b F 0, but V(BN) is 
' y y y y 
usually less than V(BPM) and hence MSE(BN) is often less than MSE(BPM). 
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Hovever, once |b^  - gets larger than 1.4, then the bias is signifi­
cant enough to cause MSE(BÎÎ) to be larger than MSE(BPM). 
Second, in the first four columns of Table 8.4 note that the change 
2 2 from (A, a ) to (-A,a ) produces the same mean square error for BEM and BU 
and the same absolute value of the bias. Only the algebraic sign of the 
bias is affected. Note in columns 1 through k that either b = 0 or b is 
y y 
not relevant to the estimator. In columns 5 through 8, however, this is not 
true. |B(B]i\i) | and MSE(BÎÎ) are always larger when A is negative. The reason 
for this is easy to see from an inspection of equation (8.5.5) for B(BN). 
In Table 8.4, U =0 and b > 0, so that for b > 0, the first term in y y - y 
B(BBr) is positive. Now if A > 0 also, then the contribution to the bias 
made by b^  > 0 and A> 0 cancel to some degree in equation (8.$.$). If 
A < 0, however, both terms in equation (8.3.5) are positive, and the bias 
contributed by each part is additive. 
The following general conclusions were obtained from Table 8.4 and 
some additional computations.. One, if A > 0 and (b^  - 11^ ) >0 [ or A < 0 
and (b^  - P.^) < 0], then MSE(BB!1) > MSE(SK) whenever |b^  - /a > 1.4 and 
A = 0 or whenever |b^  - ii^ I/a^  > 2 and jAj/a < .?• In other words, if 
|b^  - Hyl/a^  and jAj/a are approximately equal [recall A and (b^  - have 
the same sign], then the bias effect cancels and BN has the smaller mean 
square error» It appears there must be a difference of about 1.4 between 
jb^  - and jAj/a before BPM has a smaller mean square error. Second, 
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if now A < 0 and ("b - |j.)>0[orA>0 and (b - u, ) < O], the biases 
- y y - - y y~ 
do' not cancel. In this case MSE(BPM) < lyiSE(BEI) if |b^  - M-^ l> 1.4, no 
matter what value | A| /a has. Per ]b^  - = 1 in the numerical study, 
MSE(BHYÎ) < MSE(BN) when [A]/a^  > .50. For |b^  - < 1, it appears that 
MSECBK) < lylSE(BByi) no matter what |A]/a is. Hence, the numerical study 
indicates that for A < 0 and (b^  - > 0, MSE(BPM) < MSE(B®I) if 
lb - u, J/a > 1 and the sum of lb - p. |/a and lAl/a is greater than 1.4. y y y - y y y 
A comparison of the first column of Tables 8.1 through 8.5 with Table 
8.4 gives a comparison of the Bayesian estimators BN and BEM to the classical 
estimators PT, PTR, and R under the assumption of known covariance matrix. 
For A = 0, MSE(R) is greater than all the Bayesian estimators except for 
2 two cases under (b^ ,a^ ) = (2,1). Likewise, PT at Œ = .50 and a = .25 have 
higher mean square errors than most of the Bayesian estimators. The esti­
mator PT at a = .10 seems equivalent to using BPM. If nothing is known 
about LL , i.e. precise measurement would have to be used on u. in the 
y y 
Bayesian approach, then it seems best to use PTR at a low a-level. If some 
precise prior information is available on then it may be best to use BU 
2 
since (b^ ,Qy) = (0,l) and (0,2) yield a value for MSE(BN) which is smaller 
than or approximately equal to MSE(PTR) for a = .10. 
For A = 1, note that MSE(BPM) is less than the mean square errors for 
all of the classical estimators. Also, most all values of MSE(BN) are less 
than the mean square errors of PT, PTR, and R, the exceptions occurring for 
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("b^ jQ^ J = (2,1). This, of course, means that ]h^  - ii^ ]/a^  = 2 and a very-
poor prior distribution -was placed on Hence, the Bayesian estimators 
appear to have lower mean square errors than the classical estimators for 
A = 1 unless a very unfortunate prior is placed upon 
For A = 2, the Bayesian estimators have lower mean square error than 
2 
PT and PTR at lo-w a-levels, except for a fe-w cases -where (b^ ,a^ ) = (2,1). 
If there is not enough information to -warrant a prior distribution on 
then it seems best to use PTR at a = .50. Ho-wever, if a reasonably precise 
prior can be placed on "îl^ , the Bayesian estimators -will give smaller mean 
square errors than the classical estimators. 
In this particular numerical study the Bayesian estimators generally 
appear to have smaller mean square errors than the classical estimators. 
Two exceptions to this are: (l) -when (b^  - |i^ ) > 0 and A < 0 [or 
(TD - U. ) < 0 and A> O], the biases from the t-wo components are additive 
y y 
and can yield a large bias, (2) if |b^  - is close to 2 or larger, the 
large bias causes the mean square error of BK to surpass the mean square 
error of the classical estimators. 
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Table 8.1. Bias, variance, and mean square error of PTR, PT, and R for 
(6,12), P = 1/3, (N,ZI ) = (9,18), A = 0 
y X X 
Estimator Theoretical Monte Carlo I Monte Carlo Ix 
0.0000* 0.0291 0.0142 
a = 
.50 0.5719° 0.5808 1.1199 
0.5719 0.5816 1.1200 
0.0000 0.0155 000056 
a = 
.25 • 0.4532 0.5221 1.0753 
0.4532 0.5223 1.0753 
0.0000 0.0075 -0.0124 
a = 
.10 0.2900 0.4623 0.9294 
0.2900 0.4623 0.9296 
0.0000 0.0311 0.0177 
a = 
.50 0.61+16 0.5475 1.1780 
0.64i6 0.5484 1.1783 
0.0000 0.0231 0.0102 
a = 
.25 0.5699 0.4846 1.0499 
0.5699 0.4852 1.0500 
0.0000 0.0120 -0.0041 
a = 
.10 0.4703 0.4297 0.9208 
0.4703 0.4298 0.9208 
0.0000 0.0044 
0.6173 0.6584 
0.6173 0.6584 
J. 
A_^ . 
Bias 
"'^ Variance 
c 
Mean Square Error 
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Table 8.2. Bias, variance, and mean square error of PTE, PT, and R for 
(A cr^ ) = (6,12), p = 1/5, (n,n ) = (9,l8), A = 1 
y X X 
Estimator Theoretical Monte Carlo I 
a = 
.50 
-0.0415* 
0.5649 
0.5666P 
0
0
0
 
1 
pte a = .25 
-0.1311 
0.5665 
0.5838 
-0.0439 
0.6273 
0.6292 
a = 
.10 
-0.2734 
0.5349 
0.6096 
0
0
0
 
1 
a = 
.50 
-0.0269 
0.6829 
0.6836 
-0.0494 
0.6342 
0.6367 
pt a = .25 
-0.1129 . 
0.7146 
0.7274 
-0.0856 
0.6135 
0.6208 
a = 
.10 
-0.2565 
0.7077 
0.7735 
-0.1244 
0.5847 
0.6002 
r 
0.0000 
0.6173 
0.6173 
-0.0152 
0.6442 
0.6444 
B^ias 
b 
Variance 
c 
Mean Square Error 
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Table 8.5. Bias, variance, and mean square error of PTR, PT, and R for 
= (6,12), p = 1/5, (n,n ) = (9,18), A = 2 
y X X 
Estimator Theoretical Monte Carlo j. Monte Carlo Ii 
-G.0187J -0.0750 -0.1095 
a = 
.50 0.5853 0.7583 1.4679 
0.5856^ 0.7640 1.4799 
-0.0753 -0.2050 -0.2895 
a = 
.25 0.61+28 0.8703 1.6207 
0.6485 0.9124 1.7045 
-0.2082 -0.4561 -0.6841 
a = 
.10 0.7950 0.9880 1.7311 
0.8584 1.1961 2.1991 
-0.0117 -0.0887 -0.1162 
a = 
.50 0.6913 0.7679 1.4451 
0.6914 0.7758 1.4586 
-0.0623 -0.2357 -0.3104 
a = 
.25 0.7837 0.8619 1.5893 
0.7876 0.9175 1.6857 
-0.1895 -0.5041 -0.7150 
a = 
.10 0.9610 0.9371 1.6658 
0.9969 1.1191 2.1751 
0.0000 0.0044 
0.6173 0.6584 
0.6173 0.6584 
B^ias 
"b 
Variance 
c 
Mean Square Error 
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Table 8.U. Bias and mean square error of BN and BEM for (a ,a ) = (6,12), ) = (9,l8), p = 1/3 ^ * 
(A,a^ ) BPM BN BN 
(by,oy)=(0,2) 
BN 
(^ y;Oy)=(0,4) 
(0,1) 0.0000^ 0.0000 0.0000 0.0000 
0.3989* 0.1832 0.2604 0.3186 
(0,2) 0.0000 0.0000 0.0000 0.0000 
0.4606 0.1980 0.2889 0.3599 
(0,4) 0.0000 0.0000 0.0000 0.0000 
0.5185 0.2122 0.3157 0.3984 
(1,1) -0.2767 -0.1875 -0.2236 -0.2473 
0.4755 0.2184 0.3104 0.3798 
(-1,1) 0.2767 0.1875 0.2236 0.2473 
0.4755 0.2184 0.3104 0.3798 
(1,4) -0.1056 -0.0676 -0.0824 -0.0926 
0.5297 0.2169 0.3225 0.4070 
(-1,4) 0.1056 0.0676 0.0824 0.0926 
0.5297 0.2168 0.3225 0.4070 
(2,1) -0.5554 -0.3751 -0.4471 -0.4946 
0.7052 0.3239 0.4603 0.5633 
(-2,1) 0.5534 0.3751 0.4471 0.4946 
0.7052 0.3239 0.4603 0.5633 
(2,4) -0.2113 -0.1352 -0.1648 -0.1852 
0.5632 0.2305 0.3429 0.4327 
(-2,4) • 0.2113 0.1352 0.1648 0.1852 
0.5632 0.2305 0.3429 0.4327 
Bias 
Mean square error 
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Table 8.4 (Continued) 
(A,a2) BN BN 
(t'y.,^ y)=(l,4) 
BN 
(by,ofj=(2,l) 
BN 
Cby,QFj=(2.4) 
(0,1) 0.3222 0.1062 0.6445 0.2125 
0.2871 0.3299 0.5986 0.3638 
(0,2) 0.3443 0.1161 0.6887 0.2521 
0.3166 0.3734 0.6723 0.4138 
(0,4) 0.3603 0.1234 0.7205 0.2468 
0.3420 0.4137 0.7314 0.4594 
(1,1) 0.1347 -0.1411 0.4570 -0.0348 
0.2014 0.3385 0.3920 0.3198 
(-1,1) 0.5098 0.3536 0.8320 0.4598 
0.4431 0.4436 0.8755 0.5300 
(1,4) 0.2927 0.0308 0.6530 0.1542 
0.2979 0.3994 0.6386 0.4222 
(-1)4) 0.4278 0.2160 0.7881 0.3394 
0.3953 0.4451 0.8333 0.5136 
(2,1) 
-0.0528 -0.3884 0.2694 -0.2821 
0 i860 0.4695 0.2558 0.3982 
(-2,1) 0.6973 0.6009 1.0196 0.7071 
0.6695 0.6797 1.2228 0.8186 
(2,4) 0.2251 -0.0618 0.5854 0.0616 
0.2629 0.4022 0.5549 0.4022 
(-2,4) 0.4954 0.3086 0.8557 0.4320 
0.4576 0.4937 0.9444 0.5851 
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IX. A BA.YESIAW APPROACH TO POOLING PROPORTIONS 
A. Specification of Problem 
Consider two independent random variables and where x^  follows 
the binomial distribution with parameters and p^ , i.e. b(n^ , p^ ), and 
Xg is distributed bCn^ , p^ ). It is desired to estimate p^ , with the 
possibility of pooling x^  and x^  in some manner if p^  and p^  are equal. 
Kale and-Bancroft (1967) have discussed this problem from the classical, 
preliminary test point of view. They approximated the discrete binomial 
distribution by the normal distribution and then proceeded in a manner 
similar to the presentation in Chapters III and IV. This chapter discusses 
the problem from a Baye si an viewpoint, i.e. by assigning a joint prior 
distribution on p-j^  and p^  and then finding the posterior distribution of 
p^ . The problem of finding an appropriate joint prior distribution on 
(p , p ) is discussed in sections B and C, and a new prior distribution 
JL 2 
possessing several desirable properties is presented in section D. Some 
numerical work illustrating the use of the prior distribution is presented 
in section E. 
B. Multivariate Beta Distributions 
A Beta distribution on p is commonly used when x is distributed b(n, p) 
and it is desired to estimate p» The Beta distribution, which is the natural 
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conjugate of the binomial distribution, is a two parameter distribution and 
thus allows selection of the parameters to yield a specified prior mean and 
variance. Furthermore, the Beta distribution admits a variety of shapes 
and therefore can represent a wide variety of prior opinions about p. 
It is necessary to obtain a joint prior distribution on (p^ , p^ ) where 
p^  and Pg are related so as to allow expression of a prior opinion about 
the equality of p^  and p^ . From the previous paragraph. Beta marginals on 
p^  and Pg seem desirable. Note, however, that independent Beta distribu­
tions on p^  and will not suffice because the posterior mean of p^  will 
then be independent of x^ . Hence, a bivariate distribution defined on the 
unit square with Beta marginals seems to be a likely candidate. 
A review of the literature on multivariate Beta distributions reveals 
rather rapidly that this term is not used uniformly by all authors. ¥ilks 
(1962) and Mosimann (1962) say that the Dirichlet distribution is the 
multivariate analogue of the Beta distribution. The density of the 
Dirichlet distribution in the k-variate case is 
. , v\. 
\ •••\ (i-v—V 
k 
for X. > 0 and 2 x. < 1 and u. > 0 
i=l " -
f(x^ ,...x^ ) = 0 elsewhere. (9.2.1) 
The Dirichlet distribution is the natural conjugate of the multinomial 
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distribution, and all the marginals of the Dirichlet distribution are Beta. 
However, if a Dirichlet prior were taken on p^  and p^  in the pooling 
problem, the sum of the random variables p^  and p^  would have to be between 
zero and one in this bivariate case. This restriction cannot be made 
aince it may happer^  for example, that p^  = p^  = 3/^ - Thus, the Dirichlet 
distribution is not a suitable prior distribution here. 
Olkin and Rubin (196k-, I966) discuss several types of multivariate 
Beta distributions, including the Dirichlet and inverted Dirichlet distri­
butions. In equations (3»^ ) and (3.7) of Olkin and Rubin (196k, p. 263), 
a bivariate distribution on u^  and u^  is defined to be positive over 
Quadrant I. If now the transformation p^  = u^ /(l+u^ ), i = 1, 2, is applied 
to their density, the resultant bivariate density on p^  and p^  is defined on. 
the unit square and can be shown to have Beta marginals, where p^  and p^  
are dependent. Furthermore, the same bivariate density can also be ob­
tained by considering a slight generalization of the bivariate F distribu­
tion on F^  and F^  as discussed by Krishnaiah (19^ 5) and Krishnaiah and 
Armitage (196k) and then making the transformation p^  = i^  ^; 
where F^  has (n_, m) df for i = 1, 2. Although this resultant bivariate 
distribtuion on p^  and p^  has some desirable properties, the assumption 
that E(p^ ) = E(Pg), paralleling the discussion of E(^ )^ = in Chapter 
VII, implies that the marginals on p^  and p^  are identical. This is not 
desirable, since it is most likely that vCp^ ) > V(p^ ). In addition, this 
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"bivariate density does not combine nicely with the binomial density, [in 
equation (5-5) of Olkin and Rubin (1964) the constant C should be 
kp(p-l) 
4 P 7C r 
i=l 
n-i-rl 
J 
k p 
K :T r 
a=0 i=l 
h -i+r 
a 
rather than 
kp(p-l) 
k r 
n 
n -i^ l g 
_ 2 _J 
i=l a=0 r 
m 
as stated in the paper.] 
Khatri (1965), Geisser (,1965b) and Kshirsagar (1961) discuss multi­
variate Beta distributions in which the density is for a random matrix L 
=1 Cg 
and is of the form k|L| , where I is the identity matrix. Mauldon 
(1959) investigates several generalizations of the Beta distribution and 
calls the Dirichlet distribution the "basic" Beta distribution. Foster and 
Rees (1957) present another kind of generalized Beta distribution where the 
restriction on p^  and p^  is 0 < p^  < p^  < 1. This density is also not 
adaptable to the problem at hand. 
Most all of the distributions which are called multivariate Beta 
distributions are "derived" distributions, i.e. they are distributions of 
functions of random variables. In most cases, the original random variables 
are normally distributed. What is needed in the proportion pooling problem 
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is a distribution motivated by multivariate data, -which, unfortunately, 
seems to be non-existent. 
In conclusion, then, none of the existing multivariate or bivariate 
Beta distributions are appropriate to the problem of pooling proportions 
from a Bayesian viewpoint. 
C. Approaches to Finding a prior Distribution 
Mentioned in this section are several intuitive suggestions for a prior 
on p^  and p^ , followed by reasons why they are unsatisfactory. 
Define now D = p^  - p^ . Clearly, it is impossible to have the distri­
butions of p^  and D be independent as was done in Chapter VII because once 
p^  = p^ , then D can no longer be in the interval (-1, 1), but must lie in 
the restricted interval (p^ -1, p^ ). Likewise, if D = D, then p^  must lie 
in the intersection of the intervals (D, D+1) and (O, l). 
Let p^  follow the Beta distribution with parameters and , i.e. 
If now the distribution of D | p^  is uniform over (p^ -l, p^ ), 
then it can be shown that the resultant joint prior on p^  and D is equiva­
lent to a joint prior distribution on p^  and p^  where p^  is distributed 
p(o^ , Pg is uniform over (o, 1), and p^  and p^  are independent. The 
independence of p^  and p^  makes this joint prior distribution unsatisfactory. 
For the same reasons, taking p^  to be distributed P(Q:^ ; and using pre­
cise measurement on p^  | p^  or D j p^  is not satisfactory. 
A/, 
Let now be distributed and let D | have the Beta 
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distribution over (p^ -1, p^ ) vith parameters QL and i.e. a type I 
distribution (Cramer, 19^ 6, p. 249). As in the previous paragraph, it can 
be shoim that this is equivalent to p^  and p^  being independently distributed 
and hence is not a useful prior. 
As an alternative approach define A = p^ -p^ , so that 0 p^  -r A < 1. 
It now seems plausible to consider a Dirichlet distribution on p^ and A, 
except that the Dirichlet distribution is positive only over the triangular 
region R in Figure 9-1, and the joint distribution of A and p^  must be 
positive over the region (for this chapter). 
Figure 9.1. Region R^ U Rg where g(p^ . A) > 0 
Since it is desired to have E(A) = 0, then it is possible to place one half 
of the regular Dirichlet density over the region R^ , and place the remaining 
half of the probability over R^  in such a manner that 
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PrQa < A < = Pr Qb < A for a > 0 and b > 0. However, this proce­
dure implies E(p^ ) = l/2, which is too restrictive. Nevertheless, similar 
reasoning and srme juggling lead to the bivariate prior on (p^ , A) presented 
in section D. 
Do A Bivariate prior on p^  and A 
1. The bivariate prior and its properties 
Define now the prior density function g(p^ . A) as 
r(Q:i-i-a2"^ a ) p^  A (l-p^ -A) 
= h^ h' 2r(a^ ) r(a^ ) r(c^ ) 
0= 4-0:-1 a-l 0=1-0^ -1 
r(a^ +o:g+QL) (i-p^ ) (-A) (p-^ A) 
gCp^ .A) - ggCp^ A^) - 2r(û!g+cy) r(c^ ) r(o^ -c^ ) 
over Bg 
g(p^ ,A) = 0.elsewhere (9.4.1) 
•where the regions and illustrated in Figure 9.1, are 
= |TPI^ A) : 0 < p^  + A < 1, A > 0, p^  > 0 | 
Rg = [TP^ A^) : 0 < p^  -r A < 1, A < 0, p^  > 0 
(9.4.2) 
and the parameters O^ , a^ , QL satisfy 
O, > QL > 0, O, > 0. (9.4.5) 
^ d. J) 
This density can be easily shown to integrate out to one "by integrating 
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first with respect to A and applying the transformation z = A/(l-p^ ) in 
and y = -A/P^  in 
The marginal prior distribution on A, obtained by integrating g(p^ ,A) 
with respect to p^ , is symmetric about zero with density 
OL-1 CL+O,-! 
r(QL+a:+a ) |A| (l- |A|) 
h(A) = 0 elsewhere. (9.4.4) 
The prior mean and variance of A are obtained as 
E(A) = 0 
0=2 
~ (Q^ +Og+cy)(Q^ -rQg+cy-i-l) (9-4.5) 
The marginal prior distribution on p^  is Ç>(cc^ , cc^  ? cy), i.e. 
r(Q^ 4-Q^ +QL) 0^ -1 O^ +OL-l 
= r(a^ +aj)r(a^ ) -o < < i 
k(p^ ) = 0 elsewhere. (9.4.6) 
Also, 
E(Pi) = 0:^ (0^ 4.0:^ +0: ) 
vrp,,= -
(9.4.7) 
1 2 {cx^ -^ a^ +cc^ ) (0^ +0^ +0'+1) 
It is also easily shown that 
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-^ 2 
cov(p^ , Â) - 2(Q; U-Q;) (9.^ .8) 
J-  ^ J-  ^ y 
The covariac.ce of and p^  is then obtained as 
COV (p^ , Pg) = v(p^ ) 4- cov(p^ ; A), (9.4.9) 
The conditional distribution of p^ , given A = A, is obtained as 
a -1 a -1 
r(a+a ) p (l-p -A) 
s'Pl I I an-OL-l 
r(Q^ ) r(Q:^ )(i-A)  ^
for A > 0, 0<p^ <l-A 
o+a-l 
r(a -ra )(l-p ) (p,+A) 
g(p^  I A) = I A) : yEH 
r ( ) r ( Q^ -a^  ) ( 1+A) 
for A < 0, -A < p^  .< 1 
G(p^  I A) = 0 elsewhere. (9.4.10) 
Thus, g^ (p^  1 A) and gg(p^  j A) are both Type I distributions, i.e. 
"generalized" Beta distributions. Using the marginal of p^  in equation 
(9.4.6), the conditional distribution of A | p^  is found to be 
0: -1 Q: -1 
r(a -TQ!_) A (l-p -A) 
h(A|p^ ) =  ^ 0 tOL-l ' ° -^2' 
2r(a^ ) r(a.)(l-p^ ) ^   ^
238 
a -1 a -Q^ p-l 
r(a )(-A; (p 4.A) 
li(A 1 p^ ) = hg(A I p^ ) = : ,-p^  < A< 0 
2r(o!g) r(Q^ -o:g) p^  ^  
h(A I p^ ) = 0 elsewhere. • (9.4.11) 
IVote that the functions h^ (A ] Pj^ ) and h^ (A ] p^ ) are each one-half of a 
generalised Beta distribution. 
Hence, the prior bivariate density presented in equation (9.4.1) has 
the follo%fing desirable properties: 1) the marginal of "p^  is a Beta dis­
tribution; 2) the marginal of A is symmetric about zero; 3) there are three 
parameters to vary, so that, for example, the prior mean and variance of p^  
and the prior variance of A can be specified and then a^ , and o: can be 
chosen accordingly; 4) the covariance of p^  and A can be made small by 
selecting small. 
2. The posterior distribution of p^  
Consider now how the prior density g(p^ . A) in equation (9.4.1) 
combines with the conditional data distribution f(x , x | p , A) where L  d  L  
{ n  \  I  n  \  X. n, -x. x_ n_-x. 
(9.4.12) 
Then the joint distribution q(x^ ,Xg,p^ ,A) of given by , 
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= f(x^ ,Xg|p^ ;A) g^ (p^ ,A) 
for (p^ ,A)€R^ , = 0; 1, ...; Xg = 0, 1,...jOg. 
q(x^ ,XG,p^ ,A) = qg(x^ ,XG,p^ ;A) = f(x^ ,x^ |p^ ;A) gg(p^ ,A) 
for (p ;A)eRg, x^  = 0, 1, ..., x =0, 1, ...^ n^ . 
q(x^ ;Xg;P^ ;A) = 0 elsGwhere. (9.4.15) 
Xg 
Using the "binomial theorem to expand terms like (A+p^ ) and [l-(A-rp^ )] , 
the joint distribution tfx^ /XgjP^ ) can be obtained as 
t(x^ ,x_,pj = K_ Z Y (k) + K Z Y (k) 
k=0 ^ k=0 ^ 
(9.4.14) 
where 
for 0 < p^  < 1, x^  = 0, 1, ..., n^ , x^  = 0, l^ .-.^ n^ . 
t(x^ ,x2,p^ ) = 0 elsewhere. 
r(Q^ +ag4-a ) 
 ^2r(a,)r(œ)r(QL) | 
fi\r2 
 ^ \=l/\=2 
(9.4.15) 
= 
r(Q^ +o:g-!-Q: ) 
'2 2r(Q^ +Q:^ )r(ag)r(Q^ -Q!g) 
\  I I  \  2  
(9.4.16) 
X -i-x-rQ -k-l n -X-fn -X -ra„+a-i-k-1 
y (k) =r2 p  ^  ^  ^ (1-pJ 1 : 2 2 2 $ 
* k ' 
r(a:g4-k)r(ng-Xg+o ) 
(9.4.17) 
2k0 
Ygfk) = 
I  ^ x^ +x^ +a^ +k-l n,-x,+n_-x„-i-a„+a,-k-l 
i 
(1-P^ ) 1 1 2 2 2 5  
X 
r(ag+k)r(Xg+a^ -(^ ) 
rCxg+a^ +k) (9.4.16) 
The unconditional distribution of x^  and x^ , i.e. w(x^ , x^ ), is obtained by-
integrating equation ($.4^ 14) -with respect to p^ , which yields 
•w X ) = K Z Z (k) + K Z Z (k), 
k=0 k=0 
(9.4.19) 
wnere 
for x^  = 0; 1; ..., n^  and x^  =0, 1, ..., n^  
ii?(x^ , Xg) = 0 elsewhere, 
/ \r(x^ +x^ 4-a, -k)r(n^  -x^  +n^ -x^ 4-c +^Q:^+k)r ( Q^+k)? ( n^ -x^ +QL ) 
" v 
Z (k) =J*2 1 2 2 2 3 \ 2 ^ 2 2 
' ^  ^n^ -Xg+a^ -f a^ -fk) 
and 
Zgfk) = 
(9.4.20) 
f \ r (x^+Xg+Q^+k)r (n^-x^+Hg-Xg+Q^+ciL-k)r(Og+k)r (Xg4-o:^ -a^) 
V"2 -
\  ^ y 
r ( n^ +n^ +a^ +a^ -i-o:^ )? (x^ -fQ^ +k) 
(9.4.21) 
Thus, the posterior distribution of p^  is obtained as 
dXp^ lx^ yXg) = t(x^ ,x^ ,pj/ [•w(x^ ,x^ )J 1' 2' 1' 2' 
for 0 < p^  < 1, x^  = 0, 1, n^ , x^  
= 0 elsewhere. 
0, 1, • • •, 1^ 2 
(9.4.22) 
2kl 
A'ote that the denominator of d(p^ |x^ ,x2) is a sum of multiples of gamma 
functions whose arguments involve the sample results and the kno>?n para­
meters of the data and prior distributions. The numerator of is 
a sum of multiples of gamma functions and powers of p^  and (v--p^ ). 
A mathematical expression for the posterior mean is obtained very 
easily as 
2^ (x +x -i-CL-k)Z (k) 2^ ^ 2 (x +x +a +k)Z (k) 
K \r 1 S 1 J. ^ 1 <= 1 ^ 
la (n.,+n+CL4.Q:4-aL) (n+n+a+a+OL) 
^^  
K_ 2 Z (k) + K_ Z Z (k) 
k=0 k=0 
(9.'+.25) 
where Kg, Z^ (k), and Z^ Ck) are defined in equations (9.^ .15), (9'^ '1°); 
~2 
(9.^ .20), and (9.^ .21), respectively. The posterior expectation of p^  can 
likewise be easily obtained as 
2^ 2^"^ 2 
Z a^ (k) Z^ (k) 4- Kg Z ag(k) Zg(k) 
2 2 2 
ILZ Z(k)4.ILZ z(k) 
k=0 k=0 
wnere 
(x -i-x +a -k-rl) (x -rX -rO: -k) 
a fk) = . r (9.4.25) 
• 1 ( n^ -f n^ +a^ +Qg+a^ +l ) ( n^ -hn^ +o^ +ag+a^  ) 
ana 
2k2 
( x^ +Xg+a^ +k+l ) (x^ -f-x^ +a^ +k ) 
2^^ ^^  ~ (n^ +iig4-Q^ +Q:g+Q^ +l)(n^ +ng+o^ +Q^ +oy) (9.i^ .^ o) 
From equations (9.4.2$) and ($.4.24), the posterior variance of p^  can be 
obtained. 
After some algebra, it can be sho'wn that for n^  = x^  = 0, which 
corresponds to no sample from bCn^ , p^ ), the posterior mean and variance of 
p^  from equations (9-4.25) and (9.4.24) are 
2(p^ |x^ ;Xg=ng=o) = (x^ +a^ )/(n^ a^^ H-a2^ a^ ) 
(x^ +a.)(iL-x^  4.0+0:) 
Vfp, k,x,=„,=0) = 
(9.4.27) 
1' 1' 2 2 ' , .2, ,. (ni+a^ +a^ +a^ +l) 
This same result is obtained if a Beta prior with parameters o:^  and (c^ 4-o:_) 
is placed on p^  and x^  is distributed b(n^ ,p^ ). Recall that the marginal 
prior on p^  is ^ {ci.^ ,cc^ a^ ). Thus, for n^  = x^  = 0, the posterior mean and 
variance of p reduce to the case where observations are available on x. 
only and the usual natural conjugate Bayesian analysis is carried out. 
Some îiumerical Results 
Although the prior g(p^ ,A) presented in equation (9.4.1) has some 
desirable properties, it is not obvious from inspection of equations (9-4.23) 
and (9.4.24) how the posterior mean and variance of p^  are affected by the 
prior distribution and the sample data. In an effort to discover some of 
the properties of the joint prior g(p^  ,A) and the posterior distribution 
2k3 
d(p-|  ^numerical study was done. 
In the numerical study, different joint priors were produced by 
considering all eight combinations of = 1.25, 2.00; = .25, .75; and 
cy =1.00, 2.00. All of these combinations produced priors on p^  which 
were rather diffuse or flat, with slight skewness to either the right or 
left. Also considered were (a^ , a^ , cy) = (.5, .25, 4.00) and (a^ , 0^ , oy) = 
(6.00, .50, .50) which produced priors on p^  extremely skewed to the right 
and left, respectively. The various sample outcomes investigated were 
n g ,  X g )  =  ( 2 0 ,  2 0 ,  1 0 ,  1 0 ) ,  ( 2 0 ,  2 0 ,  1 5 ,  2 ) ,  ( 2 0 ,  2 0 ,  1 0 ,  5 ) ,  
(10, 10, 5; 5); (10, 10, 7, 1), and (10, 10, 5, 2). The sample result 
(20, 20, 10, 10) supports the prior opinion that p^  = p^ ; the sample result 
(20, 20, 15; 2) does not yield support to the prior opinion that p^  and p^  
are equal; and the sample result (20, 20, 10, 5) offers no decisive support 
or rejection to the equality of p^  and p^ . The remaining three sample 
results have the same properties as the first three, but are only half as 
large. This offers a comparison of the effect of sample size upon the 
posterior distribution of p^ . 
For each specification of (a^ , a^ , a) and (n^ , n^ , x^ , x^ ), the 
parameters of the prior distribution g(p^ . A) were calculated, i.e. E(p_), 
V(p^ ), V(A), COV(P^ , Â), cov(p^ , PG), etc., and the marginal prior distri­
bution of p^  was graphed. The parameters E(p^  | x^ , x^ ) and V(p^  | x^ , x^ ) 
of the posterior distribution were calculated, and the posterior distribution 
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of was graphed. A comparison of the graph of the prior marginal k(p^ ) 
to the posterior distribution d(p^  | x^ ) indicates how the sample 
results change the prior distribution on 
Some of the results which were obtained are given in Table $.2 and 
Figures 9.1, 9.2, and 90' In Figure 9»! note that the prior marginal on 
p^  is rather diffuse with prior mean E(p^ ) = .5 and prior variance 
V(p^ ) = 0.0714$' (These fig-ares are obtained from Table 9*2.) The sample 
result (n^ , n^ , x^ , x^ ) = (20, 20, 10, 10) strongly supports the prior 
opinion that p^  = p^  = .$, and hence from Table 9-1 the posterior mean and 
variance of p^  are E(p^  | x^  = 10, x^  =10) =0.5 and V(p^  | x^  = 10, x^  = 10) 
= 0.00689. Note that the posterior variance is one-tenth of the prior 
variance. The sample result (n^ , n^ , x^ , x^ ) = (20, 20, 15, 2) does not 
support the prior opinion that p^  = p^  = .5" In this case the posterior 
mean is S(p^  | x^  = 15, x^  =2) = .7057, which is between the prior mean 
S(p^ ) = .50 and the sample mean x^ /n^  = .75» Note that the posterior 
variance V(p^  | x^  = 15, x^  = 2) = 0.00948 is lower than the prior variance 
of p^ , but not as low as when (n^ , n^ , x^ , x^ ) = (20, 20, 10, 10). The 
sample result (n^ , n^ , x^ , x^ ) = (20, 20, 10, 5) does not clearly confirm 
or discredit the prior opinion that p^  = p^  = .5, and the posterior mean and 
variance for this case are obtained as E(p^  | x^  = 10, x^  = 5) = .4$19 and 
V(p^  1 x^  = 10, Xg = 5) = 0.00988. Note that the sample mean x^ /n^  = .5 
and the prior mean are equal, but the posterior mean is less than .5 due to 
2^5 
the influence of x^ . All three posterior distributions in Figure $.1 are 
fairly siimnetrical and could possibly be approximated by normal or Beta 
distributions. 
Consider now the same prior distribution g(p^ . A) as used in Figure 
9.1, but change (n^ , n , x^ ) from (20, 20, 10, 10), (20, 20, 15, 2), 
and ( 2 0 ,  2 0 ,  1 0 ,  5) to (lO, 1 0 ,  5, 5), ( 1 0 ,  1 0 ,  7, 1), and ( 1 0 ,  1 0 ,  5, 2 ) .  
The difference in the posterior means and variances are given in Table 9.I 
below. For the sample result (n^ , n , x^ , x^ ) = (10, 10, 5, 5) the 
Table 9.1. Posterior mean and variance for = (1.25, .25,1.00) 
(^p^ lx f^xg) vCp l^x^ fXg) 
(20, 20, 10, 10) 0.50000 0.00689 
(10, 10, 5, 5) 0.50000 0.01246 
cv
j ltn i—i 0
 
cv
j 0
 
cv
j 
0.70570 0.00948 
(10, 10, 7, 1) 0.59746 0.02226 
(20, 20, 10, 5) 0.43187 0.00988 
(10, 10, 5, 2) 0.41526 0.01568 
posterior mean remained the same, but the posterior variance doubled due to 
having a sample size half as large. For (n^ , n^ , x^ , x^ ) = (10, 10, 7, 1), 
the posterior mean is almost .60, which is between the prior mean of .50 
and the sample mean of .70. Again, the posterior variance is more than 
twice as large as the posterior variance of the larger sample. For the 
sample result (n^ , n^ , x^ , x^ ) = (lO, 10, 5, 2), the posterior mean is 
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0.41526, compared to 0.45187 for the larger sample. Perhaps is exerting 
a larger effect when the sample is smaller. The posterior variance is about 
1^  times larger for the smaller sample. ^ The graphs of the posterior 
distributions for the smaller samples (not illustrated here) are very 
siniilar to the graphs in Figure $.1, with the exception that the larger 
posterior variances make the graphs less concentrated around the posterior 
mean. 
For all other diffuse priors which were considered, similar results to 
those presented in Figure 9.1 were obtained. 
Figure 9»2 represents a case where the prior information about p, is 
not diffuse. The prior mean is E(p^ ) = 0.105 and the prior variance is 
V(p^ ) = 0.01658. Note that the prior variance of p^  is much less in Figure 
9.2 than in Figure 9.1. îïone of the three sample results (n^ , n^ , x^ , x^ ) = 
(20, 20, 10, 10), (20, 20, 1$, 2), (20, 20, 10, 5) strongly support the 
prior opinion that p^  = p^  = 0.105. The posterior distributions have the 
same general shape as in Figure 9-1. The posterior means in Figure 9.2 are 
all lower than the sample means x^ /n^ , but they are more dominated by the 
sample data than by the prior mean of p^ . Hence, it appears that if the 
sample data are in opposition to the prior opinions about p^  and p^ , then 
the posterior distribution is dominated by the sample data. Of co'orse, the 
sample dominance probably decreases as the sample sizes n^  and n^  decrease. 
Figure 9*5 gives another example of a non-diffuse prior on p^  with 
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prior mean E(p^ ) = 0.857 and prior variance V(p^ ) = 0.01531* Again, none 
of the sample results strongly support the prior opinion that p^  = p^  = 
0.857, and vhe posterior distribution is dominated by the sample data. 
?. Recommendations on the Use of This Prior 
The n-cmerical study reported in section E points to the following 
conclusions, (l) The posterior distribution of p^  is fairly symmetrical 
around the posterior mean and could probably be approximated by a normal or 
Beta distribution. (2) In cases where the prior mean E(p^ ) agrees closely 
with sample results x^ /n^  and posterior mean is in close agreement 
•with all three quantities. ( 3 )  In cases where the prior information is 
widely divergent from the sample results^  the posterior distribution of p^  
seems to be heavily influenced by the sampleo 
There are several other topics, however, which need further investiga­
tion. One of these is a further study of the influence of x^  upon the 
posterior mean when x^ /n^  and x^ /n^  are widely divergent- Ideally, x^  
should contribute little to the posterior mean in such a case since the 
sample indicates p^  p^ . Also, it would be desirable to find an approxi­
mation for the posterior mean and variance, since the formulas in equations 
(9.4.23) and (9.4.24) are rather ciaibersome. Another topic worth investi­
gating is how the prior correlation of p^  and p^  affects the relative 
weight given to x^  and x^  in the calculation of the posterior mean. 
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Until these further topics have been investigated, it is difficult to 
give recoirjtiendations on the choice of cc^ , OL so as to express certain 
prior opinions other than the obvious method of specifying three of the 
parameters of the joint prior distribution [such as E(p^ ), V(p^ ), V(A)] and 
then solving for the values of QL which yield this specification. 
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Table 9-2. A tabular description of Figures 9"1, 9°2, and 9»3 
Prior and posterior Figure 9-1 Figure 9-2 Figure 9-5 
properties 
• (1.25,.25,1.00) (.50,.25,4.00) ( 0.00,. 50,. 50 ) 
S(p^ ) = E(Pg). 0.50000 0.10500 0.85700 
0.07143 0.01638 0.01531 
0.07857 0.01867 0.01977 
V(Â) 0.03571 0.01144 0.01339 
corrfp^ ypg) 0.76277 0.67498 0.62325 
corr(p^ ,A) 0.28284 0.33431 0.31180 
E(p^|x^ = 10, 
^2 
= 10) 0.50000 0.45107 0.56603 
V(p^ lx^  = 10, 
^2 
= 10) 0.00689 0.00621 0.00620 
SCP^ IX^  = 15, ^ 2 
= 2) 
.0.70570 0.61824 0.71425 
V(P^ |X^  = 15, ^
2 
= 2) 0.00948 0.00955 0.00951 
sCPil^ i = 10, ^ 2 
= 5) 0.43187 0.37019 0.49624 
V(p^ ix^  = 10, ^ 2 = 5) 0.00988 0.00745 0.00812 
4.8o 
4.00 
5.20 
2.kO 
1.60 
0.80 
0.00 
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Figure 9.1. Prior and posterior distributions of p^ 
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