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THE NON-MICROSTATES FREE ENTROPY
DIMENSION OF DT-OPERATORS
LARS AAGAARD
Abstrat. Dykema and Haagerup introdued the lass of DT-
operators [DH1℄ and also showed that every DT-operator generate
L(F2) [DH2℄, the von Neumann algebra generated by the free group
on two generators. In this paper we prove that Voiulesu's non-
mirostates free entropy dimension is 2 for all DT-operators.
1. Introdution
The lass of DT-operators was introdued by Dykema and Haagerup
in [DH1℄. For n ∈ N let Mn(C) be the spae of n × n-matries with
entries being random varibles over a lassial probability spae having
moments of all orders. Let τn : Mn(C) → C be the expetation of the
normalized trae on Mn(C). Then (Mn(C), τn) is a ∗-nonommutative
probability spae.
Let µ be a ompatly supported Borel-measure on C and let c > 0.
Let Dn ∈ Mn(C) be diagonal matries with i.i.d diagonal entries all
having distribution µ. Let Tn ∈ Mn(C) be stritly upper triangular
matries suh that the n(n− 1) real and imaginary parts of the entries
above the diagonal onsists of a family of i.i.d. entered gaussian ran-
dom variables with variane 1/2n. Dene Zn = Dn + cTn. Let Z be
an element in a ∗-non-ommutative probability spae, (M, τ). Z is a
DT(µ, c)-element if its ∗-moments, τ(Zǫ1Zǫ2 · · ·Zǫk), is determined by
the the limit
(1.1) lim
n→∞
τn(Z
ǫ1
n Z
ǫ2
n · · ·Zǫkn )
for all k ∈ N and ǫ1, . . . , ǫk ∈ {1, ∗}. The limit (1.1) always exists
[DH1, Th. 2.1℄.
A DT(µ, c)-operator is a DT(µ, c)-element onstruted in a W ∗-
probability spae, and a DT-operator is a DT(µ, c)-operator for some
µ and c. Haagerup and Dykema has shown [DH2℄ that atually every
DT-operator generate a von Neumann algebra isomorphi to L(F2), the
von Neumann algebra generated by the free group on two generators.
Voiulesu has introdued two kinds of entropy; a mirostates free
entropy, χ, and a non-mirostates free entropy, χ∗, and he onjetures
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that χ = χ∗. Following the denition of the mirostates free entropy
dimension, δ, from χ we dene the non-mirostates free entropy dimen-
sion, δ∗, similarly from χ∗. So if χ = χ∗ then of ourse δ = δ∗.
niady has shown a formula [n℄ for the mirostates free entropy of
DT-operators. In partiular it follows from his results that a DT(δ0, 1)-
operator or upper triangular operator whih is also just the limit in
∗-moments of the T ′ns above, has mirostates free entropy −∞. This
makes it an interesting problem to ompute the free entropy dimension
of this operator sine −∞-mirostates entropy is the only hane that
the mirostates entropy dimension an be less than 2. We prove the
following theorem
Theorem 1.1. Let µ be a ompatly supported Borel measure on C,
let c > 0 and let Z be a DT(µ, c)-operator. Then
(1.2) δ∗(Z) = 2.
We also onsider δ∗(·,B), the non-mirostates free entropy dimension
with respet to an algebra, B, and we show that δ∗(a1, . . . , an : B)
of self-adjoint variables a1, . . . , an an only be dierent from n if the
non-mirostates free Fisher information, Φ∗(a1, . . . , an : B), is +∞.
Aknowledgements. It is a great pleasure for me to thank my advi-
sor Professor Ue Haagerup for suggesting the problem to me and for
stimulating and fruitful disussions on the subjet. I would also like to
thank Peter Ainsworth for letting me publish the results in the appen-
dix in this paper. Finally I would like to thank A. Nia for pointing
out the referene [NSS2℄.
2. Review on free Fisher information
The following review on free Fisher information an be read out
of [NSS1℄, [NSS2℄ and [Sp2℄. Free Fisher information was originally
introdued by Voiulesu in [Voi1℄, [Voi5℄ and further investigated in
[Voi6℄.
In this setion we will, unless otherwise stated, let (A, φ) be a W ∗-
probability spae with φ a faithful, normal trae, let 1 ∈ B ⊂ A be
a unital W ∗-sub-algebra. Also we let EB : A → B be a onditional
expetation suh that (B ⊂ A, EB) is a B-probability spae ompatible
to (A, φ) in the sense that φ = φ ◦ EB. Let L2(A, φ) be the Hilbert
spae ompletion of A with respet to the norm ‖a‖φ =
√
φ(a∗a) for
a ∈ A.
If X is a subset of A then L2(X, φ) will denote the L2-ompletion,
alg(X,X∗)
||·||φ
, of the unital ∗-algebra generated by X.
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We dene a self-adjoint family, (ai)i∈I ⊂ A, to be a family of opera-
tors suh that for all i ∈ I there exists j ∈ I suh that a∗i = aj .
Denition 2.1. Let (A, φ) be aW ∗-probability spae with φ a faithful
trae. Let 1 ∈ B ⊂ A be a unital W ∗-sub-algebra, and let (ai)i∈I
be a self-adjoint family of random variables in A. Then a family of
vetors (ξ)i∈I from L2(A, φ) fullls the onjugate relations for (ai)i∈I
with respet to B if
(2.1) φ(ξib0ai1b1ai2 · · · ainbn)
=
n∑
m=1
δi,imφ(b0ai1 . . . aim−1bm−1)φ(bmaim+1bm+1 · · · ainbn),
for every n ≥ 0, b0, b1, . . . , bn ∈ B and i, i1, i2, . . . in ∈ I.
A family of vetors (ξi)i∈I ⊂ L2(A, φ) is said to be a onjugate system
for a self-adjoint family of operators, (ai)i∈I ⊂ A, with respet to B
if it satises the onjugate relations (2.1) and if furthermore (ξi)i∈I ⊂
L2((ai)i∈I ∪B, φ).
Remark 2.2. (a) The above denition is to be understood as φ(ξib) =
0 for all i ∈ I. Sine B is unital we thus have φ(ξi) = 0 for all
i ∈ I.
(b) If a onjugate system (ξi)i∈I exists then it is unique sine (2.1)
is a presription for taking inner produts with monomials of
the form b0ai1b1ai2 · · · ainbn from L2((ai)i∈I ∪B, φ), so the inner
produt of an element from (ξi)i∈I with an arbitrary element
from L2((ai)i∈I ∪B, φ) is ompletely determined.
() If one an nd (ξ)i∈I that fullls the onjugate relations, (2.1),
for a self-adjoint family, (ai)i∈I ⊂ A, with respet to a unital
sub-algebra B of A, then if P : L2(A, φ)→ L2((ai)i∈I ∪B, φ) is
the Hilbert spae projetion then (Pξi)i∈I is a onjugate system
for (ai)i∈I with respet to B.
(d) If (ai)
n
i=1 are all self-adjoint then Voiulesu originally denoted
the onjugate variables of (ai)
n
i=1 with respet to B by
J (ai : B[a1, . . . , ai−1, ai+1, . . . , an])
for i ∈ {1, . . . , n}.
Denition 2.3. Let (A, φ) be a W ∗-probability spae with φ a faith-
ful trae. Let B ⊂ A be a unital W ∗-sub-algebra, and let (ai)i∈I be
a self-adjoint family of random variables in A. If (ai)i∈I has a onju-
gate system, (ξ)i∈I , with respet to B then we dene the free Fisher
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information of (ai)i∈I with respet to B as:
(2.2) Φ∗((ai)i∈I : B) =
∑
i∈I
||ξi||2φ.
If no onjugate system exists for (ai)i∈I with respet to B we dene
Φ∗((ai)i∈I : B) = +∞. If B = C1 then we dene
Φ∗((ai)i∈I) = Φ∗((ai)i∈I : C1),
and we all this the free Fisher information of (ai)i∈I .
Remark 2.4. (a) If (ξi)i∈I satises the onjugate relations for a self-
adjoint family (ai)i∈I ⊂ A with respet toB and if P : L2(A, φ)→
L2((ai)i∈I∪B, φ) is the Hilbert spae projetion then by remark
2.2 () we know that (Pξi)i∈I is a onjugate system for (ai)i∈I
with respet to B and sine projetions are norm dereasing we
onlude that
(2.3) Φ∗((ai)i∈I : B) ≤
∑
i∈I
||ξi||2φ.
(b) If r ∈ R is a stritly positive salar then one easily sees that
if (ai)i∈I ⊂ A is a self-adjoint family of random variables with
onjugate system (ξi)i∈I then (1rξi)i∈I is a onjugate system for
(rai)i∈I and thus
(2.4) Φ∗((rai)i∈I : B) =
1
r2
Φ∗((ai)i∈I : B).
() The free Fisher information respets inlusion of sub-algebras
in the following sense. If (A, φ) is a W ∗-probability spae and
1 ∈ B1 ⊂ B2 are to unital W ∗-sub-algebras then if (ai)i∈I ⊂ A
is a self-adjoint system then
(2.5) Φ∗((ai)i∈I : B1) ≤ Φ∗((ai)i∈I : B2)
beause if a onjugate system for (ai)i∈I exists with respet to
B2 then this onjugate system will also satisfy the onjugate
relations for (ai)i∈I with respet to B1, and hene (2.5) follows
from (2.3) in (a).
The following theorem is a speial ase of [NSS2, Th. 4.1℄. Conern-
ing umulants we adopt the tensor-produt notation of [Sp1℄.
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Theorem 2.5. [NSS2, Th. 4.1℄ Let (A, φ) be a W ∗-probability spae
where φ is a faithful, normal trae and let (B ⊂ A, EB) be a B-
probability spae ompatible to (A, φ). Let (ai)i∈I be a self-adjoint fam-
ily of random variables in A. Then (ξi)i∈I satises the onjugate rela-
tions for (ai)i∈I with respet to B if and only if
(2.6)
κBn+1(ξi ⊗B b0ai1 ⊗B b1ai2 ⊗B · · · ⊗B bn−1ain) =
{
δii1φ(b0)1 for n = 1
0 for n 6= 1.
for all b0, . . . , bn−1 ∈ B and i, i1, . . . in ∈ I.
Remark 2.6. Consider a non-self-adjoint random variable a ∈ A. Then
a onjugate system for (a, a∗) must have the form (ξ, ξ∗) beause of
the traial properties of φ and the onjugate relations, (2.1). From
theorem 2.5 it is easy to see that
(
ξ+ξ∗√
2
,− ξ−ξ∗
i
√
2
)
is a onjugate system
for
(
a+a∗√
2
, a−a
∗
i
√
2
)
with respet to B so we onlude that
Φ∗(a, a∗) = ||ξ||2φ + ||ξ||2φ = φ(ξ∗ξ) + φ(ξξ∗)
= φ
(
ξ2+(ξ∗)2+ξ∗ξ+ξξ∗
2
)
+ φ
(
− ξ2+(ξ∗)2−ξ∗ξ−ξξ∗
2
)
=
∣∣∣∣∣∣ ξ+ξ∗√
2
∣∣∣∣∣∣2
φ
+
∣∣∣∣∣∣− ξ−ξ∗
i
√
2
∣∣∣∣∣∣2
φ
= Φ∗
(
a+a∗√
2
, a−a
∗
i
√
2
)
.
Combining with (2.4) of remark 2.4 we have
2Φ∗(a, a∗) = Φ∗(ℜa,ℑa).
3. Non-mirostates free entropy dimension
The non-mirostates free entropy for several self-adjoint random vari-
ables was originally dened by Voiulesu.
Denition 3.1. [Voi5, Def. 7.1℄ Let (ai)
n
i=1 ⊂ A be a olletion of
self-adjoint random variables in a W ∗-probability spae (A, φ) where
φ is a faithful normal traial state, and let 1 ∈ B ⊂ A be a unital
W ∗-sub-algebra of A. The non-mirostates free entropy of (ai)ni=1 with
respet to B is then dened as
(3.1) χ∗(a1, . . . , an : B)
=
1
2
∫ ∞
0
n
1 + t
− Φ∗(a1 +
√
tS1, . . . an +
√
tSn)dt+
n
2
log(2π e),
where S1, . . . , Sn are standard semiirular elements suh that {S1}, . . . , {Sn}
and {alg((ai)ni=1 ∪B)} are free sets.
The following property of χ∗ is shown by Voiulesu in [Voi5℄.
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Proposition 3.2. [Voi5, Prop 7.2℄ Let (ai)
n
i=1,B,A, (Si)
n
i=1 and φ be
as in denition 3.1. Let C2 = φ(a21 + · · · a2n). Then
(3.2) χ∗(a1, . . . , an : B) ≤ n2 log(2π en−1C2).
In [Voi2℄ Voiulesu dened the mirostates free entropy dimension.
We onsider the non-mirostates free analogue.
Denition 3.3. Let (ai)
n
i=1 ⊂ A be a olletion of self-adjoint random
variables in a W ∗-probability spae (A, φ) where φ is a faithful normal
traial state, and let 1 ∈ B ⊂ A be a unital W ∗-sub-algebra of A. The
non-mirostates free entropy dimension of (ai)
n
i=1 with respet to B is
dened by
(3.3) δ∗(a1, . . . , an : B) = n+ lim sup
ǫ→0
χ∗(a1 + ǫS1, . . . , an + ǫSn : B)
| log ǫ| ,
where S1, . . . , Sn are standard semiirular variables suh that {S1}, . . . , {Sn}
and {(ai)ni=1 ∪B} are φ-free.
An easy upper bound of the non-mirostates free entropy dimension
follows from proposition 3.2
Proposition 3.4. Let (ai)
n
i=1 ⊂ A be a olletion of not all zero self-
adjoint random variables in a W ∗-probability spae (A, φ) where φ is a
faithful normal traial state, and let 1 ∈ B ⊂ A be a unital W ∗-sub-
algebra of A. Let (Si)
n
i=1 be a standard semiirular family φ-free from
(ai)
n
i=1. Then
(3.4) δ∗(a1, . . . , an : B) ≤ n.
Proof. Let C2 = φ(a21 + · · · a2n) > 0. Then
φ((a1 + ǫS1)
2 + · · ·+ (an + ǫSn)2) = C2 + nǫ2,
so we infer from (3.2) of proposition 3.2 that
δ∗(a1, . . . , an : B) = n+ lim sup
ǫ→0
χ∗(a1 + ǫS1, . . . , an + ǫSn : B)
| log ǫ|
≤ n+ lim sup
ǫ→0+
n
2
log(2π en−1(C2 + ǫ2n))
| log ǫ|
= n,
sine C2 is stritly positive. 
A lower bound of the non-mirostates free entropy dimension an
be estimated from the non-mirostates free Fisher information in the
following sense.
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Proposition 3.5. Let (ai)
n
i=1 ⊂ A be a olletion of self-adjoint ran-
dom variables in a W ∗-probability spae (A, φ) where φ is a faithful
normal traial state, and let 1 ∈ B ⊂ A be a unital W ∗-sub-algebra of
A. The non-mirostates free entropy dimension of (ai)
n
i=1 with respet
to B is bounded from below by
(3.5)
δ∗(a1, . . . , an : B) ≥ n− lim sup
t→0+
(tΦ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)),
where S1, . . . , Sn is a family of standard semiirular random variables
suh that {S1}, . . . , {Sn} and {B ∪ (ai)ni=1} are φ-free. If the lim sup
on the right-hand side of (3.5) is onvergent then inequality in (3.5)
beomes equality.
Proof. We only show the inequality of (3.5). The last statement about
equality follows by trivial modiations of the argument. LetA,B, φ, (ai)
n
i=1
and (Si)
n
i=1 be as in the proposition. Dene
a := lim sup
t→0+
(tΦ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)),
and let ǫ > 0. There exists an interval δ > 0 suh that
Φ∗(a1 +
√
tS1, . . . ,
√
tSn : B) ≤ a+ ǫ
t
,
for all 0 < t < δ.
Using denition 3.1 arefully implies
(3.6) χ∗(a1 +
√
δS1, . . . , an +
√
δSn : B)
− χ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)
=
1
2
∫ δ
t
n
1 + s− δ − Φ
∗(a1 +
√
sS1, . . . , an +
√
sSn : B)ds
+
1
2
∫ ∞
δ
n
1 + s− δ −
n
1 + s− tds
=
1
2
∫ δ
t
Φ∗(a1 +
√
sS1, . . . , an +
√
sSn : B)ds
≤ 1
2
∫ δ
t
a + ǫ
s
ds =
a + ǫ
2
log
(
δ
t
)
,
for all 0 < t < min{δ, 1}, so
χ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)
≥ χ∗(a1 +
√
δS1, . . . , an +
√
δSn : B)− a + ǫ
2
log δ − a+ ǫ
2
| log t|.
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From this we dedue that
lim inf
t→0+
χ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)
| log t| ≥ −
a + ǫ
2
,
and sine ǫ was hosen arbitrarily omparing to (3.3) implies that
δ∗(a1, . . . , an : B) = n+ 2 lim sup
t→0+
χ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)
| log t|
≥ n+ 2 lim inf
t→0+
χ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)
| log t|
≥ n− a
= n− lim sup
t→0+
(tΦ∗(a1 +
√
tS1, . . . , an +
√
tSn : B)).

We remark that it might be tempting to adopt the right-hand side
of (3.5) as the denition of the non-mirostates free entropy dimen-
sion with respet to B. Voiulesu has shown the following Free Stam
inequality.
Proposition 3.6. [Voi5, Prop. 6.5℄ Let (a1i )
n
i=1, (a
2
i )
n
i=1 ⊂ A be a ol-
letion of self-adjoint random variables in a W ∗-probability spae (A, φ)
where φ is a faithful normal traial state, and let 1 ∈ B1,B2 ⊂ A be
a unital W ∗-sub-algebras of A. If alg((a1i )
n
i=1,B1) and alg((a
2
i )
n
i=1,B2)
are φ-free then
(3.7) Φ∗(a11 + a
2
1, . . . , a
1
n + a
2
n : W
∗(B1,B2))−1
≥ Φ∗(a11, . . . , a1n : B1)−1 + Φ∗(a21, . . . , a2n : B2)−1
Combining the lower bound of δ∗ from proposition 3.5, proposition
3.4 and proposition 3.6 we have the following interesting whih limits
the free entropy dimension problem to the ase of innite free Fisher
information.
Corollary 3.7. Let (ai)
n
i=1 ⊂ A be a olletion of self-adjoint random
variables in a W ∗-probability spae (A, φ) where φ is a faithful normal
traial state, and let 1 ∈ B ⊂ A be a unital W ∗-sub-algebra of A. Then
(3.8) Φ∗(a1, . . . , an : B) <∞⇒ δ∗(a1, . . . , an : B) = n
Proof. Apply the Free Stam inequality (3.7) on the algebras alg((ai)
n
i=1,B)
and alg((Si)
n
i=1,C) and observe that
lim sup
t→0+
tΦ∗(a1 +
√
tS1, . . . , an +
√
tSn : B) ≤ lim sup
t→0+
nt
n
α
+ t
= 0,
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when α = Φ∗(a1, . . . , an : B) <∞. 
4. χ∗ and δ∗ for a non-self-adjoint random variable
We translate the results from setion 3 into the ontext of one non-
self-adjoint variable by onsidering real and imaginary parts. Let (A, φ)
be W ∗-probability spae with a normal faithful traial state, and let
a ∈ A be non-self-adjoint random variable. For the mirostates free
entropy we have χ(a) = χ(ℜa,ℑa) [HP, Prop. 6.5.5℄ so it seems natural
to dene
(4.1) χ∗(a : B) := χ∗(ℜa,ℑa : B).
and thus also
(4.2) δ∗(a : B) := δ∗(ℜa,ℑa : B)
Using proposition 3.5 we have the following orollary on non-mirostates
free entropy dimension of a single non-self-adjoint variable.
Corollary 4.1. Let a ∈ A be a non-self-adjoint family of random
variables in a W ∗-probability spae (A, φ) where φ is a faithful normal
traial state, and let 1 ∈ B ⊂ A be a unital W ∗-sub-algebra of A. Then
a lower bound of the non-mirostates free entropy dimension of a with
respet to B is
(4.3) δ∗(a : B) ≥ 2− lim sup
t→0+
(tΦ∗(a+
√
tY, (a+
√
tY )∗ : B)),
where Y is a standard irular random variable ∗-free from a and B. If
the lim sup on the right-hand side of (4.3) is onvergent then inequality
in (4.3) beomes equality.
Proof. Just use (3.5) of proposition 3.5 on the self-adjoint variables
ℜa and ℑa and substitute S1 and S2 with a single irular random
variable Y ∗-free from a suh that Y+Y ∗√
2
= S1 and
Y−Y ∗
i
√
2
= S2. Then
(3.5) beomes
δ∗(a : B) = δ∗(ℜa,ℑa : B)
≥ 2− lim sup
t→0+
(tΦ∗(ℜ(a +
√
2tY ),ℑ(a+
√
2tY ) : B)
Now remark 2.6 implies (4.3).

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5. Properties of DT-operators
In this setion we rst review some basi properties of DT-operators
whih an be read out of [DH1℄ and [DH2℄. We then dedue some
results relating several DT-operators and standard irular operators.
From now on, unless otherwise stated, we let M be a von Neumann
algebra equipped with a faithful, normal, traial state, τ , suh that
(M, τ) is a W ∗-probability spae. We also assume that we are given
an injetive, unital, normal ∗-homomorphism λ : L∞[0, 1] → M, suh
that τ ◦ λ(f) = ∫ 1
0
f(t)dt for f ∈ L∞[0, 1]. We let D be the piture of
L∞[0, 1] in M and let ED : M→ D be the trae-preserving onditional
expetation onto D. We will identify D and L∞[0, 1] and thus onsider
elements of D as L∞-funtions. Assume also that (Xi)∞i=1 ⊂ M is a
standard semiirular family of random variables τ -free from D. Then
(W ∗(D∪{Xi}))∞i=1 areD-free with respet to ED. As in [DH1℄ (we also
adopt the notation of [DH1℄) we an now onstrut upper triangular
operators, Ti = UT(Xi, λ) for i ∈ N. If D0 : x 7→ x ∈ D then Ti =
UT(Xi, λ) is the norm limit of
(5.1) T (i)n =
n∑
j=1
1[ j−1
n
,
j
n
](D0)Xi1[ j
n
,1
](D0)
as n → ∞ [DH1, Lemma 4.1℄. It follows that Ti ∈ W ∗(D ∪ {Xi}) for
all i ∈ N so (Ti)∞i=1 is a D-free family. (Ti, T ∗i ) is a entered D-Gaussian
pair for all i ∈ N [DH2, Appendix A℄ and it follows that (Ti, T ∗i )∞i=1 is
a entered D-Gaussian set in the sense of Speiher [Sp1, Def. 4.2.3℄.
Dene for f ∈ D
L∗(f) : x 7→
∫ x
0
f(t)dt and L(f) : x 7→
∫ 1
x
f(t)dt(5.2)
From the appendix of [DH2℄ it follows that the ovarianes are given
by
Lemma 5.1. [DH2, Appendix℄ Let f ∈ D. Then
ED(TifT
∗
i ) = L(f) and ED(T
∗
i fTi) = L
∗(f),(5.3)
ED(TifTi) = 0 and ED(T
∗
i fT
∗
i ) = 0,(5.4)
and (Ti)
∞
i=1 is a D-∗-free family with respet to ED.
A DT(µ, c)-operator, as dened in the introdution, where µ is a
ompatly supported Borel measure on C and c > 0, an be realized in
the W ∗-probability spae (M, τ).
Theorem 5.2. [DH1, Th. 4.4℄ Let T1 = UT(X1, λ) where X1 and λ is
as above, and let c > 0. Let f ∈ L∞[0, 1] and dene D = λ(f). Then
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D+ cT1 is a DT(µ, c)-element, where µ is the push-forward measure of
the Lebesque-measure by f.
There is a ertain freedom in hoosing D ∈ D.
Lemma 5.3. [DH1, Lemma 6.2℄ Let µ be a ompatly supported Borel
measure on C. Then there is f ∈ L∞[0, 1] whose distribution is µ and
suh that if D = λ(f) and if T1 = UT(X1, λ) is as above, then for any
c > 0 D itself lies in the W ∗-algebra generated by D + cT1.
Dykema and Haagerup also showed that surprisingly we have
Theorem 5.4. [DH2, Th. 2.2℄ Let T1 = UT(X1, λ) be as above. If
D0 : x 7→ x ∈ D is the identity then D0 ∈ W ∗(T1).
Summarizing on theorem 5.2, lemma 5.3 and theorem 5.4 then a
DT(µ, c)-element an be onstruted as Z := D+ cT1 where the distri-
bution of D ∈ D is µ, c > 0 and T1 = UT(X1, λ). D an furthermore
be hosen in suh a way that D ∈ W ∗(Z) = W ∗(T1) ∼= L(F2).
From [DH1℄ we know that Ti + T
∗
i = Xi for all i ∈ N. We will need
a relation between upper triangular operators and standard irular
variables, and for this we will use the following theorem whih is a
speial ase of a theorem of Nia, Shlyakhtenko and Speiher [NSS3℄.
The theorem as it is stated here is from [nSp, Th. 6℄.
Theorem 5.5. [NSS3℄ Let (M, τ) be a probability spae and (D ⊂
M, ED) a D-probability spae ompatible to (M, τ) and let X ⊂ M.
Then X and D are free in (M, τ) i for every n ≥ 1 and x1, . . . , xn ∈ X
there exists cn(x1, . . . , xn) ∈ C suh that for every d1, . . . dn−1 ∈ D we
have
κDn (x1d1 ⊗D · · · ⊗D xn−1dn−1 ⊗D xn)
= cn(x1, . . . , xn)τ(d1) · · · τ(dn−1)1
If the above holds, we have
cn(x1, . . . , xn) = κ
C
n(x1, . . . , xn).
Lemma 5.6. Let T1 = UT(X1, λ) and T2 = UT(X2, λ) be upper trian-
gular operators, and let Y ∈M be a standard irular random variable
∗-free from T1 with respet to τ . Then for a, b ≥ 0
(5.5)
√
aT1 +
√
bY
∗−dist.∼ √a+ bT1 +
√
bT ∗2 .
In partiular T1 + T
∗
2 is a irular element.
Proof. First we prove that if T3 = UT(X3, λ) is upper triangular then
T3+T
∗
2 is a standard irular variable with respet to τ . We know that
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T3+T
∗
2 is D-Gaussian sine T2 and T3 are D-free and the κ
D
2 -umulants
are given by
κD2 ((T3 + T
∗
2 )⊗D d(T3 + T ∗2 )∗) = L(d) + L∗(d) = τ(d)1
κD2 ((T3 + T
∗
2 )
∗ ⊗D d(T3 + T ∗2 )) = L∗(d) + L(d) = τ(d)1
κD2 ((T3 + T
∗
2 )⊗D d(T3 + T ∗2 )) = 0
κD2 ((T3 + T
∗
2 )
∗ ⊗D d(T3 + T ∗2 )∗) = 0
for all d ∈ D. We thus see from theorem 5.5 that atually T3 + T ∗2 is
C-Gaussian with κC2 -umulants given by
κC2 (T3 + T
∗
2 , (T3 + T
∗
2 )
∗) = κC2 ((T2 + T
∗
3 )
∗, T2 + T ∗3 ) = 1
κC2 (T3 + T
∗
2 , T3 + T
∗
2 ) = κ
C
2 ((T3 + T
∗
2 )
∗, (T3 + T ∗2 )
∗) = 0.
Hene T3 + T
∗
2 is a standard irular random variable. Furthermore
theorem 5.5 implies that T3 + T
∗
2 is τ -free from D. Sine also T3 + T
∗
2
is τ -free from X1 we onlude that T3 + T
∗
2 is τ -free from W
∗(X1,D)
and in partiular T3 + T
∗
2 is τ -free from T1. Hene
√
aT1 +
√
b(T3 + T
∗
2 )
distr∼ √aT1 +
√
bY,
where Y is a standard irular random variable τ -free from T1.
Now we just have to observe that
√
aT1 +
√
bT3 is also D-Gaussian
beause of D-freeness of T1 and T3. Sine
κD2 ((
√
aT1 +
√
bT3)⊗D d(
√
aT1 +
√
bT3)
∗) = (a+ b)L(d)
κD2 ((
√
aT1 +
√
bT3)
∗ ⊗D d(
√
aT1 +
√
bT3)) = (a+ b)L
∗(d)
κD2 ((
√
aT1 +
√
bT3)⊗D d(
√
aT1 +
√
bT3)) = 0
κD2 ((
√
aT1 +
√
bT3)
∗ ⊗D d(
√
aT1 +
√
bT3)
∗) = 0,
we onlude that
√
aT1 +
√
bT3
∗−dist.∼ √a+ bT1. Summarizing we have
showed that
√
aT1 +
√
bY
∗−dist.∼ √a+ bT1 +
√
bT ∗2 ,
but this is exatly what the lemma states. 
The following two lemmas tells us that in the presene of the algebra
D we an ut out the lower (and upper) triangular part of ertain
produts and linear ombinations of DT-operators.
Lemma 5.7. Let D ∈ D, c > 0. Let T1 = UT(X1, λ) and T2 =
UT(X2, λ) be upper triangular operators. Then
[D + cT1, T2] ∈ W ∗(T1)([D + cT1, T2] + [(D + cT1)∗, T ∗2 ])W ∗(T1)
‖·‖τ .
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Proof. LetD0 : x→ x be the identity-funtion inD. By theorem 5.4 we
know that D0 ∈ W ∗(T1). Dene the projetions p(n)i := 1[ i−1
n
,
i
n
](D0)
for i = 1, . . . , n. If we an show that
(5.6)
lim
n→∞
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
n∑
i,j=1
i<j
p
(n)
i ([D + cT1, T2] + [(D + cT1)
∗, T ∗2 ])p
(n)
j − [D + cT1, T2]
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
τ
= 0,
then the lemma follows immediately from the fat that D0 ∈ W ∗(T1).
From the onstrution of T1 in (5.1) we know that
(5.7) Ti =
∑
1≤i≤j≤n
p
(n)
i Tip
(n)
j ,
for i = 1, 2, sine we an just replae Ti in (5.7) by T
(i)
n from (5.1) and
take the norm limit. Thus also
T1T2 =
∑
1≤i≤k≤j≤n
p
(n)
i T1p
(n)
k T2p
(n)
j ,
and sine p
(n)
i T1p
(n)
k = 0 for i > k and p
(n)
k T2p
(n)
j = 0 for k > j we have
T1T2 =
∑
1≤i≤j≤n
1≤k≤n
p
(n)
i T1p
(n)
k T2p
(n)
j .
=
∑
1≤i≤j≤n
p
(n)
i T1T2p
(n)
j .
For i ≥ j
p
(n)
i T1T2p
(n)
j =
n∑
k=1
p
(n)
i T1p
(n)
k T2p
(n)
j =
{
0 i > j
p
(n)
i T1p
(n)
i T2p
(n)
i i = j,
beause p
(n)
i T1p
(n)
k = 0 for i > k and p
(n)
k T2p
(n)
j = 0 for j < k. For
i 6= j we have p(n)i Dp(n)j = 0 sine D ommutes with the orthogonal
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projetions p
(n)
i and p
(n)
j , so
(D + cT1)T2 −
∑
1≤i<j≤n
p
(n)
i (D + cT1)T2p
(n)
j
=
n∑
i=1
p
(n)
i (D + cT1)p
(n)
i T2p
(n)
i =
n∑
i,j=1
p
(n)
i (D + cT1)p
(n)
i p
(n)
j T2p
(n)
j
=
(
n∑
i=1
p
(n)
i (D + cT1)p
(n)
i
)(
n∑
j=1
p
(n)
j T2p
(n)
j
)
.
Reversing the role of T1 and T2 and subtrating we onlude that
(5.8) [D + cT1, T2]−
∑
1≤i<j≤n
p
(n)
i [D + cT1, T2]p
(n)
j = [D + cU
(n), V (n)],
where U (n) =
∑n
i=1 p
(n)
i T1p
(n)
i and V
(n) =
∑n
j=1 p
(n)
j T2p
(n)
j . But ||U (n)|| =
||V (n)|| =√ e
n
beause ||T1|| = ||T2|| =
√
e [DH1, Cor. 8.11℄, so
(5.9) ||[U (n), V (n)]||τ ≤ ||[U (n), V (n)]|| ≤ 2
(
‖D‖+
√
e√
n
) √
e√
n
,
For i < j we have
p
(n)
i (D + cT1)
∗T ∗2 p
(n)
j =
n∑
k=1
p
(n)
i (D + cT1)
∗p(n)k T
∗
2 p
(n)
j = 0
beauseD ommute with the involved projetions and sine p
(n)
i T
∗
1 p
(n)
k =
0 for i < k and p
(n)
k T
∗
1 p
(n)
j = 0 for k < j. Reversing the role of (D+cT1)
∗
and T ∗2 , summing and subtrating we have
(5.10)
∑
1≤i<j≤n
p
(n)
i [(D + cT1)
∗, T ∗2 ]p
(n)
j = 0.
Hene (5.6) follows from ombining (5.8), (5.9) and (5.10). 
Lemma 5.8. Let T1 = UT(X1, λ) and T2 = UT(X2, λ) be upper trian-
gular operators as in the beginning of the setion. Let D ∈ D and let
a, b ∈ R+ be nonzero positive salars. Then
T1, T2 ∈ W ∗(D +
√
aT1 +
√
bT ∗2 ,D).
Proof. We proeed as in the proof of lemma 5.7, and let D0 : x→ x be
the identity-funtion in D. We only show that T1 ∈ W ∗(D +
√
aT1 +√
bT ∗2 ,D), sine the result for T2 is obtained in a similar way. Dene
the projetions p
(n)
i := 1
[
i−1
n
,
i
n
](D0) for i = 1, . . . , n. Remember from
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the proof of lemma 5.7 that
T1 =
∑
1≤i≤j≤n
p
(n)
i T1p
(n)
j ,
and that
U (n) := T1 −
∑
1≤i<j≤n
p
(n)
i T1p
(n)
j =
n∑
i=1
p
(n)
i T1p
(n)
i .
We have ||U (n)|| ≤√ e
n
and also
(5.11)
∑
1≤i<j≤n
p
(n)
i T
∗
2 p
(n)
j = 0.
We onlude that
lim
n→∞
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
√
aT1 −
n∑
i,j=1
i<j
p
(n)
i (D +
√
aT1 +
√
bT ∗2 )p
(n)
j
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
≤ lim
n→∞
√
a
∥∥U (n)∥∥ ≤ lim
n→∞
√
a e
n
= 0.

6. δ∗ for a DT-operator with respet to D
Let T1 = UT(X1, λ), T2 = UT(X2, λ) be upper triangular operators
as in the beginning of setion 5. Dene Z = D+ cT1 ∈M where c > 0
and D ∈ D. By theorem 5.2 Z is a DT(µ, c)-operator where µ is the
distribution of D. Let Y ∈ M be a standard irular operator ∗-free
from D and T1 and thus also ∗-free from Z. By orollary 4.1 we are to
ompute
(6.1) δ∗(Z : D) = 2− lim
t→0+
(tΦ∗(D+cT1+
√
tY, (D+cT1+
√
tY )∗ : D)),
where Y is a standard irular element ∗-free from T1, if the limit exists.
By lemma 5.6 we know that
T1 +
√
tY
∗−dist.∼ √1 + tT1 +
√
tT ∗2 ,
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so using (2.4) of remark 2.4 (6.1) beomes
δ∗(Z : D)
= 2− lim
t→0+
(tΦ∗(D+
√
c2 + tT1 +
√
tT ∗2 , (D+
√
c2 + tT1 +
√
tT ∗2 )
∗ : D))
= 2− lim
t→0+
Φ∗( 1√
t
D +
√
c2+t
t
T1 + T
∗
2 , (
1√
t
D +
√
c2+t
t
T1 + T
∗
2 )
∗ : D)
if the limit on the right-hand side exists. Dene
(St, S
∗
t ) =
(
1√
t
D +
√
c2+t
t
T1 + T
∗
2 ,
(
1√
t
D +
√
c2+t
t
T1 + T
∗
2
)∗)
.
Then it easy to see that
(ξt, ξ
∗
t ) =
(√
t
c2+t
T ∗1 + T2,
√
t
c2+t
T1 + T
∗
2
)
satises the onjugate relations for (St, S
∗
t ) with respet to D beause
(ξt, ξ
∗
t , St, S
∗
t ) is a (non-entered) D-Gaussian system. For example
κD2 (ξt ⊗D dSt) = ED
((√
t
c2+t
T ∗1 + T2
)
d
(√
c2+t
t
T1 + T
∗
2
))
= L∗(d) + L(d) =
(∫ 1
0
d(y)dy
)
1 = τ(d)1,
for d ∈ D beause T1 and T2 are D-free, and D ∈ D is ED-free from
everything [Sp1, Lemma 3.2.4℄. The other κD2 -identities are heked
similarly. Furthermore ξt, ξ
∗
t ∈ L2({St, S∗t } ∪D, τ) beause lemma 5.8
says that atually T1, T2 ∈ W ∗(St,D).
We thus onlude that
Φ∗(St, S
∗
t : D) = ||ξt||2τ + ||ξ∗t ||2τ = 2||ξt||2τ
= 2 t
c2+t
τ(T ∗1 T1) + 2τ(T2T
∗
2 )
+2
√
t
c2+t
(τ(ED(T
∗
1 T
∗
2 ) + ED(T2T1)))
= t
c2+t
+ 1,
sine ED-freeness of T1 and T2 implies that
ED(T
∗
1 T
∗
2 ) = ED(T2T1) = 0.
We have now shown that (ξt, ξ
∗
t ) is a onjugate system for (St, S
∗
t ),
so by (6.1)
δ∗(Z : D) = 2− lim
t→0+
( t
c2+t
+ 1) = 1.

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7. δ∗ for a DT-operator with respet to C
Let T1 = UT(X1, λ) ∈ M and T2 = UT(X2, λ) ∈ M be two ED-
free upper triangular operators and let D ∈ D be hosen suh that
D ∈ W ∗(D + cT1). As in the previous setion we dene St = 1√tD +√
c2+t
t
T1 + T
∗
2 , and ξt =
√
t
c2+t
T ∗1 + T2. Z = D + cT1 is a DT-operator
and by lemma 5.3 every DT-operator an be realized in this way.
The goal is to ompute δ∗(Z) := δ∗(Z : C). Inspeting the proof of
δ∗(Z : D) = 1 from setion 6 we observe that a ruial point in showing
that (ξt, ξ
∗
t ) is a onjugate system for (St, S
∗
t ) is the use of the algebraD
to ut out the upper and lower triangular parts of St and S
∗
t . Sine D
an not be ontained in L2({St, S∗t }, τ) [Voi6, Prop. p. 123℄ the above
argument does not apply to ompute δ∗(Z). By remark 2.4 () it does
however tell us that (ξt, ξ
∗
t ) satises the onjugate relations for (St, S
∗
t )
with respet to C. Summarizing we have
(7.1)
δ∗(Z) ≥ 2− lim sup
t→0+
Φ∗(St, S∗t : C) ≥ 2− lim sup
t→0+
Φ∗(St, S∗t : D) = 1
We would like to ompute the Hilbert spae projetion
P : L2({St, S∗t } ∪D, τ)→ L2({St, S∗t }, τ).
This however seems to be very diult. Instead our strategy will be
to estimate the distane from ξt to a suitable subspae of the orthog-
onal omplement of L2({St, St}, τ) in L2({St, S∗t } ∪ D, τ) as t → 0+.
To do this we rst produe an element in the orthogonal omplement
(L2({St, S∗t }, τ))⊥.
Lemma 7.1.
(7.2) jt := [ξt, St] + [ξ
∗
t , S
∗
t ]
=
(√
c2+t
t
−
√
t
c2+t
)
([T1, T2] + [T
∗
1 , T
∗
2 ])
+
[
1√
t
D,
√
t
c2+t
T ∗1 + T2
]
+
[
1√
t
D∗,
√
t
c2+t
T1 + T
∗
2
]
belongs to (L2({St, S∗t }, τ))⊥ in L2({St, S∗t } ∪D, τ).
Remark 7.2. The above element, jt, is atually just Voiulesu's liber-
ation gradient of (alg({St, S∗t }),D) [Voi6, setion 5℄. Voiulesu shows
that the liberation gradient j(A,B), of two unital algebras A and B
in a W ∗-probability spae (M, τ) measures how τ -free A and B are,
in the sense that j(A,B) = 0 if and only if A and B are τ -free. The
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liberation gradient j(A,B) satises
(7.3)
τ(j(A,B)a1b1 · · · anbn) =
n∑
k=1
(τ(a1b1 · · · bk−1ak)τ(bkak+1bk+1 · · ·anbn)
− τ(a1b1 · · · ak−1bk−1)τ(akbk · · · anbn)),
for all a1, . . . , an ∈ A and b1 . . . , bn ∈ B.
Proof. Sine (ξt, ξ
∗
t ) is a onjugate system for (St, S
∗
t ) with respet to
D it satises the onjugate relations (2.1). Using (2.1) it is easy to
show by diret omputation that jt := [ξt, St] + [ξ
∗
t , S
∗
t ] satises (7.3),
that is,
(7.4)
τ(jtS
i1
t d1 · · ·Sint dn) =
n∑
k=1
(τ(Si1t d1 · · · dk−1Sikt )τ(dkSik+1t dk+1 · · ·Sint dn)
− τ(Si1t d1 · · ·Sik−1t dk−1)τ(Sikt dk · · ·Sint dn)),
for all d1, . . . , dn ∈ D and i1, . . . in ∈ {1, ∗}. Restriting (7.4) to the
ase where d1 = · · · = dn = 1 ∈ D we infer that
τ(jtS
i1
t · · ·Sint ) = 0
for all i1, . . . , in ∈ {1, ∗}. The inner produt of jt with monomials of the
form Si1t · · ·Sint is thus zero, and sine these monomials span a dense
linear subspae of L2({St, S∗t }, τ) we onlude that jt ⊥ L2({St, S∗t }, τ).
The last equality of (7.2) is easily heked by diret omputation. 
We now use jt ∈ W ∗(St)⊥ from (7.2) to give a new lower bound of
δ∗(Z).
Lemma 7.3.
lim sup
t→ 0+
Φ∗(St, S∗t : C)
≤ 2 dist2(T2,W ∗(T1)([D + cT1, T2] + [(D + cT1)∗, T ∗2 ])W ∗(T1))2
Proof. Dene S˜t =
√
tSt = D +
√
c2 + tT1 +
√
tT ∗2 . We know that
(7.5) Φ∗(St, S∗t : C) = 2||EW ∗(S˜t)(ξt)||2τ
Let A ∈ W ∗(D+ cT1)([D+ cT1, T2]+ [(D+ cT1)∗, T ∗2 ])W ∗(D+ cT1) and
let ǫ > 0. Choose polynomials p and q in D+ cT1 and (D+ cT1)
∗
suh
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that
||A− p(D + cT1, (D + cT1)∗)([D + cT1, T2]
+ [(D + cT1)
∗, T ∗2 ])q(D + cT1, (D + cT1)
∗)||τ < ǫ.
Dene
B(t) = p(S˜t, S˜
∗
t )
√
tjtq(S˜t, S˜
∗
t )
= p(S˜t, S˜
∗
t )
((√
c2 + t− t√
c2+t
)
([T1, T2] + [T
∗
1 , T
∗
2 ])
+ [D,
√
t
c2+t
T ∗1 + T2] + [D
∗,
√
t
c2+t
T1 + T
∗
2 ]
)
q(S˜t, S˜
∗
t )
for t ≥ 0, and observe that
B(0) = p(D + cT1, (D + cT1)
∗)([D + cT1, T2]
+ [(D + cT1)
∗, T ∗2 ])q(D + cT1, (D + cT1)
∗).
Then ||A− B(0)||τ < ǫ and ||B(t)− B(0)|| → 0 for t → 0+. Sine by
lemma 7.1 jt
√
t ∈ W ∗(S˜∗t )⊥ also B(t) ∈ W ∗(S˜∗t )⊥ so
||EW ∗(S˜∗t )(A)||τ ≤ ||EW ∗(S˜t)(B(t))||τ + ||A−B(t)||τ = 0+ ||A−B(t)||τ ,
and thus
lim sup
t→0+
||EW ∗(S˜t)(A)||τ ≤ ||A− B(t)||τ < ǫ.
Sine ǫ was hosen arbitrarily we onlude that
(7.6) lim
t→0+
||EW ∗(S˜t)(A)||τ = 0,
for all A ∈ W ∗(D+ cT1)([D+ cT1, T2] + [(D+ cT1)∗, T ∗2 ])W ∗(D+ cT1).
Now dene
α = dist2(T2,W
∗(T1)([D + cT1, T2] + [(D + cT1)∗, T ∗2 ])W
∗(T1)).
Sine D ∈ D is hosen suh that D ∈ W ∗(D+ cT1) we have W ∗(T1) =
W ∗(D + cT1) so from (7.6) we onlude that
lim sup
t→0+
||EW ∗(S˜t)(T2)||τ ≤ α,
but sine ||EW ∗(S˜t)||τ ≤ 1 and sine ||ξt − T2||τ → 0 for t → 0+ we
onlude that
(7.7) lim sup
t→0+
||EW ∗(S˜t)(ξt)||τ ≤ α.
Combining with (7.5) we have
lim sup
t→0+
Φ∗(St, S∗t : C) ≤ 2α2.

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Lemma 5.7 an now be used to get rid of the [(D + cT1)
∗, T ∗2 ]-term
in lemma 7.3.
Proposition 7.4.
(7.8)
lim sup
t→ 0+
Φ∗(St, S∗t : C) ≤ 2 dist2(T2,W ∗(T1)([D + cT1, T2])W ∗(T1))2.
Proof. It is immediate that
E = W ∗(T1)([D + cT1, T2] + [(D + cT1)∗, T ∗2 ])W ∗(T1)
||·||τ
is invariant under multipliation from the left and right with elements
from W ∗(T1). By lemma 5.7 we know that [D + cT1, T2] ∈ E so
W ∗(T1)[D + cT1, T2]W ∗(T1) ⊆ E.
We thus have
dist2(T2,W
∗(T1)[D + cT1, T2]W ∗(T1)) ≥ dist2(T2, E)
= dist2(T2,W
∗(T1)([D + cT1, T2] + [(D + cT1)∗, T ∗2 ])W
∗(T1)),
so the proposition follows from lemma 7.3. 
LetW ∗(T1)0 be the opposite algebra, that is,W ∗(T1)0 is justW ∗(T1)
with multipliation reversed.
Lemma 7.5. Let ⊗ˆ denote the von Neumann algebra tensor prod-
ut, and equip W ∗(T1) with the usual faithful normal traial state, τ ,
and usual onditional expetation, ED, given by restrition to W
∗(T1).
There exists a positive funtional, φ : W ∗(T1)⊗ˆW ∗(T1)0 → C suh that
(i) 0 ≤ φ ≤ τ ⊗ τ 0
(ii) τ(T ∗2 aT2b) = φ(a⊗ b0) for a, b ∈ W ∗(T1).
where b 7→ b0 : W ∗(T1) → W ∗(T1)0 is the anti-multipliative isomor-
phism.
Proof. For all a, b ∈ W ∗(T1) we have
τ(T ∗2 aT2b) =
∫ 1
0
(∫ x
0
ED(a)(t)dt
)
ED(b)(x)dx
=
∫ 1
0
∫ 1
0
ED(a)(t)ED(b)(x)h(t, x)dtdx,
where
h(t, x) =
{
1, t ≤ x
0, t > x
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for 0 ≤ x ≤ 1. h(t, x) orresponds to an element H ∈ D⊗ˆD0 suh that
0 ≤ H ≤ 1, so
τ(T ∗2 aT2b) = (τ ⊗ τ 0)(H(ED(a)⊗ED0(b))).
Sine ED⊗ED0 is a positive normal operator on W ∗(T1)⊗ˆW ∗(T1)0 we
have
φ : z 7→ (τ ⊗ τ 0)(H(ED⊗ ED0(z)))
is a positive normal funtional on W ∗(T1)⊗ˆW ∗(T1)0. For z ≥ 0 we
observe that
φ(z) ≤ (τ ⊗ τ 0)((ED⊗ ED0)(z)) = (τ ⊗ τ 0)(z),
so
0 ≤ φ ≤ τ ⊗ τ 0.

We want to estimate the distane α = dist2(T2,W
∗(T1)[D+cT1, T2]W ∗(T1))
from proposition 7.4. Let φ : W ∗(T1)⊗ˆW ∗(T1)0 → C be the state from
lemma 7.5. We observe that for a1, . . . , an, b1, . . . , bn ∈ W ∗(T1) lemma
7.5 implies that
||T2 −
n∑
i=1
aiT2bi||2τ = ||T2||2τ − 2ℜτ
(
n∑
i=1
T ∗2 aiT2bi
)
+τ
(
n∑
i,j=1
b∗iT
∗
2 a
∗
i ajT2bj
)
= φ(1⊗ 1)− 2ℜφ
(
n∑
i=1
ai ⊗ b0i
)
+φ
(
n∑
i,j=1
a∗i aj ⊗ (bjb∗i )0
)
= φ
((
1⊗ 1−
n∑
i=1
ai ⊗ b0i
)∗(
1⊗−
n∑
j=1
aj ⊗ b0j
))
≤
∣∣∣∣∣
∣∣∣∣∣1⊗ 1−
n∑
i=1
ai ⊗ b0i
∣∣∣∣∣
∣∣∣∣∣
2
τ⊗τ0
.
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We thus have
α = dist2(T2,W
∗(T1)[D + cT1, T2]W
∗(T1))
= inf
n∈N
ai,bi∈W ∗(T1)
∣∣∣∣∣
∣∣∣∣∣T2 −
n∑
i=1
ai((D + cT1)T2 − T2(D + cT1))bi
∣∣∣∣∣
∣∣∣∣∣
τ
= inf
n∈N
ai,bi∈W ∗(T1)
∣∣∣∣∣
∣∣∣∣∣T2 −
n∑
i=1
(ai(D + cT1))T2bi − aiT2((D + cT1)bi)
∣∣∣∣∣
∣∣∣∣∣
τ
≤ inf
n∈N
ai,bi∈W ∗(T1)
∣∣∣∣∣
∣∣∣∣∣1⊗ 1−
n∑
i=1
(ai(D + cT1)⊗ b0i − ai ⊗ b0i (D + cT1)0)
∣∣∣∣∣
∣∣∣∣∣
τ⊗τ0
= inf
n∈N
ai,bi∈W ∗(T1)
∣∣∣∣∣
∣∣∣∣∣1⊗ 1−
(
n∑
i=1
(ai ⊗ b0i )
)
((D + cT1)⊗ 1− 1⊗ (D + cT1)0)
∣∣∣∣∣
∣∣∣∣∣
τ⊗τ0
.
If we an show that ker(R) = {0} for R := (D+cT1)⊗1−1⊗(D+cT1)0
then dening Qn = fn(R
∗R)R∗ where
fn(t) =
{
0 for 0 ≤ t ≤ 1
n
1
t
for t ≥ 1
n
,
we have QnR = 1[ 1
n
,∞)(R
∗R) so sine ker(R∗R) = ker(R) = {0} we
have ‖QnR − 1⊗ 1‖τ⊗τ0 → 0. Sine eah Qn ∈ W ∗(T1)⊗ˆW ∗(T1)0 an
be approximated in the strong operator topology by operators of the
form
∑m
i=1 ai ⊗ b0i where ai ∈ W ∗(T1) and b0i ∈ W ∗(T1)0 it follows that
α = 0.
Combining this with theorem 7.4 we have
(7.9)
ker((D+ cT1)⊗1−1⊗ (D+ cT1)0) = {0} ⇒ lim sup
t→0+
Φ∗(St, S∗t : C) = 0.
By (7.1) this will imply that δ∗(T ) ≥ 2. So now the only remaining
problem is to show that ker((D + cT1) ⊗ 1 − 1 ⊗ (D + cT1)0) = {0},
and this will follow from the following eigenspae-results.
Lemma 7.6. Let A,B ∈ B(H) be bounded operators on a Hilbert spae,
H, suh that ker(B) = {0}. Dene Eλ = {x ∈ H|Ax = λBx}. If
λ1, . . . , λn ∈ C are mutually dierent, then the orresponding subspaes
Eλ1 , . . . , Eλn are all linearly independent.
Proof. Let λ1, . . . , λn ∈ C be mutually dierent omplex numbers. We
must show that
∑n
i=1 xi = 0 implies x1 = · · · = xn = 0 when xi ∈ Eλi
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for all i ∈ {1, . . . , n}. But ∑ni=1 xi = 0 implies that
n∑
i=1
Akxi = 0,
for all k ∈ {0, . . . , n− 1}. Sine xi ∈ Eλi we have
0 =
n∑
i=1
λkiB
kxi.
Multiplying by B an appropriate number of times we obtain

1 1 · · · 1
λ1 λ2 · · · λn
.
.
.
.
.
.
.
.
.
.
.
.
λn−11 λ
n−1
2 · · · λn−1n




Bn−1x1
Bn−1x2
.
.
.
Bn−1xn

 = 0.
Sine the determinant on the left hand-side is a van der Monde de-
terminant, whih is exatly invertible for λ1, . . . , λn all mutually dif-
ferent, we infer that Bn−1x1 = · · ·Bn−1xn = 0. Sine ker(B) = {0}
also ker(Bn−1) = {0} so x1 = · · · = xn = 0. Thus the eigenspaes
Eλ1 , . . . , Eλn are linearly independent.

Lemma 7.7. Let N ⊆ B(H) be a nite W ∗-algebra represented on a
Hilbert spae H. Let A,B ∈ N, and dene Eλ = {x ∈ H|Ax = λBx}.
If kerB = {0} then
(7.10) Eλn ∩ Eλ1 + · · ·+ Eλn−1 = {0},
when λ1, . . . , λn ∈ C are mutually dierent.
Proof. By lemma 7.6 we know that Eλ1 , . . . , Eλn are linearly indepen-
dent for λ1, . . . , λn mutually dierent, so we have
(7.11) Eλn ∩
(
Eλ1 + · · ·+ Eλn−1
)
= {0}.
Obviously Eλ1 + · · ·+Eλn−1 and Eλn are subspaes of H aliated with
N, so theorem A.2 implies that
Eλn ∩ Eλ1 + · · ·+ Eλn−1 ⊆ Eλn ∩ Eλ1 + · · ·+ Eλn−1
= Eλn ∩
(
Eλ1 + · · ·+ Eλn−1
)
= {0}.

Proposition 7.8. Let A,B ∈ B(H) be bounded operators on a Hilbert
spae, H, suh that kerB = {0} and dene Eλ = {x ∈ H|Ax = λBx}.
Assume that A,B ∈ N where N is a II1-fator with a faithful traial
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state, τ . Let pλ be the projetion onto Eλ. If λ1, . . . , λn are mutually
dierent, then
(7.12) τ
(
n∨
j=1
pλj
)
=
n∑
j=1
τ(pλj ).
Proof. If p, q are two projetions in N then it follows from Kaplansky's
formula that
(7.13) τ(p ∨ q) = τ(p) + τ(q)− τ(p ∧ q).
Dene qk =
∨k
i=1 pj for k = 1, . . . , n, and put q0 = 0. Then qk =
pk ∨ qk−1 and by lemma 7.7 pk ∧ qk−1 = 0 for k ≥ 1 sine Eλk ∩
Eλ1 + · · ·+ Eλk−1 = {0}. We thus onlude from (7.13) that
τ(qk) = τ(pk) + τ(qk−1),
and thus also
τ(qn) =
n∑
j=1
τ(pj).

Corollary 7.9. Let A,B ∈ B(H) be bounded operators on a Hilbert
spae, H, suh that kerB = {0} and dene Eλ = {x ∈ H|Ax = λBx}.
Assume that A,B ∈ N where N is a II1-fator with a faithful traial
state, τ . Let pλ be the projetion onto Eλ. Then Eλ = {0} exept for
ountably many λ ∈ C.
Proof. For any nite subset F ⊂ C proposition 7.8 implies that∑
λ∈F
τ(pλ) = τ
(∨
λ∈F
pλ
)
≤ 1,
so ∑
λ∈C
τ(pλ) ≤ 1,
and thus τ(pλ) = 0 for all but ountably many λ ∈ C. 
Corollary 7.10.
ker((D + cT1)⊗ 1− 1⊗ (D + cT1)0) = {0}.
Proof. Dene A1 = T1 ⊗ 1 and B1 = 1 ⊗ T 01 . It follows from [DH1,
Th. 8.9℄ that ker(B1) = ker(1 ⊗ T 01 ) = {0} so orollary 7.9 applies.
ker(T1⊗1−1⊗T 01 ) 6= {0} would imply that ker(T1⊗1−1⊗λT 01 ) 6= {0}
for any λ ∈ T in the unit irle of C, sine T1 and λT1 have the same
∗-distribution [DH1, Prop. 2.12℄. But then Eλ 6= {0} for all λ ∈ T
whih is not ountable. This ontradits orollary 7.9 so we must have
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ker(T1 ⊗ 1 − 1 ⊗ T 01 ) = {0}. Next dene A = D ⊗ 1 − 1 ⊗ D0 and
B = T1 ⊗ 1 − 1 ⊗ T 01 . Then we have just seen that ker(B) = {0}, so
sine (A,B) and (A, λB) are equally ∗-distributed for any λ ∈ T we
an use orollary 7.9 one more to onlude that ker((D + cT ) ⊗ 1 −
1⊗ (D + cT )0) = {0}. 
Corollary 7.10 nishes the proof of δ∗(T ) ≥ 2. It follows from propo-
sition 3.4 used on the real and imaginary part of T that δ∗(T ) ≤ 2 so
we onlude that δ∗(T ) = 2.
Proeeding as in the proof of orollary 7.10 we have following orol-
lary on the point spetrum of DT-operators.
Corollary 7.11. Every DT-operator has empty point spetrum.
Proof. Let D + cT be a DT-operator for D ∈ D and T ∈ UT(X, c)
for some ompatly supported omplex probability measure, µ, and
some c > 0. Let γ ∈ C be xed. Then (−γ1 + D) + cT is again a
DT-operator and the ∗-distribution of (−γ1 + D) + cT is ompletely
determined by the distribution of (−γ1 + D) and c. Sine λT and T
are equally ∗-distributed for all λ ∈ T we infer that (−γ1 + D) + cT
and (−γ1 + D) + λcT are equally ∗-distributed for all λ ∈ T. By an
argument similar to the one given in orollary 7.10 we infer that
ker(γ1− (D + cT )) = ker((−γ1 +D) + cT ) = {0}
for all γ ∈ C, so σp(D + cT ) = ∅.

Appendix A. Affiliated subspaes
This appendix is part of an unpublished master thesis [AZ℄ done in
1985 by P. Ainsworth under supervision of U. Haagerup. The trans-
lated title of the thesis is: Unbounded operators aliated with a nite
von Neumann algebra.
Denition A.1. Let A be a nite von Neumann algebra represented
on a Hilbertspae, H . Let E be a subspae of H . We say that E is
aliated to A if for all A′ in the ommutant, A′, of A, and for all ξ ∈ E
we have A′ξ ∈ E.
We say that an operator, T , is aliated with the von Neumann
algebra, A if T for every A′ ∈ A′ we have A′D(T ) ⊆ D(T ) and for all
ξ ∈ D(T ) we have A′Tξ = TA′ξ, i.e. if TA′ ⊂ A′T .
It is an easy exerise to see that losures and intersetions of aliated
subspaes are again aliated subspaes.
It is the purpose of this appendix is to give a proof of the following
theorem.
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Theorem A.2. Let A be a nite von Neumann algebra represented on
a Hilbert spae H. Let E and F be subspaes of H aliated with A.
Then
E ∩ F = E ∩ F.
The proof relies on the T -theorem.
Theorem A.3 (T-theorem). [Sk, Cor. 2℄ Let A be a nite von Neu-
mann algebra on a Hilbert spae H and let ξ ∈ H. If η ∈ Aξ there
exists a losed densely dened operator, T , aliated with A suh that
ξ ∈ D(T ) and Tξ = η.
Atually we need the following version of the T-theorem for the om-
mutant of a nite von Neumann algebra.
Corollary A.4. Let A be a nite von Neumann algebra on a Hilbert
spae H. Then the T -theorem is valid for the ommutant of A, that
is for all η ∈ A′ξ there exists a losed densely dened operator, T ,
aliated with A′ suh that ξ ∈ D(T ) and Tξ = η.
Proof. Let ξ, η ∈ H suh that η ∈ A′ξ and let pξ and pη be the pro-
jetions onto Aξ and Aη respetively. By [KR, prop. 9.1.2.℄ pξ and pη
are nite projetions in A′. By [KR, 6.3.8.℄ the niteness of pξ and pη
implies that p := pξ ∨ pη is a nite projetion in A′. Now ξ, η ∈ p(H),
and sine the ommutant of A ↾p(H) is the nite von Neumann algebra
pA′p the T-theorem (for the nite W ∗-algebra pA′p) says that there
exists a losed, densely dened (in p(H)) operator, T , aliated with
pA′p suh Tξ = η. Now extend T to a losed operator whih is densely
dened in H be dening T = 0 on the orthogonal omplement of p(H).
Then T is a losed, densely dened operator aliated with A′ suh
that ξ ∈ D(T ) and Tξ = η. 
Lemma A.5. Let A be a nite von Neumann algebra on a Hilbert spae
H. If (pi)i∈I is an inreasing net of projetions in A and if p and q are
projetions in A suh that pi ր p and q ≤ p then pi ∧ q ր p ∧ q = q
Proof. By Kaplansky's formula we have
q − q ∧ pi ∼ q ∨ pi − pi.
Sine pi ≤ p and q ≤ p we have pi ∨ q ≤ p, so
q − q ∧ pi ∼ q ∨ pi − pi ≤ p− pi.
(q ∧ pi)i∈I is an inreasing net of projetions bounded above by p, so
(q∧pi)i∈I onverges to some projetion r ≤ p. For every normal traial
state, τ , we now have
τ(q − r) = lim
i
τ(q − q ∧ pi) ≤ lim
i
τ(p− pi) = 0.
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Sine a nite von Neumann algebra has a faithful family of normal
traial states [Ta, Th. 2.4.℄ we infer that q = r, so q ∧ pi ր q. 
As a nal step towards proving theorem A.2 we need the following
key result.
Theorem A.6. Let A be a nite von Neumann algebra represented on
a Hilbert spae H. Let E be a subspae of H aliated with A. Then
for all ξ ∈ E and for all δ > 0 there exists A′ ∈ A′ suh that A′ξ ∈ E
and ‖A′ξ − ξ‖ < δ.
Proof. The proof has three parts. First assume that E = A′η for some
η ∈ H . Let ξ ∈ E. By orollary A.4 the T-theorem is true for A′
so there exists a losed densely dened operator, T , aliated with A′
suh that η ∈ D(T ) and ξ = Tη. Let T = |T ∗|U be the right polar
deomposition of T and dene pn = 1[0,n](|T ∗|). Then pnξ → ξ in norm
as n→∞. Now
pnξ = 1[0,n](|T ∗|)|T ∗|Uη =
(∫ n
0
λdeλ
)
Uη,
where eλ is the spetral measure of |T ∗|. Sine
∫ n
0
λdeλ ∈ A′ and U ∈ A′
we have pnξ ∈ A′η = E. Now hoose n large enough to ensure that
‖pnξ − ξ‖ < δ. This proves the theorem in the rst ase.
Seondly assume that E =
∑n
k=1A
′ηk for some η1, . . . , ηn ∈ H . De-
ne η˜ = (η1, . . . , ηn) ∈ H⊕n. and observe that for A′1, . . . , A′n ∈ A′ we
have 

A′1 · · · A′n
0 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · 0



η1.
.
.
ηn

 =


∑n
k=1A
′
kηk
0
.
.
.
0


so ξ˜ := (ξ, 0, . . . , 0) ∈ Mn(A′)η˜. Identify A with its unital embed-
ding as diagonal operators in Mn(A). With this identiation A is the
ommutant of Mn(A
′), so the idea is now to use the rst part of the
proof on the subspae Mn(A
′)η˜ of H⊕n and the von Neumann algebra
A represented on H⊕n with ommutant Mn(A′). The rst part of the
proof thus gives us an A′ ∈ Mn(A′) suh that
∥∥∥A′ξ˜ − ξ˜∥∥∥ < δ, and
A′ξ˜ ∈Mn(A′)η˜. If A′ = (A′ij)ni,i=1 then of ourse
A′ξ˜ =

A
′
11 · · · A′1n
.
.
.
.
.
.
.
.
.
A′n1 · · · A′nn




ξ
0
.
.
.
0

 =

A
′
11ξ
.
.
.
A′n1ξ

 ,
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so
δ2 >
∥∥∥A′ξ˜ − ξ˜∥∥∥2 > ‖A′11ξ − ξ‖2
and furthermore sine A′ξ˜ ∈ Mn(A′)η˜ there exists B′ = (B′ij)ni,j=1 ∈
Mn(A
′) suh that
A′11ξ = (A
′ξ˜)1 = (B′η˜)1 =
n∑
k=1
B′1kηk ∈ E,
so A′11 ∈ A′ satises the theorem in the seond ase.
As the third and nal ase assume that E is an arbitrary subspae
of H aliated with A. Dene EJ =
∑
η∈J A
′η for all nite subsets,
J , of E. Then (EJ) is a upward ltering net ordered by inlusion with
upper bound E, so if pJ denotes the projetion onto the losure of
the subspae EJ and p denotes the projetion onto the losure of the
subspae E then (pJ) is an inreasing net of projetions that onverges
strongly to p.
Let ξ ∈ E and let q be the projetion onto the losure of the subspae
A′ξ. Then q ∈ A and sine A′ξ ⊆ E we have q ≤ p so pJ ∧ q ր q by
lemma A.5. Choose J a nite subset of E suh that
(A.1) ‖(pJ ∧ q)ξ − ξ‖ < δ
3
.
We know that (pJ ∧ q)ξ ∈ A′ξ so the rst part of the proof gives us an
A′ ∈ A′ suh that A′(pJ ∧ q)ξ ∈ A′ξ and
(A.2) ‖A′(pJ ∧ q)ξ − (pJ ∧ q)ξ‖ < δ
3
.
Choose B′ ∈ A′ suh that B′ξ = A′(pJ ∧ q)ξ. Sine
B′ξ = A′(pJ ∧ q)ξ = (pJ ∧ q)A′ξ ⊆ pJ(H) =
∑
η∈J
A′η
the seond part of the proof gives us a C ′ ∈ A′ suh that
(A.3) ‖C ′B′ξ − B′ξ‖ < δ
3
and C ′B′ξ ∈ ∑η∈J A′η ⊆ E. Combining (A.1), (A.2) and (A.3) we
have
‖C ′B′ξ − ξ‖ ≤ ‖C ′B′ξ − B′ξ‖
+ ‖A′(pJ ∧ q)ξ − (pJ ∧ q)ξ‖+ ‖(pJ ∧ q)ξ − qξ‖
<
δ
3
+
δ
3
+
δ
3
= δ,
so C ′B′ ∈ A′ proves the theorem in the third ase. 
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Proof of theorem A.2. Let E and F be subspaes ofH aliated with the
nite von Neumann algebraA as stated in the theorem. Let ξ ∈ E∩F ⊂
E. By theorem A.6 there exists an A′ ∈ A′ suh that ‖A′ξ − ξ‖ < δ
2
for
arbitrary δ > 0 and suh that A′ξ ∈ E and A′ξ ∈ E∩F ⊆ F. Applying
theorem A.6 again we obtain a B′ ∈ A′ suh that ‖B′(A′ξ)− A′ξ‖ <
δ
2
and suh that B′(A′ξ) ∈ F. Sine E is aliated with A we have
B′(A′ξ) ∈ E and thus B′A′ξ ∈ E ∩ F. The inequalities imply that
‖B′A′ξ − ξ‖ ≤ ‖B′A′ξ −A′ξ‖+ ‖A′ξ − ξ‖ < δ
2
+
δ
2
= δ.
Sine δ > 0 is arbitrary we onlude that E ∩ F ⊆ E ∩ F. Conversely
E ∩ F ⊆ E ∩ F whih is losed in H so E ∩ F ⊆ E ∩ F. 
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