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a b s t r a c t
We consider the problem of estimating the frequency count of data stream elements
under polynomial decay functions. In these settings every element in the stream is
assigned with a time-decreasing weight, using a non-increasing polynomial function.
Decay functions are used in applicationswhere older data is less significant, less interesting
or even less reliable than recent data. Consider a data stream of N elements drawn from
a universe U . We propose three poly-logarithmic algorithms for the problem. The first
one, deterministic, uses O( 1
2
logN(log logN + logU)) bits, where  ∈ (0, 1) is the
approximation parameter. The second one, probabilistic, uses O( 1
2
log N
δ
log 1

) bits or
O( 1
2
log N
δ
logN) bits, depending on the decay function parameter, where δ ∈ (0, 1) is the
probability of failure. The third one, deterministic in the stochastic model, uses O( 1

logU)
bits or O( 1
2
logN) bits, also depending on the decay parameter as will be described in
this paper. This variant of the problem is important and has many applications. To our
knowledge, it has never been studied before.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Processing large data is a significant subject in modern research. In the internet era, we have mass amount of data
to process, in the size of Terabytes or even Petabytes. Many applications, such as IP communication management, audio
and video streaming, sensor reading and stock exchange tracking are characterized by data arriving in mass amounts,
sequentially and rapidly. Most of the frameworks for these applications do not have enough workspace to process the data
and store it entirely. Thusmost of the algorithms typically store a synopsis of the data usingmuch less space than the amount
of the arriving data. Using the synopsis, the algorithm should be able to answer queries regarding the data and clearly, there
is a tradeoff between the size of the synopsis and the precision of the returned answers. As an outcome, there is a constant
need to develop new algorithms, more accurate and efficient, for online management and monitoring of these applications.
These settings introduced, a decade ago, a model of computation called ‘‘data stream’’ (Streaming).
In the streamingmodel, each arriving data item has the same relative contribution, i.e., is given the sameweight. Inmany
applications however older data is less significant, less interesting or even less reliable than recent data. Therefore, wewould
like to weight newer data more heavily than older data. This can be done using decay functions, which are non-increasing
functions, that assign weight to each arriving item. Each weight is constantly updated as a function of the time elapsed since
the item was first observed in the stream. There are few types of commonly used decay functions, such as Sliding window,
Polynomial and Exponential decay. Whenwe consider Sliding window decay, each data item in the window is assigned unit
weight, while all the others, outside the window, are ignored. Other types of decay functions assign each item a different
weight, diminishes as a function of the time elapsed.
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Formany applications’ needs, both slidingwindow and exponential decay are not sufficient. The advantage of polynomial
decay is that the weights decrease in a smoother way. Namely, when using a polynomial decay function the ratio between
two different elements is constant. For more details, see [1].
In this work we propose three sketch based algorithms for estimating data stream elements’ decayed frequencies
under polynomial decay. The first one is deterministic, the second one is probabilistic and the third one is deterministic
in the stochastic model. Our work serves both theoretical and practical aspects. Specifically, we address a variant of the
frequency count problem that to our knowledge has never been studied before, in an efficient and simpleway.Moreover, the
deterministic algorithm sketches ofmultiple streams, can be joined together easily, which is an advantage for the distributed
streaming scenario. In addition, this variant can be suitable for applications where other types of decay functions are too
rigid.
One application that can utilize this work is caching system for web servers’ proxies. There are many replacements
policies for caching, where the most commonly used are the LRU (Least Recently Used) policies. However, it is not the case
for caching web servers’ proxies [2,3]. Results of researches show that using the LFU (Least Frequently Used) replacement
policies with aging mechanism (i.e. frequency count with decay) perform much better [2]. There are more frequency based
caching algorithms like in [4].
1.1. Decay functions
We present the definitions given by Cohen and Strauss in [1]. Consider a stream where f (t) ≥ 0 is the item value of the
stream obtained at time t . For simplicity we assume our stream only receives values at discrete times, and therefore, t is
integral. We define a decay function g(x) ≥ 0 for x ≥ 0 to be a non-increasing function. At time T the weight of an item that
arrived at time t ≤ T is g(T − t) and the decayed value of the item is f (t)g(T − t). The decayed sum (DSP) under the decay
function g(x) is defined as: Vg(T ) =∑t≤T f (t)g(T − t). In case where f (t) receives only binary values, we refer to Vg(T ) as
decay count (DCP), since it aggregates the number of positive bits under a decay function.
As mentioned above, there are three types of commonly used decay functions: Sliding Window, Exponential and
Polynomial decay. Formally, the Sliding Window decay for a window sizeW , assigns the weights g(x) = 1 ∀ 0 ≤ x ≤ W
and g(x) = 0 otherwise. Exponential Decay (ExpD) for a given parameter λ > 0, assigns the weights g(x) = exp (−λx).
Polynomial Decay (PolyD) for a given parameter α > 0, assigns the weights g(x) = 1xα .
1.2. Model and problem definition
Consider a data stream of N elements drawn from a universe U . Each element is assigned upon arrival a time-decreasing
weight. Elements constantly arrive and, due to the size of the stream, the algorithm is only allowed to perform one pass over
the data. Furthermore, the storage available is poly-logarithmic in N and the data should be processed in minimum time.
Let N˜ be the sum of weights assigned to the elements, such that N˜ = ∑Ni=1 g(i), and  ∈ (0, 1) be the error factor. Our
goal is to approximate, up to error of N˜ , the decayed frequency of each element observed in the stream; i.e., we would like
to approximate the decayed count (DCP) of each element with error less then N˜ .
1.3. Related and previous work
As was mentioned above, to our knowledge, this variant of the problem has never been studied before.
Cohen and Strauss in [1] introduced the time decay sum and time decay average under general decay function. In
addition, they developed a data structure (sketch) – Weight Based Merging Histograms (WBMH) – that guarantees (1± )
multiplicative approximation for the sum of values of the elements observed in the stream, under polynomial decay. This
structure uses at most O( 1

logN log logN) bits of space, where  ∈ (0, 1) and N denotes the length of the stream. They also
showed a lower bound of Ω(logN) bits for this problem. For more details see Section 2.1. Kopelowitz and Porat in [5]
proposed an improved algorithm – Altered Exponential Histograms (AEH) – matching the lower bound from [1]. Their
algorithm combines WBMH and Exponential Histograms (EH) [6]. They also proposed another model, where an additive
error is allowed in addition to the multiplicative error in the AEH, and by that reducing the space.
Exponential Histograms (EH) [6] were proposed by Datar et al. in order to estimate the number of positive bits within
1 +  factor under Sliding Window decay. The size of the histogram is O( 1

log2 N) bits, and the processing and query time
is constant, per element, in amortized. In addition they give a matching lower bound for any deterministic or randomized
algorithm.
Cormode et al. [7] proposed a probabilistic sketch technique for summarizing data streamsunder general decay functions.
They developed a sample based technique in a model that is duplicate insensitive and supports asynchronous arrivals. In
these settings re-insertion of the same data does not affect the estimates of the aggregates and the arrival order of the
elements is not guaranteed. It is mainly targeted to the distributed streaming scenarios, such as sensor networks, where the
original order of the elements is not necessarily preserved, for instance, due to network delays. Their sketch technique is
used for calculating the decayed sum, median, quantiles, and frequent elements. The sketch size is O( 1
2
log2 N) bits and the
frequency count query time is O( 1
2
logN(log logN)2).
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In another paper, Cormode et al. [8] proposed a deterministic algorithm for estimating decayed aggregates in the out-
of-order streams model (asynchronous arrivals). Their algorithm estimates range queries, quantiles, and frequent elements
under Sliding window, Exponential and Polynomial decay. Its space consumption is O( 1
2
logU log2 N log( NlogN )) bits, the
update time is O(log( NlogN ) logN log logU) and the query time is linear in the space used.
In our paperwe consider a differentmodel, a simpler variant, than those discussed in [7,8]. Ourmodel is neither duplicate
insensitive nor supports asynchronous arrivals. Nonetheless, for cases where these properties are not neededwe give better
space and time bounds.
Not a lot of work was done on estimating decayed stream aggregates, however, many algorithms were proposed for
approximating stream aggregates in general and frequency count in particular. For an extensive survey see [9].
The first deterministic algorithm,which provides additive approximation for the frequencies of data streams’ elements, is
theMisra–Gries Algorithm [10]. This algorithmusesm counters,where the size ofmdepends on the approximation accuracy,
and provides amortized cost of O(1) per processing time, per element. The same algorithm was rediscovered by Demaine
et al. [11] and Karp et al. [12], who reduced the processing time to O(1) in the worst case. In order to get approximation
with maximum error N , where N denotes the length of the stream, we setm = d 1

e. Demaine et al. [11] also developed an
algorithm for the stochastic model. Bose et al. [13] give a lower bound on the accuracy of any deterministic packet counting
algorithm, which implies the Misra–Gries algorithm is nearly optimal.
Manku andMotwani [14] proposed two algorithms for computing frequencies of elements. The first one, StickySampling ,
is a probabilistic algorithmwhich identifies all itemswhose true frequency exceeds (s−)N with probability 1−δ, whereN
denotes the length of the stream, s ∈ (0, 1) is a user specified threshold and  ∈ (0, 1) is the maximum error. The expected
number of counters isO( 1

log( 1sδ )). The second algorithm, LossyCounting is a deterministic algorithm. It guarantees the same
precision using at most O( 1

log(N)) counters, regardless of s.
Arasu andManku [15] had proposed two algorithms for calculating frequency count over SlidingWindow decay. The first
one, deterministic, uses O( 1

log2( 1

)) counters and the second one, probabilistic, provides approximation with probability
at least (1 − δ) by using O( 1

log(δ)−1) counters. They also suggested an algorithm for frequency count in a variable-size
sliding window, i.e., where there exists an adversary that has the ability to vary the number of elements in the window.
Golab et al. [16] presented a simple deterministic algorithm for identifying the frequent items in the Sliding Window
model, over online data streams, and estimating their true frequencies. Their algorithm requires constant amortized
processing time but they do not give a tight space bound.
Various problems have been studied in the sliding windowmodel, such as, approximating quantiles [15] and estimating
the variance of data streams [17]. Solving the latter, Zhang and Guan [17] proposed an optimal algorithm, which requires
O(1) processing time in worst case and the O( 1

logN) counters.
Cormode andMuthukrishnan introduced in [18] the Count-Min sketch. They developed a poly-logarithmic data structure
for summarizing data streams, utilizing pairwise independent hash functions. They improved the best previous known
results using sketches of [19]. In the Count-Min each arriving element is mapped from the universe U to entries in the
sketch. At query time, the result of the query is the minimum value of the entries mapped to the element. The size of the
sketch is O( 1

log 1
δ
) words and the error guarantee per query is L1 with probability 1 − δ, where L1 denotes the sum of
frequencies of the elements observed. For further details, see Section 3.1.
2. Deterministic algorithm
2.1. Weight Based Merging Histograms
The Weight Based Merging Histograms were introduced by Cohen and Strauss in [1]. These histograms provide
-multiplicative approximation for Poly Decay count using O( 1

logN log logN) bits of space (where N denotes the stream’s
length).
Weight Based Merging Histograms (WBMH) as other types of histograms, such as Exponential histograms [6], aggregate
values into buckets. Themain difference is that inWBMH the boundaries of the buckets are dependent on the decay function,
and not on a particular stream instance. This means that the buckets’ timestamps do not need to be stored in the buckets
explicitly.
WBMH utilize the fact that if a decay function has the property that g(x)/g(x + ∆) is non-increasing with x for any
time frame ∆, then the ratio of two items remains fixed, or approaches one as time advances. This means that, as time
progresses, elements in larger vicinities have the same decayed weight up to a multiplicative factor. WBMH utilize this
property by grouping, together in the same bucket, values with similar weights. Buckets boundaries are determined in the
following way. Let b0 = 1 and b1 be the maximum value such that (1+ )g(b1 − 1) ≥ g(b0). In the same manner, let bi be
the maximum value such that (1+ )g(bi− 1) ≥ g(bi−1). Furthermore, the number of elements in each bucket depends on
the stream, but the boundaries do not. The range [bi, bi+1 − 1] is referred as a region.
In order to approximate the decay count (DCP) of the stream, WBMH work in the following way. When a new element
arrives it is added to the ‘‘current’’ (first) bucket. At any time T where T ≡ 0 (mod b1) the ‘‘current’’ bucket is sealed, and a
new one is opened. Whenever there exist an i and two buckets, such that the two buckets are within a region [bi, bi+1 − 1],
they are merged into one. The DCP is the size of the buckets multiplied by g applied to the region boundary of the bucket.
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Notice that the decayed weight of each element in the same bucket is within 1±  factor. Thus the decayed count can be
computed by multiplying the number of non-zero values in the bucket, with g applied to the bucket’s corresponding region
boundary. Since keeping an exact counter for the number of non-zero values in the bucket is costly, an estimated counter
in the size of O(log logN) bits is used. The approximated decayed count of the stream can be computed by summing the
approximated decayed count of every bucket.
Lemma 2.1. Let g be a polynomial decay function such that g(x)/g(x + 1) is non-increasing with x. Let bi (boundary i) be the
maximum value such that: (1+ )g(bi − 1) ≥ g(bi−1). The number of boundaries is O( 1 log(N)).
Proof. See Lemma 5.1 in [1]. 
Since two buckets within the same region are merged, the total number of buckets is O( 1

logN).
2.2. Algorithm
In this section, we describe a deterministic process that approximates the decayed frequency counts of data stream
elements, under Poly Decay, with maximum error of N˜ per element. Consider a data stream of N elements drawn from a
universe U , the space used in this process is O( 1
2
logN(log logN + logU)) storage bits.
For this process we will exploit the property that polynomial decay divides the stream to O( 1

logN) boundaries and the
way that buckets are constructed in [1] aswas explained above. Since elements in a bucket have almost the sameweight, the
approximated decayed frequency of a single element in a bucket is the number of times it appears multiplied by g applied
to the bucket’s corresponding region boundary. Thus the approximated decayed frequency of an element over the entire
stream, is the sum of the approximated decayed frequencies over all the buckets. Formally, denote Fe as the DCP of element
e, f˜ ie as the approximated number of appearances of element e in bucket i andwi as the weight corresponding to the region
of bucket i. The approximated decayed frequency of element e over the stream is
∑O( 1 logN)
i=1 f˜ iewi. Notice that we suffer from
two approximation factors.
Our algorithmworks as follows. We approximate in each bucket, the frequencies of the elements observed by it. In order
to do soweutilize theMisra–Gries algorithm [10] (or others as described in [11,12]) as a black box in each bucket. Notice that,
since we require approximation to within , there should be O( 1

) counters in each black box. The buckets are constructed
the sameway as inWBMH.Whenever a new element e arrives, it is added to the current bucket by sending it to the bucket’s
corresponding black box. At any time T where T ≡ 0 (mod b1) the ‘‘current’’ bucket is sealed and a new one is opened.
Whenever there exist an i and twobuckets that arewithin a region [bi, bi+1−1] they aremerged into one.Merge operation
is performed in the following manner. Suppose we need to merge buckets i and j. Denote by Ni the elements observed by
bucket i and by Nj the elements observed by bucket j. In each bucket there are O( 1 ) counters corresponding to the O(
1

)
elements with the highest frequencies. In the new bucket, created during the merge, we keep the O( 1

) elements, with the
highest frequencies from both buckets.We canmerge the buckets in a straightforwardway (without considering the decay),
since both buckets are in the same region and thus the elements’ weights are roughly the same. Notice that the number of
elements allegedly observed by the new bucket is Ni + Nj and the maximum errors in the old buckets i and j are Ni and
Nj respectively. We get that the maximum error in the new merged bucket is (Ni + Nj); therefore, the  approximation
guarantee is preserved.
Whenever we are asked to retrieve the elements’ decayed frequencies we scan the buckets and, for each element, we
sum its frequencies multiplied by g applied to the bucket’s corresponding boundary.
Theorem 2.1. Let g(.) be a polynomial decay function such that g(x)/g(x+ 1) is non-increasing with x. The data structure uses
O( 1
2
log2 N) storage bits and provides an approximation with maximum error of N˜ , for the elements’ decayed frequencies.
Proof. In each bucket we use an instance of theMisra–Gries algorithm as a ‘‘black box’’ with error parameter ′. In addition,
we pick our boundaries using the given decay function with error parameter ′′; formally, we have ∀i (1+ ′′)g(bi − 1) ≥
g(bi−1). Since in each region there can be at most two buckets, we get that the total number of buckets is O( 1′′ logN).
Adding the ‘‘black box’’ to each bucket yields a total of O( 1
′′′ log
2 N) storage bits. Notice that for each elementmonitored by
a counter, we need to maintain its ‘‘ID’’ using O(logU) bits, but usually logU ≤ logN and thus logU is bounded by O(logN).
Recall that our algorithm suffers from two approximation factors: the first one is from the way we approximate the
frequencies in each bucket and the second is from using boundaries instead of exact decayed weights. Combing these
approximations together we get (1 ± ′′)(Fe ± ′N˜) = Fe ± ′N˜ ± ′′Fe ± ′′′N˜ . Notice that ′′Fe ≤ ′′N˜ . Choosing
 ≥ ′ + ′′ + ′′′ by setting ′ = ′′ = 3 provides the desired approximation guarantee and yields total of O( 12 log2 N)
storage bits. 
Lemma 2.2. Under polynomial decay, O(1) processing operations are required in an amortized sense per element observed in the
stream.
Proof. We use an amortization argument for proving the lemma. Let c = d 1
2
logNe. We hold a buffer of size c and build
the sketch in steps. At the first step, when c becomes full we iterate over it and build the sketch structure. The cost of this
operation is c. The number of buckets created in the sketch is O( 1

log( 1
2
logN)) = O( 1

log logN). We do the same at every
round, but in addition we have to append and merge the old sketch at the end of the new sketch.
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The old sketch has O( 1

logN) buckets each of size O( 1

). In the merge operation we merge two consecutive buckets that
are within the same region. We charge the ‘‘older’’ bucket with the cost of the merge operation, i.e., O( 1

). Notice that each
bucket is charged at most once, as buckets cannot be separated after being merged. Thus the processing time is bounded by
O( 1
2
logN). Since we do this operation every c time units, we get that the amortized processing time is O(1). 
We can further reduce the space by allowing additional multiplicative approximation. It can be done by using estimated
counters, in each black box. It is sufficient to save the exponent, using O(log logN) bits and in addition the most significant
O(log 1

+ log logN) bits, for each counter. This extra relaxation is possible since the number of merge operations, for each
bucket, is bounded byO(logN). This reduces the overall size of the structure toO( 1
2
logN(log logN+logU)). Further details
are omitted; see [1] for a similar counter method.
Using this structure, multiple histograms can be joined together quite easily without losing approximation guarantees.
Joining two histograms can be done by iterating over the regions and merging two buckets at a time (merging buckets as
explained above). This property is an advantage when considering distributed streams.
3. Probabilistic algorithm
In this section, we describe a probabilistic algorithm that approximates, with high probability (1 − δ), the decayed
frequency count under Poly Decay, with maximum error N˜ . The space used by our algorithm is dependent on the decay
parameter α. When α > 1, it uses O( 1
2
log N
δ
log 1

) bits. Otherwise, when 0 < α ≤ 1, it uses O( 1
2
log N
δ
logN) bits. The
algorithm utilizes Altered Exponential Histograms [5] and Count-Min sketches [18].
3.1. Count-Min sketch
Asmentioned above, the Count-Min sketch is a poly-logarithmic space data structure for summarizing data streams. The
idea of the sketch is to model the stream as a vector X of length |U|, where U denotes the universe. The current state of
the vector (stream) at time t is X(t) = [X1(t), . . . , Xi(t), . . . , X|U|(t)]. Initially, X is the zero vector: ∀i Xi(0) = 0. When
element i ∈ U arrives in the stream at time t , it is modeled as if the vector’s i’th entry is updated(incremented). The value
of the i’th entry at time t , i.e. Xi(t), is the frequency of element i. The user specifies two parameters (, δ), where  denotes
the error parameter and δ is the probability of failure. Since it is not possible to maintain the entire vector, a vector sketch
is constructed. The sketch is represented as a w-by-d array, denoted by count[ , ], where w = d e

e and d = dln N
δ
e. The
accuracy estimates for an individual query in the sketch depends on the L1 norm of vector X at any time t .
One of the queries to the sketch is the Point Query, denoted by Q (i). It returns the approximated frequency of element
i ∈ U at any time t . Formally, for any time t , Xi(t) is the frequency of element i and let X˜i(t) be the approximated frequency
of element i.
Lemma 3.1. The estimate X˜i (Point Query) has the following guarantees: Xi ≤ X˜i; and,with probability at least1− δN , X˜i ≤ Xi+L1
Proof. See Theorem 1 and 6 in [18]. 
3.2. Algorithm
Our idea adapts the Count-Min sketch structure and combines Alter Exponential Histograms (AEH) as a black box in each
sketch entry. The function of the AEH is to calculate each entry value under the Poly decay function. The sketch uses aw-by-d
array, which is initially set to zero. In addition, d hash functions: h1 . . . hd : 1 . . . |U| → 1 . . . w, are chosen uniformly at
random from a pairwise independent family.
When an element i arrives in the stream at time t the data structure is updated, by adding ‘‘1 bit’’, to the AEH
corresponding to each entry mapped from the element. Formally, ∀ 1 ≤ j ≤ d, count[j, hj(i)]. AEH. increment(1).
In order to retrieve a decayed frequency estimation of element i, the entry with the minimum value of all the entries
mapped to the element is returned. Formally, Q (i) = minj count[j, hj(i)]. AEH. value().
Notice that, under these settings, Xi denotes the decayed frequency of element i and X˜i denotes the approximated decayed
frequency of element i. In addition, recall that, for each observed element, we are calculating its frequency by estimating its
DCP. For any polynomial decay function g(.), we set the accuracy estimates to be dependent on N˜ , since this is the sum of
the decayed weights of the elements. Thus the maximum frequency error expected per element is set to be N˜ with high
probability.
Theorem 3.1. Let g(.) be a polynomial decay function such that g(x)/g(x+ 1) is non-increasing with x. The data structure uses
O( 1
2
log N
δ
logN) storage bits and provides approximation for single element decayed frequency (Point Query), such that Xi ≤ X˜i;
and with probability at least (1− δN ), X˜i ≤ Xi + N˜ . The processing time per element is O(log Nδ ).
Proof. We use a Count-Min sketch with parameters ′, δ. We put in each entry of the sketch an instance of AEH with error
parameter ′′. ′, ′′ will be determined later. Under these settings, the total space consumption is O( 1
′′′ log
N
δ
logN) bits.
First we consider the error in each Point Query, overlooking the error factor from the AEH. The query proof is actually
an adaptation of Lemma 3.1 and therefore we only sketch it; by pairwise independence of the hash functions we get that
the probability of collision, for each entry in a row, is less then 1/range(hj) = ′e . The expected error in each sketch entry
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is less then 
′
e L1, which equal
′
e N˜ in our settings. In addition, by pairwise independence of hj and linearity of expectations,
Pr[X˜i > Xi + ′L1] ≤ δN .
Combing the AEH, we suffer from two errors. The first one, multiplicative error of (1± ′′) from the AEH and the second
one, additive error of ′N˜ from the Count-Min structure. Setting ′ = ′′ = 3 , provides the desired approximation guarantee
and a total space consumption of O( 1
2
log N
δ
logN) bits.
As for the processing time, whenever an element arrives we update O(log N
δ
) rows in the two-dimensional array. In each
update we increment the histogram with amortized cost of O(1) per update [5]. 
Using the above theorem we can now present an algorithm for decayed frequency count, which follows an idea
from [20,18]. For each element, we use the Count-Min data structure to estimate its count, and keep a heap of the top
d 1

e elements seen so far.
Given a data stream, for each element i observed at time t we do the following:
1. Update the entries mapped from i in the Count-Min sketch
2. Retrieve the decayed frequency of element i by running Q (i) query
3. If i is in the heap, increment its count (by adding ‘‘1’’ to its histogram)
4. Else, if Q (i) is greater than the smallest value in the heap, then
(a) Generate AEH instance equal the histogram corresponding to Q (i)
(b) Pop the heap (remove the smallest value)
(c) Add the newly created AEH instance to the heap
At query time the heap is scanned and all elements in the heapwith estimated count above N˜ are output. The probability
that an element will not be properly estimated during a Point Query is less than δN . Applying union bound over at most N
different elements, shows that the total probability of error in the algorithm is less then δ.
In the heap we keep d 1

e elements. Each element is associated with AEH of size O( 1

logN) bits and O(logU) bits for
its ‘‘ID’’. Since usually logU ≤ logN , the total space of the heap is O( 1
2
logN) bits. We conclude that the total space
consumption of the algorithm is O( 1
2
log N
δ
logN) bits.
3.3. Additional additive error
We can further reduce the space of the algorithm, by allowing an additive error of ′′′ ∈ (0, 1) to each AEH, in addition
to the multiplicative error. This kind of relaxation, was discussed in [5]. It was shown that when considering binary streams
with polynomial decay, there is a need to differentiate between two cases. In the first case, where α > 1, it is sufficient to
maintain only the last O( 1
′′′ ) elements observed by the stream. It can be done by saving them in AEH and therefore reduce
the space per histogram to O( 1
′′′ log
1
′′′ ). By setting 
′ = ′′ = ′′′ = 7 the approximation guarantee is preserved and the
overall space of our algorithm is reduced to O( 1
2
log N
δ
log 1

) bits. In the second case, where 0 < α ≤ 1, there is a lower
bound stating that in order to estimate the DCP of single element, with both multiplicative and additive error, O( 1

logN)
bits are required.
4. Deterministic algorithm in the stochastic model
In this section we present an algorithm for decayed frequency count in the stochastic model. In this model, an arbitrary
probability distribution specifies the relative frequencies of the elements and the order the elements occur in the stream is
uniformly random.
An algorithm for estimating frequency count with additive error in the stochastic model, was proposed by Demaine et al.
in [11]. The algorithm divides the stream into rounds. At the beginning of each round, the first m distinct elements are
sampled, which is equivalent to samplingm elements uniformly at random. At the end of the first round the top m2 elements
(with highest frequencies) are saved and the others are ignored. At the next rounds, only m2 counters are used for sampling.
At the end of each round, total of m2 elements with the highest frequencies, from the current and the previous rounds are
saved. Applying Chernoff bounds shows that the counts obtained during a round are close to the actual frequencies of the
elements. For further details and completeness see [11].
We adapt this idea but instead of using m binary counters we use histograms, namely the AEH histograms. As was
mentioned above, each histogram is of size O( 1

logN) bits. We get that the total size of the structure is O(m 1

logN). It
is sufficient to setm = d 1

e for obtaining good approximation with high probability.
In a similar way to Section 3.3, we can utilize AEH with additive error in order to reduce the space when we use a decay
function with parameter α > 1. This reduces the overall space to O( 1

( 1

log 1

+ logU)) bits.
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