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We report the first measurement of the inclusive jet and the dijet longitudinal double-spin asym-
metries, ALL, at midrapidity in polarized pp collisions at a center-of-mass energy
√
s = 510 GeV.
The inclusive jet ALL measurement is sensitive to the gluon helicity distribution down to a gluon
3momentum fraction of x ≈ 0.015, while the dijet measurements, separated into four jet-pair topolo-
gies, provide constraints on the x dependence of the gluon polarization. Both results are consistent
with previous measurements made at
√
s = 200 GeV in the overlapping kinematic region, x > 0.05,
and show good agreement with predictions from recent next-to-leading order global analyses.
I. INTRODUCTION
The proton consists of quarks and antiquarks, bound
by gluons. The gluons provide about half of the momen-
tum of the proton (see for example [1]), and their inter-
actions provide most of the mass [2, 3]. Nonetheless, we
know very little about the role that gluons play in deter-
mining the fundamental proton quantum numbers, such
as its spin.
The spin program at the Relativistic Heavy Ion Col-
lider (RHIC) has made significant progress toward ad-
dressing the question of how much, if at all, gluon spins
contribute to the spin of the proton. The STAR and
PHENIX collaborations have performed a sequence of
measurements of the longitudinal double-spin asymme-
try, ALL, for inclusive jet [4–7] and pion [8–12] produc-
tion. The results have been incorporated, along with in-
clusive and semi-inclusive lepton-proton scattering data,
into the recent DSSV14 [13] and NNPDFpol1.1 [14] next-
to-leading order (NLO) perturbative QCD global analy-
ses. These extractions of the helicity parton distribution
functions (PDFs) indicate that, at momentum transfer
scale of Q2 = 10 (GeV/c)2 and for momentum fractions
x > 0.05 that are sampled by the included RHIC data,
gluon spins contribute approximately 40% of the total
proton spin.
RHIC data provide direct, leading-order sensitivity to
gluon polarization because hard scattering processes at
RHIC energies are dominated by gluon-gluon and quark-
gluon scattering, as shown in Fig. 1. In contrast, po-
larized lepton scattering data constrain the gluon polar-
ization indirectly, via Q2 evolution effects. There have
been two recent global analyses [15, 16] that only in-
cluded lepton scattering data in their fits. These fits
also find substantial gluon polarization in the region
x > 0.05, albeit with larger uncertainties than those
of [13, 14]. Recently, the first lattice QCD calculation
of the full first moment of the gluon helicity distribu-
tion ∆g(x,Q2) has been calculated to be ∆G(Q2) =∫ 1
0
∆g(x,Q2)dx = 0.251 ± 0.047 (stat.) ± 0.016 (syst.) at
Q2=10 (GeV/c)2 [17] . In addition, the small-x asymp-
totic behavior of ∆g(x) has been derived in the large-Nc
limit [18], although the x range where the asymptotic
limit is applicable is not yet clear.
While the DSSV14 and NNPDFpol1.1 analyses are in
good agreement for the kinematic region x > 0.05 where
the included data from RHIC on inclusive jet and neutral
pion production at
√
s = 200 GeV are most sensitive, the
extrapolations over smaller x and their associated errors
are markedly different. For example, at x = 10−3, the
quoted gluon polarization uncertainty in NNPDFpol1.1
is twice as large as that for DSSV14. These extrapo-
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FIG. 1. Fractions of the next-to-leading-order cross section
[19, 20] for inclusive jet production arising from quark-quark,
quark-gluon, and gluon-gluon scattering in pp collisions at√
s = 200 and 500 GeV, as a function of xT = 2pT /
√
s.
lations are needed to determine the full first moment of
the gluon helicity distribution. Complementary measure-
ments are thus required both to extend the sensitivity
to smaller x and better to resolve the x dependence of
∆g(x,Q2).
The inclusive jet and the dijet longitudinal double-spin
asymmetries presented in this paper will help address
both issues. The data for these measurements were col-
lected from
√
s = 510 GeV polarized pp collisions during
the 2012 RHIC running period. For a given jet transverse
momentum, pT , and pseudorapidity, η, the increased
center-of-mass energy extends the sensitivity of the in-
clusive jet channel to lower x partons (x ' xT e±η, where
xT = 2pT /
√
s). While the inclusive jet channel provides
the strongest statistical power, dijets permit extraction of
the momentum fractions, x1 = (pT,3e
+η3 + pT,4e
+η4)/
√
s
and x2 = (pT,3e
−η3 + pT,4e−η4)/
√
s, of the partons par-
ticipating in the hard scattering at the Born level, with
higher-order corrections that are known and have been
shown to be small [21]. Note that, throughout this pa-
per, the kinematics of the initial partons and final jets
are denoted by subscripts 1,2 and 3,4, respectively. The√
s = 510 GeV dijet asymmetries here are separated into
four pseudorapidity topologies that facilitate the extrac-
tion of x-dependent constraints as a function of the di-
jet invariant mass M34 =
√
sx1x2. Together, these in-
clusive jet and dijet results will provide important new
constraints on the magnitude and shape of the gluon po-
larization over the range 0.015 < x < 0.2.
A number of other measurements sensitive to gluon
polarization have been released since the DSSV14 and
NNPDFpol1.1 global analyses. STAR has published the
first two measurements of dijet ALL, based on pp colli-
4sion data at
√
s = 200 GeV. One measurement considers
asymmetries for dijets at midrapidity [22], while the sec-
ond considers cases where at least one jet falls within
0.8 < η < 1.8 [23]. Very recently, an update of the
DSSV14 fit has been performed that includes these two
dijet measurements by reweighting [24]. The updated fit
finds that inclusion of the STAR
√
s = 200 GeV dijet
results leads to a small increase in the size of ∆g(x) in
the region 0.05 < x < 0.2, together with a sizable reduc-
tion in the width of the uncertainty band, with the latter
most notable in the region x >∼ 0.2.
Asymmetries have also been measured for inclusive pi0
production in 510 GeV pp collisions at |η| < 0.35 by
PHENIX [25] and at 2.65 < η < 3.9 by STAR [26]. These
pi0 asymmetries provide sensitivity to gluon polarization
down to x ≈ 0.01 and x ≈ 0.001, respectively.
The remainder of this paper is organized as follows.
Section II briefly describes the components of the RHIC
complex and the Solenoidal Tracker at RHIC (STAR)
detector that are relevant to this measurement. Section
III discusses jet reconstruction, including an underlying
event and background subtraction technique. Section IV
reviews the simulation sample that is used to correct the
data for detector effects such as acceptance and reso-
lution and to estimate systematic uncertainty contribu-
tions. Section V discusses the determination of ALL and
contributions to the systematic uncertainty. Section VI
presents the results, along with comparisons to theoreti-
cal predictions. Section VII provides a brief conclusion.
II. EXPERIMENT AND DATA
A. The STAR detector at RHIC
The RHIC complex has accelerated and collided beams
of polarized protons at center-of-mass energies ranging
from 62−510 GeV [27–29]. During the 2012 running pe-
riod, each beam was typically filled with 111 bunches of
vertically polarized protons. Rotator magnets placed on
either side of the STAR interaction region were used to
rotate the proton spin orientation from vertical to longi-
tudinal. To minimize systematic effects due to bunch-to-
bunch variations, the helicity state assigned to a pair of
colliding bunches (++, +−, −+, −−) was varied through
the 2012 running period. This design also allowed for the
flipping of beam spin orientation at the same rate as the
colliding bunches, on the order of once every 100 ns. For a
given storage period, or fill, the polarization of each beam
was measured several times using Coulomb-nuclear inter-
ference (CNI) proton-carbon polarimeters [30]. The CNI
polarimeters were calibrated with a polarized atomic hy-
drogen gas-jet target [31]. The luminosity-weighted po-
larizations for the two beams, which are referred to as
“blue” and “yellow”, were 54% and 55%.
STAR is a large acceptance, multi-purpose detector
located at the RHIC 6 o’clock interaction region [32].
The detector components used in this analysis are the
Time Projection Chamber (TPC), the Barrel (BEMC)
and Endcap (EEMC) Electromagnetic Calorimeters (col-
lectively, EMCs), the Vertex Position Detector (VPD),
and the Zero Degree Calorimeters (ZDC). The TPC
measures the momentum of charged particles scattered
within |η| <∼ 1.3 and 0 < φ < 2pi [33]. The EMCs mea-
sure the energy of photons, electrons, and positrons, and
provide the triggering. The BEMC [34] spans the region
−1 < η < 1, and the EEMC [35] spans 1.1 < η < 2,
both with full azimuth. The VPD and ZDC are pairs
of far-forward, fast-response detectors east and west of
the interaction region. The VPD samples the region
4.2 < |η| < 5.2 [36], while the ZDCs cover |η| > 6.6
[37]. Hit information from the VPD and ZDC detectors
is used to extract the relative luminosities of the colliding
bunches associated with a given helicity state. Azimuthal
segmentation in the ZDC also allows it to serve as a lo-
cal polarimeter to verify that the rotator magnets are set
and functioning properly.
B. Triggers and event selection
STAR sampled 82 pb−1 of longitudinally polarized pp
collisions at
√
s = 510 GeV during the 2012 running pe-
riod. The inclusive jet and the dijet analyses both utilize
jet patch (JP) triggers which are constructed by applying
thresholds to the total transverse energy (ET ) detected
within ∆η×∆φ = 1× 1 regions in the EMCs. There are
a total of 30 jet patches, with five patches that overlap in
η for each of six non-overlapping regions in φ. An event
satisfied the JP0, JP1 or JP2 trigger if the ET of at least
one of the jet patches exceeded 5.4, 7.3 or 14.4 GeV, re-
spectively. All JP2-triggered events were recorded while
the JP0 and JP1 triggers were prescaled to fit within
the available data-acquisition bandwidth. During off-
line processing, events are also required to pass a soft-
ware trigger simulator that incorporates time-dependent
pedestal variations and detector efficiencies.
Candidate collision vertices are reconstructed from
TPC tracks and hits in the EMCs and then ranked based
on the number of in-time tracks and their transverse mo-
menta. To ensure reasonable detector acceptance and
minimize pileup events, only the highest quality vertex
in each event is selected, and the position along the beam
line, zvertex, is required to fall within ±90 cm of the center
of the STAR detector.
The vertex reconstruction efficiency drops rapidly at
the highest instantaneous luminosities achieved during
the 2012 running period. The highest luminosity data
are excluded from the inclusive jet analysis in order to
minimize errors due to associating jets with the wrong
vertex, as discussed in Sect. V D 3. In contrast, these data
are included in the dijet analysis, as the higher observed
track multiplicity makes it much less likely to assign the
wrong vertex to a dijet event.
5III. JET RECONSTRUCTION
A jet is a cluster of particles that originates from frag-
mentation and hadronization of an energetic final-state
parton in a hard scattering process. They are abun-
dantly produced at RHIC in 2→2 QCD processes where
an initial-state parton is freed from a polarized proton
beam. At STAR, jets are reconstructed from the charged
tracks measured by the TPC and the energy deposits
in the EMCs. The STAR jet finding algorithms have
evolved in step with advances of jet finding techniques
in the community and with the increasingly complex ex-
perimental conditions that accompany higher center-of-
mass energy collisions and luminosities. Early STAR pp
analyses [4–6] implemented the mid-point cone algorithm
[38]. The cone radius varied from R = 0.4 − 0.7 as the
EMCs acceptance was gradually expanded. The 2009√
s = 200 GeV inclusive jet analysis [7] represented the
first STAR results obtained with the anti-kT algorithm
[39], a change that significantly reduces the sensitivity to
soft background and pileup effects. The inclusive jet and
dijet analyses presented in this paper also use the anti-
kT algorithm, as implemented in FastJet version 3.0.6
[40], but with a smaller jet resolution parameter, R = 0.5
vs. R = 0.6 at
√
s = 200 GeV, to reduce the increased
contributions from soft background at
√
s = 510 GeV.
A. Inputs to the jet finder
The TPC tracks included in the jet finding algorithm
are required to have at least 12 fit points out of a possi-
ble 45 to provide good momentum resolution. To remove
split tracks, the number of hit points must be greater
than 51% of the maximum possible number when the
track geometry and active electronic channels are consid-
ered. In addition, tracks must have transverse momenta
pT > 0.2 GeV/c and be associated with the selected ver-
tex for the event within a pT -dependent distance of clos-
est approach (DCA). The DCA is required to be less
than 2 cm for pT < 0.5 GeV/c and less than 1 cm for
pT > 1.5 GeV/c; the DCA requirement is linearly inter-
polated between these two limits. The four-momenta of
the charged tracks are constructed by equating the rest
mass of each track to the pion mass. The EMC tower
hits included in the jet finding algorithm are required to
have a signal well above pedestal and an ET > 0.2 GeV.
The 4-momentum of an EMC hit is constructed by set-
ting the rest mass to zero, as if all the energy deposited
was due to photons originating from the vertex.
For tracks pointing to an EMC hit, the track pT (mul-
tiplied by c to account for units) is subtracted from the
tower ET . If the difference is less than zero, the tower is
discarded from the jet finding. This procedure, which is
referred to as “pT subtraction”, avoids double counting
from electrons and positrons that are fully reconstructed
by both the TPC and EMCs. In contrast, on average
charged hadrons deposit only ' 30% of their energy in
the EMC material. Therefore, pT subtraction results
in an over-subtraction in the rare case where a photon
strikes the same tower as a charged hadron. However,
by suppressing the sensitivity to the large event-to-event
fluctuations in the charged hadron energy deposition, it
significantly improves the resolution of the reconstructed
jet energy [7].
B. Underlying event subtraction
The underlying event (UE) is composed of low-pT par-
ticles originating from multiple parton interactions and
soft interactions between the scattered partons and pro-
ton remnants. The underlying event at RHIC energies
is expected to be isotropic and approximately indepen-
dent of the scale of the hard interaction [41]. As a result,
distortions to the energy scale are largest for low-pT jets.
The UE has also been assumed to be spin independent [7],
but that assumption has not been verified experimentally
before this work.
A technique, adapted from the ALICE experiment [42],
is applied for each jet in the analysis to correct the under-
lying event contribution to the reconstructed jet pT and
dijet invariant mass Minv. The algorithm, called the off-
axis method, scans the same list of TPC tracks and EMC
hits that was input to the jet finder and selects those lo-
cated in two off-axis cones, with radius R = 0.5 (chosen
to match the anti-kT resolution parameter), centered at
the same η as the jet but ±pi/2 away in φ.
For the inclusive jet analysis, the average transverse
momentum density per unit area deposited inside the two
cones, ρˆ, is computed and the correction dpT = ρˆAjet
is applied to the jet pT . Ajet is the jet area and is
given by the anti-kT algorithm using the ghost particle
method [39].
In the dijet analysis, the 4-momentum is calculated for
the collection of particles in each off-axis cone, summed
and then rotated by ±pi/2 back to the position of the jet.
After rotation, the off-axis cone 4-momenta are averaged,
scaled to the area of the jet Ajet, and subtracted from the
initial jet 4-momentum. The underlying event correction
is calculated and applied on a jet-by-jet basis for both
the dijet and the inclusive jet analyses.
This technique recognizes that the STAR detector has
excellent four-fold symmetry in azimuth, but the effi-
ciency is not as uniform in pseudorapidity. For exam-
ple, there is a small gap in the EMC coverage between
the BEMC and EEMC. Requiring the off-axis cones to
be centered at the same η as the jet and sum over sim-
ilar areas ensures the η dependence of the underlying
event and other background contributions are sampled
correctly, and facilitates the jet-by-jet correction. It is
important to note that, in addition to accounting for the
UE, this procedure also corrects for pileup effects arising,
for example, from beam-beam and beam-gas collisions
other than the pp collision of interest.
6C. Dijet and inclusive jet event selection
Jets are selected for further analysis if the jet axis lies
within |η| < 0.9 and the pT > 6 GeV/c. To minimize jet
energy corrections near the detector acceptance limits, an
additional zvertex-dependent η cut ensures each jet thrust
axis projects well within the BEMC. The remaining cuts
are tuned specifically for the inclusive jet or dijet analysis
and are detailed in the following sections.
1. Inclusive jet cuts
The jets are divided into three mutually exclusive
groups depending on the highest jet patch trigger a spe-
cific jet can satisfy: JP0, JP1, or JP2. For example, a jet
that deposited enough energy in the EMC to satisfy the
JP1 trigger requirement, but fired only the JP0 trigger
because of the JP1 prescale, is nonetheless categorized as
JP1 during the analysis. In addition, each jet is required
to point toward a jet patch that could trigger the event,
including the constraints from prescales. The minimum
reconstructed jet pT values for the three trigger cate-
gories of 6.0, 8.2 and 15.3 GeV/c, respectively, are set
at pT bin boundaries that are somewhat higher than the
corresponding JP hardware trigger thresholds to reduce
reconstruction bias near the trigger thresholds.
The summed transverse momenta of the charged tracks
within a jet is required to be greater than 0.5 GeV/c,
and the fraction of jet energy detected in the EMCs,
REM = EEM/(EEM + Etrack), is required to be less
than 0.94. These constraints suppress non-collision back-
grounds such as cosmic events and beam backgrounds,
which do not point back to the event vertex, and re-
duce the probability that the wrong vertex is assigned
to the jet. The track momentum resolution degrades for
pT > 30 GeV/c, so jets with such tracks are rejected.
Approximately 5% of the events in the inclusive jet
analysis contain two jets, both of which satisfy all the
cuts. In these cases, both jets are considered. Fewer
than 0.05% of events have three or more jets that satisfy
all the cuts. For these cases, only the two jets with the
highest pT are considered.
2. Dijet cuts
Only events with two or more jets are considered for
the dijet sample. From these events, the jets with the
highest pT are selected as the candidate dijet pair. At
least one jet of the pair is required to point to a jet patch
that satisfies the JP0, JP1 or JP2 trigger and to pass an
associated threshold of 6.0, 8.0 or 15.0 GeV/c, respec-
tively. Both jets must have REM < 0.95. The latter con-
straint can be less stringent than used for inclusive jets
because dijet events are less susceptible to backgrounds.
The events are separated into three mutually exclusive
TABLE I. The four dijet topology bins A-D. In all cases, the
dijet pair is also required to satisfy ∆φ > 1200 and |∆η| < 1.6.
Bin η3 and η4 Regions Physics Description
A 0.3 < |η3,4| < 0.9; η3 · η4 > 0 Forward-Forward
B |η3,4| < 0.3; 0.3 < |η4,3| < 0.9 Forward-Central
C |η3,4| < 0.3 Central-Central
D 0.3 < |η3,4| < 0.9; η3 · η4 < 0 Forward-Backward
groups (JP0, JP1, and JP2) using the same algorithm as
for inclusive jets.
A dijet opening-angle cut, ∆φ > 120◦, is designed to
remove the cases where one member of the dijet pair is
the result of a hard gluon emission. An additional di-
jet opening-angle cut, |∆η| < 1.6, removes the kinematic
region where both jets fall near the detector acceptance
limits. A pT -matching condition is applied that requires
the ratio of the leading and away-side jet transverse mo-
menta, pleadingT /p
away
T < (6 − 0.08pmaxT ), where pmaxT is
the transverse momentum of the highest pT track in ei-
ther jet. This empirical cut was tuned on simulation and
motivated by the need to remove fake jets that are com-
posed nearly entirely of a single, poorly reconstructed
TPC track. Finally, an asymmetric pT cut requires one
of the jets to have a pT > 8 GeV/c and the other pT > 6
GeV/c. The latter condition is motivated by theoretical
considerations [43].
Identified dijets are sorted into four topological bins
(A-D) based on the pseudorapidities of the individual
jets in the dijet pair. Three pseudorapidity regions are
defined as follows: forward spanning 0.3 < η < 0.9,
central spanning −0.3 < η < 0.3, and backward span-
ning −0.9 < η < −0.3. These three regions permit the
construction of four unique topological bins, described
in Table I. The dijets in bins A and B reflect the most
asymmetric collisions in terms of partonic x1 and x2 and,
therefore, sample the highest and lowest x values. The di-
jets in bins C and D originate from more symmetric par-
tonic collisions, and largely access intermediate x values.
Bins A and C sample collisions with | cos θ∗| near zero,
while bins B and D sample regions of larger | cos θ∗|. The
factor cos θ∗, where θ∗ is the scattering angle in the par-
tonic center-of-mass frame, enters directly into the calcu-
lation of the partonic asymmetry, aˆLL. For the present
case, aˆLL is larger when | cos θ∗| is smaller.
IV. EMBEDDED SIMULATION
A Monte Carlo simulation is used to determine correc-
tions to the measured jet quantities and estimate contri-
butions to the total systematic uncertainty. Simulated
pp events generated by Pythia [44] are passed through
a detailed Geant3 [45] simulation of the STAR detec-
tor utilizing a geometry setup matching the 2012 detector
configuration. The simulated detector responses are then
7embedded into zero-bias events, which were recorded
without any trigger requirement at random times during
the running period. In this way, the simulated events con-
tain the same pile-up and beam backgrounds as the real
data. After embedding, the simulated EMC tower ADCs
are analyzed by the trigger simulator in order to identify
those events that satisfy one or more of the jet patch
triggers. If so, the embedded events are then passed
through the full reconstruction and analysis routines that
are used for the data. The intermediate parton and par-
ticle records from Pythia are saved for all generated
events, including those that fail the trigger simulation,
to facilitate the study of potential bias effects.
A. PYTHIA tune
QCD events were generated using Pythia version
6.4.28 [44] and the Perugia 2012 tune [46, 47]. This com-
bination overestimates the inclusive pi± yields by up to
30% for pT < 3 GeV/c, when compared to the previ-
ously published STAR measurements at
√
s = 200 GeV
[48, 49]. To compensate, the PARP(90) parameter in
Pythia was reduced from 0.24 to 0.213. PARP(90) con-
trols the energy dependence of the low-pT cut-off for the
UE generation process. After this change, the simu-
lated inclusive pi± yields at pT < 3 GeV/c match the
experimentally measured cross sections within 10%. The
full pp embedding sample, consisting of tuned Pythia +
Geant simulated events embedded into zero-bias data,
was then generated. Jets were then reconstructed from
the simulated detector responses using the same anti-kT
algorithm with R = 0.5 as was used to reconstruct jets
in the data. The simulation provides an excellent de-
scription of many jet-related quantities, as shown in the
next subsection. However, it slightly overestimates the
rate of UE production seen in the data. Systematic un-
certainties to account for this mismatch are discussed in
Sect. V.
B. Comparisons between data and simulation
Extensive comparisons of dijet and inclusive jet observ-
ables in the data and embedded simulation samples have
been performed to ensure the simulation successfully re-
produces the data. For the subset of these comparisons
shown in Figs. 2–9, the UE subtraction has been applied
in the same way to the detector jets in data and simu-
lation. However, only raw, detector-level quantities are
plotted, uncorrected for acceptance, efficiency, or resolu-
tion effects. When the statistical uncertainties are not
visible, they are smaller than the data points.
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FIG. 2. The upper panel shows the jet yields vs. detector
jet pT in data and simulation for each of the three trigger
categories. The points show the data, and the histograms
show the simulation. The lower three panels show the relative
differences between data and simulation.
1. Comparison of jet and dijet observables
Figure 2 shows the jet yields vs. pT in the data and
embedding for the three trigger categories. There is an
excellent match between data and embedding for all three
categories.
Distributions of the charged hadrons within the jets are
shown for data and simulation as functions of the hadron
longitudinal momentum fraction, z = phadron/pjet, and
momentum transverse to the jet thrust axis, jT , in Figs.
3 and 4. The distributions are shown for two rep-
resentative detector jet pT bins, 7.0 − 8.2 GeV/c and
28.7− 33.6 GeV/c, which correspond to corrected mean
jet pT values of 8.0 and 34.4 GeV/c (see Sect. V C).
An alternative view of the fragmentation and
hadronization process is shown in Fig. 5, which illustrates
the REM distributions for the same two jet pT bins. The
upper panel shows detector jets with 〈pT 〉 = 8.0 GeV/c.
Only JP0-triggered jets contribute to this low-pT bin
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FIG. 3. Distributions of the charged hadrons within the jets
as a function of the hadron longitudinal momentum fraction,
z, for two typical detector jet pT bins. The blue points show
the data, and the red histograms show the simulation.
and the reconstructed jet pT is relatively close to the
JP0 threshold, ET = 5.4 GeV. This favors jets with a
large electromagnetic fraction, since only the energy de-
posited in the EMCs is considered by the trigger. The jets
with small REM values that nonetheless satisfied the trig-
ger contain charged hadrons that deposited an unusually
large fraction of their energy in the EMCs. This picture
is reversed in the lower panel, which shows detector jets
with 〈pT 〉 = 34.4 GeV/c. Typically, the jets in this mo-
mentum region require a large fraction of their energy to
be carried by charged hadrons to be categorized as JP0
or JP1, instead of JP2. The exceptions that have large
REM fractions typically were near the φ-boundary be-
tween non-overlapping jet patches and shared their elec-
tromagnetic energy between them. The data and em-
bedding distributions in Figs. 3, 4, and 5 match quite
well, indicating that the simulations provide a very good
description of the jet substructure.
Figure 6 shows the comparison of data and simula-
tion for the dijet yield as a function of invariant mass,
Minv. The top panel in Fig. 7 shows the opening an-
gle ∆φ and the bottom the ∆η of the dijet pair. No
significant differences between the trigger samples were
observed, therefore the independent trigger samples are
combined, correctly accounting for run-time prescale in
the simulation, for the ∆φ and ∆η distributions. As with
the inclusive yields, the agreement is excellent for the di-
jet observables.
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FIG. 4. Distributions of the charged hadrons within the
jets as a function of the hadron momentum transverse to the
thrust axis, jT , for two typical detector jet pT bins. The
blue points show the data, and the red histograms show the
simulation.
2. Underlying event comparisons
Figure 8 shows the distributions of charged hadrons
within the off-axis cones in data and simulation as a func-
tion of hadron pT . The simulation provides a qualitative
description of the observed UE hadrons. But quantita-
tively it overestimates the UE production in the region
pT <∼ 1.3 GeV/c, as illustrated in the inset. The distribu-
tions of EMC tower ET values in the off-axis cones (not
shown) also reveal an excess yield in the simulation at
low ET .
The mean underlying event correction to the jet trans-
verse momentum, dpT , is shown in the upper panel of Fig.
9 as a function of detector jet pT . The discontinuities in
the UE dpT distribution at 8.2 and 15.3 GeV/c, where the
JP1 and JP2 event categories first contribute, originate
from a trigger bias effect. As discussed in Sect. II, the
STAR jet trigger is based on the energy observed in the
EMCs. The UE present in an event serves to lower the
effective trigger thresholds for the jets of interest, and
hence increase the trigger efficiency at a given jet pT .
This effect is maximal near the trigger turn-on points.
The lower panel of Fig. 9 shows a similar comparison of
the UE corrections to the dijet mass, dMinv, in data and
simulation. In this case the enhancements at the trigger
thresholds are less pronounced because only one of the
two jets in the dijet pair is required to fulfill the trigger
threshold requirement.
Overall, the UE yield discrepancy between data and
simulation seen in Figs. 8 and 9 causes the simulation
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FIG. 5. The upper panel shows the electromagnetic fraction
distribution, REM , for jets in a low-pT bin. The bias in favor
of large REM , driven by the proximity to the JP0 threshold,
is clear. The lower panel shows the REM distributions in a
higher pT bin for each of the three jet categories. For this
case, JP0 and JP1 jets have a bias in favor of small REM ,
as discussed in the text. The points show the data, and the
histograms show the simulation.
to predict 10% to 20% larger dpT and dMinv than seen
in the data. The implications of these differences are
discussed in Sect. V.
C. Parton and particle jets
Up to this point, the discussion has focused on jet prop-
erties as they are reconstructed at the detector level, both
in data and simulation. These properties are influenced
by finite detector acceptance, efficiency and resolution
effects. The Pythia record for a simulated event af-
fords the opportunity to relate these “detector jets” to
more idealized jet objects. We do this in two ways. We
reconstruct “particle jets” by running the anti-kT algo-
rithm over the complete set of stable particles produced
in the event. The same off-axis cone UE correction pro-
cedure used for detector jets is applied to particle jets.
We also reconstruct “parton jets” by running the anti-
kT algorithm on the hard-scattered partons from a given
simulated Pythia event, including the initial-state and
final-state radiation associated with the process, but ex-
cluding those partons from beam remnants and multiple
parton interactions. In both cases, the jet finding algo-
rithm and the input parameters to the algorithm are the
same as used when reconstructing detector jets.
Detector jets reconstructed from the embedded sim-
ulation detector responses can be matched to compan-
ion parton or particle jets. In this analysis, a parton or
particle jet is considered to match a detector jet if the
distance between the jet thrust axes in η − φ space is√
∆η2 + ∆φ2 < 0.5. If more than one parton or particle
jet matches a given detector jet, we choose the closest
one in η − φ space. We then use the properties of the
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distributions. The blue points represent the data, and the
red histograms the simulation.
matched parton or particle jet when estimating correc-
tions for the detector jets. The probability that a de-
tector jet with 6.0 < pT < 8.2 GeV/c has a matching
particle jet is 98%. For pT > 8.2 GeV/c, over 99% of
detector jets have a matching particle jet. The probabil-
ity that a detector jet with 6.0 < pT < 7.0 GeV/c has
a matching parton jet is 85%. The probability increases
rapidly with increasing detector jet pT , reaching > 99%
for detector jet pT > 9.6 GeV/c. Dijets are considered
matched if each jet in the pair satisfies the inclusive jet
matching criterion. The dijet detector-parton matching
fractions range from 95%–97% forMinv = 14−17 GeV/c2
and quickly reach unity by Minv = 24 GeV/c
2. The im-
proved matching fractions for the dijets compared to the
inclusive jets is predominately due to the requirement to
reconstruct two nearly back-to-back jets. This signifi-
cantly cuts down on the reconstruction of fake jets and
jets whose axis is badly reconstructed due to underlying
event or background contributions.
As a further test of the UE subtraction procedure, we
examine the difference in Pythia between the transverse
momenta of UE-corrected particle jets and matched par-
ton jets, δpT = pT,parton − pT,particle. At low pT , where
relatively little initial- and final-state radiation accompa-
nies the hard scattering, we find 〈δpT 〉 ≈ 0.1 GeV/c. This
is a much smaller difference than was seen for low-pT jets
in our previous
√
s = 200 GeV analysis, where no UE cor-
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FIG. 8. Distributions of the charged hadrons within the off-
axis cones as a function of hadron pT . The blue points show
the data, and the red histogram shows the simulation. The
inset shows the ratio of simulation to data for pT < 2 GeV/c.
rection was implemented [7]. At high pT , where substan-
tial gluon radiation often accompanies a hard scattering,
the off-axis cones capture a small amount of initial- and
final-state radiation, in addition to the UE, so the UE-
corrected particle jet transverse momenta underestimate
their matched parton jets by 2− 3%.
V. LONGITUDINAL DOUBLE-SPIN
ASYMMETRIES
The longitudinal double-spin asymmetry ALL is de-
fined as the difference of cross sections when the two
beams have the same and opposite helicities divided by
their sum:
ALL =
σ++ − σ+−
σ++ + σ+−
. (1)
In this analysis, ALL is calculated as:
ALL =
∑
runs PY PB(N
++ − rN+−)∑
runs P
2
Y P
2
B(N
++ + rN+−)
, (2)
where N++(N+−) is the number of jets or dijets observed
in a given run with the same (opposite) helicity beams,
PY and PB are the beam polarizations for the run, and
the relative luminosity, r = L++/L+−, is the ratio of the
luminosities for same and opposite helicity beams during
the run. The beam polarizations and relative luminosities
were treated as constant over the duration of a run. This
was motivated by the fact that runs typically lasted 10−
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FIG. 9. The upper panel shows the mean underlying event
correction to the jet transverse momentum, dpT , as a function
of detector jet pT . The lower panel shows the mean underlying
event correction to the dijet mass, dMinv, as a function of
Minv. In both cases, the blue points show the data, and the
red histogram shows the simulation.
40 minutes, a short time period compared to changes in
these beam properties.
A. Beam polarization
The CNI polarization measurements were performed
at the beginning of each fill, at several hour increments
during the fill, and at the end of each fill. The RHIC
polarimetry group uses the results to determine the initial
beam polarization at the beginning of the fill, P0, and
the polarization decay rate, dP/dt [50]. For each run,
the polarization is taken to be the interpolated value at
the midpoint of the run. Following the guidance from the
RHIC polarimetry group [50], the systematic uncertainty
on the product of the two beam polarizations PY PB is
6.6% for the data used here. This is a common overall
scale uncertainty for the final inclusive jet and dijet ALL
results.
B. Relative luminosity
The relative luminosity for each run is calculated using
scalers that counted the number of VPD coincidences
and VPD east and west singles bunch-by-bunch. The
observed event counts for each bunch are corrected for
accidental and multiple coincidences [51]. The corrected
VPD coincidence yields, summed over all bunches in the
run with the same spin combination (++, +−, −+, −−),
are then used to calculate the relative luminosity r for
that run. The values of the relative luminosity vary fill-
by-fill from 0.9 to 1.1, depending on the sequence of beam
helicities used. Only very small variations are observed
within fills.
To estimate the systematic uncertainty in the relative
luminosity calculation, the ratios obtained from the cor-
rected VPD coincidence yields are compared run-by-run
to similar ratios calculated using the corrected VPD east
singles or west singles, and to the ratios calculated us-
ing the corrected number of ZDC coincidences, east sin-
gles, or west singles. A wide range of additional compar-
isons are made by considering alternative combinations
of spin states, such as those appropriate to measure a
parity-violating longitudinal single-spin asymmetry with
the blue or yellow beam. Following this study, a system-
atic uncertainty of 1.3× 10−4 is associated with r.
C. Scale corrections and systematic errors
ALL varies slowly and approximately linearly over the
full kinematic range of the current measurements. This
makes it practical to implement a bin-by-bin unfolding
technique to correct the inclusive jet pT and dijet Minv
for detector resolution and efficiency effects. The match-
ing conditions discussed in Sect. IV C are implemented in
the simulation and the average partonic level pT or Minv
is determined for each detector bin. The calculated asym-
metry for that bin is then plotted at the average partonic
pT or Minv value. This scale is chosen to facilitate a more
direct comparison to the NLO pQCD theoretical predic-
tions, which do not include effects from hadronization or
underlying event contributions. The small, higher-order
distortions from resolution and efficiency that remain are
compensated as part of the trigger and reconstruction
bias correction described below.
This type of correction requires an evaluation of the
accuracy of the TPC track pT and EMC ET calibrations
and efficiencies (labeled Hadron resp. and EM resp., re-
spectively, in Tables II and III). The effect of the sys-
tematic overestimate of the underlying event in the sim-
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ulation on the jet pT and dijet Minv, as well as the un-
certainty in the Pythia tune, must also be quantified.
Tables II and III present the estimated corrections for
the inclusive jet transverse momentum and dijet mass
scales and their systematic uncertainties. The following
sub-subsections discuss them in more detail.
1. Detector response uncertainties
The shift in scale from the detector to the parton level
depends on the accuracy of the TPC tracking efficiency
implemented in the simulation. Studies of simulated pp
collisions at
√
s = 200 GeV suggested a 4% uncertainty
on the accuracy of the tracking efficiency [52]. A more
conservative estimate of the uncertainty, 5%, is used here
to reflect the reduction of tracking efficiency and increase
in uncertainty that occurs at the higher luminosities in
510 GeV pp collisions.
The effect of the tracking efficiency uncertainty on the
scale correction is calculated by first randomly rejecting
5% of all reconstructed TPC tracks in the embedded sim-
ulation sample, and then rerunning the jet finder. The
differences between the jet pT and dijet Minv are taken
as the systematic contributions due to tracking efficiency
uncertainty.
There is an uncertainty associated with how well our
Geant simulation models the energy deposited in the
EMCs by hadrons [53] that are either not detected by
the TPC or are detected but deposit some of their en-
ergy outside of the tower pointed to by the track. This
contribution to the systematic error varies from 1.5% of
the jet pT at low pT to 2% at high pT .
The EMC gains are established using a combination of
minimum-ionizing particles and identified electrons. The
calibration uncertainty for 2012 is estimated to be 3.8%.
We apply this to the observed electromagnetic energy
fractions REM , leading to scale uncertainties that range
from 2.2% at low pT to 1.7% at high pT .
In addition to the three effects discussed above, there
are smaller (< 1%) contributions from the uncertainty in
the EMC efficiency simulation and the TPC momentum
calibration.
2. Underlying event correction
The full 10% to 20% difference between data and simu-
lation for the underlying event dpT and dMinv corrections
is taken as the systematic uncertainty. The uncertainty
is calculated on a bin-by-bin basis for the jet and dijet
distributions.
3. Pythia tune variation
A change in the parameters of the Perugia 2012
Pythia tune may, in turn, cause a shift in the aver-
age partonic jet pT and dijet Minv determined for the
scale correction. The nature and size of the shift is stud-
ied by implementing several relevant variants [46, 47] of
the Perugia 2012 tune in Pythia and recalculating the
corrections.
The alternative tunes selected include the choice of
αs(
1
2p⊥) and αs(2p⊥) for higher (tune 371) and lower
(tune 372) initial- and final-state radiation respectively,
the modification to less color re-connections (tune 374),
the increase in either longitudinal (376) or transverse
(377) fragmentations, a switch to MSTW 2008 LO PDFs
rather than CTEQ6L1 LO PDFs (378), and a set of Inns-
bruck hadronization parameters (383).
The corrections for alternative tune pairs (371, 372)
and (376, 377), which relate to initial+final state radi-
ation and fragmentation respectively, bracket those for
the default tune. Therefore, half of the absolute differ-
ence of the pair is taken as its contribution to the tune
systematic uncertainty. Together with the difference in
scale shift from the remaining tunes, they are added in
quadrature to construct the total Pythia tune system-
atic error.
D. Asymmetry corrections and systematic errors
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FIG. 10. Observed AdpTLL vs. detector jet pT . Note that no
corrections have been made for detector acceptance, efficiency,
or resolution.
A broad range of systematic contributions to the mea-
sured ALL values are considered. For low-pT jets the
dominant contributions arise from UE and relative lu-
minosity uncertainties, while trigger and reconstruction
bias dominates at high pT . The same trend is observed
as function of Minv for the dijet sample. Several other ef-
fects are evaluated and found to be negligible compared
to the statistical and leading systematic uncertainties.
Tables IV and V present the estimated corrections and
systematic uncertainties for the inclusive jet and dijet
ALL values, respectively. The following sub-subsections
describe these estimates.
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TABLE II. The corrections and systematic uncertainties assigning parton jet pT values to the detector-level inclusive jet pT
bins. The uncertainty quoted for δpT = 〈pT,parton − pT,detector〉 is the contribution from the simulation statistics. All values
are in GeV/c.
Detector jet Parton jet
Bin pT range 〈pT 〉 δpT Hadron resp. EM resp. UE syst. Tune syst. pT
I1 6.0− 7.0 6.48 0.54± 0.07 0.10 0.15 0.03 0.18 7.02± 0.26
I2 7.0− 8.2 7.56 0.41± 0.07 0.16 0.16 0.01 0.18 7.97± 0.30
I3 8.2− 9.6 8.86 1.04± 0.06 0.19 0.20 0.04 0.22 9.90± 0.36
I4 9.6− 11.2 10.35 1.21± 0.05 0.21 0.22 0.05 0.25 11.56± 0.40
I5 11.2− 13.1 12.07 1.30± 0.06 0.28 0.24 0.06 0.27 13.37± 0.47
I6 13.1− 15.3 14.09 1.52± 0.05 0.34 0.26 0.07 0.24 15.61± 0.50
I7 15.3− 17.9 16.52 2.47± 0.08 0.35 0.36 0.11 0.30 18.99± 0.60
I8 17.9− 20.9 19.28 2.88± 0.05 0.39 0.42 0.11 0.23 22.17± 0.63
I9 20.9− 24.5 22.52 3.14± 0.05 0.47 0.47 0.11 0.30 25.66± 0.74
I10 24.5− 28.7 26.36 3.30± 0.06 0.60 0.52 0.13 0.21 29.65± 0.83
I11 28.7− 33.6 30.81 3.56± 0.07 0.70 0.57 0.12 0.26 34.38± 0.95
I12 33.6− 39.3 36.00 3.72± 0.08 0.82 0.64 0.13 0.22 39.7± 1.1
I13 39.3− 46.0 42.06 4.26± 0.09 0.96 0.74 0.12 0.19 46.3± 1.2
I14 46.0− 53.8 49.14 4.67± 0.11 1.11 0.85 0.14 0.49 53.8± 1.5
1. Underlying event contribution
Underlying event contributions both lower the effective
JP trigger thresholds and increase the apparent energy
of the reconstructed jets. Thus, if the UE has a spin de-
pendence, it can distort the measured dijet and inclusive
jet ALL values. To examine this possibility, we measured
the longitudinal double-spin asymmetry of the underly-
ing event contributions, AdpTLL and A
dMinv
LL . We define
AdpTLL =
1
PY PB
〈dpT 〉++ − 〈dpT 〉+−
〈dpT 〉++ + 〈dpT 〉+− , (3)
where 〈dpT 〉++ and 〈dpT 〉+− are the average underlying
event corrections for same and opposite beam helicity
combinations. A similar definition is used for AdMinvLL .
Figure 10 shows the observed AdpTLL as a function of
detector jet pT . The results in Fig. 10 are not cor-
rected for finite detector acceptance, efficiency, or reso-
lution. However, these effects, which are independent of
the beam spin combination, are expected to contribute
similarly to the numerator and denominator in Eq. (3).
A constant fit finds AdpTLL = −0.0005 ± 0.0004, with
χ2 = 11.8 for 13 degrees of freedom. A similar esti-
mate was performed for each topology bin in the dijet
analysis. The constant fit to the measured UE AdMinvLL
for topology bin A finds AdMinvLL = −0.0014± 0.0017, for
bin B finds AdMinvLL = 0.0012 ± 0.0011, for bin C finds
AdMinvLL = −0.0035± 0.0021, and for bin D finds AdMinvLL
= 0.0028±0.0015, with associated χ2 per degrees of free-
dom values ranging from 0.5–1.2. Within the present
statistics, AdpTLL and A
dMinv
LL are consistent with zero and
independent of jet pT and dijet Minv.
To estimate the possible systematic contribution that
the UE can make to the measured inclusive jet (dijet)
ALL values, we calculate the change in the cross section
that would occur if the effective boundaries of our jet
pT (Minv) bins shift in a spin-dependent manner by an
amount equal to the observed dpT (dMinv) values multi-
plied by either the average UE asymmetry or the error,
whichever is larger. For the inclusive jets the correspond-
ing systematic uncertainties vary from 2.9× 10−4 for the
lowest pT bin to 0.5 × 10−4 for the highest pT bin. The
dijet analysis follows a similar trend with errors of order
≈ 1 × 10−3 in the lower Minv bins that reduce to the
level of ≈ 2 × 10−4 in the highest Minv bins. Since un-
derlying event effects are expected to be independent of
the hard scale and we use the overall average from the
full data set to set the limit in the inclusive jet analysis,
we treat these uncertainties as fully correlated. For the
dijets, the errors are treated as fully correlated within a
single topological bin.
2. Relative luminosity uncertainty
The contribution to the total systematic uncertainty
due to relative luminosity can be approximated as
∆ALL =
1
2PY PB
× ∆rr . Taking PY = 54%, PB = 55%,
and ∆r/r = 1.3 × 10−4, as calculated in Sect. V B, this
systematic uncertainty is estimated as 2.2×10−4. It rep-
resents the possible offset of the ALL = 0 axis, and is
common to all the measured inclusive and dijet asymme-
tries.
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TABLE III. The corrections and systematic uncertainties assigning parton dijet Minv to the detector-level dijet Minv bins.
The four topology groups are described in detail in Table I. The uncertainty quoted for δMinv = 〈Minv,parton −Minv,detector〉
is the contribution from the simulation statistics. All values are in GeV/c2.
Detector dijet Parton dijet
Bin Minv range 〈Minv〉 δMinv Hadron resp. EM resp. UE syst. Tune syst. Minv
Topology A: Forward-Forward Dijets
A1 14− 17 15.88 3.16± 0.28 0.41 0.30 0.16 0.58 19.04± 0.82
A2 17− 20 18.48 3.14± 0.22 0.58 0.34 0.14 0.63 21.62± 0.96
A3 20− 24 21.93 4.45± 0.17 0.59 0.39 0.12 0.78 26.38± 1.08
A4 24− 29 26.34 5.96± 0.23 0.73 0.49 0.18 0.70 32.30± 1.16
A5 29− 34 31.35 7.07± 0.24 0.85 0.57 0.24 0.52 38.42± 1.20
A6 34− 41 37.19 7.99± 0.23 1.17 0.71 0.15 0.50 45.18± 1.48
A7 41− 49 44.55 8.87± 0.26 1.17 0.82 0.27 0.48 53.42± 1.55
A8 49− 59 53.23 10.29± 0.27 1.43 0.94 0.28 0.42 63.52± 1.80
A9 59− 70 63.58 11.97± 0.34 1.81 1.09 0.39 0.40 75.55± 2.21
A10 70− 84 75.49 13.63± 0.42 1.90 1.26 0.28 0.48 89.12± 2.38
Topology B: Forward-Central Dijets
B1 14− 17 16.01 2.79± 0.28 0.44 0.31 0.09 0.53 18.80± 0.81
B2 17− 20 18.52 3.28± 0.16 0.54 0.35 0.10 0.66 21.80± 0.94
B3 20− 24 21.94 4.43± 0.12 0.73 0.40 0.11 0.69 26.37± 1.09
B4 24− 29 26.34 5.90± 0.14 0.71 0.49 0.16 0.61 32.24± 1.07
B5 29− 34 31.36 7.06± 0.17 0.97 0.60 0.26 0.55 38.42± 1.31
B6 34− 41 37.22 8.61± 0.16 1.04 0.72 0.27 0.53 45.83± 1.41
B7 41− 49 44.58 9.56± 0.16 1.30 0.85 0.27 0.57 54.14± 1.69
B8 49− 59 53.30 10.87± 0.18 1.44 0.98 0.33 0.42 64.17± 1.83
B9 59− 70 63.67 12.39± 0.24 1.72 1.12 0.30 0.39 76.06± 2.13
B10 70− 84 75.67 14.14± 0.27 2.02 1.30 0.38 0.39 89.81± 2.48
B11 84− 101 90.68 17.24± 0.34 2.36 1.53 0.46 0.33 107.92± 2.89
Topology C: Central-Central Dijets
C1 14− 17 15.89 3.92± 0.34 0.33 0.32 0.16 0.56 19.81± 0.81
C2 17− 20 18.49 3.52± 0.24 0.50 0.34 0.05 0.91 22.01± 1.12
C3 20− 24 21.93 4.23± 0.24 0.73 0.41 0.08 0.63 26.16± 1.08
C4 24− 29 26.34 6.36± 0.26 0.64 0.50 0.09 0.81 32.70± 1.19
C5 29− 34 31.36 7.35± 0.29 1.05 0.61 0.21 0.43 38.71± 1.34
C6 34− 41 37.22 8.79± 0.28 0.90 0.73 0.35 0.56 46.01± 1.36
C7 41− 49 44.57 9.32± 0.32 1.35 0.86 0.40 0.57 53.89± 1.78
C8 49− 59 53.31 11.44± 0.35 1.25 0.99 0.36 0.48 64.75± 1.74
C9 59− 70 63.65 13.50± 0.39 1.84 1.14 0.37 0.45 77.15± 2.27
C10 70− 84 75.70 15.44± 0.49 2.06 1.32 0.33 0.58 91.14± 2.58
Topology D: Forward-Backward Dijets
D1 14− 17 16.34 4.20± 0.60 0.90 0.32 -0.23 0.56 20.54± 2.14
D2 17− 20 18.68 3.41± 0.34 0.57 0.35 0.01 0.91 22.09± 0.95
D3 20− 24 21.97 4.34± 0.23 0.59 0.40 0.10 0.63 26.31± 0.98
D4 24− 29 26.37 5.35± 0.24 0.72 0.47 0.12 0.81 31.72± 1.22
D5 29− 34 31.36 7.12± 0.32 0.84 0.57 0.18 0.43 38.48± 1.31
D6 34− 41 37.25 7.96± 0.29 1.17 0.70 0.22 0.56 45.21± 1.55
D7 41− 49 44.65 9.50± 0.33 1.25 0.84 0.28 0.57 54.15± 1.69
D8 49− 59 53.39 10.91± 0.30 1.49 0.97 0.35 0.48 64.30± 1.92
D9 59− 70 63.72 12.94± 0.36 1.69 1.12 0.36 0.45 76.66± 2.15
D10 70− 84 75.76 13.81± 0.44 2.14 1.29 0.34 0.58 89.57± 2.62
D11 84− 101 90.82 16.04± 0.55 2.42 1.52 0.39 0.41 106.86± 2.97
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TABLE IV. The corrections and systematic uncertainties in ALL for inclusive jet production. In addition to the uncertainties
enumerated here, there are two that are common to all the points, a shift uncertainty of ±0.00022 associated with the relative
luminosity measurement and a scale uncertainty of ±6.6% associated with the beam polarization.
Jet pT Trigger and Reconstruction Bias
Bin (GeV/c) UE syst. Correction PDF uncert. Stat+vertex syst. Total syst.
I1 7.02 0.00029 -0.00012 0.00013 0.00003 0.00013
I2 7.97 0.00024 -0.00007 0.00037 0.00032 0.00049
I3 9.90 0.00022 -0.00021 0.00007 0.00008 0.00011
I4 11.56 0.00018 -0.00014 0.00007 0.00004 0.00008
I5 13.37 0.00016 -0.00024 0.00008 0.00007 0.00011
I6 15.61 0.00013 -0.00027 0.00009 0.00013 0.00016
I7 18.99 0.00012 -0.00033 0.00011 0.00009 0.00014
I8 22.17 0.00011 -0.00026 0.00019 0.00013 0.00023
I9 25.66 0.00009 -0.00039 0.00013 0.00012 0.00018
I10 29.65 0.00008 -0.00034 0.00020 0.00015 0.00025
I11 34.38 0.00007 -0.00033 0.00025 0.00028 0.00038
I12 39.7 0.00006 -0.00004 0.00019 0.00028 0.00034
I13 46.3 0.00006 0.00042 0.00052 0.00045 0.00069
I14 53.8 0.00005 0.00011 0.00056 0.00059 0.00081
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FIG. 11. The aˆLL-weighted gluon x distributions for two
inclusive jet pT bins. The histograms represent all parton
jets, independent of whether the jets satisfy the trigger and
reconstruction requirements, while the points show the trig-
gered detector jets. Comparisons without the aˆLL weight are
qualitatively similar.
3. Trigger bias and reconstruction uncertainty
The jet matching calculations in Sect. V C closely align
our jet measurements with those expected for unbiased
parton jets, but the match is not perfect. This is il-
lustrated in Fig. 11, which shows the sampled gluon x
distributions, weighted by the partonic asymmetry aˆLL
to indicate the region that is sensitive to ∆g(x). At high
jet pT , the agreement is very good. In contrast, at low jet
pT , there is a small but clear shift in x between the unbi-
ased distribution and the distribution that is sampled by
the jets that are successfully triggered and reconstructed.
This difference arises from several trigger and reconstruc-
tion bias effects. For example, quark and gluon jets frag-
ment differently, which can lead to different trigger effi-
ciencies for gluon-gluon, quark-gluon, and quark-quark
scattering processes. Detector and trigger resolutions
might also distort the measured asymmetries. We uti-
lize our embedding simulation to calculate a correction,
and an associated uncertainty, to our measured ALL val-
ues to account for these trigger and reconstruction bias
effects. At high collision rates, there is a small probabil-
ity that low-pT jets will be assigned to the wrong vertex
and, hence, mis-reconstructed. We utilize the same em-
bedding simulation to estimate the probability that the
wrong vertex is found.
The average luminosity during 2012 corresponds to
≈ 0.6 inelastic collisions per bunch crossing. At this
rate, there is a small probability that the highest quality
vertex selected by the vertex finder was not the actual
jet vertex. We estimate this by comparing the recon-
structed zvertex in the simulation sample to the known
position where the Pythia event was embedded. For the
two lowest-pT bins in the inclusive jet measurement, the
wrong vertex is selected 15% of the time. This causes
the jet kinematics, most especially the pseudorapidity,
to be mis-reconstructed. We assign a systematic uncer-
tainty to ALL for these two bins, calculated by assuming
events with the wrong vertex introduce a dilution of the
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TABLE V. The corrections and systematic uncertainties in ALL for dijet production. In addition to the uncertainties enu-
merated here, there are two that are common to all the points, a shift uncertainty of ±0.00022 associated with the relative
luminosity measurement and a scale uncertainty of ±6.6% associated with the beam polarization. The four topology groups
are described in detail in Table I.
Dijet Minv Trigger and Reconstruction Bias
Bin (GeV/c2) UE syst. Model Correction Model Error Stat. Error Total Error
Topology A: Forward-Forward Dijets
A1 19.04 -0.00013 0.00057 0.00021 0.00002 0.00022
A2 21.62 0.00054 0.00071 0.00023 0.00004 0.00024
A3 26.38 0.00058 0.00119 0.00037 0.00003 0.00037
A4 32.30 0.00051 0.00109 0.00037 0.00001 0.00037
A5 38.42 0.00046 0.00184 0.00044 0.00001 0.00044
A6 45.18 0.00041 0.00143 0.00060 0.00001 0.00060
A7 53.42 0.00038 0.00246 0.00089 0.00001 0.00089
A8 63.52 0.00030 0.00077 0.00102 0.00004 0.00102
A9 75.55 0.00030 0.00256 0.00200 0.00005 0.00200
A10 89.12 0.00022 0.00658 0.00479 0.00002 0.00479
Topology B: Forward-Central Dijets
B1 18.80 -0.00034 0.00058 0.00020 0.00002 0.00020
B2 21.80 0.00059 0.00085 0.00028 0.00001 0.00028
B3 26.37 0.00034 0.00113 0.00033 0.00002 0.00033
B4 32.24 0.00037 0.00101 0.00042 0.00001 0.00042
B5 38.42 0.00028 0.00172 0.00045 0.00003 0.00046
B6 45.83 0.00028 0.00115 0.00065 0.00001 0.00065
B7 54.14 0.00021 0.00112 0.00078 0.00001 0.00078
B8 64.17 0.00021 0.00245 0.00111 0.00003 0.00111
B9 76.06 0.00018 0.00278 0.00137 0.00001 0.00137
B10 89.81 0.00014 0.00519 0.00199 0.00001 0.00199
B11 107.92 0.00014 0.00732 0.00270 0.00003 0.00270
Topology C: Central-Central Dijets
C1 19.81 -0.00015 0.00015 0.00019 0.00004 0.00019
C2 22.01 0.00059 0.00027 0.00063 0.00008 0.00064
C3 26.16 0.00070 0.00135 0.00041 0.00002 0.00041
C4 32.70 0.00075 -0.00090 0.00057 0.00007 0.00057
C5 38.71 0.00078 0.00193 0.00069 0.00002 0.00069
C6 46.01 0.00048 0.00131 0.00058 0.00001 0.00058
C7 53.89 0.00048 0.00263 0.00117 0.00003 0.00117
C8 64.75 0.00035 0.00148 0.00143 0.00003 0.00143
C9 77.15 0.00035 0.00282 0.00185 0.00004 0.00185
C10 91.14 0.00035 -0.00050 0.00732 0.00003 0.00732
Topology D: Forward-Backward Dijets
D1 20.54 -0.00129 0.00067 0.00022 0.00003 0.00022
D2 22.09 -0.00005 0.00065 0.00024 0.00003 0.00024
D3 26.31 0.00068 0.00086 0.00029 0.00004 0.00029
D4 31.72 0.00047 0.00132 0.00032 0.00002 0.00032
D5 38.48 0.00050 0.00113 0.00041 0.00001 0.00042
D6 45.21 0.00038 0.00151 0.00053 0.00007 0.00053
D7 54.15 0.00039 0.00171 0.00077 0.00002 0.00077
D8 64.30 0.00028 0.00296 0.00112 0.00001 0.00112
D9 76.66 0.00028 0.00482 0.00238 0.00002 0.00238
D10 89.57 0.00028 0.00273 0.00142 0.00001 0.00142
D11 106.86 0.00019 0.00178 0.00282 0.00003 0.00282
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true asymmetry. The probability to assign a jet to the
wrong vertex is ≤ 4% for the remaining inclusive jet pT
bins, which makes this uncertainty negligible in all other
cases. The probability to assign a dijet to the wrong ver-
tex is less than 1% for all invariant mass bins except for
the forward-forward topology where the very lowest mass
bins have a 5− 7% probability for a mismatched vertex.
The quality of the vertex reconstruction is directly re-
lated to the number of tracks in the event and leads to
the improved vertex matching found in the dijet sample.
To estimate the remaining trigger and reconstruction
biases, we compare the dijet and inclusive jet ALL values
found by the simulation at the detector jet and parton
jet levels. To calculate ALL in the simulation, we weight
each event by the product of the leading-order 2 → 2
partonic asymmetry aˆLL and the ratio of polarized and
unpolarized parton distribution functions of the two scat-
tered partons,
w = aˆLL
∆f1(x1, Q
2)∆f2(x2, Q
2)
f1(x1, Q2)f2(x2, Q2)
. (4)
In principle, this requires knowledge of the polarized
PDFs that we want to determine. Lacking that, we calcu-
late ALL using each of the 100 available equally probable
replica sets that have been provided to span the range of
polarized PDF uncertainties in NNPDFpol1.1 [14]. The
average difference between the ALL found for all parton
jets or dijets, including those from events that failed the
trigger or detector jet reconstruction, and that for recon-
structed detector jets or dijets is taken to be the cor-
rection for residual trigger and reconstuction bias effects.
The root-mean-square of the parton vs. detector ALL dif-
ferences obtained with the 100 replica sets is assigned
as a systematic uncertainty associated with our lack of
knowledge of the true polarized PDFs. This systematic
is treated as fully correlated for all the ALL results. We
also assign a point-to-point systematic uncertainty to ac-
count for the finite statistics of the simulation.
Tables IV and V show that the trigger and reconstruc-
tion bias corrections are most significant at intermediate
jet pT and dijet Minv. For the lowest jet pT and dijet
Minv values, which sample gluon x values below the re-
gion that has been constrained by data in previous global
analyses, the PDF uncertainties are larger than the cal-
culated corrections. At the highest jet pT and dijet Minv
values, where the calculated bias is small, the statisti-
cal uncertainties dominate. Nonetheless, the calculated
corrections and their uncertainties are always small com-
pared to the statistical uncertainties in the measured ALL
results.
4. Other potential effects
Residual transverse components of the beam polariza-
tion can distort the ALL measurement when coupled to
the transverse double-spin asymmetry AΣ [6]. The resid-
ual transverse components of the beam polarization were
monitored by the ZDC throughout the running period.
Comparing the transverse asymmetries measured by the
ZDC during transverse and longitudinal running periods,
we find the transverse fractions of the total beam polar-
izations are approximately 5% and 3% for the blue and
yellow beams, respectively. AΣ has not yet been mea-
sured in
√
s = 510 GeV collisions, but it has been mea-
sured to be less than 0.008 in the relevant x range at√
s = 200 GeV [6]. If we take this as an upper limit,
the contribution due to the residual transverse double-
spin asymmetry is less than 3× 10−5, which is negligible
compared to the other uncertainties.
Non-collision backgrounds can distort the ALL mea-
surement if they satisfy our jet cuts. To estimate the
non-collision background fraction, jets are reconstructed
from the abort gaps in the same way as from the nor-
mal bunch crossings. Abort gaps are sequential bunch
crossings where one of the beams has intentionally been
left unfilled. Typically nine of the 120 bunch crossings
in each beam were left unfilled during the 2012 running
period. After cuts, the jet yield is reduced by four or-
ders of magnitude relative to the yield from the normal
bunch crossings, even though measures of the background
rates in the zero-bias events are similar for both normal
and abort gap crossings. We conclude that non-collision
backgrounds have a negligible impact on the ALL results.
At
√
s = 510 GeV, the parity-violating longitudinal
single-spin asymmetry, AL, is expected to be negligible
compared to our current statistical precision. Therefore,
we examine the blue and yellow beam single-spin asym-
metries ABL and A
Y
L as a consistency check of the rel-
ative luminosity calculations and an indicator of bunch-
dependent collider instrumental effects. As expected, the
observed asymmetries are consistent with zero and sub-
sequently no corresponding systematic uncertainty is as-
signed.
E. Correlations
Most of the dijet events contain at least one jet that
satisfies the inclusive jet cuts. This leads to significant
statistical correlations between the dijet and inclusive jet
results, as large as 0.21, when the dijet Minv is close to
twice the inclusive jet pT . As noted in Sect. III C 1, a
small fraction (' 5%) of the events in the inclusive jet
analysis contain two jets, both of which satisfy the in-
clusive jet cuts. This produces statistical correlations
between the inclusive jet asymmetry measurements that
range from 0.01 for low-pT pairs of inclusive jet bins to
0.04 for high-pT pairs. In contrast, there are no statistical
correlations between the dijet asymmetry measurements.
There are also correlated point-to-point systematic ef-
fects, as discussed in the previous subsection, though
they are typically smaller than the statistical correla-
tions. We treat the inclusive jet UE systematic uncer-
tainty estimates in Table IV as fully correlated because
they are all derived from the same fit to the AdpTLL mea-
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surements shown in Fig. 10. Similarly, we treat the dijet
UE systematic uncertainty estimates in Table V as fully
correlated for each topology group because each dijet UE
uncertainty is derived from the fit to the AdMinvLL mea-
surements for that specific topology group. The PDF
systematic uncertainties in Tables IV and V are highly
correlated for measurements that sample nearby x values.
The correlation is weaker for measurements that sample
more distant x values. To be conservative, we nonetheless
treat all the PDF systematic uncertainties as fully cor-
related. In all cases, the total point-to-point systematic
correlations are estimated to be < 0.06. The full correla-
tion matrix for the inclusive jet and dijet ALL measure-
ments, including both the statistical and point-to-point
systematic uncertainties, is given in the Appendix.
There are two systematic uncertainties, relative lumi-
nosity and beam polarization, that are common to all
of the measurements and are not included in the corre-
lation matrix presented in the Appendix. Note that the
± 6.6% polarization scale uncertainty is common not just
to the measurements here, but to all double-spin asym-
metry measurements that are derived from 2012 RHIC
data at
√
s = 510 GeV, including those in [25, 26]. Fur-
thermore, a substantial fraction of the polarization scale
uncertainty arises from uncertainty in the molecular hy-
drogen fraction in the hydrogen gas-jet target, and this
uncertainty is correlated across several years of RHIC
operation. See [50] for details.
VI. RESULTS AND IMPACT
The inclusive jet and dijet ALL are presented as func-
tions of the fully corrected parton-level jet pT and dijet
Minv in Tables VI and VII. Figure 12 shows the inclusive
jet asymmetries and systematic uncertainties compared
to the theoretical predictions from the DSSV14 [13] and
NNPDFpol1.1 [14] global analyses. The red lines are the
statistical errors while the size of the red boxes repre-
sent the uncorrelated systematic uncertainties on ALL
(vertical) and parton jet pT (horizontal). The correlated
errors, which include the underlying event systematic un-
certainty on ALL combined in quadrature with the rela-
tive luminosity systematic uncertainty, are plotted as a
gray band on the horizontal axis.
The theory curves were generated by utilizing the po-
larized PDFs in the NLO jet production code of Mukher-
jee and Vogelsang [20]. Both theory curves, which in-
clude gluon polarization data from RHIC only for ener-
gies up to
√
s = 200 GeV, show very good agreement
with the measured asymmetries. The solid blue region
represents the nominal one-sigma error band for NNPDF-
pol1.1. This uncertainty corresponds to the root-mean-
square of the distribution of 100 equally probable replica
predictions represented by the green lines. This figure
clearly demonstrates the ability of these data to con-
strain the existing polarized PDF uncertainties, which
are driven by uncertainties in the gluon helicity distribu-
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FIG. 12. ALL as a function of parton jet pT for inclusive
jets with |η| < 0.9 in √s = 510 GeV pp collisions. The bars
show statistical errors, while the size of the boxes show the
point-to-point systematic uncertainties on ALL (vertical) and
pT (horizontal). The gray band on the horizontal axis repre-
sents the combined relative luminosity and underlying event
uncertainties, which are common to all the points. The results
are compared to predictions from DSSV14 [13] and NNPDF-
pol1.1 [14], including the solid blue uncertainty band for the
latter. The green curves are predictions from the 100 equally
probable NNPDFpol1.1 replicas.
tion.
In the region of kinematic overlap, the
√
s = 510 GeV
inclusive jet asymmetries are statistically consistent with
the previous measurements at
√
s = 200 GeV [7]. This is
demonstrated in Fig. 13, which compares ALL as a func-
tion of xT = 2pT /
√
s for the two energies. The extended
kinematic reach of the 510 GeV asymmetries to lower
xT values is also seen in Fig. 13. The jet xT is correlated
with the initial partonic longitudinal momentum fraction
x, translating into a sensitivity to lower x partons as well.
Figure 11 shows that the new inclusive jet results extend
the sensitivity to gluon polarization down to x ' 0.015.
The broad xg distributions in Fig. 11 show the wide
range of x sampled by each inclusive jet pT bin. In con-
trast, the dijets permit full reconstruction of the initial
x1 and x2 at leading order. The left-hand side panels
in Fig. 14 show the leading order extractions, from the
embedded simulation sample, of the x1 and x2 distri-
butions for a single dijet bin Minv = 17 − 20 GeV/c2.
The x1,2 values are calculated according to the leading
order equations discussed in the introduction using the
fully corrected jet pT . The difference between x1 and x2
is largest for topological bin A (top) and decreases un-
til they are identical in topological bins C and D. For
all dijet bins, the widths of the x1 and x2 distributions
are much narrower than those for the inclusive jet bins,
providing a finer resolution on the x dependence of the
extracted ∆g(x).
The right-hand side panels in Fig. 14 show the di-
jet ALL as a function of the fully corrected parton-level
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TABLE VI. ALL as a function of parton jet pT (in GeV/c) for inclusive jets with |η| < 0.9 in √s = 510 GeV pp collisions. There
is an additional ±6.6% scale uncertainty from the beam polarization that is common to all the measurements. The underlying
event and relative luminosity systematics are fully correlated for all the points.
Bin Jet pT ALL ± stat. ± syst. UE/RL syst.
I1 7.02± 0.26 0.0002± 0.0013± 0.0001 0.00036
I2 7.97± 0.30 -0.0022± 0.0014± 0.0005 0.00033
I3 9.90± 0.36 0.0016± 0.0010± 0.0001 0.00031
I4 11.56± 0.40 0.0005± 0.0011± 0.0001 0.00028
I5 13.37± 0.47 0.0015± 0.0013± 0.0001 0.00027
I6 15.61± 0.50 0.0029± 0.0016± 0.0002 0.00026
I7 18.99± 0.60 0.0016± 0.0016± 0.0001 0.00025
I8 22.17± 0.63 0.0044± 0.0018± 0.0002 0.00025
I9 25.66± 0.74 0.0050± 0.0021± 0.0002 0.00024
I10 29.65± 0.83 0.0036± 0.0027± 0.0003 0.00023
I11 34.38± 0.95 0.0169± 0.0037± 0.0004 0.00023
I12 39.7± 1.1 -0.0049± 0.0054± 0.0003 0.00023
I13 46.3± 1.2 0.0122± 0.0084± 0.0007 0.00023
I14 53.8± 1.5 0.0018± 0.0137± 0.0008 0.00023
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FIG. 13. ALL as a function of xT for inclusive jets in√
s = 510 GeV pp collisions (red solid lines), compared to
previous measurements of ALL at
√
s = 200 GeV (blue dot-
ted lines) [7]. The size of the boxes show the systematic un-
certainties. Predictions from DSSV14 [13] and NNPDFpol1.1
[14], including the solid blue uncertainty band for the latter,
are shown for
√
s = 510 GeV. Predictions for
√
s = 200 GeV
are similar.
Minv for the same topological-bin ordering as the left-
hand side. The statistical errors are shown by red bars,
while the vertical and horizontal width of the red boxes
represent the uncorrelated systematic errors on the asym-
metries and mass scale, respectively. The correlated er-
rors, which include the underlying event systematic un-
certainty on ALL combined in quadrature with the rela-
tive luminosity systematic uncertainty, are plotted as a
gray band on the horizontal axis. The dijet asymmetries
are compared to the same NLO theoretical predictions
as in the inclusive case, DSSV14 [13] and NNPDFpol1.1
[14]. The solid blue bands represent the PDF uncer-
tainties for the NNPDFpol1.1 curves. Scale uncertain-
ties were also calculated for NNPDFpol1.1 and found to
be negligible in comparison to the PDF uncertainties.
The predicted asymmetries are larger for the central-
central topology than for the forward-backward combi-
nation, even though the x ranges sampled are very sim-
ilar, because the smaller ∆η between the jets maximizes
aˆLL(cos(θ
∗)). Generally the data show good agreement
with the theoretical predictions, although with reduced
statistical precision compared to the inclusive channel.
There are regions, for example at low(high) Minv in bin
A(B) where the data will impact future global analyses
of the polarized parton distribution, demonstrating the
complementarity of the dijet and inclusive jet observ-
ables.
VII. CONCLUSION
We have presented measurements of the longitudinal
double-spin asymmetry ALL for inclusive jet and di-
jet production at midrapidity in pp collisions at
√
s =
510 GeV, based on data that were recorded by the STAR
Collaboration during the 2012 RHIC running period.
The results are sensitive to the gluon polarization over
the momentum fraction range from x ≈ 0.015 to x ≈ 0.2.
The inclusive jet results will provide important new con-
straints on the magnitude of the gluon polarization and
the dijet results will provide important new constraints
on the shape of ∆g(x) when they are included in future
global analyses of the polarized PDFs, especially in the
region x < 0.05 that has been unconstrained by input
data in previous global analyses.
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FIG. 14. Left: Leading order extractions from the embedding sample of the x1 (red) and x2 (blue) distributions in dijet
events with Minv = 17− 20 GeV/c2 for topological bins A-D, which are defined in detail in Table I. The small figures illustrate
the approximate orientations of the two jets relative to the beam line. Right: Dijet ALL for the same topological bins in√
s = 510 GeV pp collisions. The results are compared to theoretical predictions from DSSV14 and NNPDFpol1.1.
Appendix: Correlation matrix
The inclusive jet and dijet ALL results presented here
have two systematic uncertainties that are common to
all the data points. The relative luminosity uncertainty
represents a common offset of the ALL = 0 axis by
± 2.2 × 10−4. An uncertainty of ± 6.6% in the product
of the beam polarizations represents an overall scale un-
certainty. In addition, there are point-to-point statistical
and systematic correlations, as discussed in Sect. V E.
The correlation matrix that quantifies these additional
point-to-point effects is given in Tables VIII–XXII. The
entries that are not shown can be obtained by transposi-
tion.
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TABLE VII. ALL as a function of parton dijet Minv (in GeV/c
2) in
√
s = 510 GeV pp collisions. There is an additional ±6.6%
scale uncertainty from the beam polarization that is common to all the measurements. The underlying event and relative
luminosity systematics are fully correlated for each topology group. The four topology groups are described in detail in Table
I.
Bin Dijet Minv ALL ± stat. ± syst. UE/RL syst.
Topology A: Forward-Forward Dijets
A1 19.04± 0.82 -0.0128± 0.0066± 0.0002 0.00025
A2 21.62± 0.96 0.0090± 0.0052± 0.0002 0.00058
A3 26.38± 1.08 0.0079± 0.0050± 0.0004 0.00062
A4 32.30± 1.16 -0.0012± 0.0052± 0.0004 0.00056
A5 38.42± 1.20 0.0101± 0.0061± 0.0004 0.00051
A6 45.18± 1.48 -0.0013± 0.0064± 0.0006 0.00046
A7 53.42± 1.55 0.0048± 0.0081± 0.0009 0.00044
A8 63.52± 1.80 0.0052± 0.0108± 0.0010 0.00037
A9 75.55± 2.21 0.0363± 0.0167± 0.0020 0.00037
A10 89.12± 2.38 -0.0218± 0.0264± 0.0048 0.00031
Topology B: Forward-Central Dijets
B1 18.80± 0.81 -0.0023± 0.0053± 0.0002 0.00040
B2 21.80± 0.94 0.0041± 0.0036± 0.0003 0.00063
B3 26.37± 1.09 0.0016± 0.0033± 0.0003 0.00041
B4 32.24± 1.07 0.0029± 0.0034± 0.0004 0.00043
B5 38.42± 1.31 -0.0063± 0.0040± 0.0005 0.00035
B6 45.83± 1.41 0.0020± 0.0041± 0.0007 0.00036
B7 54.14± 1.69 0.0128± 0.0050± 0.0008 0.00030
B8 64.17± 1.83 -0.0022± 0.0065± 0.0011 0.00031
B9 76.06± 2.13 -0.0010± 0.0096± 0.0014 0.00028
B10 89.81± 2.48 -0.0160± 0.0143± 0.0020 0.00026
B11 107.92± 2.89 -0.0205± 0.0242± 0.0027 0.00026
Topology C: Central-Central Dijets
C1 19.81± 0.81 0.0058± 0.0085± 0.0002 0.00026
C2 22.01± 1.12 -0.0006± 0.0066± 0.0006 0.00063
C3 26.16± 1.08 -0.0043± 0.0062± 0.0004 0.00074
C4 32.70± 1.19 0.0049± 0.0065± 0.0006 0.00078
C5 38.71± 1.34 0.0046± 0.0077± 0.0007 0.00081
C6 46.01± 1.36 0.0155± 0.0079± 0.0006 0.00052
C7 53.89± 1.78 -0.0045± 0.0098± 0.0012 0.00053
C8 64.75± 1.74 0.0104± 0.0127± 0.0014 0.00041
C9 77.15± 2.27 0.0346± 0.0192± 0.0019 0.00041
C10 91.14± 2.58 0.0593± 0.0294± 0.0073 0.00041
Topology D: Forward-Backward Dijets
D1 20.54± 2.14 0.0054± 0.0161± 0.0002 0.00131
D2 22.09± 0.95 0.0042± 0.0051± 0.0002 0.00022
D3 26.31± 0.98 0.0051± 0.0050± 0.0003 0.00072
D4 31.72± 1.22 -0.0031± 0.0059± 0.0003 0.00052
D5 38.48± 1.31 -0.0018± 0.0060± 0.0004 0.00054
D6 45.21± 1.55 -0.0040± 0.0070± 0.0005 0.00044
D7 54.15± 1.69 0.0034± 0.0087± 0.0008 0.00044
D8 64.30± 1.92 0.0050± 0.0123± 0.0011 0.00036
D9 76.66± 2.15 0.0058± 0.0178± 0.0024 0.00036
D10 89.57± 2.62 0.0291± 0.0296± 0.0014 0.00036
D11 106.86± 2.97 -0.0055± 0.0461± 0.0028 0.00029
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TABLE VIII. The correlation matrix for the point-to-point uncertainties in the inclusive jet measurements. At low pT , the
dominant effects arise from correlated systematic uncertainties, whereas at high pT , the dominant effects arise from the statistical
correlations when two jets in the same event satisfy all the inclusive jet cuts. The relative luminosity and beam polarization
uncertainties, which are common to all the data points, are not included.
Bin I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14
I1 1 0.065 0.057 0.044 0.036 0.026 0.024 0.024 0.016 0.013 0.011 0.006 0.007 0.005
I2 1 0.056 0.045 0.039 0.030 0.031 0.036 0.023 0.023 0.020 0.010 0.016 0.011
I3 1 0.046 0.039 0.030 0.027 0.024 0.016 0.013 0.009 0.005 0.006 0.004
I4 1 0.035 0.028 0.025 0.022 0.014 0.011 0.008 0.005 0.005 0.003
I5 1 0.029 0.026 0.023 0.015 0.012 0.009 0.005 0.005 0.003
I6 1 0.025 0.023 0.016 0.012 0.009 0.005 0.005 0.003
I7 1 0.028 0.022 0.019 0.014 0.008 0.008 0.005
I8 1 0.029 0.027 0.022 0.014 0.012 0.008
I9 1 0.030 0.026 0.018 0.014 0.008
I10 1 0.035 0.028 0.022 0.013
I11 1 0.037 0.031 0.020
I12 1 0.041 0.030
I13 1 0.044
I14 1
TABLE IX. The correlation matrix for the point-to-point uncertainties coupling the inclusive jet measurements with the
forward-forward dijet measurements (Topology A). The relative luminosity and beam polarization uncertainties, which are
common to all the data points, are not included.
Bin A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
I1 0.020 0.011 0.009 0.007 0.007 0.009 0.010 0.009 0.011 0.017
I2 0.027 0.025 0.023 0.018 0.018 0.023 0.027 0.023 0.029 0.044
I3 0.066 0.054 0.029 0.013 0.006 0.006 0.007 0.006 0.008 0.012
I4 0.033 0.062 0.056 0.025 0.009 0.006 0.006 0.006 0.007 0.010
I5 0.006 0.053 0.064 0.053 0.020 0.010 0.007 0.006 0.007 0.011
I6 0.002 0.023 0.058 0.064 0.042 0.018 0.008 0.005 0.007 0.010
I7 0.002 0.005 0.047 0.072 0.078 0.059 0.024 0.009 0.008 0.012
I8 0.003 0.005 0.026 0.059 0.073 0.096 0.059 0.023 0.014 0.019
I9 0.002 0.003 0.008 0.034 0.052 0.081 0.103 0.052 0.018 0.012
I10 0.002 0.003 0.005 0.016 0.031 0.056 0.086 0.116 0.048 0.021
I11 0.002 0.003 0.005 0.007 0.015 0.031 0.057 0.093 0.124 0.047
I12 0.001 0.002 0.003 0.003 0.005 0.012 0.026 0.057 0.096 0.131
I13 0.002 0.003 0.005 0.004 0.005 0.008 0.014 0.029 0.063 0.116
I14 0.001 0.002 0.003 0.003 0.003 0.004 0.006 0.011 0.026 0.064
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TABLE X. The correlation matrix for the point-to-point uncertainties coupling the inclusive jet measurements with the forward-
central dijet measurements (Topology B). The relative luminosity and beam polarization uncertainties, which are common to
all the data points, are not included.
Bin B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11
I1 0.028 0.020 0.013 0.012 0.011 0.015 0.015 0.016 0.013 0.013 0.010
I2 0.033 0.043 0.035 0.032 0.028 0.038 0.038 0.041 0.034 0.034 0.027
I3 0.086 0.085 0.051 0.024 0.011 0.011 0.010 0.011 0.009 0.009 0.007
I4 0.032 0.090 0.087 0.046 0.018 0.012 0.009 0.010 0.008 0.008 0.006
I5 0.005 0.063 0.094 0.089 0.037 0.019 0.011 0.011 0.009 0.009 0.007
I6 0.002 0.022 0.082 0.094 0.078 0.035 0.014 0.010 0.008 0.008 0.006
I7 0.003 0.006 0.055 0.101 0.109 0.103 0.043 0.019 0.010 0.010 0.008
I8 0.004 0.008 0.027 0.080 0.103 0.138 0.105 0.047 0.020 0.015 0.012
I9 0.002 0.005 0.008 0.043 0.071 0.114 0.147 0.101 0.033 0.012 0.007
I10 0.003 0.006 0.007 0.020 0.041 0.078 0.119 0.171 0.094 0.031 0.010
I11 0.003 0.005 0.007 0.010 0.020 0.043 0.077 0.131 0.185 0.089 0.023
I12 0.001 0.003 0.003 0.004 0.006 0.017 0.035 0.076 0.134 0.200 0.072
I13 0.002 0.005 0.006 0.008 0.007 0.012 0.019 0.040 0.081 0.156 0.208
I14 0.002 0.003 0.004 0.005 0.005 0.006 0.008 0.016 0.035 0.086 0.179
TABLE XI. The correlation matrix for the point-to-point uncertainties coupling the inclusive jet measurements with the central-
central dijet measurements (Topology C). The relative luminosity and beam polarization uncertainties, which are common to
all the data points, are not included.
Bin C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
I1 0.016 0.014 0.008 0.008 0.008 0.007 0.011 0.011 0.009 0.023
I2 0.021 0.034 0.020 0.022 0.022 0.018 0.029 0.027 0.023 0.059
I3 0.051 0.045 0.024 0.012 0.007 0.005 0.008 0.007 0.006 0.016
I4 0.026 0.052 0.044 0.022 0.009 0.005 0.007 0.007 0.006 0.014
I5 0.004 0.046 0.052 0.045 0.018 0.008 0.008 0.007 0.006 0.015
I6 0.001 0.021 0.047 0.055 0.038 0.015 0.008 0.006 0.005 0.013
I7 0.002 0.008 0.036 0.057 0.062 0.046 0.021 0.010 0.007 0.017
I8 0.002 0.010 0.020 0.048 0.060 0.077 0.051 0.023 0.012 0.025
I9 0.001 0.006 0.006 0.028 0.044 0.065 0.086 0.045 0.015 0.016
I10 0.002 0.007 0.005 0.015 0.027 0.046 0.073 0.096 0.041 0.025
I11 0.002 0.006 0.004 0.007 0.015 0.025 0.049 0.080 0.102 0.047
I12 0.001 0.003 0.002 0.003 0.005 0.010 0.024 0.051 0.083 0.112
I13 0.001 0.006 0.004 0.005 0.006 0.006 0.014 0.027 0.055 0.108
I14 0.001 0.004 0.003 0.004 0.004 0.003 0.006 0.012 0.024 0.064
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TABLE XII. The correlation matrix for the point-to-point uncertainties coupling the inclusive jet measurements with the
forward-backward dijet measurements (Topology D). The relative luminosity and beam polarization uncertainties, which are
common to all the data points, are not included.
Bin D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
I1 0.011 0.018 0.011 0.006 0.007 0.007 0.008 0.009 0.012 0.005 0.006
I2 0.011 0.029 0.026 0.017 0.017 0.019 0.022 0.022 0.032 0.012 0.015
I3 0.030 0.060 0.047 0.023 0.010 0.006 0.006 0.006 0.009 0.003 0.004
I4 0.004 0.042 0.061 0.043 0.019 0.009 0.006 0.005 0.008 0.003 0.004
I5 0.001 0.016 0.056 0.061 0.038 0.018 0.008 0.006 0.008 0.003 0.004
I6 0.001 0.004 0.034 0.057 0.057 0.037 0.014 0.006 0.007 0.003 0.003
I7 0.001 0.003 0.015 0.054 0.065 0.076 0.045 0.018 0.011 0.004 0.004
I8 0.001 0.005 0.008 0.034 0.056 0.078 0.085 0.047 0.023 0.006 0.007
I9 0.001 0.003 0.004 0.013 0.035 0.059 0.080 0.089 0.042 0.011 0.005
I10 0.001 0.003 0.004 0.005 0.018 0.036 0.060 0.091 0.096 0.036 0.010
I11 0.001 0.003 0.004 0.004 0.008 0.019 0.035 0.064 0.101 0.098 0.030
I12 0.000 0.002 0.002 0.002 0.003 0.006 0.015 0.032 0.064 0.109 0.094
I13 0.001 0.003 0.004 0.003 0.004 0.005 0.009 0.016 0.036 0.068 0.127
I14 0.001 0.002 0.002 0.002 0.003 0.003 0.004 0.006 0.016 0.033 0.076
TABLE XIII. The correlation matrix for the point-to-point uncertainties in the forward-forward dijet measurements (Topology
A). The relative luminosity and beam polarization uncertainties, which are common to all the data points, are not included.
Bin A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
A1 1 0.003 0.004 0.004 0.004 0.004 0.004 0.003 0.004 0.006
A2 1 0.015 0.013 0.011 0.011 0.010 0.007 0.007 0.009
A3 1 0.016 0.014 0.014 0.013 0.010 0.011 0.014
A4 1 0.012 0.013 0.012 0.009 0.010 0.013
A5 1 0.011 0.011 0.009 0.010 0.013
A6 1 0.013 0.010 0.012 0.017
A7 1 0.012 0.014 0.020
A8 1 0.012 0.017
A9 1 0.021
A10 1
TABLE XIV. The correlation matrix for the point-to-point uncertainties coupling the forward-forward dijet measurements
(Topology A) with the forward-central dijet measurements (Topology B). The relative luminosity and beam polarization
uncertainties, which are common to all the data points, are not included.
Bin B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11
A1 0.001 0.002 0.003 0.004 0.004 0.005 0.005 0.005 0.004 0.004 0.004
A2 0.002 0.003 0.004 0.005 0.005 0.007 0.007 0.007 0.006 0.006 0.005
A3 0.003 0.006 0.007 0.009 0.008 0.011 0.011 0.012 0.010 0.010 0.008
A4 0.003 0.005 0.007 0.009 0.008 0.011 0.011 0.012 0.010 0.010 0.008
A5 0.003 0.005 0.007 0.009 0.008 0.011 0.011 0.012 0.010 0.010 0.008
A6 0.004 0.007 0.009 0.011 0.010 0.015 0.014 0.016 0.013 0.013 0.010
A7 0.004 0.008 0.011 0.013 0.012 0.017 0.017 0.018 0.015 0.015 0.012
A8 0.004 0.007 0.009 0.011 0.010 0.015 0.014 0.016 0.013 0.013 0.010
A9 0.004 0.009 0.012 0.014 0.013 0.019 0.018 0.020 0.017 0.016 0.013
A10 0.007 0.014 0.018 0.022 0.020 0.028 0.027 0.030 0.025 0.025 0.020
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TABLE XV. The correlation matrix for the point-to-point uncertainties coupling the forward-forward dijet measurements
(Topology A) with the central-central dijet measurements (Topology C). The relative luminosity and beam polarization uncer-
tainties, which are common to all the data points, are not included.
Bin C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
A1 0.001 0.003 0.002 0.003 0.003 0.002 0.004 0.004 0.003 0.008
A2 0.001 0.004 0.003 0.004 0.004 0.003 0.005 0.005 0.004 0.011
A3 0.002 0.007 0.005 0.006 0.007 0.005 0.009 0.008 0.007 0.018
A4 0.002 0.007 0.005 0.006 0.006 0.005 0.008 0.008 0.007 0.017
A5 0.002 0.007 0.005 0.006 0.006 0.005 0.008 0.008 0.007 0.017
A6 0.002 0.009 0.006 0.008 0.008 0.007 0.011 0.010 0.009 0.023
A7 0.002 0.010 0.007 0.009 0.010 0.008 0.013 0.012 0.010 0.026
A8 0.002 0.009 0.006 0.008 0.008 0.007 0.011 0.011 0.009 0.023
A9 0.003 0.011 0.008 0.010 0.011 0.009 0.014 0.013 0.011 0.029
A10 0.004 0.017 0.012 0.015 0.016 0.013 0.021 0.020 0.017 0.043
TABLE XVI. The correlation matrix for the point-to-point uncertainties coupling the forward-forward dijet measurements
(Topology A) with the forward-backward dijet measurements (Topology D). The relative luminosity and beam polarization
uncertainties, which are common to all the data points, are not included.
Bin D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
A1 0.000 0.001 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.002 0.002
A2 0.001 0.002 0.003 0.002 0.003 0.003 0.004 0.004 0.006 0.002 0.003
A3 0.001 0.003 0.004 0.004 0.005 0.006 0.006 0.007 0.010 0.004 0.004
A4 0.001 0.003 0.004 0.004 0.005 0.005 0.006 0.006 0.009 0.003 0.004
A5 0.001 0.003 0.004 0.004 0.005 0.005 0.006 0.007 0.010 0.003 0.004
A6 0.001 0.004 0.005 0.005 0.006 0.007 0.008 0.008 0.012 0.004 0.006
A7 0.001 0.005 0.006 0.006 0.007 0.008 0.010 0.010 0.014 0.005 0.007
A8 0.001 0.004 0.005 0.005 0.006 0.007 0.008 0.009 0.012 0.005 0.006
A9 0.002 0.006 0.007 0.006 0.008 0.009 0.010 0.011 0.016 0.006 0.007
A10 0.002 0.008 0.010 0.010 0.012 0.013 0.016 0.016 0.024 0.009 0.011
TABLE XVII. The correlation matrix for the point-to-point uncertainties in the forward-central dijet measurements (Topology
B). The relative luminosity and beam polarization uncertainties, which are common to all the data points, are not included.
Bin B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11
B1 1 0.013 0.010 0.011 0.008 0.010 0.008 0.008 0.006 0.006 0.005
B2 1 0.024 0.027 0.019 0.023 0.018 0.018 0.014 0.012 0.009
B3 1 0.023 0.018 0.023 0.019 0.020 0.016 0.015 0.012
B4 1 0.021 0.026 0.023 0.024 0.019 0.018 0.014
B5 1 0.022 0.020 0.021 0.017 0.016 0.013
B6 1 0.027 0.029 0.023 0.022 0.018
B7 1 0.027 0.022 0.022 0.017
B8 1 0.024 0.024 0.019
B9 1 0.020 0.016
B10 1 0.015
B11 1
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TABLE XVIII. The correlation matrix for the point-to-point uncertainties coupling the forward-central dijet measurements
(Topology B) with the central-central dijet measurements (Topology C). The relative luminosity and beam polarization uncer-
tainties, which are common to all the data points, are not included.
Bin C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
B1 0.001 0.004 0.002 0.003 0.003 0.003 0.004 0.004 0.004 0.009
B2 0.002 0.007 0.005 0.007 0.007 0.006 0.009 0.009 0.007 0.018
B3 0.002 0.009 0.006 0.009 0.009 0.007 0.012 0.011 0.009 0.024
B4 0.003 0.012 0.008 0.011 0.011 0.009 0.014 0.014 0.012 0.029
B5 0.002 0.011 0.007 0.010 0.010 0.008 0.013 0.012 0.011 0.027
B6 0.003 0.015 0.010 0.014 0.014 0.011 0.018 0.017 0.015 0.038
B7 0.003 0.015 0.010 0.013 0.014 0.011 0.018 0.017 0.015 0.037
B8 0.004 0.016 0.011 0.015 0.015 0.012 0.020 0.019 0.016 0.041
B9 0.003 0.013 0.009 0.012 0.013 0.010 0.017 0.016 0.014 0.034
B10 0.003 0.013 0.009 0.012 0.012 0.010 0.016 0.015 0.013 0.033
B11 0.002 0.010 0.007 0.010 0.010 0.008 0.013 0.012 0.011 0.027
TABLE XIX. The correlation matrix for the point-to-point uncertainties coupling the forward-central dijet measurements
(Topology B) with the forward-backward dijet measurements (Topology D). The relative luminosity and beam polarization
uncertainties, which are common to all the data points, are not included.
Bin D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
B1 0.001 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.005 0.002 0.002
B2 0.001 0.004 0.004 0.004 0.005 0.006 0.007 0.007 0.010 0.004 0.005
B3 0.001 0.005 0.006 0.005 0.007 0.007 0.009 0.009 0.013 0.005 0.006
B4 0.002 0.006 0.007 0.007 0.008 0.009 0.011 0.011 0.016 0.006 0.007
B5 0.002 0.005 0.006 0.006 0.008 0.008 0.010 0.010 0.015 0.005 0.007
B6 0.002 0.007 0.009 0.008 0.011 0.012 0.014 0.014 0.021 0.007 0.010
B7 0.002 0.007 0.009 0.008 0.010 0.012 0.014 0.014 0.020 0.007 0.009
B8 0.002 0.008 0.010 0.009 0.011 0.013 0.015 0.015 0.022 0.008 0.010
B9 0.002 0.007 0.008 0.008 0.010 0.011 0.012 0.013 0.019 0.007 0.009
B10 0.002 0.006 0.008 0.007 0.009 0.010 0.012 0.012 0.018 0.007 0.008
B11 0.002 0.005 0.006 0.006 0.008 0.008 0.010 0.010 0.015 0.005 0.007
TABLE XX. The correlation matrix for the point-to-point uncertainties in the central-central dijet measurements (Topology
C). The relative luminosity and beam polarization uncertainties, which are common to all the data points, are not included.
Bin C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
C1 1 0.004 0.003 0.004 0.004 0.003 0.003 0.003 0.002 0.006
C2 1 0.016 0.018 0.017 0.012 0.016 0.013 0.011 0.024
C3 1 0.019 0.017 0.012 0.013 0.010 0.008 0.017
C4 1 0.019 0.013 0.016 0.013 0.010 0.022
C5 1 0.012 0.015 0.013 0.010 0.023
C6 1 0.012 0.010 0.008 0.018
C7 1 0.015 0.012 0.029
C8 1 0.011 0.027
C9 1 0.023
C10 1
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TABLE XXI. The correlation matrix for the point-to-point uncertainties coupling the central-central dijet measurements (Topol-
ogy C) with the forward-backward dijet measurements (Topology D). The relative luminosity and beam polarization uncer-
tainties, which are common to all the data points, are not included.
Bin D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
C1 0.000 0.001 0.001 0.001 0.002 0.002 0.002 0.002 0.003 0.001 0.001
C2 0.001 0.004 0.005 0.005 0.006 0.007 0.008 0.009 0.013 0.005 0.006
C3 0.001 0.003 0.004 0.004 0.004 0.005 0.006 0.006 0.009 0.003 0.004
C4 0.001 0.004 0.005 0.005 0.006 0.007 0.008 0.008 0.011 0.004 0.005
C5 0.001 0.004 0.005 0.005 0.006 0.007 0.008 0.008 0.012 0.004 0.005
C6 0.001 0.003 0.004 0.004 0.005 0.006 0.006 0.007 0.010 0.004 0.004
C7 0.002 0.006 0.007 0.006 0.008 0.009 0.010 0.011 0.016 0.006 0.007
C8 0.002 0.005 0.006 0.006 0.008 0.008 0.010 0.010 0.015 0.005 0.007
C9 0.001 0.005 0.006 0.005 0.007 0.007 0.008 0.009 0.013 0.005 0.006
C10 0.003 0.011 0.014 0.013 0.016 0.018 0.021 0.022 0.032 0.012 0.015
TABLE XXII. The correlation matrix for the point-to-point uncertainties in the forward-backward dijet measurements (Topol-
ogy D). The relative luminosity and beam polarization uncertainties, which are common to all the data points, are not included.
Bin D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
D1 1 0.004 0.012 0.007 0.007 0.005 0.005 0.003 0.003 0.001 0.001
D2 1 0.009 0.006 0.007 0.006 0.006 0.005 0.007 0.003 0.003
D3 1 0.014 0.015 0.012 0.011 0.008 0.010 0.004 0.004
D4 1 0.010 0.008 0.008 0.007 0.008 0.003 0.004
D5 1 0.010 0.010 0.008 0.010 0.004 0.004
D6 1 0.009 0.008 0.011 0.004 0.005
D7 1 0.009 0.012 0.005 0.006
D8 1 0.012 0.005 0.006
D9 1 0.007 0.008
D10 1 0.003
D11 1
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