One geoscience application of portable XRF (pXRF) technology is acquiring 'whole-rock' analyses of unmineralized or weakly mineralized rock cores for major oxides and trace elements, to fill the gaps between traditional laboratory analyses and/or obtain geochemical data more quickly. But the question of whether the samples actually need to be crushed and pulverized before analysis to produce useful results has not been extensively studied. In this paper pXRF data quality is compared on unprepared rock cores and on powders in three ways: instrumental precision (relative standard deviation [RSD] of a series of measurements on the same spot), sample precision (for unprepared samples, RSD of a series of measurements on different spots on the core), and accuracy (average pXRF value versus laboratory geochemistry). Two Olympus Innov-X Delta Premium pXRF devices were tested on 27 core samples of dense, non-mineralized, fine-to medium-grained, Precambrian volcanic and intrusive rocks from Canada. In general, sample preparation does not improve instrumental precision or accuracy. The significant advantage of powders is to avoid mineralogical heterogeneity. However, sample precision for in situ data is improved by averaging multiple measurements of different points on the sample: a significant gain is obtained between three and seven measurements. The sample precisions at 25 points -which is about the most measurements one can make during the same amount of time used for powdering a rock core sample -are better than the instrumental precision on powders for most elements. For high spatial resolution down-hole element profiles on entire drill-holes, in situ pXRF measurements with smoothing (e.g. 3-5 point moving averages) provide fit-for-purpose data; the alternative of turning the entire drill-core into powder is not realistic.
Diamond drilling is a major component of advanced mining exploration programs. Two types of traditional laboratory geochemical analyses are often performed on exploration drill-cores by the mining industry, geological surveys and university researchers: (1) assays of mineralized or potentially mineralized samples, for elements such as base metals, precious metals, rare earth elements, etc. (e.g. Moon et al. 2006) ; and (2) 'whole-rock' analyses of unmineralized or weakly mineralized samples for major oxides and trace elements (e.g. Ross 2010; Mercier-Langevin et al. 2014; Rogers et al. 2014) . The first type of analysis is carried out within selected intervals, often on c. 1 m-long sections of split or cut cores, to quantify the grades of ore bodies. The second type of analysis can be used for improving lithological discrimination (e.g. Rogers et al. 2014) and quantifying hydrothermal alteration (e.g. Mercier-Langevin et al. 2014) , for example, but is not always performed, and is normally done on pieces of core a few dm-long, using a wide sampling interval such as 10-50 m, due to high analytical costs. Though the results of such analyses are normally precise and accurate, the time between choosing the sample and obtaining the results can be long (weeks to months).
Recent technological developments have allowed complementary geochemical analyses to be performed in situ (on unprepared rock samples or other materials) or on powders using portable X-ray fluorescence (pXRF) devices. The smallest of those analysers are handheld analysers. These can detect and quantify about 25 elements in a few minutes by non-destructive means, and the spatial resolution can go down to a few centimetres if needed (Analytical Methods Committee 2008). They can be used for various applications, including forensics (e.g. Trombka et al. 2002) , archaeology (e.g. Nazaroff et al. 2010) and mineral exploration. In the latter field, the focus so far has been on analysing pulverized rock samples (Gazley et al. 2011) or performing the equivalent of assays on drill-cores (Glanzman & Closs 2007; Peter et al. 2009; Fajber & Simandl 2011; Marsala et al. 2011) . Ross et al. (2014a,b) have also looked at performing, in situ, the equivalent of whole-rock analyses on drill-cores to produce high spatialresolution elemental profiles.
It is common in the literature to crush and pulverize rock samples before analysing them with a pXRF device (e.g. FigueroaCisterna et al. 2011; Hall et al. 2013a; Fisher et al. 2014; Le Vaillant et al. 2014; Piercey & Devine 2014) . However, preparing a powder before analysis is labour-and time-consuming, and it requires space and specialized equipment in the core shack. The biggest advantage, obviously, is that powdered samples are much more homogeneous than unprepared rocks. But does that disqualify in situ measurements, and what is the influence of the sample preparation on precision and accuracy? Hall et al. (2013b) tested a variety of rocks and ores, in terms of composition and grain size, in both unprepared and powdered form, and concluded that "one can expect a large deterioration in precision (RSD) in the direct analysis compared to the powder, obviously depending on the homogeneity and mineralogy of the sample for that element; the magnitude of this deterioration varies enormously, from about fourfold to fortyfold". For fine-grained samples, however, averaging 1-3 in situ measurements tended to produce usable results (10% errors or less) in that study (their Table 4 .3), suggesting a need for further investiPortable X-ray fluorescence measurements on exploration drill-cores: comparing performance on unprepared cores and powders for 'whole-rock' analysis A. Bourke * & P.-S. Ross gation before a systematic recommendation to pulverize all samples is made. In particular, if the intention is to obtain high spatial resolution down-hole elemental profiles on entire drill-holes, could in situ pXRF measurements with smoothing be acceptable?
Another concern that appears in many technical studies of pXRF is potential instrumental drift during a series of measurements (Arne et al. 2014; Fischer et al. 2014; Hall et al. 2013a Hall et al. , 2014 Le Vaillant et al. 2014; Piercey & Devine 2014) . To counter this potential problem, the most common strategy is to analyse CRMs (Certified Reference Materials) periodically to monitor any drift and correct for it Hall et al. 2014; Le Vaillant et al. 2014) . Such strategies can become time-consuming and Fischer et al. (2014) and Simandl et al. (2014) noticed negligible drift, leading to doubts about the necessity of investing substantial time on measuring CRMs every hour or every 20 samples. This paper, building on the work of Ross et al. (2014a,b) , continues the performance study of two pXRF analysers used on nonmineralized to weakly mineralized rock core samples. The main focus here is on comparing the performance of the devices on a series of rock core samples, both in situ and in powdered form. Instrumental precision, sample precision (the effect of sample heterogeneity: Le Vaillant et al. 2014) and accuracy are examined. In addition the issue of instrumental drift is briefly discussed.
Methods

Instruments
Institut National de la Recherche Scientifique (INRS) owns two identical Delta Premium analysers from Olympus Innov-X of Woburn, Massachusetts, called informally 'Delta-A' and 'Delta-B'. When working on rock cores, the analysers are attached to laboratory stands, so they are not actually handheld. Each device can be set to a specific analysis mode: 'soil' or 'mining plus'. The soil mode is calibrated for low concentrations (<2 wt.%), although it can yield satisfactory results at higher concentrations for some elements, like Fe and Ca, on rock samples. Three different X-ray beams are used in this mode, and the analysis is based on Compton normalization (Jenkins 1999; Innov-X Systems Inc. 2010; Hall et al. 2013a) . The mining plus mode, in contrast, is calibrated to measure high concentrations (>2 wt.%) and is the only mode measuring the light elements Al, Mg and Si. It also gives information on lower concentration elements, like Cr, Zn and Zr, for rock samples. This mode has only two beams and the analysis is based on 'fundamental parameters' (Jenkins 1999; Innov-X Systems Inc. 2010; Hall et al. 2013a) . The soil mode was assigned to the Delta-A device and the mining plus mode was assigned to the Delta-B device in order to minimize calibration problems and to avoid constantly switching between modes. In routine logging, each sample is analysed separately with the two devices, on the same spot.
Instrumental drift
Both analysers were tested for short-term variations (intra-day) and long-term variations (over a year). For short-term drift, a single NIST standard was measured with each instrument (NIST 2780 [hard rock mine waste; the certified composition can be found at https://www-s.nist.gov/srmors/view_detail.cfm?srm=2780] for the Delta-A and NIST 2702 [inorganics in marine sediment; the certified composition can be found at https://www-s.nist.gov/srmors/ view_detail.cfm?srm=2702] for the Delta-B) continuously for several hours. Results were normalized to the first measurement before calculating a nine-point moving average, discarding the four first and four last results from the graphs. The smoothing is done to decrease the effect of instrumental precision and focus on visualizing drift, if any. For studying long-term drift, the same NIST standard/pXRF analyser combination was used. A series of 10 consecutive measurements were made every few months, after a 'warm-up' period of at least an hour, over a total period longer than one year, for a total of six series. The results of each series were averaged for each element and normalized on the average of all measurements.
Choice of samples for precision and accuracy determinations; traditional geochemistry data
For the seven Matagami rock core samples, ranging in composition from gabbro to rhyolite, used by Ross et al. (2014a) to perform in situ measurements in mining plus mode, a representative fraction of the rejects -the unused coarsely crushed material from traditional geochemistry -were pulverized (see details below) and analysed in the mining plus mode only.
Twenty additional Abitibi drill-core samples (BQ and NQ calibre) were used in this study to increase the number of data points on calibration graphs; for these 20 samples, measurements were made in situ in both modes, and on equivalent powders in both modes, as explained below. The additional Abitibi samples were chosen from the INRS collections: 10 from the Lake Hébécourt region (Blake River Group near Rouyn-Noranda, Quebec) and 10 from the Lemoine mine area of the Chibougamau region (Quebec). The following criteria were used for sample selection: hydrothermal alteration had to be low; the proportion of disseminated sulphides had to be minimal; sample lengths had to be at least 15 cm; and a range of lithologies (from mafic to felsic) had to be represented. After the in situ pXRF measurements had been taken, the 20 samples were sent to Activation Laboratories Ltd (Ancaster, Ontario) for pulverization (<106 µm; code RX2) and geochemical analysis by fusion ICP-AES, fusion ICP-MS and total digestion ICP-MS (code 4LITHORES+4B1).
Sample preparation for pXRF analysis of powders
For the 20 Hébécourt and Chibougamau samples, the pulverized fraction returned by Activation Laboratories was used for pXRF analysis. For the seven Matagami samples, only the coarsely crushed ['nominal minus 10 mesh (1.7 mm)'] rejects were available, so additional powder was generated. A representative portion of the rejects was pulverized in a mild steel 'shutter box' for 3 min at INRS. The average grain size is estimated to be c. 100 µm, similar to the powders returned by Activation Laboratories.
All powders were placed in cylindrical XRF sample cups, 2.2 cm high and 3 cm in diameter, covered with a 6 µm-thick Mylar® film. This particular film is tear-resistant but has been shown to have low X-ray transmittance for light elements such as Si, Mg and Al (Hall et al. 2013a) ; the authors of this paper were not aware of this problem when they used these films. The internal capacity of the cups is a cylinder 1.8 cm high with a diameter of 2.6 cm; they were fully filled with powder and the Mylar® film was in direct contact with the powder. Ross et al. (2014a) describe instrumental precision and beam time testing on a sediment standard using both modes of analysis. They also report on a similar test on rock cores, in situ, using the mining plus mode only. Here in situ tests are expanded to the soil mode using the Delta-A analyser. From the 20 new samples, one basaltic andesite (HEB-02-08) and one rhyolite (MD-01-01) were selected. For the beam time optimization, 31 continuous measurements on a single spot of each core sample were performed at various integration times, namely 10, 15, 20, 30 and 40 s per beam (there are 3 beams in soil mode). Relative standard deviation (RSD) was calculated for each element for each sample. The RSD also serves to evaluate instrumental precision at the chosen beam time. For powdered samples in XRF cups, the RSD of 31 continuous measurements on the same spot of each sample was calculated.
Instrument performance
Accuracy of in situ measurements on core samples was assessed by comparing pXRF data with traditional laboratory geochemistry. Each core sample had its entire surface covered with 31-63 pXRF measurements, depending on the sample length, with both analysers. Measurements were then averaged for each sample to yield a representative pXRF composition, which can be compared with traditional geochemistry. The accuracy plots for the mining plus mode also integrate the seven Matagami samples described by Ross et al. (2014a) . Accuracy on powdered samples was assessed the same way: 31 measurements were averaged for each sample and plotted against traditional geochemistry.
The data acquired to assess accuracy can also be used to determine sample precision, i.e. the effect of mineralogical heterogeneity on in situ pXRF measurements. Another way to define sample precision is the reproducibility of multiple analyses on different points (Le Vaillant et al. 2014) . This is simply done by calculating the RSD of the 31-63 spots for each element and each sample. This sample precision can then be directly compared to the analytical precision on intact cores or on powders, for the same sample. Figure 1a shows the results of the short-term drift test on a NIST standard for selected elements determined by device B. Most elements show a flat trend demonstrating the absence of instrumental drift within a day. There are some variations in the results, but they are within the instrumental precision of each element. However, it was noticed that if the pXRF analyser has not been used for several weeks, significant variations occurred over an initial period of 30-60 min, before stabilizing. To avoid this, a 'warm-up' of about one hour is recommended, where the analyser is running continuously, after prolonged periods of no use. No such warm-up periods are included in Figure 1a . Although this study did not encounter troublesome instances of intra-day drift, cases were noted by Hall et al. (2013a) , so pXRF users should ascertain whether or not their particular instrument is subject to intra-day drift. Figure 1b shows the results of the long-term drift test. Over a period of 13 months, most elements show a flat trend through the graph, implying that there was no drift over this period, although some elements, namely K, Al and Si, show a slight negative tendency. It is not obvious that this is actually an instrumental drift, as the variations are no more than ±5% relative. These results are reassuring but the behaviour could change as the instruments become older.
Results
Instrumental drift
Beam time on rock cores (in situ), soil mode, Delta-A device
The RSD of each series of 31 measurements is used to assess instrumental precision of the Delta-A device in soil mode, on rock cores (in situ), for different beam times, using a rhyolite (Fig. 2) and a basaltic andesite (Fig. 3) . For the rhyolite, the RSDs of the major elements detected in 'soil' mode are 4% or less, thus the precision is very good, for 15 s per beam or longer times (Fig. 2a) , whereas the RSDs for trace elements is more variable, ranging from less than 2% for Y and Zr (for long beam times) to more than 20% for Cu (Fig. 2b) . The gain in precision seems to be limited beyond 20-30 s per beam for most trace elements. In the basaltic andesite, the precision for major elements is also very good (Fig.  3a) , except for K which occurs in low concentration in this sample (see Table 1 ). For trace elements in the basaltic andesite, there is only a slight lowering of the RSD beyond 30 s per beam for the elements Zr, Y, Sr, Zn and V (Fig. 3b) . Thus, the optimal beam time for routine in situ logging is c. 30 s per beam, both in mining plus mode (Ross et al. 2014a ) and in soil mode (this study).
Instrument performance on rock cores and on powders
Instrumental precision
The following elements have an RSD of less than 4% for both rock cores and powdered samples: Ti, Fe, Mn, Ca, Sr, Y and Zr (Table 1) . Comparison of precision for the two media shows that the instrumental precision of pXRF measurements is typically similar for in situ measurements v. powders. In fact, when measuring a powdered sample, the precision deteriorates slightly for at least one sample for almost all elements, and is significantly worse for Cr in the basaltic andesite. Furthermore, K and Cu were detected on both core samples, but in powders K was only detected in the rhyolite whereas Cu was only detected in the basaltic andesite, these samples containing the higher concentrations of the said elements. This suggests that for these elements, the detection limit may be higher on powders than for in situ measurements. However, powders do provide a better instrumental precision for Cu (5.6% RSD v. 10.8%) in the basaltic andesite.
Accuracy and correction factors
The averaged pXRF concentrations for both analysers and both media, and traditional geochemical analyses of each sample used for this study, are shown in online supplementary Tables S1-S5. For each element, each medium and each sample, the accuracy of the pXRF measurements is the normalized difference between the pXRF averages and the laboratory geochemistry value. Overall accuracy for each element can be evaluated using the linear regressions in Figures 4 and 5. (Note: The linear regressions in Ross et al. (2014a) were forced through the origin. But as suggested by Hall et al. (2014) , the new linear regressions presented here were not forced to the origin. The fit (R 2 ) of those regressions is thus better for all the elements. Also, Hall et al. (2014) use a regression technique called the maximum-likelihood functional relationship (MLFR) estimation instead of a linear regression because it takes account of the measurements error and it is nearly statistically unbiased (Ripley & Thompson 1987) . However there is no advantage to using this method if the errors are assumed to be associated with the y axis only, as was done here.) Every graph illustrates the two media: intact rock cores (blue triangles in online version of paper) and powders (pink squares in online version of paper). From these graphs, a linear regression equation and a coefficient of determination (R 2 ) were calculated for each media and each element. When the R 2 is higher than c. 0.9, the pXRF data can be corrected with the reverse of the linear regression, for this particular suite of samples and these particular analysers. Two exceptions were made for SiO 2 and Al 2 O 3 (R 2 of 0.83 and 0.82, respectively, on rock cores) because those elements are important to our work. Also, even though the scatter of the results is quite large, there is a clear linear trend for both these elements, so one should remain flexible on the R 2 cut-off. The correction factors are listed in Tables 2 and 3 for the soil and mining plus modes, respectively, for in situ work. The factors in Table 3 are different from those presented by Ross et al. (2014a) for the same analyser in the same mode since 20 samples were added to the plots. The following elements and oxides are correctible: Al 2 O 3 , CaO, Cr, Fe 2 O 3 , K 2 O, MgO, MnO, Nb, Ni, Rb, SiO 2 , Sr, TiO 2 , Y and Zr. In contrast, P 2 O 5 , S and V are judged to be not correctible, because the results are too scattered to show any linear trend. The poor results can be caused by low concentrations in the samples, lack of available data, matrix effects, interferences, or mis-calibration of the pXRF devices. Now the question is whether powders are preferable to in situ measurements in term of accuracy. Note that this assessment compares measurements done on different spots and averaged, for in situ data, with the mean of a series of measurements on the same spot, for powders. This way, only the accuracy is involved in the comparison, not the mineralogical heterogeneity of the sample. In Figures 4 and 5 , the closer the linear regression is to the 1:1 dotted line, the better the accuracy is. For example, looking at K 2 O, the equations of the linear regressions and the R 2 are very similar for both media (Fig. 4a) . In contrast, for Cu, the slope is nearer to one and the R 2 much higher for the powders (Fig. 4d) . Finally, for Al 2 O 3 , the performance is clearly better in situ (Fig. 5a) . So among the correctible elements, three groups can be proposed with regards to the accuracy of pXRF measurements on rock cores v. powders: the elements or oxides better determined on rock cores, those better determined on powders, and those which show similar results (Fig. 6) .
The first group, the elements better determined on rock cores, includes Al, Mg and Si -the three lightest elements. (Note: For the three cases, the slope of the linear regression is closer to 1 and the R 2 is greater for the analyses on rock cores. For MgO, the trend of the powder dataset is almost flat, with a slope of less than 0.17. Finally, for the three cases, the pXRF values on powders are greatly underestimated compared to the laboratory geochemistry.) The relatively thick Mylar® films used on sample cups in this study were clearly a factor to explain the poor performance on powders (Hall et al. 2013a) . Also, powders contain more air than unprepared rock cores. Those 'barriers' could have attenuated the incident X-ray beam or the fluorescent photons, especially the low energy photons, which are needed to determine the light elements (Shackley 2011) . Further testing on light elements in rock powders should be done with plastic films causing less attenuation. The second group of elements, those that are better determined on powders, includes Cu and Zn ( Fig. 4d and e) . (Note: It is clear for Cu that the analyses on powders are better, since the slope of the linear regression is much closer to one and the R 2 is much higher. For Zn, the two linear regressions might appear similar at first glance, but the rock core dataset contains more outliers than the powder dataset, which decrease dramatically the R 2 for the former.) This behaviour can probably be explained by the heterogeneity of the rock cores. In the studied samples, Zn and Cu are generally contained in sulphides disseminated in the rock. When attempting to cover the surface of the core with in situ pXRF analyses, the average of the results can be greatly affected by how many sulphide grains were analysed. In other words, for Cu and Zn at low concentrations, the element distribution in the sample is so heterogeneous that even 30-50 measurement points are not enough to average out the 'nugget effect'; this is not a problem for other elements. The third group, the elements and oxides showing similar results regardless of the media, includes CaO, Cr, Fe 2 O 3 , K 2 O, MnO, Ni, Nb, Rb, Sr, TiO 2 , Y and Zr. There would be no significant gain on the accuracy of the data by pulverizing rock cores to determine those elements (Fig. 6) .
Limits of detection on rock cores
Also included in Tables 2 and 3 is a rough estimate of the limit of detection for each corrected element based on the second smallest value for each element in our full pXRF database containing thousands of measurements on Archean volcanic and intrusive rocks, for the Matagami region (Ross et al. 2012 ) and the Chibougamau region (Ross et al. 2014c ). The Innov-X software does not report values which it judges to be below the limit of detection.
Sample precision for in situ data
Sample precision is presented in Table 4 for one representative core sample (the equivalent results for other samples are available upon request). Sample precision is obviously worse than analytical precision on intact rock cores: this is the effect of sample heterogeneity. For example, in situ instrumental precision is better than 2% for Ti but the sample precision is seven times worse. Thus most of the scatter on down-hole elemental plots is due to sample heterogeneity, not instrumental precision. However, the in situ data can be smoothed to attenuate this effect as discussed below. 
Discussion
It is common practice in the literature to crush and pulverize rock samples before analysing them with a pXRF device. However, preparing a powder before analysis is labour-and time-consuming. This study shows that the instrumental precision and the data accuracy are not generally improved with powdered samples, relative to in situ pXRF measurements, with a few exceptions. The key advantage of the powder is therefore to homogenize the sample: in situ measurements are heavily influenced by mineralogical heterogeneity, even for our fine-to medium-grained samples (e.g. Table  4 ). However, assuming that a high spatial resolution down-hole geochemical profile is desired (e.g. 20-40 cm measurement spacing), working on powders would mean the near total destruction of the core, which may not be allowed by the owner, or if time is a limiting factor, there would be a loss of spatial resolution.
The effect of mineralogical heterogeneity is decreased when several in situ measurements are taken next to each other on a sample and averaged (Hall et al. 2013b) . To explore this further the basaltic andesite sample (HEB-02-08) covered by Device A in soil mode with 42 measurements spread over its surface is taken as an example. Moving averages of 3-29 points were calculated for all the elements. The RSDs were plotted against the number of points in each moving average in Figure 7 . For example, if one averages five measurements taken at different points on the core sample, the result for Fe should be within ±10% of the average of 42 measurements, two-thirds of the time (Fig. 7a) . For most elements, the main gain in sample precision is achieved within 3-7 measurements, except for the elements in low abundances in this sample, such as K and Zn. Using the suggestion of Piercey & Devine (2014) for precision qualification (excellent precision is <3%; very good is 3-7%; good is 7-10%; poor is >10%), all elements, even Results of a 'sample precision' test with the Delta-A device in soil mode on a basaltic andesite core sample (HEB-02-08): (a) major elements; (b) trace elements. The relative standard deviations were calculated from a series of 42 measurements, each taken on a different spot on the sample, after moving averages of 1-29 points were calculated. The best compromise between improvements in precision and analysis time (i.e. number of measurements averaged) seems to be between five and seven points. the less abundant ones, have 'good' or better precisions at 17 measurements.
Suppose that 40 min is available to fully characterize one core sample with two pXRF analysers (one in soil mode, the other in mining plus mode). During this time, a single qualified person can either make 25 in situ analyses with both analysers on the sample (with a batch of samples being processed sequentially, the analysers can run simultaneously and each take 20-25 measurements on every sample during the allocated 40 min), or spend much of the time crushing the sample, quartering to obtain a repetitive fraction, pulverizing, cleaning the equipment, putting the powder into a XRF cup, and performing a single measurement with each analyser. In Table 4 one can directly compare the sample precision of the 25 point averages for in situ work with the instrumental precision for the powder. The in situ results are comparable or better for most elements. Only with Fe and Ca the powder is considerably better, but the in situ precision for these elements are still considered excellent.
Instead of taking measurements close together on a core sample and averaging them, it is possible to take measurements at regular intervals along the core and smooth the data with a 3-point or 5-point moving average (Ross et al. 2013 (Ross et al. , 2014b . This assumes that geological units are much thicker than the measurement interval, which would typically be the case for lava flows or thick sills for example.
Conclusions
This study compared in situ pXRF measurements on drill-cores with measurements on equivalent powders for a suite of 27 samples of dense, fine-to medium-grained, mafic to felsic, non-mineralized, Precambrian volcanic and intrusive rocks from the Abitibi Greenstone Belt of Canada. Instrumental drift was also assessed. It was shown that:
(1) intra-day or long-term instrumental drift does not seem to be a common problem; (2) in general, there is no gain in instrumental precision by analysing powders instead of unprepared rock cores; (3) in general, powdering does not lead to significant gains in accuracy either; and (4) for both media (rock cores or powders), data accuracy can be dramatically improved by applying analyser-specific and matrix-specific corrections factors derived from regression of the pXRF data against traditional laboratory geochemistry on the same suite of representative samples.
Powdering is a good way to counter mineralogical heterogeneity and is the main justification for sample preparation, but it destroys the drill-core and is time-consuming. This study confirms that on fine-to medium-grained volcanic and intrusive rocks, averaging multiple measurements on different spots on the sample will quickly improve sample precision to acceptable levels for most geological applications. For example, if the goal is to obtain highspatial resolution down-hole geochemical profiles on entire drillholes, then in situ measurements with smoothing (e.g. 3-5 point moving averages) provide fit-for-purpose data.
