This paper attempts to model Image Appeal of photos portraying people, with the objective of automatically ranking and selecting the most appealing ones for the creation of interesting person-centric collages/collections. To understand the notion of image appeal, we employed crowdsourcing, using 350 workers who were asked to select a representative subset of images from five different person-centric album themes (involving a man, woman, couple, girl and baby). The albums were previously balanced with respect to nine different image attributes using Binary Integer Programming. The crowdsourcing study revealed identifiable patterns in the photo selection process, with more appealing photos securing more hits than less appealing ones. We then employed nine low-level image features and Support Vector Regressors to model photo selection statistics-the best model explained 63% of the selection patterns, and our analyses also confirmed the role of context in influencing Image Appeal. Finally, Image Appeal predictions on unseen photos are presented to demonstrate the promise of our approach.
INTRODUCTION
The affordability of digital images nowadays has led to an ever-increasing size of personal photo collections. It is now Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. fairly common to take 2-3 shots of the same scene, and over a few hundred photos of special events (e.g., vacation trip) in order to capture as many memorable moments as possible. However, users typically adopt a manual and painstaking task of identifying the best photos from a collection, in order to synthesize a collage for sharing with relatives and friends. Consequently, there is a definite need for developing automated tools for photo selection from a large collection, also known as photo triaging.
The seminal work of Savakis et al. [15] demonstrates that Image Appeal (IA) plays a crucial role in the selection of images in personal photo collections. According to the definition in [10] , "IA is the interest that a photograph generates when viewed by human observers, incorporating subjective factors on top of the traditional objective quality measures". As such, IA is a broader term than Image Quality (IQ), incorporating additional factors and mainly referring to photographic images. In other words, a photo with low IQ need not necessarily have low IA.
Although many prior works has leveraged on crowdsourcing for IQ or image selection for summarization, very few have directly attempted to model IA. In [16] , the authors implement a photo summarization framework optimizing three properties-quality, diversity and coverage, but no user study is performed to guide the summarization process or validate the generated photo summaries. In [3] , a crowd-powered camera is presented, where workers quickly filter a short video down to the best single moment for a photo. Summarization of image collections is presented in [14] . Based on crowdsourcing data, the authors propose an automatic image selection approach, which jointly utilizes the analysis of image content, context, popularity, visual aesthetics and sentiment derived from comments posted on social media.
One of the first works to identify the significance of IA in photo-collections is [15] . The authors analyze a series of factors that may affect IA, observing that it is a cumulative function of scene perspective, composition aspects, existence of faces, character pose and action, and basic image quality among many others. Very few works have sought to understand and model IA, specifically from a user-perspective. Another work [10] studies IA through the prism of photographers to automatically model two metrics, one for IA-based image ranking, and another to retrieve appealing images from a collection. Examination of how IA influences selections in photo sequences and correlates with users' visual attention patterns is presented in [6] -however, no attempt is made to automatically replicate observed image selections in this work. A pilot-study employing 14 users to identify low and high-level image attributes influence image selections on a child -themed photo album is described in [18] .
All the aforementioned studies, with the exception of [18] (which is limited in terms of number of users and album themes), focus on general photo-collections, that may include people, scenery, pets, food, objects etc. However, it has been shown that the majority of personal photocollections comprise images portraying people and faces, and such images have been found to be most popular in social media [2] . For this reason, we are interested in modeling IA specifically in people-centric photo collections.
In this work, a full-scale crowdsourcing experiment is conducted to understand the factors underlying IA on a large person-centric photo-collection. The 350 workers were asked to select the most appealing images from five different albums containing photos with a man, woman, couple, girl and baby as central characters. All photo albums were balanced across nine different image attributes (described in Sec. 3) using optimization. The study confirmed that the photo selection process was not random, and some photos (which we term as highly appealing) were consistently selected by workers as compared to other (less appealing) ones. Then, we trained Support Vector Regressors (SVRs) with the image selection probability P sel as the dependent variable, and nine image attributes, which could have influenced the selection process, as predictors. A best-fit model with a coefficient of determination R 2 = 0.63 was obtained using the employed predictors, and our analysis also confirmed the influence of context in determining the most appealing photos. We then employed SVRs to predict IA for unseen photos, as discussed in Sec. 4 .
In summary, we make the following contributions: (1) This paper represents the first work to employ crowdsourcing for understanding IA. (2) This is also the first work to attempt user-centric IA modeling, which enables understanding of how context influences photo selections in personcentric albums. (3) A Binary Integer Programming-based optimization technique was employed to synthesize image sets balanced with respect to multiple features for the crowdsourcing study, which can be utilized by future works as well.
The rest of the paper is organized as follows: Section 2 describes the experimental procedure followed in the crowdsourcing experiment, along with the technique for generating balanced image datasets. Section 3 gives a detailed description of the IA modeling that was used, while Section 4 presents the results and discussion. Finally, concluding remarks are included in Section 5.
EXPERIMENTAL PROTOCOL
Five person-centric photo albums with approximately 300 images each were used in the study. The albums' central characters were a man, a woman, a couple, a girl and a baby. The first three were selected from personal photo-collections, since no publicly available datasets depict the same individual(s) over an extended period of time-the three adult albums included images captured over a 11-year period, enabling us to examine the influence of time on IA. The girl and baby albums were part of the Gallagher dataset [5] .
Creating balanced subset of images
Given a large initial pool of photos, unbalanced with respect to attributes that we are interested in analyzing, a first very important step is to select a small and manageable subset of these images, in which, the attributes we are interested in are equally represented. The main reason for this is that, large image sets are difficult to browse, especially in a crowdsourcing setting. Consequently, the crowdsourcing scenario necessitates narrowing down the number of images the workers have to analyze. This however, is not a straightforward task and may result in an unbalanced subset in which, image attributes which we may be interested in are underrepresented. For example, if a researcher wants to examine the contribution of colorfulness and scene-type on IA, a subset comprising mostly outdoor images would be inadequate since no indoor scenes are included. The larger the number of image attributes we are interested in equalizing, the more complicated the combinatorial problem of arriving at a balanced set becomes, since exclusion (or inclusion) of a particular image may impact multiple other attributes. Let K be the total number of images of the initial set, sufficiently large and involving a large variance in the distributions of the M image attributes which we are interested to balance. The size requirement is important as otherwise, the optimization problem may be infeasible. A = [Aij] M ×K is the matrix that contains the M attribute values for the K initial images, with Aij ∈ R and normalized within the interval [0, 1] . Let N be the number of images in the balanced subset, with N << K. We formulate the selection process of the N images as a Binary Integer Programming (BIP) problem, where the vector x contains K binary variables representing the selection/elimination of each of the K images in the initial set. Since we are interested in selecting N images, it entails that:
In order to ensure that all attributes are equally represented, we would like to minimize the distance between each attribute's mean in the final N images and 1/2, thus forcing a mean value close to 1/2 for all attributes. This minimization can be expressed as:
In order to handle the M absolute values, we introduce M slack variables (C1, · · · , CM ), one for each attribute. Consequently, the final BIP becomes:
Ci (2) s.t.
In order to end up with a relatively manageable balanced subset of images, and ensure that the workers have a manageable task on hand, we solved the BIP by selecting (N = 60) images, balanced with respect to (M = 9) attributes, from the initial (K = 300) photos for each album. These attributes are described in Section 3.
Crowdsourcing
The crowdsourcing experiment was set up in the Microworkers platform [1] . Workers were presented with the balanced subsets for each of the five albums, and were asked to select any number of images from each subset in order to create a photo collage for the particular person(s) depicted. Prior to the task, workers had to answer some personal screening questions in order to assess their demographic background and their level of experience with digital photography.
Pilots
Three pilot trials were set up prior to the final experiment in order to identify a good combination of incentives, interface, and instructions that would yield higher quality of results in the final experiment. Apart from these 3 characteristics, all pilot trials were otherwise identical to the final experiment.
During the first trial, 50 workers were awarded with 0.5$ for participating in the experiment. The average time spent during the image selection process was approximately 147 seconds. However, the quality of the results, was found to be lower than expected.
In order to increase the engagement of workers in the selection process, an additional textbox was added during the second trial, in which, the workers had to justify the reasons for selecting the images they did. At the same time, in order to investigate the impact of compensation in the quality of the results, the awarded amount was reduced to 0.4$. 50 workers participated in the second trial. It was found that, although the compensation was reduced, the justification that the workers had to give, resulted in an increased average time spent during the selection process (approximately 171sec). Higher quality of results were also observed, in terms of rejection rate of workers who did not meet our minimum set of specifications (see section 2.2.2).
During the third trial, the basic compensation of the workers was reduced in half (0.2$). At the same time, it was explicitly mentioned that an equally big bonus of 0.2$ would be given to those workers who gave a good justification of the reasons for selecting the images they did. This approach, which has been also used in other crowdsourcing tasks [8] , was selected in order to provide incentives for increasing the workers' engagement during the image selection task. 20 workers were hired during the third trial and their results were manually evaluated. It was found that this particular combination of incentives resulted in the best quality of crowdsourcing results, compared to any of the previous trials. For this reason, this particular setup was selected to be used in the final experiment.
Evaluation of workers
One of the most challenging issues in crowdsourcing is to identify which workers provide valid results. In our study, each worker went through 3 different screening levels that had to do with his/her relevance to the nature of the study, possible inconsistencies in the provided answers, and quality of submitted results. The first two filtering levels had to do with the initial screening session that included the following seven questions: (<1000/1000-5000/>5000) First, since we are interested in photo-collections and images, we wanted to hire workers that had at least some minimum experience with photos, and eliminate those who do not use at all digital images in their daily lives. Consequently, the results of any worker who declared that was less than 10 years old, or never had a digital camera or a smart-phone, were not used in the experiment.
In the second level we attempted to identify inconsistencies in the workers' answers for questions 3-7. Based on the given answers we tried to estimate the minimum and maximum number of photos that someone could have in his/her library, given the declared years of possessing a camera (or a smartphone) and the average number of photos taken every month. Particularly, if one of the following impossible conditions is satisfied, there is a strong indication that the worker has provided false answers to questions 3-7, and thus, his/her results are not used in the study.
where Ymin and Ymax are the minimum and maximum years, respectively, of a person possessing an imaging device (as indicated by questions 3-5), Mmin and Mmax are the minimum and maximum number of photos that a person captures in a monthly basis (as indicated by question 6) and Lmin and Lmax the minimum and maximum number of photos that a person's photolibrary contains (as indicated by question 7). If a worker declared having a smartphone but never possessed a camera, then 2007 was used as as a starting year of his/her photolibrary, which is when smartphones came into vogue. If a worker passed through the first two screening stages, we analyzed the results that he/she has provided. Particularly, we wanted to eliminate workers who spent small amount of time during the selection process, selected very few images, or did not provide adequate justification for their choices. Previous works have utilized statistical criteria in order to identify outlier results and eliminate them from the processing [13] . Our main objective was to eliminate very obvious cases of inattention. As such, we attempted to identify the baseline conditions according to which a submitted result could be considered valid. Failing to meet these criteria would essentially mean that it would be impossible for a submitted work to be valid.
In this direction, we performed trial tests, with subjects interacting for the first time with the interface, and recorded the time they needed in order to browse all 60 photos. It was found that the amount of time someone has to devote in order to even briefly browse all 60 photos, cannot be less than 45 seconds (0.75 sec/photo). In other words, it is unrealistic for anyone to spend less than 45 sec and pay equal attention to all 60 images. Consequently, the results of any worker who did not satisfy this simple timing condition were not used in the study. This approach has also been used in many other crowdsourcing tasks [8] . Similarly, statistics for the English language suggest that the the median length of a sentence is approximately 75 characters (≈ 15 words/sentence × 5 characters/word) [9] . Using this number as a guideline and analyzing the received justifications during trials, we concluded that the minimum size of a small sentence that can actually convey useful information regarding a worker's selections, is 30. Consequently, any provided justification below 30 characters, was highly unlikely to include a meaningful comment, and thus it was eliminated. Finally, we set a lower threshold of 5 images for the total number of photos that were selected.
At the end of this elimination process, 71.4% of the workers were qualified as reliable (250 valid workers out of the 350 initial ones) and were selected to participate in the study.
Main Experiment
The flowchart of the final experiment is depicted in Fig. 2 . Workers were randomly assigned to one of the 5 different albums (resulting approximately to 50 workers/album) and were presented with an interface which featured three different regions. The upper part included a brief description of the task. In order to make the workers more engaged, we tried to associate them with the person depicted in the dataset, by providing a name for each of the album central characters and including messages like (depicted here for the man dataset):
"You need to make a photo collage of Jack. Imagine that he is your best friend/brother/son. Select any images that you would like to include in the collage by clicking on them (a red border will appear). There is no restriction on the number of images that you can select. Then explain in the textbox why you selected the particular images".
The lower part of the interface included thumbnails of the 60 images (in random positions), along with a larger picture viewer, which displayed a magnification of any thumbnail on which the mouse pointer hovered. This way, workers could effortlessly browse all images, both by looking at them as a whole (thumbnails) and in a more detailed view. Clicking on a thumbnail would activate a red border around the thumbnail, indicating that this particular image was selected. Finally, workers had to type specific comments as to why they selected the particular images they did. This was included in order to force the workers to be more engaged in the task. For each worker, 4 different pieces of information were recorded: the images that he/she picked, the total number of selected images, the total time spent during the selection process and the personal comments describing why he/she selected these particular images.
Crowdsourcing results
Analysis of the crowdsourcing results showed that the average and median number of selected images over all albums were 17.05 and 13 respectively, which is in accordance with the previous findings of [18] . Another interesting result is that all 60 images of all 5 albums were selected at least once, i.e., there were no images that were never selected. We computed the selection probability for each image P sel as the number of times the image appeared in a valid selection list, normalized by the total number of reliable workers. For all albums, there was significant variance in the P sel values, with max(P sel ) ≈ 0.6, and min(P sel ) ≈ 0.1. A notable exception was the baby album for which max(P sel ) = 0.44. Considerable variance in the P sel values confirmed that the image selection process was not random. Rather, some underlying factors should have influenced the frequent selection of some images, or in other words, contributed to their enhanced appeal.
MODELING IMAGE APPEAL
We modeled 9 low-level factors to determine their influence on photo selections. The following attributes were modeled:
1. Face count: The Viola-Jones [17] face detector (frontal and profile) was used, in conjunction with skin detection, in order to eliminate false-positive detections. This attribute can indicate whether an image contains an individual or a group. 2. Face size: The ratio of the size of facial bounding boxes over the image size was used. This attribute can indicate the type of the shot, i.e., close-up or fullbody. 3. Scene type: Indoors/outdoors. This attribute is not a binary one, since many intermediate cases can exist (e.g.an image of a room with an open window depicting natural scenery). For this reason we employed the Relative Attributes approach proposed in [12] , which ranks images according to their relative strength for each attribute. We employed gist features and color histograms and trained the system to compute a realvalued rank specifying the indoor/outdoor-ness for each image. 4. Age of depicted person: Facial appearance changes over time, and the adult photo albums were compiled over a year period. Using EXIF timestamps, we computed the time durations between captured photos in order to examine if primacy/recency effects influenced the image selection process.
5. Sharpness: Overall perceived sharpness of an image, computed similar to [11] . 6. Contrast: Overall perceived contrast of an image, as computed in [11] . 7. Colorfulness: Perceived colorfulness of an image (vividness of colors), as computed in [7] . 8. Exposure: Overall perceived exposure levels of an image, computed similar to [11] . 9. Combined Aesthetics: Combination of attributes 5-8 into a single metric, computed similar to [11] .
All the above attributes were normalized to the interval [0, 1] using min-max normalization. Some of the above attributes (sharpness, colorfulness, contrast and exposure) were selected based on the basis of previous studies ( [15] , [10] ). Others, such as face size and face count were selected to describe closeup and group photos, which were noted to influence IA in [15] . Finally, attributes like scene type and age of depicted person have not been considered by previous studies while studying IA, and were considered as intuitively, they could be related to IA. Assuming the above factors to be predictors influencing the characterization of a photo as highly appealing (associated with high P sel values) or less appealing (low P sel ), we trained linear, polynomial and radial-basis function (RBF) support vector regressors (SVRs) available as part of the libsvm [4] package. To examine if context plays an important role in determining IA (e.g., if factors underlying IA for the baby and couple albums are similar or different), we trained an SVR for (crowdsourced or training) images from each photo-album, and a generic SVR with training images from all albums. The best C, γ values for all models were obtained via grid-search based cross-validation.
RESULTS AND DISCUSSION
Regression results are presented in Table 1 -coefficients of determination obtained using the generic (R 2 g ) and specific (R 2 s ) SVR models are shown for the five albums. As expected, RBF-SVR generates the best album-specific models, with a maximum 63% variance explained for male photo selections. Analyzing linear-SVR coefficients (Table 2) , we noted that outdoor photos were generally preferred in male, female and couple photos, while time-stamps, face counts and sizes only marginally influenced photo selections. Sharpness and overall aesthetics also played a key role in influencing image appeal.
The generic SVR model explained P sel characteristics poorly than album-specific models, implying that context is crucial towards determining the most interesting/appealing images. The model fits are particularly worse for the girl and baby albums, suggesting that these images are perceived differently compared to photo collections involving adults.
In order to automatically rank images in novel albums based on IA, we applied the album-specific RBF-SVR models to estimate P sel for those photos that were not part of the crowdsourcing study. Fig. 3 presents the higher and lower exemplar results with their P sel estimates for unseen images (not part of the crowdsourcing study). Fig. 4 Highest predicted selection probability Lowest predicted selection probability Comparisons between estimated and actual P sel measures presented in the third and fourth columns indicate some limitations of our approach. This is mainly due to the fact that image appeal is not only determined by low-level factors but also high-level semantics, such as photos taken in unique settings (e.g., underwater couple image) or containing interesting facial expressions (especially for girl and baby pictures), which we do not consider in our IA-modeling currently. Incorporating these aspects is part of our future work.
CONCLUSION
This paper attempts to model IA in personal photo collections through a user-centric perspective. To understand how users deemed an image as being more/less appealing, an extensive crowdsourcing experiment was conducted with 350 workers and five different albums. The significant variance in selection probabilities for the most and least appealing images indicated that images were not selected randomly, and there were underlying factors that influenced some images to be selected more often than others. We then employed nine low level image attributes to model the image selection process, and trained SVRs which could adequately predict image selections for the album-specific conditions. However, a generic SVR failed to model the selection patterns as adequately as the album-specific SVRs suggesting that context Table 1 : Best SVM regression models for training images used in the crowdsourcing study. For the five photo-albums, coefficients of determination of P sel with generic (R 2 g ) and specific (R 
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