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Materials containing non-Kramers magnetic ions can show unusual quantum excitations because of the exact
mapping of the two singlet crystal-field ground state to a quantum model of Ising spins in a transverse magnetic
field. Here, we model the magnetic excitation spectrum of garnet-structured Ho3Ga5O12, which has a two-
singlet crystal-field ground state. We use a reaction-field approximation to explain published inelastic neutron-
scattering data [Zhou et al., Phys. Rev. B 78, 140406(R) (2008)] using a three-parameter model containing
the magnetic dipolar interaction, the two-singlet crystal-field splitting, and the nuclear hyperfine coupling. Our
study clarifies the magnetic Hamiltonian of Ho3Ga5O12, reveals that the nuclear hyperfine interaction drives
magnetic ordering in this system, and provides a framework for quantitative analysis of magnetic excitation
spectra of materials with singlet crystal-field ground states.
PACS numbers: 75.10.Jm,78.70.Nx,75.40.Gb,75.47.Lx,75.10.Dg
I. INTRODUCTION
Materials that realize simple models of quantum magnetism
are of fundamental interest because they allow current the-
ories to be tested experimentally.1 The excitation spectrum
of a magnetic material—measurable by inelastic neutron-
scattering experiments—directly probes the spin dynamics of
the system, and is often sensitive to the properties of the un-
derlying quantum model.2 Arguably the two simplest exam-
ples of magnetic excitations are spin waves (magnons) and
crystal-field excitations. The former describe the collective
magnetic excitations of ordered magnetic states in terms of
the precession of spins about their average directions. The lat-
ter describe single-ion excitations: for a rare-earth metal ion
with angular-momentum quantum number J , they correspond
to transitions between the 2J + 1 levels that are split by the
crystalline electric field (CEF).3 In many magnetic materials,
the energy scale of the relevant CEF transitions is either much
larger than the magnetic interactions (“CEF limit”), or much
smaller than the magnetic interactions (“spin-wave limit”). In
the CEF limit, the system typically shows no collective mag-
netic ordering and its excitations are CEF.4 In the spin-wave
limit, the system typically orders magnetically, and its low-
energy excitations are spin waves.5
Materials in which magnetic interactions and CEF are com-
parable in energy can show unusual quantum behavior.6,7 The
simplest example is a CEF that yields only two singlets at
thermally-accessible energies.8 This situation can occur for
non-Kramers ions; i.e., those with integer J . The two singlets
are separated by an energy ∆, and angular momenta are cou-
pled by a pairwise interaction K. In the CEF limit (K = 0),
the excitation spectrum measured by neutron scattering con-
sists of a non-dispersive CEF mode at an energy transfer of
FIG. 1: (a) Local Ho3+ environment, showing the four Ho3+ neigh-
bors (large circles) and eight O2− neighbors (small circles) of a cen-
tral Ho3+ ion. The local z quantization axes are shown as black,
blue, and green arrows. Each quantization axis is a C2 axis of point
symmetry and a global 〈100〉 direction. Nearest-neighbor spins are
orthogonal. (b) Low-energy crystalline electric field (CEF) levels of
Ho3+ ions in Ho3Ga5O12, which comprise two singlets separated by
an energy gap ∆ = 7.4 K. (c) Partial crystal structure of Ho3Ga5O12
showing corner-sharing triangles of Ho3+ ions (circles) colored ac-
cording to the Ho3+ spin orientations in the magnetically-ordered
state: gold if the spin is parallel to its quantization axis, and purple if
it is antiparallel.
∆. If the magnitude of K is increased, the paramagnetic ex-
citation spectrum acquires dispersion, and begins to soften at
an incipient ordering wavevector. A soft-mode transition to a
magnetically-ordered state only occurs if the ratio K/∆ ex-
ceeds a critical value; otherwise, the mode softening remains
partial and the system remains in a correlated paramagnetic
phase to zero temperature.8,9
The interacting two-singlet model with K ∼ ∆ is of funda-
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2mental interest because it maps to a canonical model of quan-
tum mechanics—an effective spin-1/2 Ising model in a trans-
verse magnetic field.10,11 This model has been applied to di-
verse physical phenomena in which quantum tunneling com-
petes with pairwise interactions, such as the soft-mode transi-
tions in order-disorder ferroelectrics.9 Remarkably, recent the-
oretical work has shown that the combination of two-singlet
spin dynamics with frustrated magnetic interactions can yield
a quantum spin-liquid phase on the pyrochlore lattice.12 It has
been proposed that such a state may be realized experimen-
tally in Pr3+-based pyrochlore magnets13,14—in which struc-
tural disorder can generate random CEF splittings (transverse
fields)15,16—and may also be relevant to the low-temperature
behavior of Tb2Ti2O7.17–20 The potential for exotic quantum
behavior in interacting two-singlet systems demonstrates the
need to identify real materials of this type and to benchmark
current theories against high-quality neutron-scattering data.
The cubic rare-earth garnet Ho3Ga5O12 is a candidate ma-
terial to realize the interacting two-singlet model. In this sys-
tem, the crystal-field Hamiltonian of the magnetic Ho3+ ions
has been investigated by multiple experimental techniques, in-
cluding magnetic susceptibility,21 neutron diffraction,22,23 in-
elastic neutron scattering,24,25 optical spectroscopy,26 and spe-
cific heat.27 In Ho3Ga5O12, non-Kramers Ho3+ ions with
J = 8 occupy a site with low point symmetry (D2), as
shown in Fig. 1(a). Consequently, all crystal-field levels
in Ho3Ga5O12 are singlets.28 Neutron spectroscopy24,29 and
specific-heat27 measurements show that the two lowest-energy
singlets are separated by ∆ = 7.4 K, as shown in Fig. 1(b).
Because the third CEF level is at approximately 50 K,24 at
low temperatures (T  50 K) only the lowest-energy two sin-
glets are thermally populated and the system approximates a
two-singlet CEF ground state. The CEF generates an Ising
anisotropy of the magnetic moments, which lie parallel or an-
tiparallel to the local z ∈ 〈100〉 axes shown in Fig. 1(b).29
The approximate magnitude of the magnetic dipolar interac-
tion 4DJ2 = 4.68 K at the nearest-neighbor distance is only
moderately smaller than ∆; hence, the system is intermediate
between spin-wave and CEF limits.
Whereas early reports21–24,26,27 focused on the single-ion
properties of Ho3Ga5O12, recent studies25,30 have focused on
the potential for collective phenomena induced by geomet-
rical frustration. This possibility occurs because the Ho3+
ions in Ho3Ga5O12 (space group Ia3¯d) occupy two inter-
penetrating “hyperkagome” networks of corner-sharing tri-
angles [Fig. 1(c)], which would be frustrated for antiferro-
magnetic nearest-neighbor interactions.31–34 Experimentally,
Ho3Ga5O12 orders magnetically at a TN between 0.15 K and
0.3 K,22,23,25 which is significantly smaller than the energy
scale of dipolar interactions. However, two further effects
need to be considered in Ho3Ga5O12. The first is the two-
singlet CEF discussed above, which is expected to suppress
TN.8 The second is the hyperfine interaction between elec-
tronic and nuclear spins, which is significant because of the
large values of both electronic and nuclear spin quantum num-
bers for Ho3+ (J = 8 and I = 7/2, respectively), and is
expected to enhance TN.35–38 The interplay of spin-spin in-
teractions, hyperfine interactions, and the two-singlet CEF in
Ho3Ga5O12 remains an open question.
Here, we present a modeling study of previously-published
inelastic neutron-scattering data on Ho3Ga5O12 (from Zhou
et al., Ref. 25). Our analysis reveals four key results. First,
we explain the experimental data using a magnetic Hamilto-
nian that contains three terms: the crystal-field splitting ∆,
the long-range dipolar coupling D, and the hyperfine cou-
pling A, where the values of all three parameters are fixed
from first principles or from previous experiments. Sec-
ond, we find that geometrical frustration does not play a
significant role in the behavior of Ho3Ga5O12. Third, we
find that the nuclear hyperfine interaction actually drives
the transition to a magnetically-ordered state. Fourth, we
show that a self-consistent modification of mean-field/RPA
theory—the reaction-field approximation39,40—yields a sig-
nificantly better description of the experimental data than
standard RPA. Our results have implications for the quanti-
tative modeling of topical frustrated materials in which inter-
actions and crystal-field transitions have similar energy scales,
such as Pr3+-based pyrochlores,13,15,16 osmate pyrochlores,41
spin-chain SrHo2O4,42 spinel NiRh2O4,43 and tripod kagome
systems.44–47
Our paper is structured as follows. In Section II, we intro-
duce the magnetic Hamiltonian we use to model Ho3Ga5O12
and the reaction-field theory we use to calculate the magnetic
excitation spectrum. In Section III, we compare our model
calculations with previously-published single-crystal neutron-
scattering data,25 and discuss the implications for the physics
of Ho3Ga5O12. We conclude in Section IV with a discussion
of the applications of our study.
II. MODEL
A. Magnetic Hamiltonian
We consider the following magnetic Hamiltonian for
Ho3Ga5O12,
H = =
∑
i,r
[HCEFi (r) +HHFi (r)]
−1
2
∑
i,j
∑
r,r′
Kij(r′ − r)Jzi (r)Jzj (r′), (1)
whereHCEFi is the crystal-field Hamiltonian for atom i in the
unit cell located at lattice vector r, HHFi is the nuclear hyper-
fine Hamiltonian, Kij is the pairwise interaction between an-
gular momenta i and j at lattice vectors r and r′, respectively,
and Jzi is the operator for the z-component of electronic an-
gular momentum, where the local z axes of quantization are
shown in Fig. 1(a). The low-energy crystal-field Hamiltonian
HCEF comprises two singlets that are separated by ∆ = 7.4 K
and have wavefunctions
|0〉 ≈ 1√
2
(|8〉+ |−8〉),
|1〉 ≈ 1√
2
(|8〉 − |−8〉), (2)
3where |±8〉 is shorthand for |J = 8, Jz = ±8〉.24,29 Although
both singlets are individually nonmagnetic (i.e., 〈0|Jz|0〉 =
〈1|Jz|1〉 = 0), the nonzero matrix element m = |〈0|Jz|1〉| ≈
8 between the two singlets gives rise to a paramagnetic mo-
ment. The hyperfine Hamiltonian
HHFi (r) = AJzi (r)Izi (r), (3)
whereA = 0.039 K is the nuclear hyperfine coupling constant
for Ho,48,49 Iz is the z-component of nuclear angular momen-
tum, and I = 7/2 for 165Ho. The pairwise interaction Kij
may, in principle, include contributions from both exchange
interactions and the long-range dipolar interaction. However,
because the local Ising axes enforce that any central spin is
orthogonal to its nearest neighbors [Fig. 1(a)], the isotropic
contribution to the nearest-neighbor exchange is zero. As
a first approximation, therefore, we consider only the long-
range dipolar interaction
Kdipij (r′ − r) = D|rnn|3
[
3(zˆi · rˆij)(zˆj · rˆij)− zˆi · zˆj
|rij |3
]
,
(4)
between angular momenta separated by a vector rij =
r′ + Rj − r − Ri, where rˆij = rij/|rij |, and D =
µ0(gJµB)
2/4pikB|rnn|3 = 0.0183 K is determined by the
nearest-neighbor distance |rnn| = 3.76 A˚, and the Lande g-
factor gJ = 5/4 for Ho3+.
B. RPA and reaction-field approximation
We model the magnetic Hamiltonian [Eq. (1)] using the
random-phase approximation (RPA) with a reaction-field term
intended to account for local magnetic correlations.40,50 The
reaction-field method has previously been derived for the
Ising model in a transverse field for systems where there is
a single magnetic ion in the primitive unit cell, N = 1.39
Here, we extend the approach to calculate the paramagnetic
(T > TN) excitation spectra for systems with N > 1, as is
required for the Ho3+ ions in Ho3Ga5O12 (N = 12). The
equations given below are general and can be applied directly
to other lattices. Throughout, we work in natural units with
~ = kB = 1.
We consider the magnetization induced by applying a time-
dependent and site-dependent field hzi (Q, t) to a paramagnetic
system, which leads to an effective field given by
hzi,eff(Q, t) = h
z
i (Q, t) +
∑
j
[Kij(Q)− λ] Jzj (Q, t), (5)
where Jzi (Q, t) =
∑
r J
z
i (r, t) exp(iQ·r) is the Fourier trans-
form of the angular momentum of atom i in the primitive cell,
and Kij(Q) is the Fourier transform of the magnetic inter-
actions between atoms i and j. The long-ranged nature of
the magnetic dipolar interaction is handled using Ewald sum-
mation techniques.51 The reaction field λ is motivated by the
fact that a spin is not affected by the field due to its own ori-
entation, and will be determined below. For a system con-
taining N magnetic atoms in its primitive unit cell, the dy-
namical magnetic susceptibility is calculated by decomposing
Jzi (Q, t) into its N normal modes,
51
Jzi (Q, t) =
∑
µ
mµ(Q, t)Uiµ(Q), (6)
where mµ(Q, t) is the amplitude of the mode µ. An analo-
gous mode decomposition is performed for the applied field
hzi (Q, t). The eigenenergies λµ and eigenvector components
Uiµ are given at each Q as the solutions of
λµ(Q)Uiµ(Q) =
∑
j
Kij(Q)Ujµ(Q). (7)
From Eqs. (5)–(7), the susceptibility χµ = Jzµ/h
z
µ for each
mode is given by
χµ(Q, ω) =
χ0(ω)
1− χ0(ω)[λµ(Q)− λ] , (8)
which is identical to the RPA expression9 except for the ap-
pearance of λ. The noninteracting (single-ion) susceptibil-
ity is the sum of an inelastic contribution from nondegener-
ate states and a quasielastic Curie-law contribution law from
degenerate states,5
χ0 =
∑
ωij 6=0
|mij |2ωij(ni − nj)
ω2ij − ω2 − iωΓ
+ δω0
∑
ωij=0
|mij |2ni
T
(9)
= χin0 (ω) + δω0χ
el
0 , (10)
where ni = exp(−ωi/T )/
∑
j exp(−ωj/T ) is a thermal pop-
ulation factor, ωij = ωj − ωi is an energy difference between
states, and Γ is a small, positive relaxation rate. We obtain
χ0(ω) by exact diagonalization of the single-ion Hamiltonian
for Ho3Ga5O12 in the 16 × 16-dimensional space formed by
2I + 1 nuclear-spin states and two electronic-spin states; the
ωij and transition dipole matrix elements mij are derived in
Appendix A. The hyperfine interaction splits the two elec-
tronic singlets into a total of 8 doublets; this doublet degen-
eracy occurs because the nuclear spins (I = 7/2) possess
Kramers degeneracy. From Eqs. (8)–(10), the inelastic and
quasi-elastic contributions to the interacting susceptibility are
given by
χinµ (Q, ω) =
χin0 (ω)
1− χin0 (ω) [λµ(Q)− λ]
(11)
and
χelµ (Q) =
χel0
1− [χel0 + χin0 (0)] [λµ(Q)− λ] , (12)
respectively.
Following Ref. 39, the reaction field λ is determined by
enforcing the sum rule on the magnitude of the electronic an-
gular momentum,
1
NNq
∑
i,q
〈Jzi (q, 0)Jzi (−q, 0)〉 = m2, (13)
4where the sum is over wavevectors q in the first Brillouin
zone and spins i in the primitive cell, and m = 8 is the elec-
tronic angular momentum of the two-singlet ground state in
Ho3Ga5O12. We express this sum rule in terms of the dynam-
ical susceptibility by combining Eqs. (6) and (13) with the
fluctuation-dissipation theorem to obtain the self-consistency
equation39
m2 =
1
NNq
∑
µ,q
[
Tχelµ (q)
+
1
pi
∫ ∞
−∞
[n(ω) + 1]Im[χinµ (q, ω)]dω
]
, (14)
where n(ω) = [exp(ω/T )− 1]−1 is the Bose population fac-
tor. Eq. (14) is solved numerically for λ at each temperature.
C. Neutron-scattering intensity: general expression
The magnetic neutron-scattering intensity is given by
I(Q, ω) = C[gJf(|Q|)]2S(Q, ω), where f(|Q|) is the mag-
netic form factor,52 C = (γnr0/2)2 = 0.07265 barn is a con-
stant, and S(Q, ω) is the magnetic neutron-scattering function
given by
S(Q, ω) =
1
2piN
∑
i,j
∫ ∞
−∞
〈
J⊥i (−Q, 0) · J⊥j (Q, t)
〉
× exp [iQ · (rj − ri)− iωt] dt, (15)
where J⊥i = J
z
i z
⊥
i , with z
⊥
i = zˆi− (zˆi · Qˆ)Qˆ the component
of the local Ising axis perpendicular to Q.53 From Eqs. (5)–
(14), we obtain S(Q, ω) in the paramagnetic phase as the sum
of inelastic and quasi-elastic contributions,
Sin(Q, ω) =
n(ω) + 1
piN
∑
µ
∣∣F⊥µ (Q)∣∣2 Im[χinµ (Q, ω)] (16)
and
Sel(Q, ω) =
T
N
∑
µ
∣∣F⊥µ (Q)∣∣2 χelµ (Q)δ(ω), (17)
respectively, where the magnetic structure factor51
F⊥µ (Q) =
∑
i
z⊥i Uiµ(Q) exp(iQ · ri). (18)
We note that we consider only the electronic-spin contribu-
tion to the neutron-scattering intensity. There will also be a
small contribution from the nuclear spins, of relative magni-
tude ∼3b2inc/2C(gJJ)2 = 0.6% of the electronic-spin contri-
bution, where binc = −1.7 fm is the nuclear spin-incoherent
scattering length for 165Ho.54 These contributions could in
principle be separated using neutron polarization analysis.55
FIG. 2: (a) Inelastic neutron-scattering data and model calculations
for Ho3Ga5O12. Experimental data are reproduced from Ref. 25.
Data measured at 4 K, 0.6 K, and ∼0.05 K are shown in (a), (b), and
(c), respectively. Model calculations at 4 K, 0.6 K, and 0.35 K are
shown in (d), (e), and (f), respectively. The elastic peaks at (100)
and (200) are nuclear Bragg peaks.
III. RESULTS AND DISCUSSION
A. Magnetic excitation spectra: model vs. experiment
The previously-published experimental data (from Ref. 25)
are shown in Fig. 2(a)–(c). These data were measured us-
ing the DCS instrument at the NIST Center for Neutron
Research56 at three temperatures, 4 K, 0.6 K, and ∼0.05 K.
The following features are apparent. At 4 K, the magnetic
scattering consists of weakly dispersive inelastic modes cen-
tered at ω ∼ ∆. On cooling the sample to 0.6 K, two changes
occur: the inelastic modes become strongly dispersive with
partial softening evident at (110) and (330) reciprocal-space
positions, and an elastic diffuse contribution to the scattering
also develops. The single-crystal sample considered here un-
dergoes a transition to long-range magnetic order at TN ≈
0.3 K.25 At the base temperature of& 0.05 K, magnetic Bragg
peaks are visible at the (110) and (330) positions, and elastic
magnetic diffuse scattering also remains around these same
positions.
To model these observations, we performed calculations
of Eqs. (16)–(18). All our calculations were convoluted
with the instrumental resolution function, which was approxi-
mated as a Gaussian with a FWHM of 1.0 K. The experimen-
5tal data were not normalized on an absolute intensity scale,
and so were multiplied by an overall intensity scale factor
to match our calculations. Fig. 2(d)–(f) shows calculations
of the magnetic neutron-scattering intensity for the parame-
ter values ∆ = 7.4 K, D = 0.0183 K, and A = 0.039 K
given previously. The level of agreement with the experimen-
tal data is remarkable given that no fine-tuning of the model
parameters has been performed. We also considered the ef-
fect of including a nearest-neighbor exchange interactionKnn
between local z-components of the magnetic moments, but
found that this gave qualitatively worse agreement with the
data for |Knn| > 0.1D, indicating that the interactions of
Ho3Ga5O12 are dominated by D.
The approach to magnetic ordering of Ho3Ga5O12 is espe-
cially informative. The experimental data show that the in-
elastic soft mode does not soften completely; rather, its min-
imum energy transfer is approximately 4 K both above and
below TN. Accordingly, the magnetic ordering does not occur
via condensation of the soft mode; instead, the elastic diffuse
scattering becomes more intense and eventually sharpens into
Bragg peaks on cooling the sample. A possible explanation
for this behavior is as follows. In the theory discussed in Sec-
tion II, magnetic ordering occurs at the highest temperature
at which the paramagnetic susceptibility diverges. If the in-
elastic and elastic contributions to the susceptibility (Eqs. (11)
and (12), respectively) are both nonzero, the latter will diverge
at the higher temperature, because the term λµ(Q)−λ that in-
volves the magnetic interactions is enhanced by a larger factor
χel0 + χ
in
0 (0). Hyperfine interactions can generate a nonzero
elastic contribution to the susceptibility, and hence can drive
magnetic ordering in two-singlet materials where the elec-
tronic interactions alone would be too weak to do so.36–38 We
will show below that this is the case in Ho3Ga5O12.
B. Magnetic ground state
With a model in hand that explains the experimental
data, we now explore its properties. We consider first the
low-temperature state below TN. Experimentally, previous
powder neutron-diffraction measurements have shown that
Ho3Ga5O12 orders with magnetic propagation vector k =
(0, 0, 0).22,23 The magnetic structure determined by powder
neutron diffraction contains six sublattices such that the net
moment of the unit cell is zero, as shown in Fig. 1(c). The ir-
reducible representation is Γ2+ in Miller and Love’s notation,
and the magnetic space group is Ia3¯d′. This same magnetic
structure is reported in several other several other rare-earth
garnets, including Ho3MnxGa5−xO12,30, Tb3Ga5O12,22,23,35
and Er3Ga5O12.57
The predictions of our model correspond well with exper-
iment. First, we obtain the TN of our model as the tempera-
ture at which the paramagnetic χ(q, ω) diverges. Our calcu-
lated value of 0.31 K is in good agreement with experimental
TN ≈ 0.3 K for the single crystal studied here. Second, the
eigenvector component Uiµ(k) of the lowest-energy mode µ
determines the projection of spin i along its easy axis. The
magnetic structure calculated in this way is identical to the
one determined from powder neutron diffraction. Our analy-
sis is consistent with the stabilization of this structure by the
combination of long-ranged dipolar interactions and easy-axis
anisotropy.58
Our model disagrees with the experimental data in one
respect: it predicts a homogeneous magnetic order, which
implies that the elastic scattering would contain only mag-
netic Bragg peaks below TN. In contrast, the data show
both elastic diffuse scattering and magnetic Bragg peaks be-
low TN. The calculation shown in Fig. 2(f) was performed
just above TN, at a temperature of 0.35 K, and shows elas-
tic diffuse scattering at the (110) and (330) positions, indi-
cating the development of static short-range correlations that
correspond to finite-sized magnetic domains of the incipient
order. While the persistence of diffuse features below TN is
not explained by our theory, we note that the reported val-
ues of TN for Ho3Ga5O12 vary between 0.15 and 0.30 K, de-
pending on sample and/or measurement protocol.22,23,25 It is
therefore possible that small variations in stoichiometry could
reduce TN in regions of the crystal, in agreement with theo-
retical predictions.59 Such variations are chemically feasible
given that Gd3+/Ga3+ off-stoichiometry has been reported in
isostructural Gd3Ga5O12.60
C. Relative importance of CEF, frustration, and hyperfine
We now identify the reason for the suppression of TN in
Ho3Ga5O12. There are two basic scenarios—either TN is pri-
marily suppressed by geometrical frustration, or by crystal-
field effects—but the hyperfine coupling complicates the pic-
ture. To isolate the effects of the various terms in the Hamil-
tonian, we investigate two further models: one model that re-
moves the hyperfine coupling, and another that removes both
the hyperfine coupling and the two-singlet CEF splitting.
Model excluding hyperfine coupling (A = 0, ∆ = 7.4 K,
D = 0.0183 K). In the absence of hyperfine coupling, the
paramagnetic susceptibility for a two-singlet system is purely
inelastic, and Eq. (10) reduces to3,9
χ0(ω) =
2m2∆
∆2 − ω2 − iωΓ tanh
(
∆
2T
)
. (19)
The imaginary part of the interacting susceptibility is given by
Im[χµ(Q, ω)] =
∆2χ0(0)ωΓ
[ω2µ(Q)− ω2]2 + (ωΓ)2
, (20)
where the dispersion relation9,39
[ωµ(Q)]
2 = ∆2 {1− χ0(0)[λµ(Q)− λ]} . (21)
Making the assumption that the excitations describe delta-
functions in energy, the sum rule [Eq. (14)] reduces to
χ0(0)∆
2
2NNq
∑
µ,q
coth[ωµ(q)/2T ]
ωµ(q)
= m2. (22)
The results of Eqs. (21)–(22) were given in Ref. 39 forN = 1,
and are reproduced here for convenience.
6The calculated magnetic excitation spectra for A = 0 re-
semble those shown in Fig. 2(d)–(f), except that the elastic
contribution to the magnetic scattering becomes zero, as given
by Eq. (20). However, withA = 0, it is apparent from Eq. (21)
that magnetic ordering can only occur if the interactions are
sufficiently strong, so thatRc = (2m2/∆)max[λµ(Q)−λ] ≥
1 at T = 0. This is not the case for Ho3Ga5O12, in which
Rc = 0.71 at T = 0. Therefore, long-range magnetic or-
dering in Ho3Ga5O12 is enabled by the hyperfine interaction;
if this were absent, Ho3Ga5O12 would remain a correlated
paramagnet to zero temperature. Hyperfine-assisted mag-
netic ordering is uncommon, and its TN is relatively high in
Ho3Ga5O12 compared to other known examples61 because the
hyperfine coupling is strong and Rc is not too much smaller
than unity.
Model excluding hyperfine coupling and crystal-field split-
ting (A = 0, ∆ = 0, D = 0.0183 K): In the absence of
both hyperfine coupling and two-singlet splitting, the param-
agnetic susceptibility is (quasi-)elastic, and Eq. (10) reduces
to a Curie law,
χ0(ω) = δω0
m2
T
. (23)
The sum rule [Eq. (14)] reduces to
m2 =
T
NNq
∑
µ,q
χelµ (q). (24)
We find that this model undergoes a transition to long-range
magnetic order at a temperature of 1.74 K, which is compa-
rable to the strength of the dipolar interaction. This result
demonstrates that the suppression of magnetic ordering ob-
served in Ho3Ga5O12 is not a consequence of geometrical
frustration, as was suggested previously.25,30 Instead, it is a
consequence of single-ion quantum fluctuations induced by
the two-singlet crystal-field ground state. The reason why
Ho3Ga5O12 is not geometrically frustrated can be understood
by considering the dipolar interaction, Eq. (4). The bond-
dependence of this interaction is such that, for each Ho3+ ion,
Eq. (4) is positive for two of its nearest neighbors and negative
for the other two. The energy of the nearest-neighbor dipolar
interaction is hence minimized by the ordered magnetic struc-
ture shown in Fig. 1(c), in which each spin has two neighbors
parallel to their quantization axes and two neighbors antipar-
allel to them.
D. Comparison of reaction-field and RPA results
Finally, we compare results obtained using the reaction-
field approximation with the standard RPA. This is achieved
by setting the reaction-field parameter λ to zero in Eqs. (11)
and (12). Figs. 3(a) and 3(b) show calculations of the mag-
netic excitation spectra using the reaction-field approximation
and the standard RPA, respectively. Both calculations are per-
formed at T = 1 K. The RPA-only calculation overestimates
the bandwidth and degree of softening of the magnetic excita-
tions. Moreover, the magnetic ordering temperature of 0.66 K
FIG. 3: Calculations of the magnetic excitation spectrum of
Ho3Ga5O12 at T = 1.0 K using (a) the reaction-field approxima-
tion and (b) the RPA.
obtained from standard RPA is too large by a factor of two.
These results demonstrate that the reaction-field approxima-
tion represents a significant improvement over the standard
RPA, and therefore provides a straightforward alternative to
other extensions of mean-field theory.62,63 These favorable re-
sults are consistent with previous studies of the reaction-field
approximation for various models, including geometrically-
frustrated examples.39,50,64–67
IV. CONCLUSIONS AND OUTLOOK
Our modeling study of inelastic neutron-scattering data25
unambiguously determines the magnetic Hamiltonian of
Ho3Ga5O12 in terms of the CEF, dipolar interactions, and nu-
clear hyperfine coupling. We find that the suppression of long-
range magnetic ordering is due not to geometrical frustration,
as was suggested previously,25,30 but instead to the intrinsic
transverse field generated by its two-singlet CEF ground state.
The eventual magnetic ordering in Ho3Ga5O12 is driven by
the nuclear hyperfine coupling, in qualitative agreement with
early theoretical calculations.35 Our results raise the intriguing
possibility of tuning the value of ∆ by chemical substitutions
of Ga3+ for Al3+, Sc3+, or In3+.68 Moreover, the effect of
doping Ho3+-based garnets69 may allow theories of impurity
effects in two-singlet systems59 to be tested.
Our results benchmark theoretical predictions of the excita-
tion spectra of interacting two-singlet systems against modern
neutron scattering data. This comparison has been a long-
standing goal of condensed-matter physics, and has been pur-
sued in several systems, including PrX2Si2 (X = Fe, Ru),70,71
HoF3,72,73 LiTbxY1−xF4,74 as well as variants such as three-
singlet75 and singlet-triplet76,77 systems. Our results signifi-
cantly advance previous studies by modeling both the energies
and the intensities of the dispersive paramagnetic excitations
over a wide range of reciprocal space. It is especially inter-
esting to compare our results with inelastic neutron-scattering
experiments on the Ising doublet system LiHoF4 in an applied
transverse magnetic field.78 As the value of this applied field is
increased, mode softening is observed; however, this soften-
7ing remains partial and is arrested by the onset of long-range
magnetic order due to the nuclear hyperfine coupling.78 These
observations qualitatively resemble our results, demonstrat-
ing that the intrinsic transverse field generated by the CEF in
Ho3Ga5O12 has an equivalent effect to an externally-applied
transverse field in LiHoF4.
From a methodological perspective, we have shown that the
reaction-field approach39—which combines the RPA9 with
the total-moment sum rule—can accurately model magnetic
excitation spectra in systems where CEF levels and magnetic
interactions have similar energies. It represents a significant
improvement over the standard RPA while retaining its low
computational cost and general applicability. Because the
reaction-field approach has already been shown to yield ac-
curate results in frustrated systems in the absence of CEF
effects,66,67 we are optimistic that it will now prove useful for
topical frustrated systems in which CEF effects are important,
such as Pr3+-based pyrochlores,13,15,16 osmate pyrochlores,41
spin-chain SrHo2O4,42 spinel NiRh2O4,43 and tripod kagome
systems.44–47
Finally, our study demonstrates the essential role played
by hyperfine coupling in systems with singlet CEF ground
states.36,79 The hyperfine coupling has typically been ne-
glected in current models of spin-liquid candidates, but our re-
sults suggest that this assumption may often be invalid in non-
Kramers systems.15,41,47,80 In such materials, singlet ground
states are guaranteed if the point symmetry is sufficiently low;
however, even if this condition is not met and a doublet ground
state is expected, singlet ground states may nevertheless arise
from structural disorder15,80 or from perturbations associated
with the measurement probe.81 Although the hyperfine cou-
pling is largest for Ho3+ (I = 7/2), as considered here, we
anticipate that the effects will also be significant for Pr3+ frus-
trated magnets (I = 5/2),79 providing an important avenue
for future research on these interesting materials.13,15,16
Appendix A
The single-ion Hamiltonian projected in the space of two
singlet states can be written as
H = ∆
2
1⊗ σx +AmIz ⊗ σz (25)
where σα are 2× 2 unit Pauli matrices, Iα is the angular mo-
mentum operator of nuclear spin of dimension (2I+1)×(2I+
1), m = |〈0|Jz|1〉| is the matrix element between the two sin-
glet states, and A is the nuclear hyperfine coupling strength.
This Hamiltonian commutes with the Iz operator, so we can
work in the subspace with different eigenvalues Iz , where the
Hamiltonian is reduced to a 2× 2 matrix
H = hxσx + hzσz, (26)
where hx = ∆/2 is a transverse field and hz = AmIz is
a longitudinal field. It is straightforward to diagonalize the
Hamiltonian and obtain energies of the ground state and the
excited state,
Ei(I
z) = −(−1)i
√
(hx)2 + (hz)2 , i = 0, 1, (27)
and the transition matrix elements
| 〈Iz, 0|σz|Iz, 0〉 | = | 〈Iz, 1|σz|Iz, 1〉 | (28)
=
(hz)2
(hx)2 + (hz)2
, (29)
| 〈Iz, 0|σz|Iz, 1〉 | = | 〈Iz, 1|σz|Iz, 0〉 | (30)
=
(hx)2
(hx)2 + (hz)2
. (31)
There are no transitions among states with different Iz .
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