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We numerically study reservoir computing on a spin-torque oscillator (STO) array, describing
magnetization dynamics of the STO array by a nonlinear oscillator model. The STOs exhibit
synchronized oscillation due to coupling by magnetic dipolar fields. We show that the reservoir
computing can be performed by using the synchronized oscillation state. Its performance can be
improved by increasing the number of the STOs. The performance becomes the highest at the
boundary between the synchronized and disordered states. Using the STO array, we can achieve
higher performance than an echo-state network with similar number of units. This result indicates
that the STO array is promising for hardware implementation of reservoir computing.
I. INTRODUCTION
Reservoir computing [1–3], a framework of machine
learning, has attracted much attention for realizing a
high-performance real-time computing. The reservoir
computing utilizes complex dynamics of interacting non-
linear units. In the reservoir computing, only output
weights are learned in an external computer. This fea-
ture allows hardware implementations of the reservoir
computing, as well as reduction of computational costs
in learning process. The hardware implementations have
been proposed in several physical systems, such as analog
electronic circuits [4], optical systems [5, 6], quantum-
bit systems [7], and magnetic systems [8–10]. Although
these systems have shown good potentials for the reser-
voir computing, further improvements of computational
capacities, operation speed, hardware size, energy con-
sumption, and their balance have been required for prac-
tical applications.
Recently, the reservoir computing on spin-torque oscil-
lators (STOs) [11, 12] has been reported [13–15]. (Ap-
plications of the STOs to other types of computing
have also been proposed [16–22].) An STO is a non-
linear auto-oscillator with a power-dependent frequency
shift. The STO exhibits microwave oscillation induced
by a spin-polarized direct current via a spin-transfer
torque, yielding microwave magnetic and electromagnetic
fields. Compared with the above other systems, the
STOs have advantages of nanosecond-scale fast dynam-
ics, nanometer-scale size, and low energy consumption.
The microwave fields lead the STOs to interact with each
other in an array. Although the use of many interacting
STOs is expected to achieve higher performance due to
complex dynamics of many decrees of freedom, a single
STO has been assumed in the previous studies of the
STO reservoir computing [13–15].
In this paper, we investigate the reservoir computing
on the array of the STOs coupled by magnetic dipolar
fields, as shown in Fig. 1, where the couplings naturally
appear when the STOs are integrated closely with each
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FIG. 1. Schematic of a spin-torque oscillator (STO) array.
other. We perform numerical experiments of the reser-
voir computing utilizing a nonlinear oscillator model [12]
corresponding to the STO array. As a result, we show
that the reservoir computing can be performed in the
synchronized oscillation state and its performance can be
improved with the number of the STOs. The highest per-
formance is obtained at the boundary between the syn-
chronized and disordered states. The performance can
become higher than a standard neural network model
known as an echo-state network (ESN) [1, 2].
II. RESERVOIR COMPUTING ON STO ARRAY
A. Model of STO array
We align the STOs on a square lattice as shown in
Fig. 1. In this work, we assume that the STOs exhibit
out-of-plane precession [23]. These STOs emit large mi-
crowave dipolar fields [24] and output signals due to the
magnetoresistive effect [25, 26], which respectively lead
to strong couplings between the STOs and a high signal-
to-noise ratio at measurements. The oscillations of the
STOs synchronize with the same phase [27–29]. [We show
in Appendix A an example of such synchronized oscilla-
tions by a numerical simulation based on the Landau-
Lifshitz-Gilbert-Slonczewski (LLGS) equation [30].]
For the reservoir computing, we utilize dynamics of
oscillation powers and phases (or frequencies) of the
STOs [13–15]. To calculate these dynamics, we use the
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2corresponding nonlinear oscillator model [12, 31], which
can capture the essential features of the dynamics of the
STOs including the synchronization [32], irrespective of
detailed magnetization configuration of the STOs. The
nonlinear oscillator model can be derived from the LLGS
equation on certain assumptions. (See Appendix B for
details.) The powers and frequencies of the STOs usually
vary slowly compared with the oscillation itself [12, 24],
and fast oscillation components can be eliminated in the
nonlinear oscillator model. Thus this model allows us to
reduce computational costs for the simulation.
The nonlinear oscillator model for N STOs is written
as [12]
dci
dt
= −iδωi(pi)ci − Γi(pi)ci − i
N∑
j=1,j 6=i
Ωijcj , (1)
where t, ci, δωi(pi),Γi(pi), and Ωij (i = 1, 2, · · · , N) are
time, complex amplitudes representing slowly-varying
magnetization dynamics, nonlinear frequency shifts origi-
nating from magnetic anisotropy, effective damping rates
taking account of Gilbert damping and the spin-transfer
torque, and coupling strengths between the STOs yielded
by the dipolar fields, respectively. Here, a uniform high-
frequency oscillation factor has been eliminated (see Ap-
pendix B). δωi(pi) and Γi(pi) are supposed to depend on
a dimensionless oscillation power pi = |ci|2. Assuming
linear dependence of δωi(pi) and Γi(pi) on pi [12, 31], we
express
δωi(pi) = Nf (pi − pi0) , (2)
Γi(pi) =
Γp
pi0
(pi − pi0)− ξi(t), (3)
where pi0, Nf ,Γp, and ξi(t) are a stationary oscillation
power, a nonlinear frequency shift, a damping rate of
power [12], and a modulation by an input signal, respec-
tively, in a unit of frequency. δωi(pi) and Γi(pi) describe
properties of the single STO, and δωi(pi0) = Γi(pi0) = 0
at its stationary state for a constant current. We apply
the input signal to the current, which leads to modula-
tion of Γi(pi) via the spin-transfer torque. Equations (2)
and (3) can be regarded as linear approximations of
δωi(pi) and Γi(pi) for small deviations of pi from pi0.
In the array, the dipolar fields between the nearest-
neighbor STOs Ω and next-nearest-neighbor Ω/
√
8 are
taken into account, as the dipolar field is inversely pro-
portional to the cube of distance. Deferences in the STOs
are modeled by pi0 of a gaussian random variable with
mean of p0. In this work, the input signal is applied on
an STO at the corner of the array, STO1 shown in Fig. 1,
and thus only ξ1(t) is modulated and ξi(t) = 0 for i 6= 1.
Based on reported values [31, 33], we choose the follow-
ing values: p0 = 0.5, Nf/(2pi) = 0.1 GHz, Γp = 0.1 ns
−1,
|ξ1(t)| < 0.1 ns−1, and Ω = −0.1 ns−1, unless otherwise
stated. The value of Ω is estimated in Appendix B. The
standard deviation of pi0 is set to 0.01. The denominator
pi0 in Eq. (3) is approximated by p0. Equation (1) is nu-
merically integrated with an initial condition ci =
√
p0,
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FIG. 2. (a) Waveforms of input signal and real parts of ci of
9 STOs for sampling time Ts = 10 ns. (b) Oscillation powers
pi in the same condition. Measured values of pi are indicated
by symbols.
which is equivalent to all the magnetizations of STO free
layers in the same direction. This situation can be real-
ized in a strong uniform external field.
The reservoir computing utilizes dynamics in wave-
forms induced by the input signals. Figure 2 shows ex-
amples of waveforms of 9 STOs obtained by Eq. (1). The
waveforms after a sufficiently long time are shown. The
oscillation of Re ci in Fig. 2(a) is induced by the terms of
δωi(pi) and Ωij in Eq. (1). It can be seen that oscillation
phases nearly synchronize. Fluctuations of the oscilla-
tions are induced by the input signal. Since the input
signal is applied on STO1, the power of STO1 is directly
modulated by the input signal as in Fig. 2(b). The effects
of the input signal propagates to the other STOs. When
the input signal is a constant, the dynamics of the powers
damp in several tens of nanoseconds. The time scale of
the damping of the powers is determined by 1/Γp(= 10
ns). The waveforms of the STOs at symmetric positions
(see Fig. 1), (STO2 and 4), (STO3 and 7), and (STO6
and 8), almost overlap, but not completely, because of
the deviation of pi0.
B. Reservoir computing
Next, we explain the reservoir computing on the STO
array. We evaluate its performance by following the set-
ting used in Ref. [7]. The kth input signal sk is intro-
duced into the STO1 with a rate 1/Ts during the time
interval between Ts(k − 1) and Tsk. The powers are mea-
sured at the last edge of each interval, in order to fully
incorporate effects of the latest signal. The measured
values are denoted by xki = pi(Tsk). Output data are
yk =
∑N
i=0 xkiwi, where wi is the ith weight for the reser-
voir computing, and xk0 = 1 is introduced for treating a
3constant term. The weights are determined in a training
process by minimizing
∑
k(yk− y¯k)2, so that a target se-
ries y¯k is reproduced. Such wi are given by w = X
+y¯,
where X, w, and y¯ are a matrix or column vectors with
components xki, wi, and y¯k, respectively, and X
+ is the
Moore-Penrose pseudo-inverse matrix of X [7]. The dy-
namics of the STO array is calculated for the time of
5000Ts. The first 1000Ts is discarded, and the subsequent
3000Ts and the last 1000Ts are used for the training and
the evaluation, respectively.
We evaluate the performance by using short-term
memory (STM) and parity-check (PC) tasks [7, 10, 14].
[We also evaluate a nonlinear autoregressive moving av-
erage (NARMA) task [7, 34] and show the result in Ap-
pendix C.] For the STM and PC tasks, sk is a random
sequence of 0 and 1. We convert sk to ξ1(t) by a square
wave with value ξ1(t) = 0.1(2sk − 1) ns−1. By the STM
and PC tasks, capacities of memory and nonlinearity,
which are necessary for more general tasks, are evaluated.
The targets of these tasks are respectively y¯k = sk−τ and
y¯k = Q (
∑τ
l=0 sk−l), for τ = 0, 1, 2, · · ·. Parity function
Q(S) is 0 for even S and 1 for odd. The capacities are
measured by C =
∑τmax−1
τ=0 Cτ , where Cτ is the square of
the correlation coefficient of y¯k and yk called a τ -delay
capacity (0 ≤ Cτ ≤ 1). Here, τmax = 500. A larger Cτ
means higher performance, and Cτ becomes maximum
value 1 when y¯k = yk. The performances are evaluated
for 20 sets of (pi0, sk), and the average values of the per-
formances and standard deviations are calculated.
III. RESULTS AND DISCUSSION
A. Performance improvement with increasing N
Figures 3(a) and 3(b) show the STM and PC capaci-
ties as a function of the number of the STOs N and the
sampling time Ts. The STM capacity increases with N in
the range shown (N ≤ 400). The PC capacity saturates
at large N . Behaviors of the capacities at larger N are
discussed below. The capacities depend on Ts. The STM
capacity is larger for shorter Ts, because time necessary
for computing is shorter and the computing is finished
before effect of input signals decays. On the other hand,
the PC capacity is larger for longer Ts, because the longer
Ts allows larger variations of the powers such that nonlin-
ear effects appear. The STM and PC capacities saturate
for Ts <∼ 1 ns and Ts >∼ 100 ns, respectively.
The data in Figs. 3(a) and 3(b) are summarized in
Fig. 3(c). The capacities are distributed below the curve
on which the product of the STM and PC capacities is
a constant (of 85), implying a trade-off relation between
the STM and PC capacities. This kind of relation has
been reported as the memory-nonlinearity trade-off [35].
The largest values of the STM and PC capacities ob-
tained here are 46.4 at N = 400 and Ts = 2 ns, and 6.4
at N = 196 and Ts = 50 ns, respectively. These values
are larger than the values by the ESN with 500 units
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FIG. 3. (a) Short-term memory (STM) and (b) parity-check
(PC) capacities as a function of number of STOs N and sam-
pling time Ts. Ts are indicated by common symbols (colors)
for (a)-(c). (c) STM capacity in (a) vs PC capacity in (b).
reported in Ref. [7], which are about 17.6 and 6.0, re-
spectively. Remarkably, the largest value of the STM
capacity here is larger than twice the value of the ESN.
Figure 4 shows the capacities at each τ (the τ -delay
capacities) for N = 400. The capacities decrease from
1 to 0 with increasing τ for Ts ≥ 10 ns = 1/Γp. The
capacities for Ts < 1/Γp are small compared with 1 even
at small τ , owing to transient dynamics induced by the
input signals. The STM capacities for Ts ≤ 2 ns show
finite values at large τ , indicating that the effects of the
input signals remain.
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B. Performance enhancement near transition
Finally, we investigate the coupling dependence of the
STM and PC capacities, and find that the capacities
strongly depend on the coupling strength. Figures 5(a)
and 5(b) show the STM and PC capacities as a function
of the coupling strength |Ω| and N for Ts = 5 ns. The
largest capacities appear around |Ω| = 0.14 ns−1.
To clarify the reason for these dependences of the ca-
pacities, we examine oscillation states of the STO ar-
ray under the corresponding conditions. The oscillation
states are characterized by an order parameter ρ [36, 37]
and an average power p¯,
ρ =
1
N
∣∣∣∣∣
N∑
i=1
ci
|ci|
∣∣∣∣∣ , (4)
p¯ =
1
N
N∑
i=1
|ci|2, (5)
which are shown in Figs. 5(c) and 5(d), respectively. The
order parameter ρ characterizes uniformity of the oscilla-
tion phase, and becomes the largest value 1 when all the
STOs are perfectly synchronized.
Figure 5(c) shows that ρ is nearly 1 in most region,
indicating that all ci have nearly the same phases and
thus the oscillations are synchronized. ρ decreases as N
increased for the same |Ω|. The region where the STM
and PC capacities are finite in Figs. 5(a) and 5(b) are
included in the region where ρ is rather large (ρ >∼ 0.5)
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FIG. 5. (a) STM and (b) PC capacities, and (c) order pa-
rameter ρ and (d) average power p¯ as a function of N and
coupling strength |Ω| for Ts = 5 ns. Arrows indicate N of
which data are plotted in Fig. 6. The order parameter and
the average power are averaged in the same way as the STM
and PC tasks.
in Fig. 5(c).
To see more clearly the relation between the perfor-
mance and the oscillation state, we plot the capacities
and the order parameter as a function of |Ω| in Fig. 6,
where N = 400, 784, and 1600. As shown in Figs. 6(a)
and 6(b), with increasing |Ω| the STM and PC capac-
ities almost monotonically increase for |Ω| <∼ 0.15 ns−1
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and then suddenly decrease. As shown in Fig. 6(c), the
order parameter ρ also exhibits similar behavior, which
indicates a transition from the synchronized oscillation
state to a disordered state around |Ω| = 0.15 ns−1 (see
below for details). From the results of Figs. 5 and 6, we
conclude that the reservoir computing can be performed
in the synchronized oscillation state of the STO array and
the performance is the highest near the transition to the
disordered state, which is consistent with the reported
behavior that the capacities of reservoir computing can
be enhanced at the edge of this kind of transition [3, 4].
The dependence of the oscillation state on the coupling
strength observed in Fig. 6(c) can be understood as fol-
lows. The explanation is divided for small and large |Ω|.
For small |Ω|, the power is almost constant p¯ ' p0 = 0.5
as seen in Fig. 5(d), and thus the phase freedom is im-
portant. Then, the model of Eq. (1) can be reduced to a
2-dimensional Kuramoto model with a short-range inter-
action [12, 36, 37]. On this Kuramoto model, it has been
known that stronger couplings lead to more ordered syn-
chronization while a larger number of oscillators cause
more disordered oscillation state [29, 38]. These results
on the Kuramoto model can explain the dependence of ρ
on |Ω| and N for |Ω| <∼ 0.15 ns−1 in Fig. 6(c), where ρ in-
creases with |Ω| and decreases with N . For large |Ω|, on
the other hand, the average power deviates from p0 = 0.5
as seen in Fig. 5(d), and thus nonlinear effects of δωi(pi)
and Γi(pi) in Eq. (1) can appear. In this situation, it has
been known that the power degree of freedom causes dis-
ordered unsteady states including chaotic states [37, 39].
In these states the synchronization is suppressed, which
corresponds to low ρ for |Ω| >∼ 0.15 ns−1 in Fig. 6(c). The
disordered unsteady states [37, 39] can also explain the
large standard deviations observed for the same region in
Fig. 6(c), which indicates that the oscillation states are
sensitive to the small changes in the conditions. Between
the synchronized state and the disordered state for small
and large |Ω| respectively, the transition occurs, causing
sharp change in ρ.
The decrease of ρ with increasing N is due to the short-
range interaction between the STOs. By designing the
STOs in the array to couple through long-range inter-
action, e.g. by using a common electrode [20], ρ can be
finite for large N [36, 37], allowing the synchronization
of large number of STOs.
IV. SUMMARY AND OUTLOOK
We have investigated the reservoir computing on the
STO array coupled by the dipolar fields. The numerical
experiments of the reservoir computing are performed by
using the corresponding nonlinear oscillator model, which
exhibits the synchronized oscillation. As a result, we
have shown that the performance of the reservoir com-
puting is improved by increasing the number of the STOs
in the synchronized oscillation state. The values of the
STM and PC capacities for N ≤ 400 can be larger than
those of the ESN for 500 units. In particular, the maxi-
mum STM capacity is larger than twice that of ESN. The
largest capacities are obtained at the boundary between
the synchronized and disordered states. We believe that
the results will be explained by the enhancement of the
capacities at the edge of chaos. The present results in-
dicate that the STO array is promising for the hardware
implementation of the reservoir computing. The perfor-
mance can be further improved by introducing methods
in the reservoir computing not included here, such as
time multiplexing. In this paper, the effects of thermal
fluctuations [33], which are large in nanometer-sized mag-
netizations, are not included. This issue is left for future
work.
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Appendix A: Synchronization of STOs in LLGS
equation
We show an example of magnetization dynamics of
STOs by solving the LLGS equation. The LLGS equa-
tion for the magnetizations of STO free layers mi (i =
1, 2, · · · , N) normalized by the saturation magnetization
Ms is given by
∂mi
∂t
= −γmi ×Heffi + αmi ×
∂mi
∂t
+ T Si , (A1)
where N , t, γ, and α are the number of the STOs, time,
gyromagnetic ratio, and Gilbert damping, respectively.
Heffi and T
S
i = σIimi × (mi × ep) are an effective field
and spin-torque term with efficiency σ, current Ii, and
unit vector in the direction of the spin polarization of
the current ep, respectively.
In the example, we choose a typical STO with in-
plane magnetized free and fixed layers having rectangu-
lar shape. Small (502 × 10 nm3) and thus uniform mi is
assumed. A perpendicular field Hz is applied, yielding
the out-of-plane precession (OPP) for large Ii [23]. The
STOs are aligned on a square lattice, and all the mag-
netizations mi are coupled by the dipolar fields [40, 41].
Ii and the initial directions of mi are randomized. Fig-
ure 7 shows an example of waveforms. Owing to the ran-
domness, the waveforms are initially disordered. After
several oscillation periods, the oscillations are synchro-
nized. This state is obtained for other initial conditions,
indicating the robustness of the synchronized state. Syn-
chronization of vortex STOs coupled by the dipolar fields
has been reported [27–29].
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FIG. 7. Waveforms of mix of free layers of 9 STOs obtained
by the LLGS equation. Ms = 1.6 kemu/cm
3, α = 0.02, and
Hz = 9 kOe. Owing to Hz, ep = (cos 5
◦, 0, sin 5◦) is assumed.
Neighboring STOs are separated by 50 nm. Mean and stan-
dard deviation of Ii are 20 mA and 0.2 mA, respectively. Ini-
tial directions of mi are randomized in the plane of miz = 0.
Appendix B: From LLGS equation to nonlinear
oscillator model
Here, we show the correspondence between the LLGS
equation and the nonlinear oscillator model. In the OPP,
the x and y components of mi are mainly oscillating and
we introduce complex amplitudes c˜i = mix − imiy. From
Eq. (A1), the equation of motion of c˜i is
dc˜i
dt
= −iγHeffiz c˜i + iγmiz
(
Heffix − iHeffiy
)− Γic˜i, (B1)
where the term including Heffi is exactly transformed
while the damping and spin-torque terms are represented
by using an effective damping rate Γi. Here, we as-
sume uniform magnetizations in each STO. In the OPP,
Heffiz mainly determines the precession axis and frequency
ω˜i = γH
eff
iz . Besides, H
eff
ix − iHeffiy is due to the dipolar
fields from the other STOs. Although the prefactor in-
cludes miz, the prefactor depends little on c˜i, because
miz is almost constant for the OPP. The term including
Heffix − iHeffiy reduces to the coupling term as follows. We
approximate for simplicity the free layer magnetization
with volume V by a point magnetic moment µ = MsVm.
The dipolar field at the place r = (x, y, z) from this mo-
ment at the origin is given by
H =
µ0
4pi
[
3
(µ · r) r
r5
− µ
r3
]
, (B2)
with the permeability of vacuum µ0. Then,
Hx − iHy = µ0MsV
8pir5
(B3)
× [(x2 + y2 − 2z2) c˜+ 3(x− iy)2c˜∗ + 6(x− iy)zmz] .
On the same plane r = (x, y, 0),
Hx − iHy = µ0MsV
8pir3
[
c˜+ 3
(x− iy)2
r2
c˜∗
]
. (B4)
Thus Eq. (B1) is written as
dc˜i
dt
= −iω˜ic˜i − i
N∑
j=1,j 6=i
(
Ωij c˜j + Ξij c˜
∗
j
)− Γic˜i, (B5)
with Ωij = −γmizµ0MsV/
(
8pi|ri − rj |3
)
and Ξij =
−3γmizµ0MsV [xi − xj − i (yi − yj)]2 /
(
8pi|ri − rj |5
)
.
Here ri represents the place of the STO i.
We assume that the STOs generate with a common
frequency ω when isolated in steady state, and that the
variation of the frequencies is caused by the nonlinear fre-
quency shifts δωi. Thus, the oscillation frequencies are
represented by ω˜i = ω + δωi. Then, the uniform oscilla-
tion with the frequency ω is decoupled by c˜i = cie
−iωt
as
dci
dt
= −iδωici − i
∑
j
(
Ωijcj + Ξijc
∗
je
2iωt
)− Γici. (B6)
Note that an oscillating factor with the frequency 2ω ap-
pears in the coefficient of c∗j . This term does not affect
7the dynamics of ci when ci varies slowly, as shown in the
following. We assume that the time scale of the change
of ci is much longer than the oscillation period 2pi/ω and
ci can be approximated by constant during 2pi/ω. Then,
by averaging Eq. (B6) for time pi/ω, the term includ-
ing c∗j vanishes owning to the factor e
2iωt, and hence the
nonlinear oscillator model
dci
dt
= −iδωici − Γici − i
N∑
j=1,j 6=i
Ωijcj , (B7)
is obtained. This averaging is equivalent to using a vari-
able
c¯i(t) =
ω
pi
∫ pi/ω
0
dt′ci(t+ t′). (B8)
The numerical order of |Ωij | is estimated as follows.
In the typical case of m2iz = 0.5, Ms = 1.6 kemu/cm
3,
and V = 502 × 10 nm3, |Ωij | is 0.031 ns−1 and 0.25 ns−1
for the center-to-center distance of 200 nm and 100 nm,
respectively, indicating that |Ωij | is of the order of 0.01
ns−1 to 0.1 ns−1.
Appendix C: NARMA task
Here, we show the performance in the NARMA task,
where series defined by nonlinear recurrence relations are
emulated, and ability to predict nonlinear time-series is
measured. We perform a NARMA task defined by the
following equation: yk+1 = 0.4yk+0.4ykyk−1+0.6s3k+0.1
for sk of uniform random numbers in (0, 0.2), which is
called NARMA2 task [7, 34]. We convert sk to ξ1(t) by a
square wave with value ξ1(t) = sk − 0.1 ns−1. The per-
formances are quantified by a normalized mean-squared
error  =
[∑
k (y¯k − yk)2
]
/
(∑
k y¯
2
k
)
, which is smaller
when y¯k and yk are closer, indicating higher performance.
The results of the NARMA2 task are shown in Fig. 8.
The error for Ts = 20 ns decrease with N by 3 orders,
and the value of the error is comparable to previous stud-
ies [7].
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FIG. 8. Normalized mean-squared errors  in NARMA2 task
as a function of N and Ts.
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