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ABSTRACT
We demonstrate a new method to constrain gravity on the largest cosmological scales
by combining measurements of cosmic microwave background (CMB) lensing and the
galaxy velocity field. EG is a statistic, constructed from a gravitational lensing tracer
and a measure of velocities such as redshift-space distortions (RSD), that can dis-
criminate between gravity models while being independent of clustering bias and σ8.
While traditionally, the lensing field for EG has been probed through galaxy lensing,
CMB lensing has been proposed as a more robust tracer of the lensing field for EG
at higher redshifts while avoiding intrinsic alignments. We perform the largest-scale
measurement of EG ever, up to 150 Mpc/h, by cross-correlating the Planck CMB
lensing map with the Sloan Digital Sky Survey III (SDSS-III) CMASS galaxy sample
and combining this with our measurement of the CMASS auto-power spectrum and
the RSD parameter β. We report EG(z = 0.57) = 0.243 ± 0.060 (stat) ± 0.013 (sys),
a measurement in tension with the general relativity (GR) prediction at a level of
2.6σ. Note that our EG measurement deviates from GR only at scales greater than 80
Mpc/h, scales which have not been probed by previous EG tests. Upcoming surveys,
which will provide an order-of-magnitude reduction in statistical errors, can signif-
icantly constrain alternative gravity models when combined with better control of
systematics.
Key words: cosmology: theory, cosmology: observations – gravitation – gravitational
lensing: weak – large scale structure of the universe – cosmic microwave background
1 INTRODUCTION
Since cosmic acceleration was first discovered (Riess et al.
1998; Perlmutter et al. 1999), there have been many inves-
tigations seeking to determine its cause. The cosmological
constant, a form of dark energy (Peebles & Ratra 2003) that
exhibits a negative pressure p = −ρ, can explain the cos-
mic acceleration and is consistent with measurements of the
cosmic microwave background (CMB) (Bennett et al. 2013;
Planck Collaboration et al. 2015a,b) and large-scale struc-
ture (LSS) (Anderson et al. 2014). However, if gravity were
weaker than predicted by general relativity (GR) on cos-
mological scales, then this could also cause the cosmic ex-
pansion to accelerate. This concept, called modified grav-
ity, cannot be distinguished from dark energy by measuring
the cosmic expansion, i.e. through supernova (Sullivan et al.
2011) or baryon acoustic oscillations (Anderson et al. 2014),
alone, requiring a measurement of the growth of structure,
e.g. through redshift-space distortions (RSD) (Kaiser 1987;
Hamilton 1998; Beutler et al. 2012; Samushia et al. 2014;
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Alam et al. 2015b, 2016), to break this degeneracy. Several
upcoming observatories hope to test general relativity on
cosmological length scales using these methods.
EG (Zhang et al. 2007) is a statistic that probes grav-
ity by measuring the ratio between curvature and velocity
perturbations using measurements of gravitational lensing,
galaxy clustering, and growth of structure. This quantity is
a member of a general class of parametrized deviations from
GR [e.g. see Hojjati et al. (2011), Di Valentino et al. (2016),
and references therein]. EG is related to the Poisson field
equation which is modified between various gravity models,
breaking the degeneracy and model dependence in current
cosmological probes of gravity and dark energy. It is also
independent of clustering bias on linear scales; thus unlike
probes of gravity using measurements of structure growth
directly, the clustering bias does not have to be modeled or
marginalized in EG measurements. The lensing signal within
EG has traditionally been probed with galaxy-galaxy lens-
ing (Mandelbaum et al. 2013), or lensing of galaxies by fore-
ground galaxies. In Reyes et al. (2010), EG was measured at
z = 0.32 over scales 10–50 Mpc/h to be 0.39±0.06. Recently,
a measurement of EG from galaxy lensing was performed us-
c© 2016 The Authors
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ing several datasets (Blake et al. 2016), finding, over scales
10–50 Mpc/h, to be 0.48±0.10 at z = 0.32 and 0.30±0.07 at
z = 0.57. All these measurements are consistent within 1σ
with predicted GR values. In other work, constraints for fu-
ture galaxy lensing surveys were forecasted (Leonard et al.
2015).
It has recently been proposed (Pullen et al.
2015) to measure EG using galaxy-CMB lensing
(Planck Collaboration et al. 2015c), a more robust lensing
tracer that can probe EG at earlier times and larger
scales than is currently possible with galaxy lensing.
In addition, measuring EG using CMB lensing has ad-
vantages over galaxy-galaxy lensing. Source galaxies in
galaxy-galaxy lensing are usually assigned photometric
redshifts with non-negligible uncertainties and can only
be lensed by foreground galaxies at low redshifts. For
CMB lensing, the source redshift, z = 1100 is well known
and extremely high relative to galaxies (z ∼ 1), allow-
ing probes of EG at much higher redshifts. Also, the
intrinsic distribution of CMB photons is nearly Gaussian
(Planck Collaboration et al. 2015d) and is not affected
by complex astrophysical effects, such as intrinsic align-
ments in galaxy lensing. It was shown in Pullen et al.
(2015) that Advanced ACTPol (Henderson et al. 2016),
an upcoming CMB survey, combined with a spectro-
scopic galaxy survey, e.g. the Dark Energy Spectroscopic
Instrument (DESI) (Levi et al. 2013), would measure
EG at 2% precision, or < 1% precision with a photo-
metric survey, e.g. the Large Synoptic Survey Telescope
(LSST) (LSST Science Collaboration et al. 2009). Recently,
Giannantonio et al. (2016) proposed a bias-independent
statistic DG, an alternative to EG that does not include
growth information. This work was also able to measure DG
using the Planck CMB lensing map and the Dark Energy
Survey (DES) (The Dark Energy Survey Collaboration
2005) with photometric redshifts. However, unlike EG, DG
cannot be directly related to modified gravity models.
In this analysis, we measure EG by combining
measurements of the CMB lensing convergence map
(Planck Collaboration et al. 2015c) from the latest Planck
data release (Planck Collaboration et al. 2015e) with the
galaxy distribution from the CMASS galaxy sample
(Anderson et al. 2014) from the Sloan Digital Sky Survey
(SDSS) III (Eisenstein et al. 2011). We also test for var-
ious systematic effects in both the CMASS galaxy map
and the Planck CMB lensing convergence map. We find
EG(z = 0.57) = 0.243 ± 0.060 (stat) ± 0.013 (sys), which
is in tension with the expected ΛCDM value of EG(z =
0.57|GR) = 0.402 ± 0.012. This tension appears at scales
greater than 80 Mpc/h, scales which have not been probed
by previous EG measurements. By probing gravity over the
scales 23–150 Mpc/h, this is the largest-scale measurement
of EG ever performed, and only next-generation surveys,
e.g. Euclid (Laureijs et al. 2011), will be able to probe these
scales with EG using galaxy lensing.
The plan of our paper is as follows: in Section 2 we re-
view the expression for EG and how we estimate it, and we
describe the Planck and CMASS data products we use in
Section 3. In Section 4 we describe how our angular power
spectrum models are constructed. We describe our estima-
tors for the angular power spectra and β in Section 5, and we
present our results in Section 6 and estimates of systematic
errors in Section 7. We conclude in Section 8.
2 EG FORMALISM
Here we present a brief review of the expression for EG and
how it is measured. For a more comprehensive presentation,
see Zhang et al. (2007) and Pullen et al. (2015).
The quantity EG is given by the expression (in Fourier
space)
EG(k) =
c2k2(φ− ψ)
3H20 (1 + z)θ(k)
, (1)
assuming a flat universe described by a Friedmann-
Robertson-Walker (FRW) metric, where H0 is Hubble’s con-
stant, θ(k) is the perturbation in the divergence of the veloc-
ity field, and ψ and φ are the time and space perturbations in
the FRW metric. On linear scales, θ(k) = f(z)δ(k), where δ
is the matter field perturbation, and f(z) is the logarithmic
rate of structure growth, also known as the growth rate.
By assuming GR, non-relativistic matter species, and no
anisotropic stress, it can be shown using the Poisson equa-
tion from GR that Eq. 1 simplifies to
EG =
Ωm,0
f(z)
, (2)
where Ωm,0 is the relative matter density today and f(z) ≃
[Ωm(z)]
0.55 is the growth rate for GR. Note that EG for
ΛCDM with GR is scale-independent. For modified gravity
theories, the expressions for EG(z) and f(z) can be altered,
producing values for EG that are distinct from GR and pos-
sibly scale-dependent.
EG can be estimated as
EG(ℓ) = Γ
Cκgℓ
βCggℓ
, (3)
where Γ is a prefactor depending on Hubble parameter
H(z), the CMB lensing kernel W (z), and the galaxy red-
shift distribution fg(z) (see Eq. 15), C
κg
ℓ is the CMB lens-
ing convergence-galaxy angular cross-power spectrum, Cggℓ
is the galaxy angular auto-power spectrum, and β is the red-
shift space distortion parameter. In the linear perturbation
regime, β = f/bg where f is the growth rate and bg is the
clustering bias of galaxies relative to matter perturbations.
Note that κ is the lensing convergence, which is a line-of-
sight integral of ∇2(ψ−φ) over the lensing kernel. As in pre-
vious measurements using galaxy-galaxy lensing, EG mea-
sured using CMB lensing is independent of clustering bias
and the amplitude of matter perturbations parametrized by
σ8, eliminating the need for measurements of (or marginal-
izing over) bg and σ8 as in other gravity probes.
3 DATA
3.1 Cosmic Microwave Background Lensing Map
The cosmic microwave background (CMB) lens-
ing map was provided by the Planck Collaboration
(Planck Collaboration et al. 2015e). The Planck satellite
observed the intensity and polarization fields of the cosmic
background radiation (CBR) over the whole sky. The CBR
MNRAS 000, 1–12 (2016)
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was measured between August 2009 and August 2013 using
an array of 74 detectors consisting of two instruments.
The Low-Frequency Instrument (LFI) (Bersanelli et al.
2010; Mennella et al. 2011) consists of pseudo-correlation
radiometers and contains 3 channels with frequencies 30,
40 and 70 GHz. The High-Frequency Instrument (HFI)
(Lamarre et al. 2010; Planck HFI Core Team et al. 2011)
consists of bolometers and contains 6 channels with frequen-
cies 100, 143, 217, 353, 545, and 857 GHz. These maps were
combined and foreground-cleaned using the SMICA code
(Planck Collaboration et al. 2015f) to produce temperature
and E and B polarization maps of the CMB with HEALPix
(Go´rski et al. 2005) pixelization with Nside = 2048 over
approximately 70% of the sky. The temperature and
polarization maps over all available frequencies are com-
bined to reconstruct the minimum-variance CMB lensing
field (Planck Collaboration et al. 2015c); however, most
of the lensing information comes from the 143 GHz and
217 GHz maps. These channels have Gaussian beams
with full-width-at-half-maxima (FWHMs) of 7’ and 5’,
respectively, and temperature (polarization) noise levels
of 30 µK-arcmin (60 µK-arcmin) and 40 µK-arcmin (95
µK-arcmin), respectively. The lensing map was checked for
systematic effects from the Galaxy, point sources, dust,
and instrumental noise bias (Planck Collaboration et al.
2015c), which were found to be mostly sub-dominant to the
statistical errors.
3.2 Galaxy Survey Maps
We use the CMASS spectroscopic sample from the
Sloan Digital Sky Survey (SDSS) III (Eisenstein et al.
2011) Baryon Oscillations Spectroscopic Survey
(BOSS) (Dawson et al. 2013) Data Release 11 (DR11)
(Anderson et al. 2014; Alam et al. 2015a), which was
publicly released with the final BOSS data set. SDSS-III,
like SDSS I and II (York et al. 2000), consists of a 2.5
m telescope (Gunn et al. 2006) with a five-filter (ugriz)
(Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010)
imaging camera (Gunn et al. 1998), designed to image over
one-third of the sky. Automated pipelines are responsible
for astrometric calibration (Pier et al. 2003), photometric
reduction (Lupton et al. 2001), and photometric calibration
(Padmanabhan et al. 2008). Bright galaxies, luminous red
galaxies (LRGs), and quasars are selected for follow-up
spectroscopy (Strauss et al. 2002; Eisenstein et al. 2001;
Richards et al. 2002; Blanton et al. 2003; Smee et al. 2013).
The data used in this survey were acquired between August
1998 and May 2013.
CMASS (Anderson et al. 2014) (z = 0.43−0.7) consists
of 690,826 galaxies over an area of 8498 deg2, has a mean
redshift of 0.57, and is designed to be stellar-mass-limited
at z > 0.45. Each spectroscopic sector, or region covered
by a unique set of spectroscopic tiles (Aihara et al. 2011),
was required to have an overall completeness (the fraction
of spectroscopic targets that were observed) over 70% and a
redshift completeness (the fraction of observed galaxies with
good spectra) over 80%. We use these galaxies to construct
an overdensity map δi = (ni−n¯)/n¯, where i denotes the pixel
on the sky. ni =
∑
j∈pixel i
wj , where wj is the systematic
weight (Anderson et al. 2014) of galaxy j. The map is given
a HEALPix pixelization with Nside = 1024. Note that we
do not weigh the pixels by their observed area because the
HEALPix pixels are much smaller than the observed sectors
for which the completeness is computed, and we did not
want to introduce extra power due to possible errors in the
completeness on small scales. We also confirm (see Section
7) that including pixel weights have only a small effect on
the final result.
4 ANGULAR POWER SPECTRA
4.1 Theory
We model the theoretical galaxy-CMB lensing convergence
angular cross-power spectrum and the galaxy clustering an-
gular auto-power spectrum using standard methods. We as-
sume ΛCDM with parameters consistent with Planck 2013
(Planck Collaboration et al. 2014a) and BOSS Data Release
11 (Anderson et al. 2014). We use these models to estimate
statistical errors from mocks and systematic corrections to
EG (see Section 5). However, our measurement of EG along
with errors from jackknife resampling, which we use in our
final result, does not use our power spectrum models and is
independent of ΛCDM. In addition, the corrections we de-
termine from these models are well within statistical error
bars.
Using the Limber approximation for small scales (ℓ &
10) and assuming the ΛCDM model, the galaxy-CMB lens-
ing convergence angular cross-power spectrum can be writ-
ten as
Cκgℓ =
3H20Ωm,0
2c2
∫ z2
z1
dzW (z)fg(z)χ
−2(z)(1 + z)
×Pmg
[
ℓ
χ(z)
, z
]
, (4)
where fg(z) is the galaxy redshift distribution, W (z) =
χ(1−χ(z)/χCMB) is the CMB lensing kernel, χ(z) (χCMB) is
the comoving distance out to redshift z (the CMB surface-
of-last-scattering redshift zCMB = 1100), and Pmg(k, z) is
the matter-galaxy 3D cross-power spectrum as a function
of z and wavenumber k (Hirata et al. 2004). The cosmo-
logical parameters present are the Hubble parameter today
H0 and the current matter density parameter Ωm,0. The
galaxy redshift distribution for CMASS is shown in Fig. 1 of
Anderson et al. (2014). The galaxy clustering angular auto-
power spectrum can be written as
Cggℓ =
∫ z2
z1
dz
H(z)
c
f2g (z)χ
−2(z)Pgg
[
ℓ
χ(z)
, z
]
, (5)
where H(z) is the Hubble parameter at redshift z and
Pgg(k, z) is the galaxy 3D auto-power spectrum.
4.2 Mock Galaxy Catalogues from N-body
Simulations
We compute the power spectra Pmg(k, z) and Pgg(k, z) us-
ing N-body simulations in order to model both nonlinear-
ities and the occupation of halos with galaxies. The N-
body simulation runs using the TreePM method (Bagla
2002; White et al. 2002; Reid et al. 2014). We use 10 real-
izations of this simulation based on the ΛCDM model with
MNRAS 000, 1–12 (2016)
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Ωm = 0.292 and h = 0.69. Although these parameters dif-
fer from those from the joint Planck/BOSS analysis, this
should not affect the results because P (k) is not so sen-
sitive to the cosmic parameters relative to Cℓ. These sim-
ulations are in a periodic box of side length 1380h−1Mpc
and 20483 particles. A friend-of-friend halo catalogue was
constructed at an effective redshift of z = 0.55. This is ap-
propriate for our measurement since the galaxy sample used
has effective redshift of 0.57. We use a Halo Occupation
Distribution (HOD) (Peacock & Smith 2000; Seljak 2000;
Benson et al. 2000; White et al. 2001; Berlind & Weinberg
2002; Cooray & Sheth 2002) to relate the observed clus-
tering of galaxies with halos measured in the N-body
simulation. We have used the HOD model proposed in
Beutler et al. (2014) to populate the halo catalogue with
galaxies.
〈Ncen〉M =
1
2
[
1 + erf
(
logM−logMmin
σlogM
)]
〈Nsat〉M = 〈Ncen〉M
(
M
Msat
)α
exp
(
−Mcut
M
)
, (6)
where 〈Ncen〉M is the average number of central galaxies for
a given halo mass M and 〈Nsat〉M is the average number of
satellites galaxies. We use the HOD parameter set (Mmin =
9.319 × 1013M⊙/h,Msat = 6.729 × 10
13M⊙/h, σlogM =
0.2, α = 1.1,Mcut = 4.749 × 10
13M⊙/h) from Beutler et al.
(2014). We have populated central galaxies at the center of
our halo. The satellite galaxies are populated with radius
(distance from central galaxy) distributed as per the NFW
profile out to r200 and the direction is chosen randomly with
a uniform distribution.
5 ESTIMATORS
We estimate Cκgℓ and C
gg
ℓ along with errors using the Planck
CMB lensing map and CMASS galaxy map. We estimate
both angular power spectra in 11 flat band-powers that com-
prise the range 62 ≤ ℓ ≤ 400, with each band containing the
minimum-variance estimate of the power spectrum over that
band. Note that this angular scale range is equivalent to the
range 23 Mpc/h < R⊥ < 150 Mpc/h, where R⊥ = 2πχ(z)/ℓ
is the linear scale on the sky corresponding to the angular
scale ℓ at redshift z. We do not use angular scales ℓ > 400
(R⊥ < 23 Mpc/h) because the CMB lensing convergence
at these scales is likely to be contaminated by Gaussian
and point-source bias corrections in the lensing estimator
(Planck Collaboration et al. 2014b). We do not use angular
scales ℓ < 62 (R⊥ > 150 Mpc/h) because measurements by
the BOSS collaboration of Pgg(k) at larger scales were shown
to be inconsistent between the north and south Galactic caps
(Ross et al. 2012), suggesting the larger-scale measurement
could be plagued by systematics.
We estimate Cκgℓ using a pseudo-Cℓ estimator of the
form (Lewis et al. 2011; Planck Collaboration et al. 2014b)
Cˆκgℓ =
1
(2ℓ+ 1)fκgsky
ℓ∑
m=−ℓ
gℓmκ
∗
ℓm , (7)
where fκgsky is the sky fraction common to the galaxy catalog
and the CMB lensing convergence map, κℓm is the spherical
harmonic transform of the CMB lensing convergence field,
and gℓm is the spherical harmonic transform of the galaxy
overdensity field. The error in Cˆκgℓ is estimated as
σ2(Cˆκgℓ ) =
1
(2ℓ+ 1)fκgsky
[
(Cˆκgℓ )
2 + Dˆκκℓ Dˆ
gg
ℓ
]
, (8)
where Dˆκκℓ and Dˆ
gg
ℓ are estimators of the κ and galaxy angu-
lar auto-power spectra with statistical noise included, given
by
Dˆκκℓ =
1
(2ℓ+ 1)fκsky
ℓ∑
m=−ℓ
|κℓm|
2 , (9)
and
Dˆggℓ =
1
(2ℓ+ 1)fgsky
ℓ∑
m=−ℓ
|gℓm|
2 , (10)
where fκsky and f
g
sky are the sky fractions for the CMB lensing
convergence map and galaxy catalog, respectively. We can
then use Cˆκgℓ and σ(Cˆ
κg
ℓ ) to bin the angular cross-power
spectrum. Note since the lensing field is not Gaussian, least-
squares estimates of Cκgℓ will be slightly biased, but not
significantly compared to our measurement errors.
We estimate Cggℓ using a quadratic minimum-variance
estimator, a method which has been used in previous esti-
mates (Tegmark 1997; Padmanabhan et al. 2003; Ho et al.
2008). Note we do not estimate Cκgℓ using this method be-
cause the required covariance matrix for the CMB lensing
convergence is not well-defined. We estimate Cggℓ in the same
11 ℓ-bins used for Cκgℓ . We construct a parameter vector p
that contains all the band-powers for Cggℓ , whose minimum-
variance estimator is given by pˆ = F−1q, where
Fij =
1
2
tr
[
C,i C
−1
C,j C
−1
]
, (11)
and
qi =
1
2
x
T
C
−1
C,iC
−1
x , (12)
are the Fisher matrix and quadratic estimator vector, re-
spectively, x is the galaxy overdensity map, C =
〈
xxT
〉
is the covariance matrix, and C,i= ∂C/∂pi. Note that x
and C are given in pixel space. The iterative and stochas-
tic methods used for matrix inversion and trace estimation
are described in Hirata et al. (2004); Padmanabhan et al.
(2007).
The measurement of the redshift space distortions
(RSD) parameter β is one of the key requirements to
measure EG. We estimate β by fitting the monopole and
quadruple moments of the galaxy auto-correlation function.
We use the Landy-Szalay estimator (Landy & Szalay 1993)
to compute a two-dimensional galaxy auto-correlation. We
project the galaxy auto-correlation onto the Legendre ba-
sis in order to obtain the monopole and quadrupole mo-
ments. We fit the monopole and quadrupole moments of
the correlation function using Convolution Lagrangian Per-
turbation Theory (CLPT) and the Gaussian Streaming
Model (GSM) (Carlson et al. 2013; Wang et al. 2014). We
measure fσ8 and bσ8 using scales between 30 h
−1Mpc to
126 h−1Mpc following Alam et al. (2015b), where f is the
logarithmic derivative of the growth factor and b is lin-
ear galaxy bias. We tested our RSD model against var-
ious systematics and mocks as described in Alam et al.
(2015b). We run a Markov Chain Monte Carlo(MCMC)
MNRAS 000, 1–12 (2016)
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Figure 1. An equatorial map of the CMASS survey divided into
37 regions used for jackknife resampling.
to fit for the galaxy auto-correlation function using COS-
MOMC (Lewis & Bridle 2002). We obtain the likelihood of
RSD parameter β for each jackknife region by taking the
ratio of the measured growth rate and bias β = f/b. The
mean β from each jackknife region is then combined to get
the final measurement of β. Although we do not use scales
126 < R⊥ < 150 Mpc/h in our β measurement, the informa-
tion in these scales is relatively low due to cosmic variance,
and we expect β to not be significantly different at these
scales. We do not fit β at scales R⊥ < 30 Mpc/h as we do
not have mocks that can validate the theory model (GSM)
at these scales.
5.1 Error Estimates
We use two methods to determine the errors in Cˆκgℓ , Cˆ
gg
ℓ ,
and βˆ, namely jackknife resampling and mocks. Jackknife
resampling includes systematics effects naturally; however,
the jackknife regions we use, which are all more than 250
Mpc/h, may introduce errors in the covariance matrix at the
largest scales we sample. Thus, we also perform a separate
error analysis using CMASS mock galaxy catalogs with sim-
ulated lensing convergence maps as a check at large scales.
For the first method, we perform jackknife resampling of
37 equal-weight regions of the CMASS survey area, where
weight is defined as the effective observed area calculated
using the number of random galaxies in CMASS random
galaxy maps. Note that this is not necessarily given by the
sky area. We plot the 37 regions in Fig. 1. Each jackknife
region is at least 250 Mpc/h on a side, total weights for
regions in the CMASS north galactic cap differ from the
CMASS south galactic cap by less than 2%, and the total
weights of each jackknife region differ within a galactic cap
by less than 0.8% (less than 0.1% for most regions). We
use jackknife resampling to compute expectation values for
Cˆκgℓ , Cˆ
gg
ℓ , and βˆ, as well as EˆG(ℓ) and the covariance matrix
Cov(EG) for EG(ℓ).
The second method computes Cˆκgℓ , Cˆ
gg
ℓ , βˆ, and EˆG(ℓ)
using the full Planck and CMASS surveys, and the covari-
ances for all four quantities are determined using simula-
tions and mocks. For the CMB lensing field, we simulate
100 convergence maps, in which each map is a Gaussian
field with the correct signal and noise power spectra and
mask provided by Planck. For the galaxies, we use 100
CMASS mock catalogs (Manera et al. 2013). The halo oc-
cupation density used to construct these mocks, presented
in Manera et al. (2013), was significantly updated recently
(Beutler et al. 2014). This is reflected in that Cggℓ for the
mocks from Manera et al. (2013) are significantly lower than
the data on small scales, the data which was fitted to deter-
mine the HOD in Beutler et al. (2014). We remedy this by
rescaling Cggℓ for all the mocks equally such that the average
Cggℓ of the mocks matches C
gg
ℓ from the data. Also, the lens-
ing simulations were not constructed to be correlated with
the mocks, but we do not expect this to be important be-
cause the CMB lensing-galaxy correlation should only con-
tribute 1-2% of the errors in Cκgℓ . Also, since the galaxy
mocks are not correlated with the κ simulations, there is no
need to rescale Cκgℓ .
Assuming the GR case where EG is independent of ℓ,
we construct a likelihood function given by
L(EG) ∝ exp

−12
∑
ℓ,ℓ′
[EˆG(ℓ)− EG][Cov(EG)]
−1
ℓ,ℓ′ [EˆG(ℓ
′)−EG]

 , (13)
from which we determine the maximum likelihood value for
EG along with statistical errors. In order to correct the bias
to [Cov]−1 due to using a finite number of jackknives/mocks,
we multiply [Cov]−1 by (1−D), in which
D =
nb + 1
ns − 1
, (14)
where nb is the number of bins for which we estimate the co-
variance matrix, and ns is the number of samples (Percival
2013; Joachimi & Taylor 2014). Thus, D = 7/36 for the
jackknives and D = 7/99 for the simulations/mocks, al-
though we acknowledge that the scaling for the jackknives
could be inaccurate at larger scales due to the size of the
jackknife regions. However, this does not appear to make
the jackknife results much different from that of the simula-
tions/mocks.
5.2 Systematic Corrections to EG
Our estimator for EG in Eq. 3 is not unbiased due to scale-
dependent clustering bias as well as a mismatch between the
CMB lensing kernel and the redshift distribution of CMASS
galaxies. We apply systematic corrections to our EG esti-
mator to debias our result, which we outline in this sub-
section. These correction factors are similar in purpose to
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those applied to the first EG estimate in Reyes et al. (2010),
although their kernel and effective redshift corrections are
combined in our the kernel mismatch correction.
We derive Γ in Eq. 3 by relating Cκgℓ and C
gg
ℓ in Eqs. 4
and 5 and then setting Γ such that the expectation value of
the resulting expression for EG is consistent with Eq. 1. It
can be shown that by removing the appropriate functions
from the integrands which are slowly varying compared to
f2g (z), the correct expression for Γ is
Γ =
2c
3H0
[
E(z)fg(z)
W (z)(1 + z)
]
, (15)
where E(z) = H(z)/H0. The approximations required to
produce this expression are not perfect, causing EG mea-
sured using Eq. 3 to slightly deviate from the true value of
EG. We correct this systematic effect by multiplying Γ by
CΓ, given by
CΓ(ℓ) =
W (z)(1 + z)
2fg(z)
[
c
H(z)
]
Cmgℓ
Qmgℓ
, (16)
where Qmgℓ and C
mg
ℓ are defined as
Qmgℓ ≡
1
2
∫ z2
z1
dzW (z)fg(z)χ
−2(z)(1 + z)
×Pmg
[
ℓ
χ(z)
, z
]
, (17)
and
Cmgℓ ≡
∫ z2
z1
dz
H(z)
c
f2g (z)χ
−2(z)Pmg
[
ℓ
χ(z)
, z
]
. (18)
Another systematic correction concerns the clustering
bias. Specifically, while β is computed using the linear bias,
the angular power spectra are computed over a range of
scales, including small, non-linear scales where the cluster-
ing bias is scale-dependent. This causes the clustering bias
factors in EG to not fully cancel. This systematic effect is
corrected by multiplying EG by Cb, where
Cb(ℓ) =
Cggℓ
blinC
mg
ℓ
. (19)
We plot these corrections to EG in Fig. 2 for the same
11 ℓ-bins used to compute EG in section 5. We see that
the Γ correction is approximately 6% from unity with ±1%
variation, while the bias correction is only 1% from unity
with little variation. The errors are due to the fluctuations
in the 10 N-body simulations used to calculate the power
spectra. The size of CΓ is due to the kernels of Q
mg
ℓ and
Cmgℓ peaking at different redshifts, and the wiggles are due
to baryonic acoustic oscillations. Note that we did not in-
clude uncertainties in cosmological parameters into the er-
rors. By combining the errors for these corrections over the
scale range, we estimate a systematic error of 1.2%.
We test our corrections by computing EG(ℓ), both with
and without corrections, based on the N-body simulations
and comparing them with the fiducial value. In Fig. 3, we
see that the result matches well with the fiducial value. It is
possible that the modeling of the clustering in the N-body
simulations and the HOD could affect the corrections, par-
ticularly Cb. Incorrect modeling of the redshift distribution
could also affect the corrections, particularly CΓ. The sta-
tistical error on our final EG estimate is large enough such
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R⊥ (Mpc/h)
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0.94
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ℓ
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Cb
Figure 2. Correction factors applied to EG due to Γ (solid) and
bias (dashed). These correction factors were determined from N-
body simulations.
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E
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EG[GR theory]
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Gamma Only
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Figure 3. Test of EG correction factors CΓ and Cb on N-body
simulations (green crosses) compared to the fiducial value of EG
(solid). We also show EG without corrections (red crosses) and
with only the Γ correction (cyan crosses) or the scale-dependent
bias correction (magenta crosses).
that this should not be an issue, but this could affect up-
coming EG measurements that are more precise, requiring
more precise modeling of the corrections using simulations.
6 RESULTS
We show in Fig. 4 the angular power spectra for galaxy-
CMB lensing, Cκgℓ , and galaxy clustering, C
gg
ℓ , which we es-
timate from the Planck CMB lensing map and the CMASS
galaxy number density maps using jackknife resampling. It
is evident that the measured Cggℓ is consistent with the the-
oretical prediction from ΛCDM combined with the HOD
model. However, the measured Cκgℓ is a bit lower at large
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scales than the theoretical prediction. Specifically, we find
a cross-correlation amplitude of A = 0.754 ± 0.097, which
is low but consistent with the value reported in Kuntz
(2015), A = 0.85+0.15−0.16 , for Planck cross-correlated with
the CFHTLens1 galaxy sample. Note that this low value
of A is also inconsistent with values of A > 1 favored
by the Planck CMB temperature and polarization maps
alone (Planck Collaboration et al. 2015a,g). We also per-
form jackknife resampling for the RSD parameter, finding
β = 0.368± 0.046. The full results for β, including the like-
lihood and the measurements of bσ8 and fσ8, are shown in
Fig. 5.
We considered whether the deficit in Cκgℓ at large scales
could be due to a systematic effect introduced in the latest
lensing map. Recent work has suggested there may be ten-
sion between the Planck CMB lensing maps from 2013 and
2015 (Omori & Holder 2015; Liu & Hill 2015; Kuntz 2015).
In particular, the galaxy cross-correlation with the Planck
2015 CMB lensing map appears to measure a smaller clus-
tering bias than the 2013 map, suggesting that the 2013
CMB lensing map may have produced a cross-correlation
more consistent with our Cκgℓ model on these scales. We
test this by taking the difference map between the Planck
2015 and 2013 CMB lensing maps and cross-correlating
with the CMASS map, the Planck 545 GHz map (dust-
dominated), and the Sunyaev-Zeldovich (SZ) Compton-y
map (Planck Collaboration et al. 2015h). In all three cases
(see Figs. 6-8) we find the cross-correlations are consistent
with zero, suggesting that the Planck 2015 and 2013 CMB
lensing maps are equivalent, and that any contamination
must be common to both maps. It is possible that Cκgℓ
could be correlated with the scanning direction, and that
lensing convergence maps for separate surveys with differ-
ent scanning strategies could reveal a discrepancy. Testing
this would require constructing lensing convergence maps
for partial surveys, which we leave for future work.
Previous work has also shown (Giannantonio et al.
2016) that the large-scale Cκgℓ deficit is also present in
the cross-correlation between the Dark Energy Survey
(The Dark Energy Survey Collaboration 2005) Science Ver-
ification galaxy sample and the South Pole Telescope CMB
lensing map (Story et al. 2015), which suggests the source of
this deficit is not unique to the Planck CMB maps. Thus, it
appears that the source of this deficit may very well be astro-
physical or cosmological. The deficit could be caused by ther-
mal SZ contamination, in that the SZ increases the variance
in the CMB map, which the lensing estimator interprets as
an “anti-lens.” Unfortunately, thermal SZ was not removed
from the Planck SMICA maps (Planck Collaboration et al.
2015f). Recent work (van Engelen et al. 2014) showed that
the CMB lensing-galaxy cross-correlation could be biased
due to contamination from thermal SZ and the cosmic in-
frared background (CIB), though the predicted magnitudes
of the biases (∼ 4− 6%) are too small to explain the deficit.
Also, the lack of evidence for contamination could be due to
a lack of power spectrum sensitivity instead of a lack of con-
tamination. Of course, a combination of causes could also
explain the discrepancy. In addition, other analyses have
claimed an excess (A > 1) galaxy-CMB lensing correlation
1 http://cfhtlens.org
[t!]
Figure 4. Observed angular power spectra (crosses) for galaxy-
CMB lensing (top) and galaxy clustering (bottom) with 1σ errors
using the CMASS galaxy sample and the Planck CMB lensing
map. In both panels, we show ℓ on the lower horizontal axis and
R⊥, the corresponding linear scale projected onto the sky, on the
upper horizontal axis. The errors were derived using jackknife re-
sampling of 37 equally weighted regions in the CMASS survey.
Our galaxy angular power spectrum measurement is consistent
with theoretical models (solid lines) derived from N-body simu-
lations, while our galaxy-CMB lensing angular cross-power spec-
trum is low yet consistent with other measurements, e.g. Kuntz
(2015). We discuss possible causes for this deficit in Sec. 6.
(Bianchini et al. 2015b,a) in contradiction to the deficit seen
in the previously mentioned claims. More research is needed
to determine the nature of this deficit; however, we consider
this beyond the scope of our investigation and leave this for
future work.
The power spectra, Cκgℓ and C
gg
ℓ , and β are combined
using Eq. 3 to compute EG(ℓ) within 11 ℓ-bins comprising
the angular modes ℓ = 62 − 400 (23 < R⊥ < 150 Mpc/h),
which we present in Fig. 9. Note that we probe scales
much larger than the previous measurements using galaxy
lensing (Reyes et al. 2010; Blake et al. 2016). The range in
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Figure 5. The top plot shows the likelihood of β and the bottom
plot shows our constraint in the bσ8 − fσ8 plane. The black lines
are the likelihood obtained for individual jackknife regions and
the red lines are our likelihood obtained by combining the mean
of individual jackknife region. These plots also shows that our
jackknife sampling is unbiased in estimating the parameters.
ℓ was chosen to avoid observational systematic effects on
large scales (Ho et al. 2012; Ross et al. 2012, 2014) and lens-
ing noise bias on small scales (Planck Collaboration et al.
2014b). The low values of EG are attributable to the deficit
in Cκgℓ , while EG in the first ℓ-bin is even lower due to
its excess Cggℓ . The covariance matrix for EG(ℓ) over the
11 ℓ-bins was computed using jackknife resampling. Taking
the average of EG(ℓ) over ℓ, while accounting for the co-
variance matrix, we find EG = 0.243 ± 0.060 (1σ). This is
a measurement with 25% statistical errors, over two times
larger than forecasts (Pullen et al. 2015) mainly due to the
low expectation value we find relative to GR and correla-
tions between EG estimates at different angular scales, pos-
sibly due to systematic foregrounds. Repeating the EG es-
timation using the full CMB lensing and galaxy maps with
an EG covariance matrix produced from the CMASS mock
galaxy catalogues (Manera et al. 2013) and Gaussian sim-
ulations of the lensing convergence field gives us a similar
result EG = 0.269±0.047, which is consistent with the result
Figure 6. Observed angular cross-power spectrum (crosses) with
1σ errors between the CMASS galaxy sample and the difference
map between the Planck 2013 (DR1) and 2015 (DR2) CMB lens-
ing maps. We show ℓ on the lower horizontal axis and R⊥, the
corresponding linear scale projected onto the sky, on the upper
horizontal axis. The angular cross-power spectrum measurements
is consistent with a null result (solid line).
Figure 7. Observed angular cross-power spectrum (crosses) with
1σ errors between the Planck 545 GHz map (dust-dominated)
and the difference map between the Planck 2013 (DR1) and 2015
(DR2) CMB lensing maps. The format is similar to Fig. 6. The
angular cross-power spectrum measurements is consistent with a
null result (solid line).
from jackknife resampling. Since the results using jackknife
resampling have larger errors than those using mocks, we
choose the more conservative jackknife results as our main
GR constraint.
The general relativistic prediction for EG is given
by Ωm,0/f(z) = 0.402 ± 0.012 at redshift z =
0.57, based on estimates of the cosmological parameters
(Planck Collaboration et al. 2014a) by the Planck satellite
and the BOSS measurements of the baryon acoustic oscilla-
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Figure 8. Observed angular cross-power spectrum (crosses) with
1σ errors between the Planck SZ y map and the difference map
between the Planck 2013 (DR1) and 2015 (DR2) CMB lensing
maps. The format is similar to Fig. 6. The angular cross-power
spectrum measurements is consistent with a null result (solid
line).
Figure 9. EG measurements with 1σ errors using the CMASS
galaxy sample and the Planck CMB lensing map. The horizontal
axes are described in the caption for Fig. 4. We show estimates
using jackknife resampling of the full sample [green crosses; see
Fig. 4] and estimates using the full sample with errors computed
from 100 CMASS mock galaxy catalogues and Gaussian simula-
tions of the lensing convergence field (red crosses). The blue re-
gion shows the GR prediction EG = 0.402± 0.012 with the error
determined from the likelihood from Planck and BOSS measure-
ments. Averaging the EG values from jackknife resampling over
all scales, we find EG = 0.243±0.060 (1σ), a 2.6σ deviation from
GR.
tions (BAO) scale. There is tension between the value from
general relativity and our measurement, on the order of 2.6σ.
We test GR at scales three times as large as those probed
in the previous EG measurements using galaxy-galaxy lens-
ing (Reyes et al. 2010; Blake et al. 2016), and it is at these
larger scales that this deviation appears. Specifically, our
averaged EG measurement deviates from the GR value by
more than 1σ when scales greater than 80 Mpc/h (ℓ < 150)
are included. However, there are still unanswered questions
regarding the nature of the deficit in Cκgℓ . Thus, we do not
claim significant evidence for a departure from general rela-
tivity.
In Pullen et al. (2015), the authors derive EG for f(R)
gravity (Carroll et al. 2004), which is given by
EfRG (k, z) =
1
1−B0as−1/6
Ωm,0
f fR(k, z)
, (20)
where B0 (Song et al. 2007; Bertschinger & Zukin 2008) is a
free parameter which is related to the Compton wavelength
of an extra scalar degree of freedom and is proportional to
the curvature of f(R) today, s=4 for models that follow
ΛCDM, and f fR(k, z) is the f(R) growth rate, which is scale-
dependent (Hojjati et al. 2011). Current measurements limit
B0 < 1.36×10
−5 (1σ) (Xu 2015; Bel et al. 2015; Alam et al.
2016). f(R) gravity would be indistinguishable by eye from
the GR curve in Fig. 9, suggesting that we cannot con-
strain it further using our measurement. The relative con-
straining power of the RSD measurement alone (Alam et al.
2016) compared to our measurement is partially due to the
use of 6 LSS surveys in the growth rate analysis as com-
pared to our use of one survey in our EG analysis. In ad-
dition, most of our constraining power is degraded because
of the relatively low signal-to-noise ratio of the lensing mea-
surement. Future CMB surveys such as Advanced ACTPol
(Henderson et al. 2016) or possibly the Primordial Inflation
Explorer (PIXIE) (Kogut et al. 2011) with high sensitivities
and angular resolution combined with upcoming large-area
galaxy surveys with high number densities and moderate
redshift precision, along with better control of systematics,
should be much more competitive with growth rate mea-
surements without the clustering-bias degeneracy that the
growth rate exhibits (Pullen et al. 2015). These upcoming
EG measurements should also be capable of differentiating
between GR and other gravity models.
7 CMB LENSING AND GALAXY
SYSTEMATICS
We consider contamination from dust emission and point
sources, which could correlate with both the CMB lens-
ing map and our galaxy sample, thus biasing Cκgℓ . Specifi-
cally, for both the CMB lensing map and our galaxy sam-
ple we construct 6 cross-correlations, one with a dust map
and 5 with point-source maps from Planck, using a pseudo-
Cℓ estimator similar to Eqs. 7 and 8. To trace dust emis-
sion, we use the Schlegel et al. (1998) galactic extinction
map using infrared emission data from the Infrared As-
tronomy Satellite (IRAS) and the Diffuse Infrared Back-
ground Experiment (DIRBE). Three point-source overden-
sity maps are constructed from the Planck Catalog of Com-
pact Sources (Planck Collaboration et al. 2014c) at frequen-
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cies 100, 143, and 217 GHz. We also consider the Planck SZ
Catalog (Planck Collaboration et al. 2015i) of sources de-
tected through the SZ effect (Sunyaev & Zeldovich 1980),
as well as the Planck Catalog of Galactic Cold Clumps
(Planck Collaboration et al. 2015j).
We use the cross-correlations to estimate the bias to
Cκgℓ due to each systematic effect. Assuming the formalism
in Ross et al. (2011) and Ho et al. (2012), where the total
measured perturbation in κ or the galaxies is a linear com-
bination of the true perturbation and templates for the sys-
tematics, it has been shown (Giannantonio et al. 2016) that
the bias and error for one systematic is given by
∆Cκgℓ,i =
CκMiℓ C
gMi
ℓ
CMiMiℓ
σ2
(
∆Cκgℓ,i
)
=
(
∆Cκgℓ,i
)2 [(σ(CκMiℓ )
CκMiℓ
)2
+
(
σ(CgMiℓ )
CgMiℓ
)2]
,(21)
where i denotes one of the 6 dust/point source maps we con-
sider and CMiMiℓ is the auto-correlation for the systematic
map Mi. This formalism can be easily extended to find the
total bias including all the systematics; however, we do not
attempt this because the error on the bias becomes com-
parable to the magnitude of Cκgℓ . In Fig. 10 we plot ∆C
κg
ℓ,i
for each systematic. We find that most of the bias measure-
ments are less than 1σ error from a null result, even more
than expected from a normal distribution. In addition, all
biases are less than 2σ error from the null result. Therefore,
we do not report from this calculation any evidence for sig-
nificant bias due to any of the tested systematic templates
in our Cκgℓ measurement.
We then consider the bias from each systematic as an
estimate of the bias for Cκgℓ , and we estimate the systematic
error due to these contaminants by calculating the spread
of the biases at each angular scale, which are then added in
quadrature to estimate the full systematic error. We define
the spread in bias values as the average absolute value of
∆Cκgℓ,i , weighted by 1/σ
2
(
∆Cκgℓ,i
)
. This procedure gives an
estimate of 2.7% for the systematic error.
Redshift space distortions can also systemati-
cally reduce EG by introducing an extra correlation
(Padmanabhan et al. 2007) in the galaxy angular power
spectrum on large scales. We find a 1.4% effect based on
the largest angular scale we use (ℓ = 62). At smaller scales
this effect’s magnitude decreases, and we estimate that the
effect on EG marginalized over scale is approximately 0.7%
of EG.
We test the effects of the systematic weights for the
galaxy sample by estimating EG (see section 5) with various
weights turned off. We also estimate EG with pixels weighted
by observed area. Note that for the systematic weights, the
shift in EG includes shifts in C
κg
ℓ , C
gg
ℓ , and β, while for the
pixel weighting we do not include a shift in β because it is
fitted from a 3D correlation function in which the complete-
ness is already included. In the results shown in Fig. 11,
we see that removing weights does not change our result by
more than 1σ. We also see that weighting the pixels by the
observed area (or completeness) would not shift the results
significantly either.
We also consider the galaxy weights (see section 7) as
a source of systematic error. The scatter in EG among all
Figure 10. The estimated bias to Cκg
ℓ
due to each systematic
template with 1σ error bars. The panel for dust is labeled “E(B-
V)”, compact sources are labeled “Comp Sources” with a given
frequency, and the last two panels are for SZ and Cold Clumps.
It appears that the biases from compact sources and SZ are sig-
nificantly deviant from null at some scales, but overall our Cκg
ℓ
measurement does not appear to be biased from these systematic
templates.
Figure 11. The observed EG results from mock/simulations us-
ing systematic weights [blue crosses; see Fig. 9] along with mark-
ers denoting the EG estimates with various systematic weights
turned off, as well as an EG with pixel mask weighting turned
on. Most of these scenarios do not shift the EG measurement sig-
nificantly. Removing stellar and seeing weightings does shift the
measurement, but not when all weights are removed.
the combinations of weights we consider implies a system-
atic error that is ∼ 11% of EG. However, this includes
the two EG values assuming only close pair weights and
only redshift failure weights, which appear to be systemat-
ically higher than the other EG values. It has been shown
(Anderson et al. 2014) that stellar and seeing weights are
necessary to produce unbiased estimates of the power spec-
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trum, thus we will not consider the two systematically high
EG values in our error estimate. Under this assumption,
the systematic error due to galaxy weights is approximately
4.5% of EG. Note that this estimate properly combines the
individual systematic errors in the angular power spectra
and β into an error for EG. This error is much greater than
all the other sources of error, including from systematic cor-
rections to EG, C
κg
ℓ bias, and the RSD bias in C
gg
ℓ ; adding
all the effects together in quadrature, we find a full sys-
tematic error estimate of 5.4%, which is much less than the
statistical errors in EG.
8 CONCLUSIONS
EG is a bias-independent probe of gravity on large cos-
mological scales, and we provide the first measurement of
this quantity using CMB lensing. We construct our mea-
surement using data from the Planck CMB lensing map
and the CMASS galaxy sample. By using the CMB to
trace the gravitational lensing field, ours is the largest-
scale measurement of EG attempted. While our measure-
ment was not precise enough to confirm or rule out al-
ternatives to GR, such as f(R) gravity, our measure-
ment serves as a “first step” towards much more pre-
cise measurements of EG from upcoming galaxy surveys,
such as the Dark Energy Spectroscopic Instrument (DESI)
(Levi et al. 2013), the Large Synoptic Survey Telescope
(LSST) (LSST Science Collaboration et al. 2009), and Eu-
clid (Laureijs et al. 2011) combined with next-generation
CMB surveys such as Advanced ACTPol (Henderson et al.
2016).
A major forthcoming challenge will be mitigating sys-
tematics in upcoming measurements. The statistical errors
in our measurements were much larger than our systematic
errors, but this will not be the case with percent-level statis-
tical errors from upcoming surveys. Specifically, foregrounds
like stellar contamination for galaxies and point sources will
have to be better identified and controlled in future EG mea-
surements. One thing to note, however, is that EG is partic-
ularly robust to systematics in the CMB map in that those
same systematics would also have to contaminate the galaxy
map in order to bias EG.
Finally, this work should spur future work in new probes
of EG. For example, intensity mapping (Visbal & Loeb
2010) of 21-cm line emission will produce low-angular-
resolution maps of large-scale structure (LSS). Since EG
probes gravity on large scales, high angular resolution is
not necessary, allowing intensity mapping to replace the
galaxy map in the EG estimator with advantages of high
redshift precision and high LSS sampling. In addition, it
has been predicted (Pourtsidou et al. 2015) that the Square
Kilometer Array2 could measure the galaxy-lensing cross-
correlation from intensity mapping with high precision and
at multiple source redshifts. Thus, measurements of EG us-
ing intensity mapping could serve as the supreme modified
gravity probe.
2 www.skatelescope.org
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