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Abstract
Study of the equilibrium compositions of complex chemically reacting systems by means
of experimental measurements and thermodynamic modeling tools is of great interest and
importance in chemistry, biology, and chemical engineering. Systems involving ionic species
(especially aqueous electrolyte systems) are of particular significance and have long been
studied using these approaches, but their modeling by means of molecular-based method-
ology is in its relative infancy. Carbon capture and storage (CCS) technology using post–
combustion CO2 capture (PCC) by reactive absorption with aqueous alkanolamine solvents
is currently considered to be one of the most mature technologies to reduce greenhouse gas
emissions by CO2 capture from point sources. The discovery of more economically effec-
tive solvents is crucial to encourage its future deployment. Such systems usually involve
a mixture of electrolyte species coexisting in an aqueous solution, an important aspect of
which is their simultaneous chemical and phase equilibrium properties.
In this thesis, we develop a general predictive (requiring no experimental data) and com-
putationally efficient molecular-based simulation framework for calculating these proper-
ties. The framework is based on an exact translation of molecular simulation methodology
to the standard-state quantities of a conventional macroscopic electrolyte solution thermo-
dynamic model. Its most important properties are the reaction equilibrium constants, pK,
formed by linear combinations of the species standard–state chemical potentials, µ†i (T, P ).
We calculate these quantities by a combination of ab initio electronic structure calculations
using high–level composite methods in the gas phase and alchemical solvation free energy
simulations using the General Amber Force Field (GAFF) employing thermodynamic in-
tegration in the solution phase. The resulting nonlinear equations of the thermodynamic
model are then solved to predict the speciation and the CO2 partial pressure, PCO2 in
equilibrium with the solution. We also calculate the temperature dependence of the re-
action pK values, allowing us to obtain the reaction standard heat values. Furthermore,
the methodology also permits the calculation of species with very small solution concen-
trations, far exceeding the capability of existing experimental methodologies. Overall, we
report results for 77 alkanolamines of interest to the PCC process.
We initially demonstrate the application of our framework to the reactive absorption of
CO2 in aqueous monoethanolamine (MEA) solvent as the well–studied “benchmark case”,
the first time that a quantitatively accurate predictive approach requiring no experimental
data has been successfully applied to calculate all solution species concentrations and PCO2
for this system. Such systems typically involve small ions such as hydroxide (OH−), hydro-
nium (H3O
+), carbonate (CO−23 ) and bicarbonate ion (HCO
−
3 ) are challenging to model
using classical force fields, due to their relatively high electron density. In a separate study,
iv
we propose an approach to eliminate the need for simulation of such ions by combining
an appropriate choice of the underlying system reactions with well–known experimental
data for the binary CO2-H2O system. We apply this approach to 7 primary and sec-
ondary amines, including MEA and observe significant improvement in both quantitative
and qualitative agreement with experiment of the speciation and PCO2 .
For amine solvent selection, an important property is its protonation reaction equi-
librium constant, often referred to as its acidity, (pKa), and its temperature dependence.
We assess the accuracy of our framework by focusing on pKa calculations at 298.15K and
its integration with a commonly recommended theoretical value of the hydrogen ion (H+)
hydration free energy. We find that the GAFF with AM1-BCC atomic charges is able
to predict pKa values for a set of 29 amines with absolute average deviation (AAD) of
≈ 0.73 pKa units, out–performing the commonly used universal solvation model based on
solute electron density (SMD). To obviate the need for the (H+) hydration free energy,
we develop a classical force field for the hydronium ion (H3O
+) based solely on the MEA
pKa at 298.15 K. We then use this force field to predict pKa of a large set of 77 amines at
298.15K with an AAD with respect to experimental data identical to that of our previous
study. Furthermore, using the derived H3O
+ force field, we are able to predict the intrinsic
proton hydration free energy as a function of temperature, which has previously only been
available at 298.15 K. We also report a temperature–dependent function for the pKa of all
77 amines.
Use of the H3O
+ force field also allows us to take advantage of the iso–coulombic form
of the protonation reaction to obtain improved predictions of the temperature dependence
of pKa, which further leads to improved its protonation reaction enthalpy (∆H
prot) pre-
dictions. We find our prediction of the latter quantify to be in reasonable agreement with
available experimental data, and provide evidence that the precision of the results arising
from our predictive framework is comparable to or better than that of existing experimental
methodologies for obtaining ∆Hprot.
The reversion of carbamate ion (RNHCO−2 ) into bicarbonate ion is another major re-
action in primary and secondary aqueous alkanolamine solvents. The equilibrium constant
(pKc) of this reaction is extremely difficult to measure experimentally, due to the often
extremely small species concentrations and the presence of proton exchanging pairs in so-
lution, both of which are challenging for convectional NMR spectroscopic studies. In this
thesis, we identify strongly bicarbonate forming amines, and calculate the temperature
dependence of pKc and its standard heat of reaction, ∆H
carb. While there are significant
uncertainties in the experimental pKc values, our predictions are in good agreement with
the few available measurements, taking into account the mutual simulation and experimen-
tal uncertainties. It is important to note that ∆Hcarb for most of the species considered
v
have never been measured experimentally.
We conclude the thesis by indicating several important implications of our work, includ-
ing predictions of the overall heat duty of the PCC process, extensions to solvent blends
and other solvents, the ability to perform rapid solvent screening, and the calculation of
individual species µ†i (T, P ) and corresponding
†
i (T, P ) standard–state enthalpy values.
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It is generally believed that anthropogenic CO2 emission from fossil fuel-fired power plants
(e.g., coal and natural gas) and other CO2 point sources such as steel and cement man-
ufacturing facilities are the main reason for the increase in the global temperature and
the associated environmental issues. Annual global emissions of CO2 increased by approx-
imately 80% between 1970 and 2004, and based on the current scenario it is predicted
to increase by 1% annually on average until 2040[1]. The problem of CO2 atmospheric
reduction is one of the grand challenges for the 21st century[2]. Since carbon-based fuels
play a vital role in meeting global energy demand, a carbon-neutral process will require
capture of the produced CO2. This has prompted global collaborations to establish policies
and initiate programs to foster and advance the growth of clean energy technologies such
as Carbon Capture and Sequestration (CCS) to reduce the atmospheric concentrations of
greenhouse gases[3, 4]. The Intergovernmental Panel on Climate Change (IPCC) predicts
that CO2 release to the atmosphere could be reduced by 80 - 90 % for a conventional
power plant equipped with CCS technology[4]. In a typical CCS process, CO2 is captured
from large point sources and compressed for transport to deep underground formations for
permanent storage. Among the capturing techniques (adsorption in nano-porous materi-
als, membranes, cryogenic distillation, etc.) solvent absorption is the most widely used
capturing method[5]. According to Li et al. [6], from a total of 1297 patents related to
CO2 capture approximately 37.5% are related to solvents.
Industrial scale CCS implementation requires a process control strategy (e.g., Sandoval
et al. [7, 8]), built on a model whose foundation is a kinetic model (e.g., de Meyer et al.
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Figure 1.1: Schematic of CO2 absorption process using aqueous amine solvent. Reprinted
with permission from ref[10]. Copyright 2009 American Chemical Society.
[9]), which in turn requires a description of the equilibrium thermodynamics of the process.
In this thesis, we focus on the thermodynamic properties of the solvent absorption process,
which include the CO2 solubility and its relationship to the vapour phase partial pressure
of CO2, and the chemical speciation in the absorbent solution.
The low partial pressure of CO2 in typical flue gas (i.e., in post-combustion CO2 cap-
ture) prevents the use of physical solvents for a deep removal, and hence CO2 must be
absorbed chemically followed by solvent stripping in the later stages of the process by
supplying heat to regenerate the solvent and release the absorbed CO2. The most ma-
ture CCS technology currently used in industry is post-combustion capture using reactive
absorption[11] by an aqueous solution of alkanolamines or amino acids. A schematic of the
absorption process is shown in Fig.1.1. Equilibrium CO2 solubility is a property of pri-
mary importance for the design of such processes and this is governed by the equilibrium
constants and their temperature dependence for the involved underlying reactions. For the
amine solvents these are commonly represented by the following set of reactions (or any
linearly independent combination thereof):
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RNH+3 + H2O = RNH2 + H3O
+ (R1)
RNHCO−2 + H2O = RNH2 + HCO
−
3 (R2)











+ + OH− (R5)
CO2 = CO2(vap) (R6)
where CO2 is absorbed primarily in the solution in the form of carbamate (RNHCO
−
2 ),
bicarbonate (HCO−3 ) and carbonate (CO
−2
3 ) ions, in coexistence with the neutral (RNH2)
and protonated (RNH+3 ) amine species, water and its ionization products, and free CO2.
The primary concern associated with the process is the high energy demand for solvent
regeneration, in addition to solvent loss and equipment corrosion. The high energy intensity
is partly due to the unavoidable parasitic energy loss of the water co-solvent and also to the
large CO2 absorption enthalpy due to formation of stable carbamate species (RNHCO
−
2 ).
To partially overcome these deficiencies, a blend of amines or amine-functionalized solid
materials is sometimes proposed[12, 13].
However, the physical and chemical properties of the amines must be understood in
order to design an optimal absorption process. Unfortunately, little experimental data con-
cerning the properties of the majority of potential amine solvents exist. This includes, for
example, sterically hindered amines, which have been experimentally shown to be promis-
ing candidates to replace conventional amines due to their high CO2 absorption capacity
(similar to that of tertiary amines), coupled with reasonable reaction rates (100 times
faster than tertiary amines) and relatively low heat of absorption[14, 15, 16]. However, the
properties of these materials required for CCS process design[17] are not known.
Another attractive class of solvents gaining interest for carbon capture is ionic liquids
(ILs), which do not need to be mixed with water. An IL is composed of a bulky cation
(usually with a hydrophobic hydrocarbon tail) and a (typically) smaller anion. This struc-
ture hinders their crystallization, leading to a stable liquid state at ambient conditions.
ILs have favourable features for gas separation, such as low volatility (thereby reducing
solvent loss), high absorption capacity and low degradation rate, in addition to their task-
specific tunability[18, 19]. The properties of ILs can be further tailored by varying the
cation and anion structures. However, due to the vast number of potential cation and an-
ion combinations, an experimental search for an ideal task-specific candidate is a laborious
and expensive operation[20]. Furthermore, thermodynamic modeling using conventional
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equations of state usually requires molecular parameters such as critical properties, which
are not available or even experimentally measurable, due to thermal degradation at very
high temperatures[21].
An ideal absorbent solution would have high CO2 absorption capacity, a low regen-
eration energy requirement and fast reaction kinetics and mass transfer, in addition to
other desirable chemical and physical properties. Upon chemical absorption, new species
(usually a mixture of electrolytes) are formed, which complicates the modeling of ther-
modynamic and transport properties of the system using macroscopic approaches. For
chemical absorption modeling, sophisticated equations-of-state such as the SAFT family
of models or the NRTL require extensive sets of experimental data to fit their underly-
ing parameters, such as reaction equilibrium constants and binary interaction parameters,
which are not directly measurable[22, 23]. Furthermore, these macroscopic models require
additional parameters to express the pressure and temperature dependencies of the param-
eters. Completely different multi-parameter macroscopic models must also be developed
for the transport properties.
This scenario has opened attractive alternative avenues of research for developing im-
proved solvents using more cost-effective theoretical approaches. In this context, high-
throughput first principle atomistic simulations are emerging as a powerful tool to explore
the vast chemical space of possibilities for designing and screening of potential solvent
candidates for efficient carbon capture. Whereas even a couple of decades ago, atomistic
simulation was practically unknown within the chemical engineering community, its ap-
plications have grown rapidly and is becoming a mainstream engineering tool[24]. The
remarkable improvements in computer hardware and software capabilities over the past
few decades have enabled researchers to probe the properties of complex molecular systems
and develop and test state-of-the-art computational theories and algorithms[25]. Atom-
istic simulations with modern force-fields can predict macroscopic properties resulting from
the behavior of matter at the atomic/subatomic scale and provide insight on the under-
lying molecular mechanisms for observed property behaviour, which is not possible using
empirical equations of state.
Atomistic simulations may be classified in two categories: classical molecular mechan-
ics (MM) simulations and quantum mechanical (QM) simulations. The former deals with
generating a configurational trajectory for the atomic/molecular particles interacting clas-
sically via a force field that contains a relatively small number of parameters. The latter
deals with the motion of electrons and nuclei based on the Schrödinger equation with few
(or no) empirical parameters, but requires various approximations to make the problem
computationally feasible. While MM can be applied to predict thermodynamics properties
covering significant time and length scales, they cannot simulate the kinetics of chemical
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bond formation (with notable exceptions such as reactive force fields[26]). The potentially
more accurate ab initio QM methods are restricted to a handful of particles due to current
computational limitations. This has led to the emergence of a third type of simulation
methodology: Molecular Mechanics/Quantum Mechanics (MM/QM) simulations, which
combine the accuracy of QM with the computational efficiency of MM to describe the
system of interest more realistically than MM alone.[27].
MM simulation, which is the focus of this thesis, is divided into two types: molecular
dynamics (MD) and Monte Carlo (MC). During MD simulation, the time evolution of
particle trajectories is obtained by solving the classical Newton equations of motion; the
MC technique generates atomistic trajectories based on stochastic moves and probabilities
associated with random moves. The ergodic hypothesis guarantees the equality of the re-
sults of both approaches for the calculation of equilibrium properties. The grand challenge
associated with both approaches is describing the interactions of the particles with a force-
field (FF) that is sufficiently detailed to realistically mimic the behavior of the system of
interest. A FF dictates how the energy and forces in a molecular system are computed
from its atomic positions. The required FF parameter sets and functional forms for the
atom types/functional groups present in the molecular structure are typically obtained
from fitting to experimental properties of simple molecular systems in conjunction with
QM calculations[28]. The parameters obtained in this way are used as building blocks to
construct FFs for different and larger molecules or their mixtures, somewhat similar to the
method of group contributions used in macroscopic thermodynamic modeling. This makes
molecular modeling a powerful tool for rational chemical design and screening of a vast
number of materials in an efficient cost-effective manner.
While atomistic simulations have been used extensively to investigate the behavior
of non-reactive systems, there have been fewer studies on systems undergoing chemi-
cal reactions, and fewer still involving electrolytes as commonly encountered in a CCS
process[29, 30, 31]. This is mainly because of the lack of a general-purpose molecular
simulation methodology for reactive systems. Currently, the most widely used method is
the reaction ensemble MC method of Smith and Triska [32] and its variants [33, 30, 29],
which is computationally expensive for most systems of practical interest comprised of large
molecules such as those encountered in CCS applications[30]. In this research, we first seek
to develop and test new and computationally efficient algorithms for reactive CO2 absorp-
tion using atomistic simulations for systems of practical interest for CO2 capture such as
aqueous alkanolamines solutions and ionic liquids (ILs). This requires the development of
FFs for the molecular systems and testing them against available thermodynamic proper-
ties. In this thesis we apply such models to a wide range of potential solvents to assess
their CO2 removal capacity and to establish relationships between the molecular structure
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and adsorption capacity. We will mainly be investigating the CO2 solubility in these sol-
vents, from which other essential quantities for solvent design may be obtained, such as
the reaction absorption enthalpy. The findings of this research are also expected to have
implications for other applications involving the molecular modeling of chemical reaction
equilibria, particularly those involving electrolyte solutions.
1.2 Motivation
The current research project is primarily motivated by the lack of a computationally ef-
ficient molecular simulation framework for solving general chemical reaction equilibrium
problems involving complex molecular systems such as those encountered in PCC sys-
tems. The scarcity of experimental data for the vast number of potential solvents for PCC
(Post Combustion Capture) due to the difficulty and expense involved in experimental
measurements of vapor–liquid equilibrium (VLE) properties of amine-H2O-CO2 systems
has motivated us to develop and validate a new computational approach for the rapid
screening of potential solvents. Properties of interest are reaction equilibrium constants
and the species equilibrium concentration, including those present in minor concentrations
or for hydrogen exchanging species which are difficult to measure experimentally by NMR
techniques.
Molecular simulation has been widely used for the prediction of physical absorption
of CO2 and other small molecules in various solvents, and its modeling based on Henry
constants has been the primary method of modeling solubility[34]. However, this neglects
the fact that CO2 undergoes chemical reaction with the solvent. Other than ourselves, the
only workers to incorporate reactions in the solvent has been the groups of Maginn [30] and
Vlugt[29], whose efforts for this purpose have been relatively unsuccessful. This is mainly
due to the computational expense and complexity of the required Monte Carlo algorithms
in the context of reactive systems.
Approaches relying on classical force fields to investigate chemical reaction equilibrium
may be divided into two types. MD algorithms based on a so-called “reactive force field”
allow the chemical identities of the molecules to be changed in the course of the simula-
tions, by chemical bond formation and breaking. The reactive force field approach applies
empirically based relationships involving bond distance, bond order and bond energy that
model dissociation to separated atoms during the simulation. The application of this class
of simulations is very limited, since such force fields parameters have been developed for
only a few systems[26]. This is mainly because parameter development for this class of
force fields is an extremely demanding and challenging task. A comprehensive review of
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this category of methodology can be found in ref[35]. Another challenge associated with
this type of simulation is the large free energy barrier between the product and the reactant
molecules, which makes the sampling of “reactive events” using MD simulations extremely
challenging, often requiring very long simulation times.
The second type of algorithm for simulation of reaction equilibrium is the “Reaction
Ensemble Monte Carlo, REMC” method which is arguably the most widely used method.
REMC is based on minimizing the Gibbs free energy of the system through a series of
stochastic compositional changes using Monte Carlo moves. The REMC algorithm devel-
oped by Smith and Triska [32] and independently (in a less general form) by Johnson and
Panagiotopoulos et al. [36] has been successfully applied to molecular systems undergoing
chemical reactions. A comprehensive review of the methodology with basic examples can
be found in ref[37]. The methodology may be combined with Gibbs Ensemble Monte Carlo
simulation, enabling the simulation of combined reaction and phase equilibrium. A reac-
tion move consists of randomly choosing a reaction with equal probability and performing
a compositional change (by random deletion/insertion and/or alchemical change of prod-
ucts/reactants) in the system based on an integer change in the extent of reaction, followed
by the acceptance or rejection of the move according to a particular transition probability.
Similarly to macroscopic reaction equilibrium calculations, the methodology only requires
a “species list” (chemical formulas of the reactant and products) and does not require a
reaction set associated with a kinetic mechanism (the reaction set used may be chosen for
computational convenience). The challenging part of the REMC simulation methodology
is the implementation of the stochastic compositional change. This is done by a combina-
tion of alchemical and reactant/product molecule insertion/removal, and for dense systems
with strong interactions, the free energy penalty of such moves are very large, resulting in
low acceptance rates, requiring special system–specific algorithmic variants. REMC has
been used to investigate complex chemical reactions, including propane metathesis[38], re-
action in polymer models[39, 40], combined reaction and phase equilibrium[41], and xylene
isomerization in nano-pores[42]. However, the Monte Carlo basis of the algorithm inhibits
its computational efficiency and novel system-specific moves and acceptance probabilities
are required for systems involving complex molecular structure. This has limited its appli-
cations primarily to the study of reactions in simple molecular systems such as ammonia
synthesis [43, 44, 45, 46], nitric oxide dimerization [46, 47] and Lennard-Jonesium test
systems.
A first-principles approach that does not require prior knowledge of the chemical iden-
tity of the product molecules has also been developed. Similarly to the case of macroscopic
thermodynamic modeling using an EOS (equation-of-state) approach, a disadvantage of
all FF-based approaches is the need for prior knowledge of the product molecules (i.e., the
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species list) to be able to obtain the thermodynamic equilibrium composition of the sys-
tem. The recently proposed “first-principles ”RxFPMC algorithm of Fetisov et al. solves
this problem by employing an approximate QM simulation of the atoms of the system and
an empirically based cluster analysis of its equilibrated atomic structure using a molecular
identification criterion[48]. Even though the methodology does not require a “species list”,
the original applications have thus far been limited to a simple system involving N and O
atoms. It is very computationally expensive, and its extension to larger molecules and their
structural isomers will require more detailed identification criteria for particular species,
somewhat analogously to the use of a “species list”, as required in the REMC approach.
The lack of a generic and widely available simulation approach hinders the application of
molecular simulations to complex molecular systems and to reactive systems in particular.
Other notable studies to model the reactive absorption of CO2 are based on single ideal–
gas reactions and are approaches which are intrinsically unable to account for the effect
of the solvent environment. This approach has been applied to a single isolated CO2
molecule with various ionic liquid molecules in an attempt to predict their CO2 capturing
capability[49, 50, 49].
Although molecular simulation methodologies have been well established for calculation
of the physical solubility of small gas molecules in complex systems based on free energy
methods[34] or using Gibbs ensemble Monte Carlo simulation[51], there have been only a
handful of studies of its application to reactive systems[52, 30, 29] which are of interest to
CCS processes. In a notable recent study, Balaji et al. attempted to model the reactive
absorption of CO2 in an aqueous solution of ethanolamine using the REMC algorithm.
The authors used an efficient Monte Carlo approach for molecular insertion/deletion moves
(called “continuous fractional component Monte Carlo, CFCMC”) to overcome the particle
insertion/deletion issue in MC sampling[29]. However, we showed that they applied it
erroneously for the considered system[53]. We emphasize that the employment of REMC
for complex systems requires complicated system-dependent approaches, and it cannot be
routinely applied to such systems. Furthermore, reactive systems in which some species
have very small concentrations are extremely computationally expensive, and very long
simulation times and/or large system sizes are required to observe sufficient numbers of
successful reaction moves. Algorithmic complexity thus hinders their application to systems
of practical interest for CO2 capture. On the other hand, molecular dynamics simulations
can be run efficiently on multiple processors for molecules of arbitrary complexity and
system size; the missing ingredient has been the implementation of reaction moves.
Recently, Maginn et al. proposed a hybrid methodology based on a thermodynamic
cycle to calculate the equilibrium loading of CO2 in an aprotic heterocyclic anion (AHA)
ionic liquid that reacts with CO2 [52]. The core of the approach is a combination of the
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MD simulation of the ion solvation free energies, the ideal–gas reaction free energy change
in the vapour phase, the simulation of the solution enthalpy as a function of composition,
and an analytical expression based on an ideal solution approximation to the solution
entropy. The solution reaction free energy change was then calculated as a function of
the extent of reaction to find the minimum of the Gibbs energy function. This approach
can be computationally demanding, especially for systems with multiple reactions, since
the required compositional space would become prohibitively large. Their thermodynamic
cycle only allows for the concentration of chemically bound CO2 to be calculated, and the
physical solubility cannot be calculated using their approach. Additionally, the validity
of the ideal solution approximation used for the entropy of mixing is questionable for
other ILs or for different temperatures. In a subsequent study, they implemented the
REMC algorithm for the same system using a united atom force field for the ionic liquid.
This approach allows for the calculation of both chemically bound and physically bound
CO2 in the ILs; but at the cost of implementing a special system-dependent reaction
move methodology. The computational complexity of MC algorithm development for novel
molecular systems and the fact that its MC basis inhibits the implementation of significant
parallelization hinder mainstream applications.
Most molecular simulation-based studies of systems relevant to CO2 capture in the lit-
erature focus on reaction mechanism prediction (although this is irrelevant for prediction of
reaction equilibrium) using ab initio approaches[54, 55, 56] and there have been few studies
addressing quantitative prediction of absorption isotherms[52, 30, 29]. Most researchers
have relied on the prediction of protonation constants [57, 58] and have tried to correlate
them with the absorption capacity, the heat of regeneration and other quantities of inter-
est to CCS. In this context, continuum solvent simulations, in which the solvent is treated
as a dielectric medium and the solute is treated quantum mechanically, have been widely
used to assess the performance of various alkanolamine solvents for CO2 capture. However,
such approaches lack information concerning the composition-dependence of free energies
of absorption and are only applicable to the infinite dilution limit and for cases where
the solvent is well characterized by a continuum model. For example, Svendsen[59] used
continuum solvent simulations to investigate the temperature dependence of the enthalpy
of protonation and carbamate formation of MEA and MDEA, two widely used solvents for
CO2 capture. The heat of absorption of CO2 and reaction equilibrium constants estimated
from continuum solvent simulations may be used in macroscopic thermodynamic equations
of state such as UNIQUAC and NRTL for better design of post-combustion CO2 capture
solvents. However, continuum solvent simulations lack physical insight on molecular level
interactions, are only applicable over the small range of temperatures at which they have
been parameterized, and are available only for a limited number of solvents. Although they
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are computationally less expensive than explicit solvent simulations, the accurate calcula-
tion of solvation free energy of a large flexible molecule is challenging as the contribution
from different conformers in solution must be taken into account, which is also unaccounted
for in this approach. In contrast to continuum solvent simulations, explicit solvent molec-
ular simulation methods based on classical force fields can sample different conformers in
solution, and the models are often transferable to the high temperature-pressure conditions
usually encountered in CCS processes.
Macroscopic thermodynamic models have also been widely used for phase equilibrium,
thermodynamic and transport property predictions for CCS processes. Recently, Vega
et al. applied a molecular-based equation-of-state based on the Statistical Associating
Fluid Theory (SAFT) to predict the phase behavior of reactive absorption in alkanolamine
solutions[23, 22]. Although the SAFT-based equation-of-state has been successful in pre-
dicting thermodynamic properties of complex chemical systems, their application is hin-
dered by the unavailability of the parameters for many molecular systems. Such models
require extensive parameterization based on experimental measurement. Moreover, they
are unable to correctly model chemical reactions (they use physical interatomic binding
approximations).The aim of the research of this thesis is to fill an important gap in the
literature by developing a generally applicable and computationally efficient molecular sim-
ulation approach for predicting the properties of systems encountered in CCS processes,
with a minimal requirement for experimental data.
1.3 Outline of the Thesis
In this thesis we develop a general molecular simulation framework for prediction of vapour-
liquid equilibrium in reactive systems with application to carbon capture using amine
solvents. In Chapter 2, we describe the statistical mechanical derivation of the residual
chemical potential µres,NV T in the canonical ensemble (specified temperature T and density
ρ), and how it can be obtained from alchemical free energy simulations. We describe
several possible choices for the chemical potential model and translations between them.
We provide an expression for the standard state chemical potential in the Henry-law-
based model, µ†(T, P ) (where P is the pressure), based on µres,NV T and the ideal gas
chemical potential, µ0,IG(T ;P 0) (P 0 = 1 bar is used). This expression allows us to calculate
the reaction equilibrium constants, pK, as demonstrated in the subsequent chapters for
different reactions involved in the amine-water-CO2 system.
Our framework is a hybrid methodology that involves the calculation of species µ†(T, P )
and reaction equilibrium constant values, which combines quantum chemical calculations
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in the ideal–gas phase and explicit solvent molecular dynamics simulations in the liquid
phase.
In Chapter 3, we show the computational details underlying the application of our
framework. This involves coupling the simulation quantities with a macroscopic thermo-
dynamic model to predict the reactive absorption properties. We apply the methodology
to a benchmark system of 30 wt% monoethanolamine (MEA)-H2O solvent and predict
speciation and CO2 partial pressure above the solution as a function of temperature at a
total pressure of 1.0 bar. This is the first time that explicit solvent classical force based
molecular simulation has been successfully applied to this system. We use literature force
fields to describe small solutes such as OH−, H3O
+, and the General Amber Force Field
(GAFF) to model other solutes (neutral and protonated amine, carbamate and bicarbonate
ions).
In Chapter 4, we propose an approach that combines our simulation data with readily
available experimental reaction equilibrium data for the binary CO2-H2O system, obviating
the need for explicit simulation of the small ions H3O
+, OH− and CO−23 . This improves our
previously predicted results for the monoethanolamine (MEA)-H2O system and also pro-
vides accurate predictions for speciation and CO2 solubility in six additional alkanolamine
solvents.
In Chapter 5, we predict the dissociation constant (pKa) for a set of 29 amine solvents.
These quantities are important with respect to solvent selection, since they strongly cor-
relate with the absorption capacity, kinetics and the absorption heat in amine-water-CO2
systems. We show that the GAFF with the semi-empirical AM1-BCC charges is able to
predict this quantity with an average absolute deviation (AAD) of less that 0.72pKa units,
outperforming a commonly used continuum solvent method (SMD). Furthermore, we show
that AM1-BCC also outperforms other partial charge methods used within the GAFF
(based on B3LYP and HF electron density calculations). This study uses a theoretical
value of the H+ hydration free energy at T = 298.15 K based on the cluster-continuum
calculations of Tissandier et al. [60] calculations. The limitation to this temperature is
due to the lack of H+ hydration free energy data at elevated temperatures.
In Chapter 6, we perform simulations of the pKa and carbamate reversion equilibrium
constants over a wide range of temperatures of interest for post–combustion CO2 capture
for a large and diverse set of 77 amines, using an iso-coulombic reaction set involving a new
force field for the hydronium ion, H3O
+. We find that using iso-coloumbic reactions provide
improved temperature dependent predictions for the reaction equilibrium constants and
hence the reactions enthalpie. Such reactions also provide improved speciation predictions,
due to cancellation of ionic species activity coefficients in the reaction free energies.
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The new H3O
+ force field allows predictions of pKa at elevated temperatures, which
were not previously possible using H+, since its solvation free energy value is only available
at 298.15 K. The new force field for H3O
+ is obtained by adjusting a single parameter
(the oxygen partial charge) to reproduce the well-known experimental MEA pKa value
at 298.15 K. This allows pure predictions for MEA at higher temperatures and for the
remaining 76 amines pKa at all temperatures. We furthermore calculate the protonation
and the carbamate reversion reaction enthalpy of the amines. We express the temperature
dependence of pKa and pKc by means of convenient analytical representations. Finally,
we use the H3O
+ force field to predict the intrinsic solvation free energy of the proton as
a function of temperature. This is an important quantity of fundamental interest.






(The following material is based on standard statistical mechanics textbooks (e.g, McQuarrie[61],
Frenkel and Smit[62], and Allen and Tildesley[63]).












where the expectation value, 〈A〉 of the observable thermodynamic quantity A is an average




is the probability of
observing the system in microstate rN = (r1, ..., rN) and p




is the value of the property A when the system in that microstate. The variables rN and
pN denote the sets of atomic positions and momenta. Hence, a microstate for a system of
N particles is specified by a point in a 6N -dimensional phase space. The probability of








































generally approximated by invoking the pair-wise additivity approximation, where many-
body effects are taken into account using an effective pair potential uij . In the absence of











Evaluation of the integral in Eq.2.1 is generally extremely difficult because one must cal-
culate all possible states of the system. Molecular simulation allows sampling of only a
small portion of phase space which has the highest contribution to 〈A〉 by generating the
most probable configurations of the system. For example, in a molecular dynamics sim-
ulation points in the phase space are visited sequentially in time and the time average of




















where τ is the simulation length, M is the number of time steps in the simulation. Although
experimental observables are assumed to be ensemble averages (average over all possible
microstates), according to the ergodic hypothesis, which states that the time average equals
the ensemble average, if one allows the system to evolve in time indefinitely, that system will
eventually pass through all possible states. Molecular simulation allows the approximation
of the time average or equivalently the ensemble average using a reasonable amount of
computer resource by generating a finite number of microstates.
2.2 Classical Molecular Simulation
Classical Molecular Dynamics (MD) and Monte Carlo (MC) simulations are computa-
tional tools widely used in material science and engineering. Both methods require a
potential function or equivalently a force field (FF) with a specified mathematical form
and its parameter sets to generate the sequential/time-dependent trajectory for the clas-
sical many-body particles/molecules interacting with each other. The mathematical form
of the potential function depends on the nature of the interactions present in the system
and the parameters are typically fitted to experimental thermodynamic properties such as
vapor-liquid equilibrium data, critical and transport properties of the system[28].
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In an MD simulation, the particle trajectories evolve with time based on the inter-
molecular forces. The equations of motion for the atoms is solved by initializing the atomic
coordinates and velocities and solving Newton’s equations of motion for the many-body
system by numerical methods. The time evolution of an observable quantity is collected
(time averaging) over millions of time steps. The simulation length usually spans from pi-
coseconds to microseconds with a time step in the order of femtoseconds and a system size
of thousands to millions of atoms. The appropriate system size is usually determined by
empirically assessing the sensitivity of the quantity under investigation. Some thermody-
namic properties might have strong system size dependency and one would need to increase
the system size for more accurate estimation of such properties. Macroscopic constraints
on the system such as pressure and temperature are controlled by periodically adjusting
the simulation box size and the velocities of the atoms respectively[64, 62].
On the other hand, in an MC simulation, stochastic atomic/molecular movements, box
volume changes and inter-box particle swaps (for multi-phase simulations) are performed
to generate different configurations of the system. This process is repeated to generate a
sequence of favorable configurations for the system to sample the structural and thermody-
namic properties of the molecular system. The most important part of an MC algorithm
is deriving the correct probability of moving from an prior configuration to a new con-
figuration using statistical mechanics principles[62]. Since MC lacks any concept of time,
dynamical properties (e.g. the diffusion coefficient) cannot be simulated.
Each method has its own advantages and disadvantages. For example, some molecular
systems require longer time scales due to slow dynamics (e.g. solids) and MC may be
preferred over MD simulations. Since in classical MD and MC simulation, bond rearrange-
ment is not allowed (except for a certain class of force fields[26]) the chemical identity of
each molecule in the simulation box remains unchanged over the course of the simulation.
However, the existing molecular species may be replaced with new species (based on re-
action stoichiometry) to change the composition of the system at desired steps and mimic
the chemical reactions.
In this chapter, an overview of the basic principles and relations of MD and MC sim-
ulation are introduced along with explanations of various ensembles. We conclude by pre-
senting general expressions for the chemical potential, a crucially important fundamental
property for solubility and chemical reaction equilibrium calculations, are presented.
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2.2.1 Force Field
In a classical simulation of a molecular system, atoms are treated as classical bodies rep-
resented by point particles carrying mass (m) and fixed electric charge (q) interacting
through non-bonded potentials of electrostatic and van der Waals (vdW) forces.
All nonbonded intermolecular interactions between the pairs ij separated by distance
rij are usually modeled using a standard 12-6 Lennard-Jones (LJ) plus coulombic potential
with fixed point charges as
















where εij and σij are the LJ energy and size parameters for atoms pair ij, respectively.
These parameters commonly obtained from fitting to vapor-liquid equilibrium (VLE) mea-
surements and thermodynamics properties such as virial coefficients, density, heat capacity,
compressibility, hydration free energy, etc[28]. qi and qj are the atomic partial charge of
atom i and j. The partial charges for atoms in a molecule are obtained by minimizing
the difference of the classical electrostatic potential and a accurate quantum mechanical
derived electrostatic potential over many spatial grid points[65]. The use of fixed charges
derived from ab initio calculation allows the electronic degrees of freedom to be replaced by
effective computationally efficient coarse-grained interactions between the nuclei expressed
via classical Coulomb’s law.








As shown in Fig.2.1, bonded intra-molecular potentials describe bond vibrations, angle
bending, and torsional movement within a molecule. For atoms i and j connected via a
bond, the bond potential energy is modelled as a spring with a harmonic potential of the
form:
Uij = Kbond(rij − r0) (2.9)
Here, Kbond is the bond stiffness constant and r0 is its equilibrium length. Similarly for the
angle potential for the three atoms ijk is :
Uijk = Kangle(θijk − θ0) (2.10)
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Figure 2.1: Schematics of bonded intermolecular interactions. Bonds and angles treated
using harmonic potentials.
The dihedral potentials typically modelled using a cosine expansion:
Uijkl = K1[1+cos(θijkl)]−K2[1+cos(2θijkl)+K3[1+cos(3θijkl)−K4[1+cos(4θijkl)] (2.11)
The bonded parameters can be obtained from ideal gas quantum mechanical calculations
and spectroscopic measurements[66]. The combination of the functional form of the model
and specific values of its parameters is referred to as a “force field” (FF) . For different
classes of compound various force fields with known parameters for a wide range of chemi-
cals have been proposed. Examples of popular generic force fields are AMBER [67], OPLS
[67],TraPPE[28], CHARMM [68] , GROMOS[69], DREIDING[70].
2.2.2 Boundary Conditions and Potential Truncation
Due to practical constraints in molecular simulation, the number of atoms in the simulation
box is limited to a range from thousands to millions of atoms. This is still far from
the thermodynamic limit and periodic boundary conditions are applied to the finite size
simulation box to mimic the macroscopic limit. The schematic is shown in Fig.2.2. With
this condition, when a particle leaves the central simulation box, its periodic image enters
from the opposite face of the box. The central simulation box is artificially replicated
throughout space and only the trajectory of the central box is tracked and stored in the
memory; the periodic images follow the same trajectory as the central box. In a bulk
fluid, the number of molecules affected by the wall is very small compared to the total
number of molecules in a bulk experiment. Use of periodic boundary condition instead of
a hard wall, eliminates the effect of a wall in a finite size simulation and mimics the bulk
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behavior. For the calculation of the interaction potential at the position of atom i due
to ther atoms j ( in the central box and its periodic images throughout the domain) the
shortest distance is used, (this is sometimes called the minimum image convention). The
pair-wise interactions distances that fall within a certain distance, rcut (the cut-off radius)
are calculated using the potential function and the interactions with the rest of particles
are treated using a mean field approximation. For the short-ranged VdW interaction, the
second term in Eq.2.12 accounts for the truncation of the interaction beyond the cut-off
distance. It is derived readily based on assuming a uniform number density beyond the
cut-off radius, where the radial distribution function approaches unity and using the mean

































Figure 2.2: Illustration of periodic boundary condition
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2.3 Molecular Dynamics Simulation
The basic idea of a MD simulation is to explore the phase space by generating sequential
configurations of a molecular/atomic system by calculating intermolecular forces from po-
tential functions and numerically integrating Newton’s equations of motion. The classical
atomic equations of motion can be expressed as:
mir̈i +∇iU = 0 (2.15)
where mi is the mass and r̈i is the acceleration of atom i. The force acting on atom i
is given by the negative gradient of the total potential function at position of particle i,
U(rij), with respect to its position[62]:









where rij is the scalar distance between particles i and j, and Uij is the pair potential specific
to pair (i, j). Therefore the force fij exerted on particle i by means of its interactions with











Figure 2.3: Simplified flowchart of a typical molecular dynamics simulation algorithm.
A typical molecular dynamics algorithm is shown in 2.3.
2.4 Monte Carlo Simulation
In a Monte Carlo simulation a sequences of random moves is performed on the molecules to
achieve thermal (T), mechanical (P) and chemical (µ) equilibrium depending on the ensem-
ble used for the simulation. In a Canonical Ensemble (NVT), the simulation box is under
constant volume (V), temperature and number of particles (N) in the course of simulation.
Only particle random moves within the simulation box are allowed to achieve thermal
equilibrium. Such a random move consists of randomly selecting one of the molecules and
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translating (or rotating around) its center of mass by a certain extent α. The value of α
depends on the system and should be selected to achieve a reasonable number of successful
moves. Rigid particle move is accepted according to the probability[62]
acc(o→ n) = min {1, exp[−β(U(n)− U(o))]} (2.19)
where −β[(U(n) − U(o))] is the configurational potential energy change due to the
particle move. To improve the efficiency of particle moves, an advanced algorithm such as
multi-particle or force-biased MC may be used to speed up the calculations[71]. For flexible
molecules, additional moves may be required to re-grow the molecule in different directions
in addition to rigid body moves, to sample the intra-molecular part of the potential energy
(due to bonds, angles and dihedrals) function. This can be extremely challenging for
branched molecules in a dense environment, as the probability of successful molecular
growth could be very small and special techniques such as configurational-biased Monte
Carlo[72] has been developed to overcome this issue; however, due to algorithm complexity
implementation of such approaches for new molecules is still challenging and focus of much
ongoing research[73, 74].
Most experiments conducted under constant pressure and the NPT ensemble is ideal
for mimicking the experimental conditions. In such an ensemble, the box volume is allowed
to fluctuate during the simulations and the density is calculated based on the average value
of the box volume 〈V 〉. In addition to thermal equilibration, to achieve mechanical equili-
bration, the box volume change is also included as one the MC random moves. Each time
the volume is changed by a small amount dV , the coordinates of the particles subsequently
are scaled to accommodate the atoms. The volume change move is accepted according to
the probability[62] :
acc(o→ n) = min
{





where V (n)−V (o) is the volume difference of the old and new configurations. In a single
particle move, only the interaction of the displaced particle with the rest of atoms need to
be calculated for the probability calculation. In a volume change move, however, since the
coordinates of all atoms are changed after the volume change, the interaction energy of all
possible pairs must be calculated for the calculation of the probability function. This is
the computationally expensive part of a Monte Carlo engine compared to MD simulations,
which allow the simulation domain to be decomposed and calculations performed on several
processors.
To simulate absorption/adsorption equilibrium the molecules must be transferred in and
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out of the phase and this is achieved in a Grand Canonical Ensemble (µV T ) simulation,
where the volume of simulation box and the temperature are fixed and the number of
molecules of different chemical species is allowed to fluctuate according to their prescribed
chemical potentials. Particle swap between the chemical potential “reservoir” and the
simulation box is accepted according to the probability[62] :





exp(−β[(U(N + 1)− U(N))− µ]
}
(2.21)
From this formula it can be seen that when system density is high ( V
N+1
is small) or when
the inserted particle interacts very strongly with the system (µ is large and negative) the
probability of accepting a particle insertion becomes very low and the usual MC insertion
algorithms are inefficient. For example, for strongly interacting particles such as ions in
dense liquid water, the probability of such a move is virtually zero[62]. To circumvent this
issue, “staged insertion/slow grow” algorithms such as Continuous Fractional Monte Carlo
(for strongly interacting molecules) or Configurational Bias Monte Carlo (for branched and
chain molecules) has been introduced into MC simulation programs[73, 74]. In a staged
insertion/deletion, the interaction energy of the particle being inserted can be adjusted by
a scaling parameter,1 < λ < 0 which controls the strength of interaction and the particle
is fully grown over several stages which enhances the insertion/deletion probability.
2.5 Residual Chemical Potential in Canonical Ensem-
ble (µres,NV T (T, P,x))
All chemical and physical phenomena are driven by the chemical potential. Other ther-
modynamic properties such as heat of absorption, vapor pressure and VLE properties are
indirectly related to this quantity. Knowledge of the chemical potential for species in a
reacting system allows the equilibrium concentrations to be calculated and subsequently,
other transport and dynamical properties that depend on the composition to be predicted
from the same molecular model.
Chemical potential is one of the most challenging and elusive properties to calculate in
a simulation. Here we present a statistical mechanic-based derivation of the total chemical
potential and how this quantity is calculated from an NVT ensemble simulation. For con-
venience, consider the simple case of a molecular system of composed N1 solvent molecules
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(a) λ = 0 (state A) (b) λ = 0.3 (c) λ = 0.7 (d) λ = 1 (state B)
Figure 2.4: Schematic representation of gradual insertion/ turning on the solute-solvent
interactions.
and N2 solute molecules. The chemical potential of component 2 is given by[75, 76]






= A(N1, N2 + 1, T, V )− A(N1, N2, T, V )
= −kBT ln
Q(N1, N2 + 1, T, V )
Q(N1, N2, T, V )
(2.22)
µ2(N1, N2, T, V ) = −kBT ln
[ Q(N1, N2 + 1, T, V )
Q(N1, N2 + 1, T, V, λ = 1)
Q(N1, N2 + 1, T, V, λ = 1)
Q(N1, N2 + 1, T, V, λ = 0)
(2.23)
Q(N1, N2 + 1, T, V, λ = 0)
Q(N1, N2, T, V )
]
where Q represents the canonical partition function of the system. Q(N1, N2, T, V, λ = 0)
represents a hypothetical “state A” of the system where N1 molecules of solvent and
N2 + 1 molecules of solute are present, where one of the N2 molecules (call it the “guest
molecule”) is only interacting with itself (i.e, is an ideal gas molecule). Q(N1, N2, T, V, λ =
1) represents a hypothetical “state B” of the system with N1 molecules of solvent and
N2 + 1 molecules of solute, but all solute molecules are interacting with the rest of the
system. The transition between state “state A” and “state B” is controlled by a coupling
parameter 0 ≤ λ ≤ 1. Since in “state A” the solute molecule is not interacting with the
rest of the system,the partition function of the entire system (one ideal gas molecule and
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N1 + N2 normal molecules) is the product of the individual partition functions as they are
decoupled. [76]
Q(N1, N2 + 1, T, V, λ = 0) = Q(N1, N2, T, V )Q(N2 = 1, T, V )
= Q(N1, N2, T, V )Λ
−3
i 〈V 〉qint(T ) (2.24)
where the partition function of a single ideal gas molecule is used with
Q(N1, N2 + 1, T, V, λ = 0)
Q(N1, N2, T, V )
= Λ−3i V qint(T ) (2.25)
Similarly, the partition function of “state B” of the system can be obtained by multiply-
ing the number of ways we can choose the “guest particle” by the partition function of
Q(N1, N2 + 1, T, V ).
Q(N1, N2 + 1, T, V, λ = 1) = Q(N1, N2 + 1, T, V )N2 (2.26)
Combining Eqs.2.25-2.26 with Eq.2.22 yields:




Q(N1, N2 + 1, T, V, λ = 1)
Q(N1, N2 + 1, T, V, λ = 0)
− kBT ln Λ−3i 〈V 〉qint(T ) (2.27)
Eq.2.27 may be rearranged to give:
µ2 = −kBT ln[Λ−3i qint(T )kBTP 0 ] + kBT ln
N2kBT




In terms of mole fraction x2 = N2/(N1 +N2), solution number density ρ = (N2 +N1)/V ,
and the standard state ideal gas chemical potential µ0(T, P 0) = −kBT ln[Λ−3i qint(T )kBTP 0 ],
the chemical potential expression is:
βµ2 = βµ2
0(T, P 0) + ln
ρkBT
P 0
+ lnx2 − kBT ln
Q(N1, N2 + 1, T, V, λ = 1)
Q(N1, N2 + 1, T, V, λ = 0)
(2.29)
Eq.2.29 relates the total chemical potential to quantities that can be calculated from molec-
ular simulation of the free energy difference between two states. In the free energy pertur-
bation calculation, the potential energy interaction of the “guest molecule” is λ-dependent
such that with λ = 0 and λ = 1 we recover alchemical states A and B respectively. As
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shown in Fig.2.4, one can go from state A to state B using any λ-dependent alchemical
path and since the free energy is a state function, the free energy change would be the
same. The parameter λ scales the interaction potential of the “guest molecule” with the
rest of the molecules. The λ-dependent canonical partition function of the system is:


















where the bracket represents the ensemble average and U(λ) is the interaction potential of
the “guest molecule”. Integrating from Eq.2.31 from λ = 0 to λ = 1 yields the following
key equation which is calculated from molecular simulation at discrete values of the scaling
parameter λ by collecting the values of ∂U
∂λ
over many configurations and λ values.
− kBT ln
Q(N1, N2 + 1, T, V, λ = 1)








The logarithmic term is referred to as canonical ensemble residual chemical potential
µres,NV T2 (N1, N2 + 1, T, ρ), or often refered to as conventional solvation/hydration free
energy which is equivalent to the free energy of transfering the single molecule of type 2 to
the solution of N1 and N2 molecules at the same volume. The residual chemical potential is
the difference between the total chemical potential and its underlying ideality model. Note
that this definition of the residual chemical potential is consistent with the density-based
model of Eq.2.53 as both use the same underlying reference states.







This can be calculated by gradually turning on the interaction of the target molecule with
the rest of the system using its λ-dependent interaction potential. To evaluate the residual
chemical potential, the argument of the integral must be calculated at discrete values of
the scaling parameter λ and numerical integration yields the residual chemical potential.
This is usually done in two separate steps, first growing the LJ interactions of the solute
and then turning on the electrostatic interaction, and the total value is the sum of the two
processes. At infinite dilution, µres∞,NV Ti (P, T, ρ) maybe obtained using simulation of a
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single solute molecule inserted into a box of solvent molecules.
2.6 Ideal Gas Chemical Potential (µ0i (T, P
0))
The ideal–gas chemical potential per particle of a species i at T and the standard state
pressure P 0 relative to its atomic species at 0 K is calculated from its total partition
function q0(T, V ) using [76]:
βµ0i (T, P
0) = − ln[q0i (T, V )] (2.34)
q0i (T, V ) maybe split into its translational, rotational, vibrational and electronic contribu-
tions,

























qelect = ω exp(−βDi) (2.39)








and using the ideal–gas law, P 0V/kT = 1, the ideal-gas chemical potential per particle
relative to the molecule’s atoms at 0 K may be expressed as:
βµ0i (T ;P






= β[Gi(T )−Hi(0)]− β∆Hai(0) (2.41)
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The sum of the first two terms gives the chemical potential with respect to the ground state
of molecule i at 0 K. When chemical reactions are considered, all µi must be measured with
respect to a common energy level (taken as zero). Di may thus be measured with respect
to the isolated atoms of the molecule (in which case, it is referred to as atomization energy,
∆Hai) or alternatively, with respect to the elements in their conventional standard states
(the negative of which is referred to as the formation enthalpy, ∆Hfi). In the context of
chemical reactions, these terms are a major contribution to µi.
2.7 Chemical Potential Models for Solutions: the Gen-
eral Case
(The material of this and the subsequent 2 sections is based on notes from the course CHE
725, “Research Topics in Chemical Process Analysis”, taught by Prof. W. R. Smith in
Winter 2018.)
Our goal in this section is to consider the mathematical forms for chemical potential
models commonly used in practice. We will begin with a very general form satisfied by
any model, and then focus on the common cases of these models. Using this approach
facilitates the understanding of how to translate among the different forms. This is partic-
ularly important for understanding the translation of the form commonly used in statistical
mechanics and molecular simulations to the formns commonly used for experimental de-
scriptions. It also facilitates the ability to develop and use new forms suited to particular
situations.
A mathematical model for the chemical potential model, µi, of a species in a solution
phase can be expressed in an infinite number of ways. We will describe the three steps
involved in developing a specific model. These steps involve choices regarding overall
thermodynamic variables among the set {T, P, ρ, V, . . .}, the concentration variable, z, the
reference state, z0, and the specification of an underlying ideal solution reference model.
We start with the following general expression for a µi model:
µi = µ
ref
i (η1, η2; z
0i) +RT ln ai(η1, η2; z) (2.42)
where η1 and η2 are the overall thermodynamic variables, z is the composition vector,
(z1, z2, . . . , zN)
T , R is the universal gas constant, µrefi (η1, η2; z
0i) is the chemical potential
in the reference state (the state at which the activity is unity) at (η1, η2) and concentration
z0i, and ai is the activity of species i. ξ1 and ξ2 are intensive variables, and (T, P ) and (T, ρ)
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are common choices. Note that the reference state composition may be different for each
species. The main reason for the mathematical form of Eq. (2.42) is that it qualitatively
conforms to the mathematical form of the expression for a mixture of ideal gases, discussed
in the previous section.
In order to understand the origins of the different chemical potential models used in
practise, and to understand how to generate new models that may be useful in particular
circumstances, we first write Eq. (2.42) in several general forms, from which particular
cases emerge. To this end, we first express ai in terms of an underlying ideality model.
This is accomplished by writing the activity term as the product of a concentration and
an activity coefficient, γi(T, P ; z), resulting in
µi = µ
ref
i (η1, η2; z
0i) +RT ln(zi/z
0
i ) +RT ln γi(η1, η2; z) (2.43)
This can also be written as
µi = µ
ref
i (η1, η2; z
0i) +RT ln(zi/z
0
i ) + µ
res
i (η1, η2; z) (2.44)
where µresi (η1, η2; z) is the residual chemical potential. The residual chemical potential and
its corresponding activity coefficient are thus related by
µresi (η1, η2; z) = RT ln γi(η1, η2; z) (2.45)
defined to satisfy the limiting behaviour
lim
z→z0i
µresi (η1, η2; z) = 0 (2.46)
lim
z→z0i
γi(η1, η2; z) = 1 (2.47)




i (η1, η2; z








µres,zi (T, P ; zi) thus encapsulates the departure from the underlying ideality model.
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2.8 Commonly Used Chemical Potential Models
Three steps are involved in the construction of a specific form of chemical potential model,
which are as follows:
1. The first step is to choose the overall thermodynamic variables. For illustrative pur-
poses in the following, we choose (T, P ) thermodynamic variables. This is sometimes
called the Lewis-Randall framework, named after the two workers who published a
pioneering chemical engineering textbook [77]) almost a century ago.
2. The second step is to choose a concentration variable, which may be different for
different species in the phase. The commonest choices are mole fraction xi, density,









where ni is the number of moles of species i, nsolv is the number of moles of solvent,





where V is the total volume of the system and ρ = nT/V is the solution density. ρi
is sometimes replaced by the symbol ci, and called a concentration.
3. The final, and perhaps the most important, choice is that of the reference state, z0i.
The commonest cases are
(a) Pure substance i in its ideal gas state at T and a reference state pressure P 0 or
a reference state density ρ0
(b) Pure substance i in its pure state at (T, P ) or at (T, ρ0).
(c) Substance i in a hypothetical state related to its properties at infinite dilution
in the solvent; for historical reasons this is referred to as a Henry model. We
will show its relationship to so–called Henry constants for vapour–liquid phase
equilibrium, which are commonly used in chemical engineering.
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Choice (a) is particularly useful, since the reference state properties depend only on T .






















+ µres,T,P,xi (T, P,x) (2.54)
ρ0 and P 0 are the respective reference state values of the concentration and pressure. The
conventional choice for P 0 is P 0 = 1 bar (100 kPa), although prior to 1980, the convention
was P 0 = 1 atm. (101.325 kPa); this is an important consideration when one uses older
thermodynamic data based on the latter convention.
The first model is sometimes used by experimentalists, but is particularly useful in
statistical mechanics, and we shall see that it is the most important model relevant to
molecular simulation. Note also that the numerical value of µφi (T ; ρ
0) depends on the
choice of units for ρ. For both models, the residual chemical potentials are defined to
approach zero as the mole fraction of the substance approaches unity. Notice that, in that
limit, the logarithmic terms vanish, and only the ideal gas reference state value remains.





i (T ; ρ) +RT lnxi + µ
res,T,ρ,x





i (T ;P ) +RT lnxi + µ
res,T,P,x
i (T, P,x) (2.56)











+RT lnxi + µ
res,T,ρ,x















Grouping the terms in brackets as µωi (T ; ρ) and µ
∗
i (T ;P ) thus give particular cases of
Choice (b).
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The Henry models of Choice (c) merit special attention. Three examples are
µi = µ
†







i (T, P ;m) (2.59)








i (T, ρ;ρ) (2.60)







i (T, P ;x) (2.61)
where the superscripts on the residual terms emphasize that they are specific to the un-
derlying ideality models defined by the relevant first two terms on the right sides of the
equal sign. For these models, For these models, the residual terms vanish as the species
concentration approaches zero. When the residual terms are expressed in terms of activity
coefficients as in Eq. (2.45), this is equivalent to defining the limiting value of its loga-
rithm to also be zero. The underlying ideality model is thus obeyed only at extremely low
concentrations, and only exactly in the limit of infinitely dilute solutions. As a result, the
reference state quantities for these models refer to a hypothetical state where the species
composition variable is equal to its reference state composition, respectively ρ0, x0 or m0.
For the models of Eqs. (2.56) and (2.59), the natural and universally used choices are
x0 = 1 and m0 = 1 mol kg−1 solvent, ρ0 = 1 and the reference states are thus hypothetical
ideal solutions at unit values of xi and mi. This allows those models to be written as
µi = µ
∗H
i (T, P ;x
0) +RT lnxi + µ
res,H(T,P,x)
i (T, P ;x)
= µ†i (T, P ;m
0) +RT lnmi + µ
res,H(T,P,m)
i (T, P ;m) (2.62)
2.9 Translating Between Models
Translating between chemical potential models is often required, and in this section we
describe a general methodology for performing this task. The underlying principle that
facilitates the translation is the observation that given values of the overall thermodynamic
variables and composition fixes the values of all other intensive properties of the phase.
This is the state postulate for solutions, analogous to the corresponding postulate for pure
substances, which states that all intensive properties are determined by setting any two
independent intensive properties. We refer to the use of this principle for solutions as the
state consistency principle.
A consequence of this principle for a system with specified (T, P,x) and alternatively
by specified (T, ρ,x) must have the same values for all intensive properties. The species
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chemical potentials are an example of such intensive properties, and this means that we
can equate the alternative forms for the chemical potentials.
2.9.1 (T, ρ) and (T, P ) Models
Here, we consider translating between the models of Eqs. (2.53) and (2.54). This is an
important issue, since reference state ideal-gas chemical potentials are most commonly
available as values of µ0i (T, P
0). The key is the observation that since both models entail
the use of an underlying ideal–gas model, we can carry out the translation using the latter
models, i.e., when the residual terms vanish.
We thus consider the translation between the models
µi = µ
φ
















The state consistency principle allows us to equate the chemical potential expressions













We next use the fact that we are dealing with an ideal gas mixture, which satisfies
P = ρRT (2.66)
Substituting Eq. (2.66) in Eq. (2.65) gives
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+ µres,T,ρ,xi (T, ρ,x) (2.69)
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where ρ is the density at the specified (P, T ). This is a deceptively simple result, and we
must be aware that the numerical value of the second term depends on the density units
used.
Some typical examples are (for P 0 = 1 bar =105 Pa at 298.15 K):














= −9.165525708 kJ mol−1 (2.70)














= 7.958497407 kJ mol−1 (2.71)














= −144.9005271 kJ mol−1 (2.72)














= 9.215680914 kJ mol−1 (2.73)
We note in passing that these values will change slightly if the standard state pressure
for the µ0(T ;P 0) value is P 0 = 1 atm. = 1.01325 bar, by the subtraction of the quantity
RT ln(1.01325) from each of the above quantities. At 298.15 K, its value is
(8.31446)(298.15)
1000
ln 1.01325 = 0.03263 kJ mol−1 (2.74)
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2.9.2 Henry (T, P ) Model and General (T, ρ) Model
The Henry (T, P ) model of Eq. (2.61) is of widespread use in chemistry and chemical
engineering, and µ†i (T, P ;m
0) values are available in compilations (e.g., [78]). We consider
the translation of this Henry model to the general density–based model of Eq. (2.69).
Invoking the state consistency principle, we first equate the models to give
























Substituting Eqs. (2.50)–(2.52) in Eq. (2.75) gives
µ†i (T, P ;m





1000P 0V (T, P ;m)
)
+µres,T,ρ,xi (T, ρ,x)− µ
res,H(T,P,m)
i (T, P ;m) (2.76)
We now take the limit of infinite dilution of species i, which causes µ
res,H(T,P,m)
i (T, P ;m)
to approach zero, giving the final result
µ†i (T, P ;m







+ µres,T,ρ,∞i (T, ρsolv) (2.77)
where the notation ∞ indicates that the residual chemical potential refers to infinite dilu-
tion of species i in the solvent (which contains all species except for species i and is at the
(T, P ) of the solution).
For a cation–anion pair, µ†i (T, P ) is given by
µ†i (T, P ) = µ
0
cat(T ;P
0) + µ0an(T ;P










+µres,NV T,∞cat [T, ρsolv(T, P )] + µ
res,NV T,∞
an [T, ρsolv(T, P )] (2.78)
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The ln(γi) is given by,










solv(T, P )] (2.80)
where xsolv is the solvent mole fraction in the solution.
2.9.3 Henry (T, ρ) Model and General (T, ρ) Model
Proceeding as before, we first set the chemical potential models of Eqs. (2.60) and (2.69)
equal to each other, giving
























Taking the infinite dilution limit gives
µωHi (T, ρ; ρ






+ µres,T,ρ,∞i (T, ρsolv(T, P )) (2.82)
Note that the values of µωHi (T, ρ; ρ
0) and µ†i (T, P ;m
0) differ, according to
µ†i (T, P ;m








For water as the solvent, at T = 298.15 K and P 0 = 1 bar (and m0 = 1 mol kg−1, the
value of the final term in kJ mol−1 using ρ in mol L−1 and the experimental water density









This is a very small quantity at ambient conditions, but it becomes significant at larger
values of T . For example, at 373 C and 10 bar, the density of liquid water is 53.2 mol L−1,
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2.9.4 Henry (T, P ;x) Model and General (T, ρ) Model
Proceeding in the same way as previously, we obtain
µ∗Hi (T, P ;x





+ µres,T,ρ,∞i (T, ρsolv(T, P )) (2.86)
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Chapter 3
An efficient molecular simulation
methodology for chemical reaction
equilibria in electrolyte solutions:
Application to CO2 reactive
absorption.
This chapter is reproduced with permission based on a preprint of “Javad Noroozi and
William R. Smith, An efficient molecular simulation methodology for chemical reaction
equilibria in electrolyte solutions: Application to CO2 reactive absorption”, Journal of
Physical Chemistry A 123(18), 4074-4086, (2019). Copyright 2019 American Chemical
Society.
Abstract
We develop a general molecular–based simulation algorithm for chemical reaction equilib-
ria in liquids containing neutral and ionic species, which is based on the combination of
classical force field and quantum mechanical methodologies. We show its application to the
reactive absorption of CO2 in aqueous monoethanolamine (MEA) solvent as a benchmark
case, the first time that a quantitatively accurate predictive approach requiring no exper-
imental data has been successfully applied to calculate all solution species concentrations
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for this system, including the partial pressure of CO2 above the solution. The reaction
equilibrium composition is simulated using a variant of the recently developed ReMD al-
gorithm (W.R. Smith and W. Qi, ACS Cent. Sci. 2018 4, 1185–1193), which permits
calculations involving very small species concentrations.
The H2O–MEA–CO2 benchmark system has been the subject of many previous studies
based on macroscopic thermodynamic models, which primarily involve fitting their pa-
rameters (of which reaction pK values are the most important) to experimental data. To
make contact with such approaches, we show the translation of the molecular–based quan-
tities to the direct prediction of these parameters, and calculate reaction equilibrium in
the framework of a Henry–Law–based chemical potential model. We consider both the
ideal solution form and its extension using the Davies equation for the species activity
coefficients. We study a range of temperatures and CO2 solution loadings in a 30 weight %
MEA solution, and incorporate an Uncertainty Analysis in our methodology. The quality
of the predictions from the simulations is comparable to that of the experimental results,
and the extension of the approach to other electrolyte solutions is described.
38
3.1 Introduction
Calculation of the equilibrium composition of chemically reacting systems is of great in-
terest and importance in chemistry, biology and chemical engineering. Systems involving
ionic species (especially aqueous electrolyte systems) are of particular significance, and
have long been studied using macroscopic thermodynamic tools [80, 81].
Carbon Capture and Storage (CCS) methodology applied to fixed CO2 sources is cur-
rently considered to be one of the most advanced programs to reduce greenhouse gas
emissions, and the development of more economically effective technologies is crucial to
encouraging its future deployment (for reviews, see, e.g., Kumoro et al. [82] and Song et
al. [83]). Strategies based on CO2 capture from point sources using reactive absorption in
solvents is considered to be a viable option, and aqueous solutions of monoethanolamine
(MEA, also referred to herein as RNH2), where R = (CH2)2OH) were one of the first sol-
vents used for this purpose. Its drawbacks include the large energy cost of regeneration
from the CO2–loaded, and this has spurred the search for improved solvents.
The search for such solvents has involved the use of chemical reaction equilibrium
(CRE) calculations based on thermodynamic models for the involved aqueous CO2–aqueous
electrolyte solutions[84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95]. Model development is
complicated by the fact that its parameters are not directly measurable quantities, but must
be obtained indirectly by fitting to experimental data. Thus, most CO2 reactive absorption
models in the experimental literature can be considered to be primarily correlations rather
than predictions, and the resulting parameter values show considerable variation among
different research groups.
A less expensive and more fundamentally based approach to CRE modeling involves the
use of molecular–based methodology, which in principle requires little or no experimental
data and is thereby predictive in nature. Several groups have focussed attention on the
calculation of solution properties at infinite dilution (for example, reaction pK values)
using approximate quantum mechanical (QM) approaches (recent examples are the works
of Gupta et al. [96] and Taranishiet al. [97]). Although such properties are important,
these methods are computationally infeasible for calculating solution properties at higher
concentrations due to their computational complexity.
Although classical force field (CFF) methodology has been used extensively for non–
reacting systems, there have been relatively few studies of its application to systems un-
dergoing chemical reactions, and fewer still involving systems containing reacting ionic
species. CRE implementation by means of the Reaction Ensemble Monte Carlo (REMC)
algorithm[32, 98] and its variants (for a review, see Turner et al. [99]) has been used
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for multi–reaction plasma systems[100, 101], to a single-reaction ionic liquid system[102].
It has also been applied in a preliminary study of CO2 solubility modeling in aqueous
monoethanolamine involving four reactions[103], with which we make comparisons in this
study. Since REMC implementation relies on a system–specific combination of alchemical
and insertion moves, special system–dependent techniques such as Continuous Fractional
Component (CFC) reaction moves[104, 105, 103, 106] must be used at liquid densities.
However, the recent paper of Mullen et al. [102] found CFC to fail, and they replaced it
with an alternative (system–dependent) approach. Another challenge in molecular-based
CRE simulations is calculations involving very small species amounts (e.g., concentrations
of 10−4 or less), which at first sight would seem to require infeasibly large system sizes.
The recently developed ReMD algorithm of Smith and Qi[44], based on the relatively
straightforward and system independent calculation of species chemical potentials using
general–purpose Molecular-Dynamics (MD) software in conjunction with thermodynamic
integration, was designed to overcome both of the above problems. Based on macroscopic
thermodynamic principles, it minimizes the Gibbs energy by calculating an iterative se-
quence of compositions, which are used as reference states for an ideal solution extrapo-
lation model. We apply it here to the case of the aqueous MEA–CO2 system, using the
infinite dilution reference state as the initial approximation and extrapolating the chemical
potentials using the Henry Law ideality model or its extension incorporating the Davies
equation for the activity coefficients[107]. This technique can also be used to calculate the
concentrations of species present in very small concentrations. In this paper, we imple-
ment the ReMD algorithm using a combination of QM and MD procedures, resulting in
an approach that is entirely predictive and utilizes no experimental data.
In the course of our study, we provide uncertainty estimates of the predicted partial
pressure of CO2 above the solution by propagating the uncertainties in the underlying
parameters. We remark that the importance of uncertainty analysis applied to thermody-
namic models of CO2 reactive absorption has also recently been emphasized by Morganet
al. [108] and by others[109, 110].
The paper is organized as follows. The next section briefly reviews CRE calculation
methodology in the context of conventional macroscopically based Henry-Law-based chem-
ical potential models, and the subsequent section relates the relevant molecular simulation
quantities to the macroscopic parameters and outlines the CRE calculation procedures.
The following section describes the systems studied, and the relevant molecular models
and simulation protocols used. The next section give our results and their discussion,
followed by a section presenting our conclusions and recommendations.
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3.2 Reaction Equilibrium Using Henry-Law-Based Chem-
ical Potential Models
In Section 3.3, we translate our molecular simulation CRE model to the Henry–Law-based
model, which is commonly used in macroscopic theoretical and experimental studies of
electrolyte solutions and is briefly reviewed here.
µi(T, P ;m) = µ
†




+RT ln γi(T, P ;m); i = 1, 2, . . . , Ns (3.1)
where T is the absolute temperature, P the pressure, R the universal gas constant,
µi(T, P ;m) is the chemical potential of species i, m is the vector of molalities, γi is
the species activity coefficient, and Ns is the number of solution species. µ
†
i (T ;P ) is the
standard state chemical potential of solute species i in a hypothetical ideal solution of
m0 = 1 molal. In the CO2-H2O system, we take H2O as the solvent and consider all other
species to be solutes.
The chemical potential model for the solvent based on its pure component reference
state is normally used:
µsolv(T, P ;m) = µ
∗
solv(T, P ) +RT ln asolv(T, P ;m) (3.2)
where µ∗solv(T, P ) is the chemical potential of the pure solvent at the solution (T, P ) and
asolv is its activity in the solution.
Reaction equilibrium in a closed system at specified (T, P ) can be calculated by min-
imizing its Gibbs free energy subject to the conservation of mass constraints, the latter
of which may be implemented by means of a set of R linearly independent stoichiometric
reactions, where
R = Ns − rank(A) (3.3)
A is theNs×M matrix of chemical formulae andM is the number of chemical elements[111].
It is important to note that the reaction set is independent of any underlying reaction
mechanism, and may be selected based on numerical convenience.




νijµi = 0; j = 1, 2, . . . , R (3.4)
where νij is the stoichiometric coefficient of species i in reaction j. Substitution of Eqs.
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νij ln γi(T, P ;m) + νsolv,j ln asolv(T, P ;m) = 0 (3.5)
where





i (T, P ) + νsolv,jµ
∗
solv(T, P ) (3.6)
The G̃j(T, P ) values are commonly expressed in terms of equilibrium constants Kj via




where pKj = −log10Kj.
The solute activity coefficients γi(T, P ;m) in Eq. (3.1) may be modelled in various
ways. In this paper, we consider (1) the ideal Henry-Law solution model with ln γi = 0,
and (2) the empirical Davies model [107]:









where zi is the valence, and A(T, P ) is related to the pure solvent dielectric permittivity
and density by [112, 113]
A(T, P ) = 0.13287× 106 [ρsolv(T, P )]
1/2
[εr,solv(T, P )T )]3/2
(3.9)
where ρsolv(T, P ) is the density of the solvent in kg m
−3. εr,solv is the solvent relative static









ln asolv in Eqs. (3.2) and (3.5) for these models is obtained by means of the Gibbs–Duhem
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equation:



























3.3 Molecular-Based Calculation of pKj
3.3.1 Relation to Ideal–Gas and Hydration Free Energy Quanti-
ties
µ†i values for the solute species in Eq. (3.1) are calculated by molecular simulation using the
following expression [114, 115, 116, 117] (see also Section 2 of the Supporting Information):
µ†i (T, P ) = µ
0
i (T ;P
0) + ∆Ghydi (T, P ) + ∆G
corr
i (T, P ) (3.13)
where µ0i (T ;P
0) is the species ideal–gas standard chemical potential at T and the reference
state pressure P 0 = 1 bar, ∆Ghydi (T, P ) is its absolute hydration free energy, and ∆G
corr
i is a
(typically small in magnitude) correction term that includes [116] (1) a finite–size correction
term to account for the size dependence of the simulations; (2) a correction for the mean
effect of electrostatic interactions beyond the simulation cutoff distance, depending on the
relative dielectric permittivity of the water model used in the simulation; (3) a quantum
correction term.
∆Ghydi (T, P ) is given by
∆Ghydi (T, P ) = ∆G
std(T, P ) + ∆Gintri [T, ρsolv(T, P )] (3.14)
where ∆Gstd(T ;P 0) accounts for the change from the reference state pressure of P 0 = 1
bar in the ideal–gas state to a reference state solution concentration of 1 molal, ∆Gintri is
the intrinsic solvation free energy of species i, and ρsolv(T, P ) is the pure solvent density
at the specified (T, P ). The first two quantities are given by







∆Gintri (T, P ) = µ
res,NV T,∞
i [T, ρsolv(T, P )] (3.16)
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where ρsolv(T, P ) is the pure solvent density in kg m
−3, P 0 is in bar, and µres,NV Ti [T, ρ(T, P )]
is the residual chemical potential of species i at infinite dilution in the pure solvent calcu-
lated by molecular simulation from Eq. (3.16).
Excluding the relatively small correction terms, µ†i for a solute may be conveniently
expressed as

















µres,NV Ti [T, ρ(T, P )]
RT
(3.17)
We remark that µ†i (T, P ) values for individual ions calculated from the above expres-
sions are different from the “conventional” experimental values given in thermochemical
tables (e.g., Wagman et al. [78]); however, values for charge–conserving linear combinations
of ions agree with the results using corresponding tabular values. Such linear combinations
always occur in chemical reactions involving ions, as is the case in this study. (In order to
match the conventional individual ionic values, a term involving the electrostatic Galvani
potential at the vacuum/water interface, and a term involving the intrinsic hydration free
energy of the proton must be included; see, e.g., Majer et al. [118].)













µres,NV Tsolv [T, ρsolv(T, P )]
RT
(3.18)












∆G̃j(T, P ) and pKj(T, P ) in Eqs. (3.6) and (3.7) can then be obtained from
∆G̃j(T, P ) = ∆G
†










































i (T, P ) (3.24)
3.3.2 Ideal Gas (IG) Quantities
The IG µ0i (T ;P
0) values may be expressed in terms of statistical mechanical expressions
and calculated from
µ0i (T ;P
0) = −RT ln
[






= [Gi(T )−Hi(0)]−∆Hai(0) (3.25)
where q0i (T, V ) is the molecule’s internal partition function and ∆Hai(0) is its atomization










= ∆j[G(T )−H(0)] + ∆Gj(0) (3.27)
where the quantities on the right are calculated at P 0 = 1 bar. The quantities in Eq. (3.26)
may be obtained from quantum mechanical calculations, as described in Section 3.4.3.
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3.4 Systems Studied and Computational Details
Our aqueous MEA-CO2 system model contains the species {H2O,RNH2,CO2,RNH+3 ,
RNHCOO−,H3O
+,OH−,HCO−3 } (CO2−3 is neglected as being vanishingly small), where
R = HO(CH2)2. The CO2 absorption process is modelled as a solution in equilibrium with
a vapour phase at a total pressure of 1 bar, and we calculated solution compositions at
several temperatures, solvent weight fractions, ω (kg MEA/kg solvent), and CO2 loadings,
L(mol CO2/mol MEA).
3.4.1 Force Fields
All nonbonded intermolecular interactions were modeled using a standard 12-6 Lennard-
Jones (LJ) plus Coulombic potential with fixed point charges
















where εij and σij are the LJ energy and size parameters, respectively, qi is the atomic
partial charge of atom i, and rij is the separation distance between atoms i and j. Un-
like intermolecular interactions were calculated using Lorentz-Berthelot combining rules.




were taken from the General Amber Force Field (GAFF)[119] in conjunction with the
TIP3P water force field with the 1-4 LJ and electrostatic interactions scaled by 1/2 and
5/6 respectively. When combined with the GAFF, the TIP3 model has been shown to
give better ∆Gintr than other water models. As far as the electrostatic interactions are
concerned, no widely accepted standards for determination of the partial charges exist.
However, it has been shown that the intrinsic hydration free energy strongly correlates
with the solute dipolement and this varies across the theory levels/basis sets. Following
Zhang et al. [120] to obtain the partial charges, the gas-phase geometry of each molecule
was optimized at the MP2/cc-pVTZ level of theory/basis set, followed by a single point en-
ergy calculation on the gas-phase optimized structure at the B3LYP/6-311++g(d,p) level
of theory/basis set using the Gaussian09 package[121]. The original GAFF used low–level
HF/6-31G* to generate the electrostatic surface potential; however, as shown by Zhang
et al. [120], B3LYP/6-311++G(d,p) yields very similar dipole moments and reasonable
thermodynamic propoerties prediction for wide range of solvents. It is worth noting that
the author scaled the original GAFF LJ parameter for improved predictions, however, we
found that the LJ contribution to the ∆Gintr is very small (specially for the ionic species
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considered here) compared to the contribution of the electrostatic interactions. The gas–
phase geometries of the MEA, RNH+3 and RNHCOO
− molecules are shown in Fig. 3.1.
The partial charges were then obtained with the two stage restrained electrostatic potential
(RESP) fitting method using the Antechamber package[119]. CO2 was modelled using the
TraPPE force field of Pottoff[122], although TIP3P/TraPPE combination is not the model
of choice when it comes to CO2-water interactions, we expect little variation of its intrinsic
hydration free energy across the water models.
Finally, the partial charges for H3O
+ and OH− ions were taken from the polarizable
model used by Dang et al. [123]. The LJ parameters of these two ions were manually
optimized to approximate the experimental hydration free energies of the individual ions
referenced to the 1–molal gas phase and the Henry–Law 1–molal aqueous phase standard
state at 298.15 K and 1 bar in TIP3 water according to
∆G∗i = ∆G
intr
i + zieψs (3.29)
where ∆Gintri is the species intrinsic hydration free energy calculated in this work, zi is its
valence, e is the electronic charge, and ψs is the Galvani potential of TIP3P water, taken
from Zhang et al. [115].
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Figure 3.1: MP2/aug-cc pVTZ optimized gas phase geometry of ethanolamine (a), pro-
tonated ethanolamine (b) and its carbamate form (c) used in this study to derive RESP
charges.
3.4.2 Hydration Free Energies
The initial structure was generated by adding a single ion/solute in a cubic box of 888
TIP3P water molecules employing periodic boundary conditions using Packmol[119]. A
short energy minimization was followed by a 1 ns NVT simulation and a 10 ns NPT equili-
bration was performed to prepare the initial structure for the free energy calculations using
an NPT simulation. ∆Gintri was calculated by first linearly decoupling the electrostatic
ion–water interactions according to








over 12 equally spaced λ windows {0.00, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.00} This
was followed by decoupling the LJ ion-water van der Waals interactions over the 19
λ {0.00, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.00}
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windows using the soft-core potential





(1− λLJm )αLJσ6ij + r6ij
]2 − σ6ij[(1− λLJm )αLJσ6ij + r6ij]
}
(3.31)
where αLJ = 0.5
At each λ window, we performed an 8 ns NPT simulation to collect the derivative of the
Hamiltonian every 0.2 ps, with the first 2.5 ns discarded from the analysis. The free energy
change resulting from decoupling the particle from the solvent was calculated using the
multi-state Bennett acceptance ratio method[124] as implemented into GROMACS 2018,
with all post-processing performed by the Python script Pymbar[125]. The GROMACS
stochastic dynamics integrator with time step of 2 fs and Langevin dynamics thermostat
with friction coefficient of 1 ps were used. For NPT simulations, the pressure was set to
1 bar using the Parrinello–Rahman barostat with a characteristic oscillation time of 5.0
ps and the compressibility set to 4.5 × 10−5. Short–range LJ interactions were truncated
at 1.2 nm and standard mean–field long–range corrections were applied for the energy
and pressure truncation of these interactions. Long–range electrostatic interactions were
evaluated with the smooth particle-mesh Ewald (SPME) method with tin–foil boundary
conditions, with real space interactions truncated at 1.2 nm, a SPME B-spline of order
4, a grid spacing of 0.12 nm, and a relative accuracy of 10−5. (Following Joung and
Cheatham[126], for single ion hydration the net charge of the simulation box was not
set to zero, since this is implicitly accounted for when Ewald summation using tin–foil
boundary conditions.) The solution free energy change calculation was followed by a single
molecule simulation of the free energy in vacuum (in a non–periodic simulation box with
infinite force–field cutoffs), which was subtracted from the free energy change calculation
in the solution.
All GROMACS input files and force field parameters are provided in the Supplementary
Information file.
3.4.3 QM Simulations
To obtain the initial structure of the flexible molecules (MEA, RNH3+ and RNHCOO−),
a conformational search was initially performed with the MMFF94 force field using Spar-
tan’18 software[127], and the resulting geometries were then further optimized at increas-
ing QM levels of accuracy. For RNH+3 and RNHCOO
−, the energy differences between the
lowest and next lowest energy conformers were found to be significant; therefore only the
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lowest energy conformer was adopted for each of these molecules. For MEA, however, the
energy differences were relatively small, and contributions from other conformations also
were taken into account using Boltzmann averaging, as described in Results and Discussion
section.
To calculate the IG quantities for each species at the temperature of the interest and
1 bar, the selected geometries were further optimized with quantum chemical methods
followed by frequency calculations to ensure that the optimized structures were true min-
ima on the potential energy surface (no negative eigenvalues in the Hessian matrix). All
QM calculations were performed with Gaussian09[121]. To assess the sensitivity of the
calculations to the QM method and to calculate uncertainty estimates, the G(0) quantities
were calculated using several theory levels and basis sets, namely wB97XD-aug-cc-pVTZ,
wB97XD/6-311++(2d,2p), wB97X/6-311++G(3df,3pd), B3LYP/6-311++g(d,p), CAM-
B3LYP/6-311++g(2d,2p), CAM-B3LYP-aug-cc-pVTZ, G4, CBS-APNO and CBS-QB3.
3.5 Results and Discussion
For the equilibrium calculations, we may use any set of 4 linearly independent reactions;
we use the set




RNH+3 + H2O = H3O
+ + RNH2 (R2)
RNHCOO− + H2O = RNH2 + HCO
−
3 (R3)




The equilibrium compositions are obtained from the solution of Eqs. (3.5). The fol-
lowing two subsections describe our methodology for calculating the input quantities and
estimating their uncertainties. We estimated the uncertainties in the resulting equilibrium
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compositions by propagating those of the input quantities.
Table 3.1: Values of the dimensionless ideal–gas free energy function [G(T ) −
H(0)]/RT at T = 293.15 K and P 0 = 1 bar for the species involved in the MEA-
CO2-H2O system. The second column contains values calculated in this work,
the third column contains values calculated previously by Balaji et al. [103], and
the fourth column contains results from the JANAF thermochemical tables[128].






RNH+3 -28.977 -28.912 -
RNHCOO− -33.075 -32.961 -
HCO−3 -27.250 -27.233 -
H3O
+ -19.118 -19.097 -19.083
OH− -17.166 - -17.272
RNH2
(d) -28.757 -28.671 -
H2O -18.628 -18.618 -18.717
CO2 -21.865 -21.882 -21.937
(a) This work. Calculated using Gaussian09[121] with B3LYP/6-311++G(d,p).
(b) Calculated using the q̂i(T ) values of Balaji et al. [103].
(c) Calculated from columns 4 and 5 of the JANAF thermochemical tables[128].
(d) Calculated for the lowest energy conformer at 293.15 K (see the text.)
3.5.1 Ideal–Gas Quantities
The only previous simulation study of the reactive absorption of CO2 in the aqueous
MEA system is that of Balaji et al. [103], who used the REMC algorithm[32, 98, 129],
which also requires the ideal–gas quantities ∆G0j(T ;P
0) in Eq. (3.26). They calculated
the [Gi(T )−Hi(0)] quantity, but neglected to include the atomization energy contribution.
This is verified in Table 3.1 at T = 293.15 K, where our calculations of the former quantities
are compared with their results and with available JANAF data[128]. It is seen that the
three sets of [Gi(T )−Hi(0)] results are in good agreement.
We found the values of [Gi(T )−Hi(0)]/RT (the “thermal corrections”) to be relatively
insensitive to the QM method used, in contrast to the ∆Gj(0) results. In order to account
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Table 3.2: Ideal–gas reaction free energies at 0 K, ∆G0j(0) of Eq. (3.27) in kJ mol
−1 at
P = 1 bar for reactions R1–R4 in the text. For the indicated reaction, the final row gives
the average value of the methods and the numbers in parentheses denote the standard
deviations.
Method R1 R2 R3 R4
B3LYP/6-311++G(d,p) 487.40 233.31 34.61 708.27
wB97XD-aug-cc-pVTZ 476.66 232.22 42.12 709.27
wB97XD/6-311++(2d,2p) 472.58 235.28 42.82 714.57
CAM-B3LYP/6-311++(2d,2p) 469.38 234.33 39.60 713.04
G4 478.73 231.37 47.69 708.20
CBS-APNO 475.00 231.20 48.35 711.78
CBS-QB3 474.55 234.43 49.10 720.72
wB97X/6-311++G(3df,3pd) 470.28 232.10 41.34 716.60
CAM-B3LYP-aug-cc-pVTZ 470.83 232.88 39.32 707.10
Average(std) 473.50(3.1) 232.98(1.4) 43.79(3.7) 712.66(4.3)
for the effects of this sensitivity, we calculated ∆Gj(0) required in Eqs. (3.25)–(3.27) in con-
junction with the range of high–order methods indicated in Section 3.5.1, in addition to the
commonly used B3LYP/6-311++G(d,p) method (e.g., Gupta et al. [130, 131, 132]). For
our reaction equilibrium calculations, we used the average values of ∆G0j(T ;P
0) obtained
from the eight indicated high–order methods shown in Table 3.2 and took the standard
deviations as their uncertainty estimates. The results are shown in Table 3.2. It can be
seen that the B3LYP/6-311++G(d,p) results differ markedly from those of the higher or-
der methods, most importantly for reactions R1 and R3. The results indicated in the table
are in agreement with others who have indicated that B3LYP/6-311++G(d,p) results are
generally inferior to those of the higher order methods for amine–based systems; we thus
excluded its results from our calculations.
It is important to account for the fact that larger molecules typically exhibit more than
one locally stable structural isomer. The set of ideal–gas isomers can be treated by an
exact “lumping procedure” [133, 134], whereby the set is replaced by a single species with
a standard chemical potential µ0I(T ;P
0) given by the Boltzmann-weighted sum of the Nc
conformer chemical potentials. The mole fraction of each conformer in the set is
xi =
exp[−µ0i (T ;P 0)/RT ]∑Nc
j=1 exp[−µ0j(T ;P 0)/RT ]
(3.32)
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Table 3.3: Values of the fraction of the total population of the MEA conformers with the
13 lowest values of µ0(T ) at the temperatures considered in this work, calculated using
M06/6-311++G(3df,3dp). The final row values of “Adjustment” refer to the argument of
the logarithmic term in Eq. (3.36)
Conformer 293.15 298.15 313.15 333.15 353.15
g’Gg’ 0.6177 0.6139 0.5746 0.5255 0.4811
gGg’ 0.1279 0.1304 0.1413 0.1541 0.1650
tGt 0.0638 0.0640 0.0685 0.0737 0.0778
gGt4 0.0506 0.0508 0.0552 0.0603 0.0647
tGg 0.0371 0.0373 0.0412 0.0459 0.0502
gGg 0.0330 0.0330 0.0362 0.0401 0.0436
tGg’ 0.0254 0.0255 0.0288 0.0330 0.0369
tTt 0.0116 0.0117 0.0139 0.0112 0.0201
g’Tt 0.0091 0.0092 0.0109 0.0134 0.0159
tTg 0.0082 0.0083 0.0100 0.0124 0.0148
gTg’ 0.0073 0.0074 0.0090 0.0170 0.0135
gTg 0.0072 0.0073 0.0089 0.0111 0.0134
g’Gt 0.0011 0.0012 0.0016 0.0022 0.0030

















exp[−µ0i (T ;P 0)/RT ]
]
(3.34)
For a given species, we first determined the conformer with the lowest chemical po-
tential, µ0∗(T ;P
0), and the relative free energy differences of the other conformers from its
minimum value, δµ0i (T ;P
0), where
δµ0i (T ;P
0) = µ0i (T ;P
0)− µ0∗(T ;P 0) (3.35)
The standard chemical potential µI(T ;P
0) of the isomer group is then calculated by



























where Nc is the number of conformers considered. We found that the final term was
vanishingly small for all species except MEA, for which we found 13 conformers, the same
set reported by Xie et al. [135] and by Novakovskaya and Rodnikova[136]. Table 3.3 shows
the mole factions of the individual conformers and the final term of Eq. (3.36) at each
temperature considered.
3.5.2 Intrinsic Hydration Free Energies
The intrinsic hydration free energies of the species, ∆Gintri (T ;P ) defined in Eq. (3.16)
are shown in Table 3.4. As noted in Section 3.3, for our purposes we only require the
charge-conserving linear combinations of the intrinsic hydration free energies, ∆Gintrj , that
are calculated from the individual ∆Gintri (T ;P ) values. The individual ∆G
intr
i (T ;P ) values
show relatively small uncertainties, which we propagated to the ∆Gintrj quantities shown
in Table 3.2.
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Table 3.4: Water density and dimensionless species intrinsic hydration free energies,
∆Gintri (T, P )/RT , defined in Eq. (3.16), at the temperatures, T , considered in this study
and pressure P = 1 bar, using the TIP3P water model and the species FFs described in the
text. A subscript indicates the uncertainty (one standard deviation) in the final number
of digits.
293.15 K 298.15 K 313.15 K 333.15K 353.15 K
H2O Density(kg m
−3) 991.8398 987.3598 973.886 954.319 932.618
Species
RNH+3 -98.354 -96.434 -95.674 -89.133 -83.513
RNHCOO− -150.908 -148.108 -143.969 -134.347 -125.207
HCO−3 -158.892 -155.922 -143.072 -133.382 -124.772
H3O
+ -168.903 -165.723 -156.953 -146.502 -137.312
OH− -199.963 -196.383 -185.713 -173.013 -161.762
MEA -12.543 -12.143 -12.263 -10.952 -9.802
H2O -11.091 -10.901 -10.031 -9.041 -8.221
CO2 0.391 0.411 0.674 0.821 0.931
3.5.3 pK Values
Table 3.5 shows the equilibrium constants and their constituent contributions for Reactions
R1–R4 at the temperatures of this study, along with estimates of their uncertainties (one
standard deviation). It is difficult to compare our pK results with those of experiment,
since the latter are typically obtained indirectly by fitting an activity coefficient model to
experimental data, and the uncertainties are rarely discussed. Since Reaction R3 involving
HCO−3 and RNHCOO
− is one of the most important, we compare our pK value at 298.15
in the table with its values from several sources[87, 137, 138, 139], which yield an average
value of 1.58 with a standard deviation of 0.19. This overlaps with our pK value and its
uncertainty range.
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Table 3.5: Quantities contributing to ∆G̃j(T, P ), defined in Eqs. (3.20)–(3.24) for reactions
R1–R4 at the indicated temperatures and P = P 0 = 1 bar. ∆G0j(T ;P
0) is calculated from
Eq. (3.27) using the second column of this table and data in Tables 3.2–3.4, in conjunction
with Eq. (3.36). ∆∆Gintrj is calculated from Eq. (3.24) and data in Table 3.4. Uncertainties









RT pKj ≡ − log10(Kj)
293.15 K
R1 17.33 212.53(1.27) -224.56(0.11) -15.22(1.28) -6.61(0.55)
R2 -0.27 94.85(0.57) -72.00(0.06) 18.83(0.58) 8.18(0.25)
R3 -4.30 13.20(1.52) -9.44(0.09) -0.26(1.52) -0.11(0.66)
R4 1.24 294.09(1.76) -274.68(0.06) 15.40(1.77) 6.69(0.77)
298.15 K
R1 17.36 209.34(1.25) -220.67(0.11) -14.52(1.26) -6.31(0.55)
R2 -0.27 93.23(0.56) -70.52(0.06) 18.69(0.57) 8.11(0.25)
R3 -4.28 12.90(1.49) -9.06(0.09) -0.18(1.50) -0.08(0.65)
R4 1.25 289.22(1.73) -269.78(0.06) 15.43(1.74) 6.70(0.75)
313.15 K
R1 17.44 200.41(1.19) -209.78(0.12) -12.61(1.20) -5.48(0.52)
R2 -0.26 88.67(0.54) -66.66(0.06) 17.99(0.54) 7.81(0.23)
R3 -4.23 12.03(1.42) -8.51(0.10) -0.49(1.42) -0.21(0.62)
R4 1.26 275.53(1.65) -255.94(0.06) 15.57(1.65) 6.76(0.72)
333.15 K
R1 17.54 189.77(1.12) -196.29(0.09) -9.80(1.12) -4.26(0.49)
R2 -0.25 83.22(0.51) -62.19(0.04) 17.01(0.51) 7.39(0.22)
R3 -4.16 11.01(1.34) -8.08(0.08) -1.09(1.34) -0.47(0.58)
R4 1.27 259.19(1.55) -239.24(0.05) 15.94(1.55) 6.92(0.67)
353.15 K
R1 17.63 180.35(0.06) -184.64(0.09) -7.60(1.06) -3.30(0.46)
R2 -0.25 78.36(0.48) -58.10(0.04) 16.25(0.48) 7.06(0.21)
R3 -4.10 10.08(1.26) -7.53(0.08) -1.46(1.26) -0.64(0.55)
R4 1.29 244.73(1.46) -224.53(0.04) 16.19(1.47) 7.03(0.64)
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3.5.4 Davies Parameter A
εr,solv for TIP3P water was obtained using
εr,solv = 1 +
β
(




where M = [Mx,My,Mz] is the total dipole moment and ε0 is the permittivity of free
space. We equilibrated systems of 2000 water molecules for 2 ns and used 10 ns production
periods in the NPT ensemble to obtain the system box size, which was followed by 10ns
NV T simulation to calculate εr,solv, saving configurations for analysis every 0.1 ps. εr,solv
and A values for TIP3P water in Eq. (3.9) are shown in Table 3.6.
3.5.5 Solution Compositions
We calculated the solution equilibrium compositions using the thermodynamic model of
Eqs. (3.5) and (3.6), with the µ†i parameters obtained by the simulation methodology of
Section 3.3. The conservation of mass constraints are expressed in terms of the quantities
{N0(RNH2), N0(H2O), N0(CO2)}, which are in turn defined in terms of the weight fraction














where N0 is a particle/mole number and M is a molecular weight (our simulations used
N0(H2O) = 888.)
We performed two sets of calculations, both implemented by means of a locally devel-
oped Python script: (1) based on the Henry–Law model of Eq. (3.1) in the case of an











where zi is the valence and I is the ionic strength. Numerical results for all systems studied
are given in the Supporting Information.
Results obtained using the Davies approximation are shown in Fig. 3.2 at a range
of temperatures and CO2 loadings for a 30 weight % MEA/H2O solvent, where they are
compared with experimental results from the literature. The combination MEA/RNH+3 is
also shown because in some cases only this quantity is available experimentally. The inset
in Subfigure (a) shows the minor species concentrations at the only state point for which
experimental data exists. Numerical results for all species compositions are provided in
the Supplementary Information, for both the Henry–Law ideal solution and the Davies
approximation.
The methodology for the error bars on our simulation results (indicating one standard
deviation) is discussed in Section 3.5.7. The scatter of the experimental results, partic-
ularly for HCO−3 , indicate that it is problematic to experimentally determine the species
compositions with high precision, particularly at mole fractions less than about 0.01. We
conclude that our simulation results provide equilibrium compositions of similar quality to
the experimental measurements; in addition, estimates of very small species compositions
are available from our simulations, unlike the case for the experiments.
We now compare our results with those of the only previous simulation study of this
system[103], who used a variant of the REMC algorithm[32, 98, 99]. We first remark
that the REMC algorithm (in common with many other simulation algorithms) is intrin-
sically unsuited to calculations involving systems with species of very low concentrations.
For example, using a simulation box with Nbox particles, an equilibrium mole fraction
of zi would require 1 particle of the species to be observed on average every 1/(Nboxzi)
reaction moves. In our simulations, a mole fraction xCO2 of order 10
−10 is not uncom-
mon. To observe such a concentration, the REMC algorithm would require a CO2 par-
ticle to be observed on average every 20 million reaction moves (and a reasonable un-
certainty would require it to be observed multiple times) using the Nbox ≈ 500 value of
Balaji et al. [103], who displayed graphical results for L ≤ 0.7 for the concentrations
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Figure 3.2: Mole fractions of the major solution species as a function of CO2 loading, L, at
the indicated temperatures and P = 1 bar for a 30 weight % aqueous MEA solution. Curves
are our simulation results, with error bars indicating their uncertainties (one standard
deviation). The main graphs show the major species and the insets show the minor species.
Experimental data points, whose symbol colors match the corresponding curves, are as
follows: filled diamonds: Matin et al. [90] (21◦C); filled circles: Böttinger et al. [87]; open
downward triangles: du Preez et al. [95]; filled upward triangles: Jakobsen et al. [86];
open upward triangles: Jakobsen et al. [86], 293.15 K and 313.15 K only, indicating the
sum of the mole fractions of HCO3 and CO
−2
3 ; filled squares: Hilliard[88], indicating the





















T = 298.15 K
T = 313.15 K
T = 333.15 K
T = 353.15 K 
Figure 3.3: Partial pressure of CO2 above the solution as a function of loading, L, at the
indicated temperatures and P = 1 bar for a 30 weight % aqueous MEA solution. Curves are
simulation results of this work, and points are experimental data from Jou et al. [84]. The
error bars on the simulation curves at 298.15 K and 353.15 K indicate their uncertainties
(one standard deviation); the error bars at the other temperatures are not shown, but are
of similar magnitude.
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of {MEA + RNH+3 ,RNHCOO−,HCO−3 }, and for HCO−3 only at high loadings where its
concentration is non–negligible.
We also note that in the work of Balaji et al. [103], the ideal–gas quantities ∆Gj(0)
in Eq. (3.27) were erroneously omitted in the calculation of the values of ∆Gj(T ;P
0)/RT
in Table B.2; these quantities provide by far the largest contributions to ∆Gj(T ;P
0)/RT .
Their study also modelled the system using a different species set than used here, omitting
OH− and including CO2−3 ; however, since these species are present in very small amounts,
they have only a minor effect on the concentrations of the remaining species. In addition,
in our study different species force fields were used. Differences in our results could be
due to any of these factors; it could also be due to the nonconvergence of their REMC
simulations.
3.5.6 CO2 Partial Pressure
The partial pressure of CO2 in the vapour phase at a total pressure of 1 bar is determined
from the equality of its solution and vapour phase chemical potentials. At the relatively
low pressure considered here, the vapour phase may be treated as an ideal gas, which yields















We ignore the small pressure dependences of the quantities in this expression, and use our
simulation values calculated at P = 1 bar.
The dependence of P (CO2) on loading at the temperatures considered is shown in Fig.
3.3. Error bars are shown at 298.15 K and 353.15 K, and those at the other temperatures
are similar. The methodology used is described in the next Section.
3.5.7 Uncertainty Analysis
Although the propagation of uncertainties in the values of ∆G̃j in Table B.2 to the uncer-
tainties ∆ ln(x∗i ) in the equilibrium species mole fractions and to the uncertainty ∆ ln(P̃CO2)
in the CO2 partial pressure can be performed using methodology similar to that of Morgan
et al. [108], we take a simpler numerical approach here.
Since the equilibrium concentrations of H3O
+ and OH− are very small, the equilibrium
mole fractions x∗i are primarily determined by Reactions R1 and R3. We thus estimated the
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uncertainties in the equilibrium compositions arising from the uncertainties in ∆G̃1/RT
and ∆G̃3/RT , by numerically calculating the compositional derivatives with respect to
these quantities, and then using








































where the asterisk denotes the equilibrium composition.
3.6 Discussion
We have demonstrated that our simulation results are in good agreement with those of
experiment when their mutual uncertainties are taken into account. We are investigating
the application of our methodology to other solvents for CO2 reactive absorption.
The accuracy of our predictions of the species solution concentrations and the CO2
partial pressure above the solution, PCO2 , depends on the accuracies of three quantities:
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1. the ideal–gas free energy changes for the reactions R1–R4, of which the most impor-
tant are R1 and R3.
Although our calculations of these quantities have relatively large uncertainties, we
believe that they are reasonably accurate.
2. the hydration free energy changes for the reactions.
Although these have relatively low uncertainties, they may not be sufficiently accu-
rate due to inadequacies in the underlying force fields, and in current work, we are
investigating improvements to the force fields
3. the species chemical potential model used to calculate reaction equilibrium.
The Davies approximation for the activity coefficients in conjunction with the species
Henry–law–based chemical potential model may not be sufficiently accurate, partic-
ularly at high CO2 loading values. We are investigating the approach of dispensing
with a particular algebraic form of chemical potential model, and instead employing
the strategy of the ReMD algorithm[44], which recalculates species chemical poten-
tials at a sequence of states calculated by ideal solution extrapolations.
3.7 Conclusions and Recommendations
1. We have developed a molecular–based simulation methodology to calculate all species
concentrations undergoing chemical reaction equilibrium in electrolyte solutions; an
important feature is and is its ability to treat species with very small concentrations.
We have applied it to the benchmark MEA(RHN2)–H2O–CO2 reactive absorption
system, which is a key system used in CO2 capture. We have also calculated PCO2 ,
the partial pressure of CO2 above the solution. We have used no experimental data
in our methodology. Our approach is readily extended to other electrolyte systems,
including to other solvents candidates for CO2 capture.
2. We compared our results and methodology with those of the only other group to have
studied the MEA–H2O–CO2 system using molecular simulation methodology[103].
This group inadvertently omitted significant terms in the ideal–gas chemical potential
contributions involved in their algorithm, and their simulation methodology did not
permit the calculation of minor species concentrations and of PCO2 .
3. Our predictions are accompanied by an Uncertainty Analysis based on propagating
the uncertainties of the underlying parameters to those of the equilibrium species
concentrations. This allows comparison with the literature results for the species
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concentrations, which show mutual disagreement due to the experimental challenges
involved. We thus believe that the quality of our predictive methodology is compa-
rable to that of the experimental studies. We recommend that all theoretical and
experimental predictions be accompanied by an Uncertainty Analysis.
4. We made contact with macroscopic thermodynamic modeling approaches by translat-
ing relevant molecular simulation quantities to the parameters of a Henry-Law–based
thermodynamic model, which is then used to calculate the equilibrium compositions.
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Chapter 4
Accurate Prediction of Speciation in
Aqueous Alkanolamine-CO2 System
Requiring No Solvent Experimental
Data
This chapter is reproduced with permission based on a preprint of “Javad Noroozi and
William R. Smith, Accurately Predicting CO2 Reactive Absorption Properties in Aque-
ous Alkanolamine Solutions by Molecular Simulation Requiring No Solvent Experimental
Data”, Industrial & Engineering Chemistry Research 59(40), 18254-18268, (2020). Copy-
right 2020 American Chemical Society.
Abstract
We present a general atomistic simulation framework for efficient reactive equilibrium cal-
culations in dilute solutions, and its application to CO2 reactive absorption in aqueous
alkanolamine solutions. No experimental data of any kind are required for the solvents,
and no empirical adjustments are required for its implementation. This hybrid method-
ology calculates reaction equilibrium constants by combining high–level quantum chem-
ical calculations of ideal–gas standard reaction Gibbs energies (∆G0) with conventional
solvation free energy calculations obtained from classical force field methodology. For
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these quantities we use explicit solvent molecular dynamics simulations with the Gen-
eral AMBER Force Field (GAFF). The resulting equilibrium constants are then coupled
with a macroscopic Henry–Law–based ideal solution model to calculate the solution spe-
ciation and the CO2 partial pressure, PCO2 . We show results for seven primary amines:
monoethanolamine (MEA), 2–amino–2-methylpropanol (AMP), 1-amino-2-propanol (1–
AP), 2–amino–2–methyl–1,3-propanediol (AMPD), 2–aminopropane–1,3-diol (SAPD), 2–
(2–aminoethoxy)ethanol or diglycolamine (2–AEE or DGA, respectively), and 2–amino–
1–propanol (2–AP). Experimental speciation and PCO2 data for some of these is available,
with which we validate our methodology. We predict new results for others in cases when
such data are unavailable, and provide explanations for the experimental inability to detect
carbamate solution species in relevant cases. Our results for the pK value of the carbamate
reversion reaction are within the chemical accuracy limit of 218.546/T units (corresponding
to 1 kcal·mol−1 in the corresponding free energy change) in comparison with experimental
results when such data exist, which at 298.15 K corresponds to 0.73 pK units. The preci-
sion of our pK predictions is comparable to that which can be obtained from conventional
experimental methodologies for these quantities. Our results suggest that the presented
molecular simulation methodology may provide a robust and cost–efficient tool for solvent
screening in the design of post–combustion CO2 capture processes.
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4.1 Introduction
Increasing atmospheric concentrations of CO2 and other greenhouse gases and their con-
sequent environmental effects have prompted a large body of research probing the CO2
capturing properties of adsorbing materials and absorbing chemical solvents. Carbon cap-
ture and storage (CCS) is considered to be one of the most viable short term options for
reducing global carbon emissions[82, 83]. Chemical absorption using aqueous alkanolamine
solutions currently being used in industry is considered one of the most mature options for
large-scale CO2 capture[140]. However, the capture process suffers from several drawbacks,
including high solvent regeneration energy costs, both due to parasitic energy losses due to
the high latent heat of the water co-solvent, and formation of the thermally stable carba-
mates, which also result in poor cyclic capacity[141]. In order to circumvent these problems,
various alternative solvents, such as non-aqueous solvents[142], lipophilic amines[143] and
phase changing compounds[144] have been recently considered. Unravelling the effects of
different functional groups in the amine structures on their behaviour is crucial for the
design of improved alkanolamine–based CO2 solvents. For example, heavily hindered alka-
nolamines have been shown to reversibly absorb CO2 in an equimolar ratio from which
CO2 can be completely desorbed at relatively low regeneration temperatures[145].
The CO2 capturing properties of the absorbent are a consequence of the kinetic and
chemical reaction equilibrium properties resulting from the CO2 dissolution, and the equi-
librium composition of CO2 in the solvent is an important tool for solvent screening. In
the case of primary and secondary amines, CO2 is absorbed primarily in the solution in the
form of the carbamate (RNHCO−2 ), bicarbonate (HCO
−
3 ) and carbonate (CO
−2
3 ) species,
in coexistence with the neutral (RNH2) and protonated (RNH
+
3 ) amine species, water and
its ionization products, and free CO2.
The set of linearly independent chemical equations used to model chemical reaction
equilibrium is governed only by the requirement that their number is R = N − rank(A),
where N is the number of species and A is the species formula matrix[111]. The actual set
of reactions used need not be related to any postulated or actual reaction mechanics, and
may be motivated by computational convenience. The following stoichiometry provides
a convenient thermodynamic basis for describing the reaction equilibria of the indicated
67
species in the case of primary and secondary amines.





RNHCO−2 + H2O = RNH2 + HCO
−
3 (R2)









+ + OH− (R5)
CO2(aq) = CO2(vap) (R6)
Tertiary amines do not form carbamates, and for these reactions R1 and R2 can be
replaced by their sum





The equilibrium constants (or equivalently, the pK values) for reactions R3–R5 as func-
tions of temperature are experimentally well–known. Their experimental determination for
reactions R1 and R2 requires experimental data for each postulated solvent. Furthermore,
the equilibrium constants can only be determined indirectly from such data, by fitting to
the parameters of an empirically based chemical potential model.
pK values have been determined in this way by fitting to potentiometric titration
measurements for the carbamate reversion reaction R2[146], and for the amine protonation
reaction[147, 148, 149, 150, 151, 146, 152], which is the linear combination R1+R2-R3.
RNH2 + H
+ = RNH+2 (R8)
pK values have also been obtained by fitting thermodynamic models to experimental
spectroscopically obtained speciation data of CO2–loaded solutions[153, 154, 155, 156, 157].





3 /RNH2) pairs) complicates the data analysis, and usually only the
total concentration of the carbonate/bicarbonate pair is available and can be used in the
parameter fitting.
Finally, parameters of chemical potential models and/or equations of state have been
fitted to reaction models of CO2 solubility data[158]. In other cases, the reactions have
been approximated by pseudo–reaction physical association models incorporated in the
SAFT[159, 93, 160, 161] or the CPA[162, 163] approaches.
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Experimental screening of the vast number of potential solvent candidates is pro-
hibitively expensive and time consuming, and more predictive and less costly computational
tools offer a promising alternative and complementary approach. The ability to accurately
predict the equilibrium speciation and the associated CO2 partial pressure for CO2-loaded
solutions of candidate solvents is one of the most important requirements, which is very
challenging due to the complex chemical reaction and phase equilibria involved.
Three general approaches have been used toward this goal: combined Electronic Struc-
ture (ES) dielectric continuum solvent (DCS) models, ab initio Molecular dynamics (MD)
methods, and classical force–field (CFF) methodologies. The first group includes methods
based on the Conductor-like Screening Model for Realistic Solvents (COSMO–RS)[164] and
Solvation Models based on Density (SMD)[165]. These have been used to study reaction
mechanisms and the relative stability of the carbamate product species[][166, 167, 168, 169].
Alternative DCS methods such as the SMDx family of Cramer et al. [165], usually trained
on hydration free energy data of neutral molecules at 298.15 K, may be potentially ap-
plied to such systems; however, their extension to ionic species and to higher temperatures
has not been fully tested. Whereas the deficiencies of the continuum solvation models
can be partially overcome by incorporating explicit solvent molecules in the first solvation
shell[97], their application to flexible molecules is not straightforward[170].
In the second group, Nakai et al. [171, 172, 173] used density-functional tight-binding
MD simulations to study reaction mechanisms in CO2 chemical absorption and regeneration
processes in aqueous amine solutions. While such approaches do not require a priori
knowledge of the identities of the product species, they require detailed geometric criteria
to dynamically evaluate their chemical identity and population at each step of the MD
simulation. Moreover, such ab initio methods have only been carried out for relatively
small system sizes and scale poorly with the system size, making them highly inefficient
for the high throughput CO2 solvent screening task. Other ab initio approaches based on
first principles calculations have also been developed and used for speciation predictions
in reactive systems[48], and they share the same disadvantages.
CFF methodologies have been employed by the groups of Vlugt et al. [103], Maginn et
al. [102], and our group [174, 175]. Balaji et al. [103] used the Reaction Ensemble (REMC)
algorithm[32, 99] (see also Johnson et al. [98]) in conjunction separately obtained ideal–
gas electronic structure (ES) free energy calculations and fractional insertion of molecular
species, in a preliminary study of reaction equilibria in the MEA-CO2-H2O system. Al-
though the REMC algorithm was incorrectly implemented (by omitting the atomization
energies in the ideal–gas ES calculations[174]), it was fortuitously able to reasonably pre-
dict the most abundant species (but not those present is minor concentrations) in the
system at low to moderate CO2 loadings. Mullen et al. [102] applied the REMC algorithm
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Figure 4.1: Molecular structures of the studied alkanolamines.
in conjunction with an enhanced Monte Carlo sampling approach for CO2 absorption in
a reactive ionic liquid. MC–based approaches for complex systems such as those involved
in CO2 reactive absorption generally suffer from the computational disadvantage in the
case of even moderately complex molecules of requiring special system–specific sampling
moves; they also require very long computation times and/or large system sizes to deal
with the concentrations of species present in small amounts. These drawbacks make the
REMC approach inefficient for their use in solvent screening.
Based on a recently developed reaction equilibrium algorithm requiring only straight-
forward conventional CFF–based MD free energy calculations, coupled with ES ideal–gas
ES free energy calculations, we recently implemented[53] a general and computationally
efficient reaction equilibrium algorithm to predict speciation concentrations (including for
species present in very small concentrations) and PCO2 in a preliminary study in the case
of the benchmark CO2–MEA–H2O system.
The goal of this paper is to improve this CFF–based methodology and to illustrate
its application to the accurate prediction of CO2 reactive absorption speciation and PCO2
data as functions of loading, temperature and solvent composition, for aqueous MEA and
for six additional primary alkanolamine systems, whose molecular structures are shown in
Fig.4.1. Where experimental data are available, we compare our predictions with exper-
imentally obtained PCO2 and solution speciation data in the literature. For situations in
which experimental data are unavailable, our calculations provide predictions that await
experimental verification.
4.2 Molecular–Based Thermodynamic Methodology
A major challenge in implementing reaction equilibrium calculations from molecular sim-
ulations is the expression of the macroscopic thermodynamic models involved in terms of
molecular simulation quantities. These little known relationships are briefly described in
this section.
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The equilibrium composition of a closed chemically reacting system at specified (T, P )
can be obtained by minimizing its Gibbs free energy subject to the conservation of mass
and electroneutrality constraints, and implemented by calculating the solution of the R
equations
∆Gj(T, P ; x) ≡
Ns∑
i=1
νijµi(T, P ; x) = 0; j = 1, 2, . . . , R (4.1)
where νij is the stoichiometric coefficient of species i in reaction j and x represents the
system composition vector. The reaction equilibrium composition can be readily accom-
plished by a wide range of numerical algorithms[111] and chemical potential models, and
we employ here a Henry–Law–based model. The chemical potentials (for both solutes and
solvent) in this model are expressed as
µi(T, P ; m) = µ
†




+RT ln γi(T, P ; m), i = 1, 2, . . . , Nsolu (4.2)
where T is the absolute temperature, P is the pressure, R is the universal gas constant,
mi is the molality of species i, γi is its Henry–Law activity coefficient, and m is the vector
of species molalities. m0 = 1 mol·kg−1 solvent.
We have previously shown[114] that the standard chemical potential µ†i (T ;P ) of solute
species i can be calculated in terms of molecular simulation quantities by









+ µres,NV T ;∞i [T, ρ
∗
solv(T, P )] (4.3)
where P 0 = 1 bar is the standard state pressure and µ0i (T ;P
0) is the ideal gas chemical
potential of species i, which can be calculated from the partition function of its ideal–gas
molecule under the harmonic oscillator rigid rotor approximation[61, 176], ρ∗solv(T, P ) is the
density of the pure solvent (water in our case), Msolv is its molecular weight, and m
0 = 1
mol·kg−1 solvent. For a solute, µres,NV T ;∞i [T, ρ∗solv(T, P )] is its residual chemical potential
at infinite dilution in the solvent (also referred to as its intrinsic hydration free energy,
∆Ghyd(T, P )), and the same quantity for the solvent is its self–solvation free energy; both
are calculated by conventional MD simulations in the NV T ensemble.
In the following, we restrict attention to the ideal solution approximation, γi = 1
(expressions for the nonideal case are given in our previous paper[174]). The solvent
chemical potential is obtained from the Gibbs–Duhem equation as[174]
µsolv(T, P ; m) = µ
†












We remark that for reactions in which the solvent (here water) participates, the solvent
chemical potential is typically approximated in experimental studies by its Raoult Law
form
µsolv(T, P ; m) = µ
∗
solv(T, P ) +RT ln(xsolv) (4.5)
where µ∗solv(T, P ) is the pure solvent chemical potential and xsolv is its mole fraction. Sub-















= 0; j = 1, 2, . . . , R (4.6)
where νsolv,j is the stoichiometric coefficient of the solvent in reaction j, and
∆G̃j(T, P ) = ∆G
0
j(T ;P
































∆G̃j(T, P ) is commonly expressed in terms of the equilibrium constant Kj, via




We remark that the third term in Eq. (4.8) can be separated into a temperature–
dependent term (often referred to as the “standard state correction”) and a density term,
which is often mistakenly neglected in pK calculations (see Noroozi and Smith[175]).
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4.3 Simulation Details
4.3.1 Ideal Gas Reaction Free Energies
In order to find the most stable conformer of the molecular/ionic species, an extensive
gas phase conformational search was first performed for the geometries of the protonated,
carbamate and neutral forms of each amine using the Merck Molecular Mechanics Force
Field (MMFF94) implemented in the Spartan v.18 Software package[127]. For each species,
for each of the 10 lowest energy conformers obtained from this search we performed further
geometry optimizations to find the lowest free energy conformers arising from five different
high–level composite quantum chemical (QM) methods: G4, G3, G3B3, CBS-QB3 and
CBS-APNO in Gaussian16[121]. We ensured that for each QM method, the conformer
converged to a stable minimum of the potential energy surface with positive real vibrational
frequencies. We then used the conformer with the lowest free energy/chemical potential
for the subsequent ideal–gas reaction free energy calculations for each of the five QM
methods. The combination of the results of these five methods is described in the Results
and Discussion section.
4.3.2 Force Field Development and Hydration Free Energy Cal-
culations
For the amine’s neutral (RNH2), protonated (RNH
+
3 ) and carbamate (RNHCO
−
2 ) forms,
and for the bicarbonate ion (HCO−3 ), the Lennard-Jones (LJ) and intramolecular bonded
(bond stretching, angle bending, and dihedral torsion) potential parameters of the force
fields were modeled in a consistent manner using the General Amber Force Field[177] pa-
rameters within its default functional form by using the Antechamber package in AMBER
tools[178], which employs an algorithm to assign the parameters based on the atom types.
Carbon dioxide (CO2) was modeled using the TraPPE potential of Pottof[122], and to be
consistent with GAFF parametrization the solvent (water) was modeled with the TIP3P
Force Field.
To calculate the partial charges, high–level QM methods are generally preferred to
refine the geometry of the lowest–energy solute conformer as described in the previous
section. However, to be consistent with the ideal–gas geometry of the force fields in the
hydration free energy calculations, we used the lowest free energy conformer at the G4
level of the previous section as representative of the solute gas–phase geometry to calcu-
late its electrostatic potential energy grid at the GAFF default HF/6-31G* level using the
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Merz-Kollman scheme in Gaussian16. We also examined the effects of determining the
partial charges from several different QM electron density determination methodologies
(B3LYP/6-311++G(d,p), MP2/aug-cc pVTZ, and MP2/aug-cc pVTZ+PCM) on the re-
sulting hydration free energies and the equilibrium constants, which is discussed in Section
4.4.3.
Finally, we used the two–step Restrained Electrostatic Surface Potential (RESP) fitting
method[65] within the Antechamber software package to assign the partial charges. The
Gromacs–formatted topologies were then generated using the acpype (version 2019) python
interface[179].
MD simulations of the hydration free energies in Eq. (4.11) were performed using
a single solute molecule solvated in a periodic box of 1500 water molecules using the
Gromacs (version 2016.3) program[180], with initial configurations generated using the
packmol software package[181]. A steepest–descent minimization was then performed to
remove any bad contacts, followed by a short (100 ps) NV T equilibration run followed by
a 12 ns NPT simulation with the first 2 ns discarded to determine the system density.
Free energy simulations to decouple the solute molecule from its solvent environment were
then initiated from the equilibrated configurations in an NV T ensemble, with box size
corresponding to the calculated density.
The equations of motion were integrated using the Gromacs stochastic Langevin scheme,
with a friction constant of 1.0 ps−1. The pressure was maintained using a Parrinello-
Rahman pressure coupling constant of 2.0 ps. The Lennard–Jones short–range interac-
tions were smoothly switched off between 12 and 12.5 Å and the electrostatic interactions
were computed using the particle mesh Ewald (PME) method with a 12 Å real–space
cutoff, 1.0 Å grid spacing, sixth–order spline interpolation, and accuracy of 10−6. The
free energy of decoupling the solute molecule from its solvent environment was calculated
using the Gromacs Bennett Acceptance Ratio (BAR) method (gmx bar). We employed
six equally spaced λ values and linear decoupling for the electrostatic interaction, followed
by 20 equally spaced λ values with ∆λ = 0.05 to decouple the LJ interactions using the
standard GROMACS soft-core potential function originally proposed by Beutler et al[182],
with parameters (in GROMACS notation) sc-alpha = 0.5, sc-power = 1 and sc-sigma
= 0.3. For each alchemical window, we used a 12.5 ns simulation with the first 2.5 ns
discarded for equilibration.
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4.4 Results and Discussion
4.4.1 Ideal–Gas Standard Reaction Free Energies
Tables S1 and S2 of the Supporting Information show our calculated ideal–gas standard
reaction free energies ∆G0j(T ;P
0) of Eq. (4.9) for reactions R1 and R2 at the four tem-
peratures (298.15 K, 313.15 K, 333.15 K, 353.15 K) for the set of seven amines considered,
using five different composite QM methods.
As noted by Somer et al. [183], improved predictions can arise from the use of com-
binations of several–high level methods, since methods such as G4 tend to over-estimate
and methods such as CBS-QB3 tend to underestimate the reaction free energy. The varia-
tions in the different methods also enable us to infer the uncertainty rooted in the different
chemical species of the same class of molecules. For example, in our previous work[175], we
found that for the amine species, the ideal gas free energies vary significantly among the
QM methods, depending on the size and flexibility of the molecules involved. Based on the
Table S1 results, for most species the Gaussian-n theories (G4, G3, G3B3) tend to predict
higher ∆G0j(T ;P
0) values than those of the complete basis set (CBS-QB3, CBS-APNO)
approaches. We note that the R2 values generally indicate slightly smaller standard devia-
tions than those of R1, except for the species containing multiple hydroxyl groups (SAPD,
AMPD, 2-AEE). For these species reaction R2 shows significant scatter among the QM
methods.
For speciation calculations involving reactions R1 and R2, we used the average ∆G0j(T ;P
0)
values from the five methods in Tables S1 and S2. Tables S8–S12 show the raw Gaussian16[180]
output for each species from which they were calculated. Their standard deviations
are about 3 kJ·mol−1, which we take as a surrogate measure of the uncertainty in the
∆G0j(T ;P
0) values. This value is well within a “chemical precision standard” of 1 kcal·mol−1.
4.4.2 Equilibrium Constants pK1 and pK2
Table 4.1 summarizes our pK1 and pK2 results for the seven alkanolamines studied at
the indicated temperatures and P = 1 bar. The underlying data used for their calcu-
lation is given in the Supplementary Information as follows. Table S4 shows the simu-
lated µres,NV T ;∞(T, P ) values for the neutral (RNH2), protonated (RNH
+
3 ) and carbamate
(RNHCO−2 ) forms of the seven alkanolamines at the four temperatures of this study. Table
S5 shows µres,NV T ;∞(T, P ) values for HCO−3 , for CO2 using the Trappe FF[122], and for
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Table 4.1: Predicted pK values for reactions R1 and R2 from this work at the indicated
temperatures and P = 1 bar.
T (K) MEA AMP 1–AP AMPD SAPD 2–AEE 2–AP
Reaction R1
298.15 −5.750.56 −2.290.58 −3.890.66 −2.240.52 −3.630.62 −5.840.50 −3.570.49
313.15 −4.840.54 −1.580.55 −3.080.63 −1.690.51 −2.950.59 −4.930.49 −2.880.46
333.15 −3.830.49 −0.740.52 −2.300.60 −0.800.50 −2.110.55 −3.770.48 −2.050.44
353.15 −3.200.50 −0.010.49 −1.610.58 −0.320.49 −2.050.51 −2.630.48 −1.370.41
Reaction R2
298.15 1.620.42 −1.870.50 0.610.40 −1.020.60 −0.0950.53 1.220.66 −0.260.48
313.15 1.380.40 −1.930.49 0.430.39 −1.080.59 −0.190.51 0.900.65 −0.340.47
333.15 1.150.39 −1.900.47 0.300.37 −1.160.57 −0.280.49 0.590.63 −0.420.45
353.15 1.150.38 −1.900.46 0.250.36 −1.140.55 −0.380.48 0.180.62 −0.470.44
H2O using the TIP3P FF. The ∆G̃j(T, P ) and pKj(T, P ) values for reactions R1 and R2
used in the reaction equilibrium calculations listed in Tables S6 and S7.
The indicated uncertainties are one standard deviation, which are seen to be within a
“chemical precision standard” of 1 kcal·mol−1 for ∆G̃j(T, P ) in Eq. (4.8). This translates








which at 298.15 K is 0.73 pK units.
The dependence of the equilibrium constants on temperature is shown in Fig. 4.2, using
regressions to the expression
pK = a+ b/T + c ln(T ) (4.14)
The values of the parameters (a, b, c) are given in Table S3 of the SI. Interestingly, the right
panel of Fig. 4.2 shows that in comparison with the carbamate forming amines (MEA,
1–AP, 2–AEE), the pK2 values for the sterically hindered amines (AMP, AMPD, SAPD,
2–AP) show a weaker temperature dependence.
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Figure 4.2: Temperature dependence of the equilibrium constants for reactions R1 and R2
for the seven amines studied.
Table 4.2: Comparison of GAFF predicted intrinsic hydration free energies,
µres,NV T ;∞ (in kJ· mol−1) of the protonated, neutral and carbamate forms of MEA and
AMP at T = 298.15 K using different sets of partial charges in conjunction with RESP.
Species MP2/aug-cc-pVTZ+PCM HF/6-31G* B3LYP/6-311++G(d,p) MP2/aug-cc-pVTZ
monoethanolamine (MEA)
RNH2 -32.890.05 -30.230.14 -26.940.19 -23.300.07
RNH+3 -243.870.09 -239.430.10 -235.950.1 -234.710.13
RNHCOO− -400.630.08 -366.79 0.19 -365.630.15 -358.620.27
2-amino-2-methylpropanol (AMP)
RNH2 -38.530.03 -34.350.13 -31.680.16 -27.500.07
RNH+3 -228.330.06 -222.500.11 -216.220.13 -215.570.12
RNHCOO− -393.840.06 -352.33 0.10 -349.640.12 -342.940.04
4.4.3 Effects of Different Partial Charge Methods on the pK Val-
ues
As described in Section 4.3, for the pK calculations and the resulting equilibrium com-
positions we used the default HF/6-31G* partial charges based on each molecule’s G4
optimized geometry, from which the electrostatic surface grid and the RESP atomic par-
tial charges were obtained. Numerous studies[184, 185] have addressed the effects on the
µres,NV T ;∞ values of different QM approaches used to obtain the FF partial charges. To ex-
amine this effect for our systems, we considered representative µres,NV T ;∞ values for MEA
and for AMP at T = 298.15 K based on RESP partial charge assignment arising from
several different QM methodologies: the default GAFF HF/6-31G* results from Table S3,
B3LYP/6-311++G(d,p), MP2/aug-cc-pVTZ) in the gas phase and a MP2/aug-cc-pVTZ
calculation in presence of polarizable continuum solvent (MP2/aug-cc-pVTZ+PCM, with
a dielectric constant of 78.39). These are shown in Table 4.2.
The results show relatively small (3–8 kJ·mol−1) differences from our default HF/6-
31G* calculations in the cases of B3LYP/6-311++G(d,p) and MP2/aug-cc-pVTZ). How-
ever, when the polarizable continuum model (PCM) is included in the calculation of the
electron density (MP2-aug-cc-pVTZ+PCM), the hydration free energy of the carbamate
anion (RNHCO−2 ) becomes considerably more negative (by 30–40 kJ·mol−1) compared
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Table 4.3: Comparison of the predicted pK values of reactions R1 and R2 for the MEA
and AMP systems at T = 298.15 K using different sets of partial charges from Table 4.2,




Reaction HF/6-31G* B3LYP/6-311++G(d,p) MP2/aug-cc-pVTZ
monoethanolamine (MEA)
R1 -5.750.56 -6.090.56 -5.920.56
R2 1.620.42 2.000.41 1.410.41
2-amino-2-methylpropanol (AMP)
R1 -2.290.58 -1.640.58 -1.810.58
R2 -1.870.50 -1.850.50 -1.310.50
to the unpolarized charge density (mp2-aug-cc-pVTZ) result. In contrast, the charges
derived from the polarized electronic density causes the hydration free energy of the pro-
tonated amines (RNH+3 ) becomes more negative by only 5–6 kJ·mol−1. Partial charges
obtained from the RESP methodology already tend to overpolarize anions in the absence
of PCM[186], and our results show that this becomes excessive in its presence.
Representative pK values at 298.15 K for reactions R1 and R2 calculated from Eqs
(4.8)–(4.12) using columns 3–5 of Table 4.2 and the data of Tables S1, S2 and S4 are shown
in Table 4.3. Whereas the µres,NV T ;∞ vary substantially across the QM levels in Table 4.2,
the pK values in Table 4.3 are not overly sensitive to the different partial charge methodolo-
gies. However, we note that our comparisons were obtained using GAFF Lennard–Jones
force–field parameters, which are optimized to the HF/6-31G* partial charges. A more
complete comparison of the effects of the different theories/levels on the hydration free
energies would require re–optimization with respect to experiment of the Lennard–Jones
force-field parameters for each theory/level. Since the partial charges tend to be the major
contribution to the hydration free energy values, we do not expect such a re-optimization
to produce a large effect. In any event, such a study is beyond the scope of this work, and
would also contradict its purely predictive approach.
4.4.4 Carbamate Stability Constant, K2
In this section we discuss our results for the equilibrium constantK2 of the carbamate rever-
sion reaction R2 (the inverse of the carbamate formation reaction equilibrium constant), in
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comparison with those obtained from experiment at the representative temperature 298.15
K when such data are available.
In our approach, we directly predict K2(T, P ) from simulation quantities using Eq.
(4.12). K2(T, P ) cannot be directly measured experimentally, but must be obtained indi-
rectly using





i + ln γi(T, P ; m
∗)] (4.15)
where the molalities and activity coefficients refer to an experimentally measured equi-
librium composition, m∗, and νi2 is the reaction stoichiometric coefficient of species i in
reaction R2. One approach is by means of extrapolation to zero ionic strength of the exper-
imentally measured species activity coefficients of Eq. (4.15), and another is by fitting the
measured equilibrium data to the parameters of a thermodynamic model for the chemical
potentials.
Our predicted pK2 values at the representative temperature T = 298.15 K are shown
in Table 4.4, where they are compared with experimental results from the literature. The
major source of uncertainty in our pK calculations is that of the ideal–gas ∆G02 term in
Eq (4.9). For the experimental values, the sources of uncertainty/error in pK2 are the
uncertainties in any model used for the activity coefficients and the uncertainties in the
experimental composition measurements. The latter is likely the greater contributor, since
both the neutral and the protonated amine pair are present as is the case for the bicar-
bonate/carbonate pair, and it is very difficult to experimentally distinguish the individual
species concentrations from NMR data.
We have already noted that our pK uncertainties are within a “chemical precision stan-
dard” of 0.73 pK units at 298.15 K. We remark that the precisions of experimental studies
are often not provided in their publications (but we highlight the careful experimental
work of the Tremaine group[156], which recently studied pK2 values from 283.2–313.2 K
for 2–methylpiperadine using NMR spectroscopy and reported precisions of 0.35–1.50 pK
units).
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Table 4.4: Comparison with literature data of calculated pK2 for the carbamate reversion
reaction R2 at T = 298.15 K (unless indicated otherwise) and P = 1 bar .
Amine This work, Table 4.2 Literature
MEA 1.620.42 1.71(291.15 K)[187],1.25[188],1.31[189],1.86[190]
1.81[191],1.46[137],1.60[192],1.760.02[154]
AMP -1.870.50 -2.15
∗, -1.66[193], <-0.70(303 K)[153],
< −1[16], -1.0[194]
1–AP 0.610.40 1.700.2[195]
AMPD -1.020.60 sterically hindered
2–AEE 1.220.66 1.75[196]
SAPD -0.090.53 no carbamate detected[195]
2–AP -0.260.48 0.60.1[195], 0.98[154]
∗ calculated from the mole-fraction-based apparent equilibrium constant of 0.47 from Ciftja et al. .[197]
pK2(T, P ) for MEA has been the subject of numerous experimental studies [189, 192,
153, 154, 195], using the indicated approaches or variants thereof. For MEA at 298.15
K, our predictive methodology gives pK2 = 1.62 ± 0.42. The spread of the literature
pK values (1.25–1.86) is partly due to differences in the activity coefficient models used
by the authors, and likely more importantly to the difficulty in the measurement of the
concentrations of the proton exchanging species. The precision of our prediction is seen to
be similar to that of the experimentally measured values. (See also Section 4.6.)
There are fewer experimental pK2 results for the other alkanolamines. Several groups[16,
196, 194, 197, 193, 156] have reported an “apparent equilibrium constant” for pK2 for a
range of solvents based on the approximations that the activity of water is unity and that
the activity coefficients for RNHCO−2 and HCO
−
3 are equal and hence cancel in the activ-
ity coefficient ratio at all concentrations. The latter behaviour (referred to herein as the
iso–Colombic approximation, ICA) is based on the fact that the cancellation holds exactly
in the Debye–Hückel activity coefficient model for the iso–Coulombic reaction R2 at all
concentrations. pK2 obtained from the ICA is referred to as an “apparent equilibrium
constant”. We can see mild supporting evidence for the ICA from the µres,NV T ;∞ values
for RNHCO−2 and HCO
−
3 in Tables S3 and S4 of the Supporting Information, where it is
seen that they are of the same sign and similar magnitude. We also found (not shown)
that simulations show that this behaviour continues to hold as the solution concentrations
increase.
Our predicted AMP value is pK2 = −1.87 ± −0.50. McCann et al. [153] studied
the AMP system using 1H NMR. They did not detect carbamate, but they noted that
pK2 < −0.70 at 303 K. Other authors reported apparent equilibrium constants based on
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the ICA. Sartorl and Savage[16] reported pK2 < −1.0 at 313 K in their 13C NMR study.
Ciftja et al. [197] obtained a value of pK2 = −2.15 and later[193] a value of pK2 = −1.66,
based on 13C NMR measurements. Yamada et al. [194] reported pK2 ≈ −1.0 for AMP
from 13C NMR studies. The negative AMP pK2 value compared to that of MEA indicates
that AMP carbamate formation is thermodynamically less favoured, a consequence of the
steric effect of the two methyl groups (−CH3) on the α carbon connected to the amine
nitrogen atom.
The addition of a −CH3 group to the β carbon of MEA gives 1–AP. For this molecule,
we predict a carbamate formation constant of pK2 = 0.61±0.40, which is smaller than that
of MEA. This indicates a small steric effect, arising from the −CH3 group being further
away from the amino group. The experimental study of Conway et al. [195] also noted
significant carbamate formation in the 1–AP solution, and they reported pK2 = 1.7.
We did not find any experimental carbamate/bicarbonate concentration data for AMPD.
Similarly to AMP, it is a sterically hindered amine and we predict pK2 = −1.02± 0.60.
For 2–AEE, we predict pK2 = 1.21± 0.66 at 298.15 K; this system was experimentally
studied by Al-Juaied et al. [196] using 13C NMR, who reported an apparent pK2 = 1.75 for
17.7 M 2–AEE at relatively low CO2 loading at 300 K. (See the iso–Coulombic discussion
above.)
While Conway et al. [195] did not observe carbamate formation in SAPD, Bougie et al.
[198] suggested carbamate formation in SAPD similar to that of unhindered amines based
on the trend of the solubility data. For SAPD, we predict a value of pK2 = −0.09± 0.53
at 298.15 K, indicating that it is a mildly carbamate–forming amine.
Removing one of the −CH3 groups from the α carbon of AMP gives 2–AP. For 2–AP,
the predicted pK2 value increases to pK2 = −0.26±−0.48, which lies between that of MEA
and AMP. Fernandes et al. [154] reported a value of pK2 = 0.98 at 298.15 K for 2–AP
from their NMR study. In a more recent study by the same group[195], they obtained
pK2 = 0.6± 0.1, which agrees with our predicted value within their mutual uncertainties.
Figs 4.3 and 4.4 of Section 4.4.6 show the decreasing carbamate concentrations for the
solvents as their pK2 value decreases. For AMP, the alkanolamine with the lowest pK2
value, evidence of the experimental difficulty of observing carbamate is indicated in Fig.
4.3, where it is seen that its carbamate mole fraction becomes less than 10−4 at low and
at high CO2 loadings.
In general, comparison with the (often limited) experimental data shows that the molec-
ular models employed here are able to capture qualitatively and to a reasonable quantitative
accuracy, the observed trend in the steric effects on carbamate formation for the common
primary amines used in the PCC process studied herein.
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Table 4.5: Prediction of the amine protonation constant pK8 independently of knowledge
of the proton (H+) hydration free energy at 298.15 K using pK8 = pK1 + pK2 − pK3,
in conjunction with our results for pK1 and pK2 in Table 4.1 and the well–established
experimental value pK3 = 6.30[199] for the bicarbonate reaction R3.
amine -pK 8 (this work) -pK 8 (expt)







2-AP 10.130.52 9.520.01[154], 9.40
4.4.5 Consistency Tests for the Amine Protonation Constants
For a wide range of amines, experimental data are available for the amine protonation reac-
tion pK8 of reaction R8[206]. Furthermore, the equilibrium constants for reactions R3–R5
are well studied, based on the CO2 − H2O equilibria for a wide range of temperatures[199].
Since reaction R8 is the sum R1+R2-R3, this allows the prediction of any one of the
equilibrium constants from those of the others. In particular, this approach allows the pre-
diction of amine protonation pK8values from molecular simulation that are independent
of knowledge of the intrinsic hydration free energy of the proton, precise values of which
remain unknown despite extensive experimental and theoretical efforts.
In Table B.2, we show predictions of pK8 from our simulation results for the equilibrium
constants of reactions R1 and R2 in conjunction with the experimental data of Edwards et
al. [199] for the bicarbonate reaction R3. It is seen that the pK8 values predicted in this
way are generally within 1 pK unit of the experimental values. Since we have previously
seen that our pK2 values agree well with the corresponding experimental values and the
only species not appearing in both R1 and R2 is the protonated amine species, RNH+3 , we
conjecture that an improved treatment of this species would lead to better agreement with
the experimental pK8 values.
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Figure 4.3: Speciation predictions (curves) for 30 wt% aqueous MEA and AMP solutions
of CO2 at T = 298.15 K and P = 1 bar, and their comparison with experimental data. For
MEA/MEAH+, all experimental data points are indistinguishable and fall on the predicted
curve. For MEA carbamate, open green circles are data of Jakobsen et al. [207], filled green
circles are data of Hilliard[88] and filled green squares are data of Böttinger et al. [191]).
For the MEA HCO−3 /CO
−2
2 data, open blue data points refer to the separately measured
and subsequently combined data of Jakobsen et al. [207] (the separate concentrations are
shown in the inset); filled data points refer to measurements of the combination only (filled
blue circles of Hilliard[88] and filled blue squares of Böttinger et al. [191]). The data of
Jakobsenet al. [207] and of Böttinger et al. [191] are at 293.15 K, and the data of Hilliard
is at 300.15 K. Experimental data for AMP are from Ciftja et al. [193] at 298.15 K.
4.4.6 Speciation
Our species concentrations were calculated using the Henry–law based chemical potential
model of Eq. (4.2), using our pK1 and pK2 values in conjunction with the well–known
experimental pK data for reactions R3–R5[199]. We first calculated compositions using
the ideal solution form of the model (ln γi = 0), and then performed preliminary calcula-
tions using the methodology of Smith and Qi[44] for extending the model to the nonideal
case. We found that the equilibrium compositions resulting from the first iteration of this
approach changed by very small amounts from those of the ideal solution, and our results
presented here are those of the ideal solution form of the model.
Whereas there exists extensive CO2 solubility data as a function of its partial pressure
for a wide range of amines, only a few NMR–based studies have studied speciation data
in the solvent[191, 193, 207, 88]. For the amines considered in this work, we only found
NMR measurements for MEA and for AMP, which are shown in Fig. 4.3 along with our
predictions.
For MEA (left panel of Fig. 4.3), our results are in excellent agreement with the
experimental results at CO2 loadings of 0.4 and greater, where the mole fractions are greater
than about 0.005. There is significant scatter in the experimental data at low loadings
for the HCO−3 /CO
−2
2 pair, reflecting the experimental difficulty of accurately measuring
such low concentrations. As already noted in Section 4.4.4, these difficulties can lead to
significant scatter in the experimentally determined pK2 value if such data are used for its
estimation.




2 and considered low CO2 loadings. Our results are in better agreement with
their data (open blue circles) than those of Hilliard[88] (filled blue circles), which appear
to under–predict the HCO−3 /CO
−2
3 concentrations. The inset shows that the Jakobsen et
al. [207] HCO−3 concentrations (open circles) agree well with our results, but their CO
−2
3
concentrations are higher than ours (although both are quite small) at high loadings.
This is consistent with the suggestion of the Jakobsen group that their +NMR speciation
data did not obey electroneutrality, which they attributed to possible over–estimation of




3 results are in excellent
agreement with the data of both Böttinger et al. [191] and of Jakobsen et al. [207].
Finally, our results for the MEA carbamate species are in excellent agreement with those
of results of both Böttinger et al. [191] (filled squares), Jakobsen et al. [207] (open circles)
and Hilliard (filled circles) at loadings up to about 0.6. At higher loadings, our predictions
are in agreement with the data of Böttinger et al. , who used a combination of 13C and
1H NMR procedures with the goal of obtaining more accurate carbamate concentrations.
The Jakobsen et al. data are significantly higher.
In contrast to MEA, which is a carbamate forming species, AMP is a sterically hindered
amine, and forms only very small amounts of carbamate due to ‘ the electronic effect of
the methyl groups around the nitrogen. As shown in the right panel of Fig 4.3, this
is well captured by our simulations. Our predicted concentration of the HCO−3 /CO
−2
3
pair is in agreement with the Ciftja et al. measurements, whereas the AMP carbamate
concentrations is significantly higher. The disagreement of AMPCO−2 concentration with
the experimental NMR–based data of Ciftja et al. [193] can be justified in part by the fact
that these concentrations are very small, and that the speciation fraction data reported by
Ciftja et al. does not obey electroneutrality, resulting in the likelihood that the carbamate
concentrations are subject to significant uncertainties.
Finally, Fig. 4.4 shows our predicted compositions for the other alkanolamines studied,
for which no experimental data exists in the literature. If and when NMR experiments are
performed for these solvents, we expect that species concentrations lower than about 0.005
will be either difficult to obtain accurately or undetectable. For example, for AMPD this
is expected to be the case for the carbamate species, which will make the experimental
determination of its pK2 value very difficult.
4.4.7 CO2 Solubility
The equilibrium solubility of CO2 expressed in terms of its partial pressure, PCO2 , in the
vapor phase as a function of the total loading (both in its free and chemically bound
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Figure 4.4: Speciation predictions (curves) for reactive absorption of CO2 in 30 wt% amine
aqueous solutions at T = 298.15 K and P = 1 bar. No experimental data exists for
comparison.
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Figure 4.5: Comparison of the CO2 partial pressures in 30 weight% MEA, AMP, AMPD
and 60% 2–AEE aqueous solutions using the Henry–law–based ideal–solution model at
different temperatures with experimental data [208, 209, 210, 211, 196]. In the case of
2–AEE, stars indicate the experimental data of Martin et al. [209] and the other symbols
are data of Al-Juaied et al. [196](65 wt% 2-AEE).
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T = 298.15 K
T = 313.15 K
T = 333.15 K
T = 353.15K
2.5 M ( 313.15K)
P
CO2
 = 15 kPa
L=0.61
Figure 4.6: CO2 solubility in 30 wt% (solid lines) and 16 wt% (dashed red line) 2-AP.
solution forms) in the solution phase. It is determined from the equality of the chemical
potentials of its free solution form and in the vapor phase in reaction R6. At the relatively
low total pressures typically involved, the vapor phase may be treated as an ideal gas,















The dependence of PCO2 on loading at several temperatures considered is shown and
compared with available experimental data in Fig. 4.5 for 30 weight % MEA, AMP, AMPD
and 60 weight % 2-(2-aminoethoxy)ethanol (2–AEE). For 2–AP shown in Fig. 4.6, we only
found a single solubility measurement at 313.15 K, with a CO2 partial pressure of 15 kPa
over 2M (16 wt %) 2-AP aqueous solution[212]. It is seen that our predictions are in
generally good agreement with the available experimental results.
4.5 Effect of Amine Concentration on CO2 Solubility
Optimizing the amine concentration in the solvent is an important parameter for PCC
system design. Our equilibrium model can be used to predict the effect of the amine con-
centration on the CO2 solubility, and representative results are shown in Fig. 4.7. It can
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Figure 4.7: Effect of amine concentration on the CO2 solubility of a) MEA, b) 1–AP c)
AMPD, and d) SAPD at 313.15 K, in comparison with experimental data[213, 210, 214,
198].
88
be seen that for the carbamate forming amines (MEA, 1-AP, SAPD), the amine concen-
tration has a small effect on the CO2 solubility for loadings below 0.5. At higher loadings,
amine solutions of lower concentration will have a higher CO 2 solubility, attributed to the
change from carbamate formation to bicarbonate formation. This “salting out” effect is
more pronounced for MEA, which is a strong carbamate forming species, whereas it is less
pronounced for SAPD, which we found to be a mild carbamate forming molecule. Similar
to MEA, 1–AP is a carbamate forming amine, and the concentration is predicted to have a
small effect on the CO2 solubility at low loadings, in qualitative accordance with the trend
of the scattered experimental data points in that loading range.
4.6 Uncertainty Analysis
Consideration of the effects of uncertainties in input model parameters on its outputs is
a generally important aspect of modelling[109, 110, 215, 216, 108]. Experimental studies
often use regression models to determine fundamental thermodynamic parameters such as
the pK quantities shown in Table 4.1. These studies do not always provide uncertainty
estimates for the pK values, but when they are provided, it is in the context of a particular
combination of experimental and modeling approaches. A more reasonable indication of the
uncertainty of experimentally determined pK values is the variation in the values obtained
by different experimental groups using their different methodologies. In Section 4.4.2, we
provided uncertainty estimates for our predictions.
Uncertainty analysis in the context of a nonlinear regression model of CO2 reactive
absorption has recently been considered by Morgan et al. [216, 108] by propagating the re-
gressed model parameter uncertainties through the model to its PCO2 output value. Using
a previous version of the molecular–based predictive methodology of this paper, our earlier
MEA study[174] provided uncertainty estimates for both PCO2 and the solution composi-
tions by propagating the pK uncertainties to these output quantities. Although the latter
are important quantities, we are unaware of any other uncertainty study involving them.
The primary quantities used in our methodology to predict PCO2 and speciation con-
centrations are the pK1 and pK2 values resulting from the ideal–gas free energy changes
∆G0 and the species hydration free energies µres,NV T ;∞i (T ;P ) in Eqs. (4.9)–(4.12). We cal-
culated uncertainty estimates by an empirical bootstrapping procedure by generating 1000
sets of (pK1, pK2) values from independent normal distributions with means and variances
given by the values in Table 4.1, and for each set we solved Eqs. (4.1) for the resulting
solution equilibrium compositions and PCO2 as functions of the CO2 loading. We then
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Figure 4.8: The left panel shows predicted values of PCO2 in 30 weight % MEA at 313.15 K
and their uncertainty intervals corresponding to one standard deviation, and comparison
with experimental data[213, 88, 208, 217]. The right panel shows the predicted solution
concentrations and their one–standard–deviation uncertainty intervals for CO2 in 30 with
% MEA at 298.15 K, and comparison with the experimental data of Fig. 4.3.
calculated the means and standard deviations of these compositions and PCO2 values, and
expressed our uncertainties as one standard deviation of the predicted results.
Figure 4.8 shows representative results for the uncertainties of our predictions for PCO2
for MEA at 313.15 K (left panel), and for the MEA solution compositions (right panel) at
298.15 K. We found no multiple sets of experimental PCO2 and solution compositions at
any common set of conditions, but we believe that the slight variations in the experimental
temperatures do not significantly affect the results shown in the figures. The figures indicate
that our predictions and their precisions are compatible with the scatter of the experimental
data. In the course of this study, we also found that pK1 is the most important parameter
at low loadings, and that pK2 is the most important at loadings greater than 0.5, for both
PCO2 and for the solution species concentrations. We conclude from these figures that our
predictive approach for the calculation of PCO2 and the corresponding CO2–loaded solution
concentrations provides results of similar quality to those determined experimentally.
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4.7 Summary and Conclusions
We have developed a purely predictive methodology that requires no experimental data of
any kind for the amine solvent for predicting PCO2 and the corresponding CO2–loaded solu-
tion concentrations for the reactive absorption of CO2 in a range of primary alkanolamine
solvents. Our methodology is able to predict species concentrations of arbitrarily small
magnitude, which are either difficult to measure or inaccessible experimentally. Since the
reaction scheme is irrelevant for calculating equilibrium thermodynamic properties, ours
was chosen to avoid the use of H+ as a species, which is notoriously difficult to treat the-
oretically, due to the requirement to know the value of the hydration free energy of the
proton as a function of temperature, an experimentally and theoretically elusive quantity.
We applied our methodology to seven alkanolamine solvents, and obtained excellent agree-
ment with experimental results in cases when they are available, and made predictions in
cases which have not yet been obtained.
Our algorithm entails the combination of the ideal–gas reaction standard free energies
for the two reactions R1 and R2 using quantum mechanical methodology, and the calcula-
tion of hydration free energies for the solution species using classical force field methodology
and standard molecular dynamics simulations. These quantities are appropriately trans-
lated to a macroscopically base thermodynamic model, from which PCO2 and the solution
concentrations are calculated by a free energy minimization algorithm.
We also calculated uncertainties for our predicted values of the relevant equilibrium
constants, and for PCO2 and the CO2–loaded solution concentrations, by propagating the
uncertainties in the ideal–gas quantities and hydration free energies through the equilibrium
calculations to the final predicted quantities. We compared our predictions and their
uncertainties with the corresponding experimental results obtained by different research
groups (when these were available), and inferred the experimental uncertainties from the
scatter of the data. For all quantities (with the possible slight exception of the value of
pK1), we conclude that our methodology provides predictions in mutual agreement with
those obtained experimentally within their mutual uncertainties.
Potential improvements to our approach, which may be required for more complex
solvents, would entail more accurate and precise estimates of the ideal–gas reaction free
energies and of the species hydration free energies. The recently developed (on–the–fly–
polarization) OTFP methodology for calculating hydration free energies is one possibilty[218,
219]. In addition, for more complex solutions it may be necessary to account for the non-
ideal activity coefficient behaviour in the Henry–Law–based chemical potential model used
in this paper. Although we have found this to be unnecessary for the solutions arising
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in the systems considered here, these may be incorporated by means of the ideal–solution
chemical potential extrapolation methodology of Smith and Qi[44].
We suggest that our algorithm provides a potentially cost-effective screening method-
ology for improved solvent selection, and current work is underway to apply it to other
potential solvents and their mixtures.
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Chapter 5
Prediction of Alkanolamine pKa
Values by Combined Molecular
Dynamics Free Energy Simulations
and ab Initio Calculations
This chapter is reproduced with permission based on a preprint of “Javad Noroozi and
William R. Smith, Prediction of Alkanolamine pKa Values by Combined Molecular Dy-
namics Free Energy Simulations and ab Initio Calculations”, Journal of Chemical & En-
gineering Data 65(3), 1358-1368, (2019). Copyright 2019 American Chemical Society.
Abstract
Knowledge of aqueous protonation constants (pK a) of chemical species is of significant
importance in CO2 reactive absorption system design. Their theoretical prediction has
mainly relied on implicit solvent models, and the performance of explicit solvent simulations
based on classical force fields have rarely been studied. In this paper, we report the
results of simulations in explicit TIP3P water with the General Amber Force Field (GAFF)
and with the SMD continuum solvent method for the deprotonation pK a values of 29
conformationally diverse alkanolamine species commonly used in CO2 capture. In both
cases, we employ the Tissandier value for the hydration free energy of the proton (J. Phys.
Chem. A, 1998, 102, 7787). The ideal–gas reaction free energies and their uncertainties
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were obtained from electronic structure calculations using five different compound methods
(CBS–QB3, CBS–APNO, G3, G3B3, G4). The hydration free energies of the neutral and
protonated forms of the amines were calculated using the semi–empirical AM1–BCC charge
method, in addition to several partial atomic charge sets based on the RESP fitting method
using electrostatic potentials computed at different ab initio theory/levels in the gas phase
as well as in the presence of the solvent reaction field. We incorporated the Galvani surface
potential of the ions in the (pK a) calculations.
Although the individual species hydration free energies show significant sensitivity to
the charge model, the resulting pK a values from different charge models are quite similar.
Moreover, we found that the protonated amine hydration free energies show slightly less
sensitivity to the partial charge method than in the case of the neutral amine. While the
predicted pK a values based on the RESP charges yield reasonable agreement with the
experimental data, they are prone to occasional disagreement for molecules of complex ge-
ometry. The best performance was achieved using the semi–empirical AM1–BCC charges,
which showed a mean absolute error of less than 0.65 pK a units in comparison with ex-
perimental data. Our results suggest that the AM1–BCC charge method may be used to
model electrolyte solutions encountered in the CO2 reactive absorption process.
5.1 Introduction
Post–combustion capture (PCC) using aqueous amine solutions is one of the most mature
technologies currently used for CO2 capture from large point sources[140]. Knowledge of
chemical reaction behaviour in the solvent is crucial for efficient solvent design of PCC
technology.
The pK a values of the amine species is one of the fundamental quantities that af-
fects reaction equilibria/kinetics, as well as the CO2 absorption capacity and the heat of
solvent regeneration[220, 221]. Theoretical prediction of this quantity has mainly relied
on a thermodynamic–cycle–based approach utilizing the dielectric continuum solvation
model (DCSM)[165, 222, 223], and its variant that includes a small number of explicit
solvent molecules in the first solvation shell (a “cluster–continuum model”) to account for
hydrogen–bonding interactions[224, 225, 226, 227]. The DCSM approach has typically been
tested on a limited set of small, rigid molecules, and its accuracy for large flexible molecules
and ionic species has not yet been fully examined. While some DCSMs incorporate the
effect of temperature on the solvation free energy (e.g., SM8T[228] and COSMO-RS, most
have been tested for a limited number of solvents at 298.15 K.
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Typical DCSM simulations consider only the lowest energy conformer of the solute
(usually in the ideal gas (IG) phase), and treat it as a rigid molecule in the estimation of
its free energy of transfer to the solvent[229, 230]. As noted by Coote et al. [231], this
implicitly assumes that the thermal contributions to the solute chemical potential (i.e.,
those due to translational, rotational, and vibrational motions) are very similar in the IG
and solution phases. While this may be a good approximation for the small rigid molecules
that have been the target of most DCSM development, larger flexible molecules with more
complex molecular geometries (such as amines and other hydrogen-bonding species) may
undergo significant conformational and structural changes (e.g., tautomerization) upon
solvation, requiring the use of an ensemble of conformers for accurate solvation free energy
estimation[170, 232]. Furthermore, the identification of the most stable conformation of
a flexible molecule in solution is not a straightforward task, due to the fact that solution
phase energies (Esoln), commonly used to rank the conformer relative stabilities may not be
a proper metric, and estimated solution phase Gibbs energies (Gsoln) should instead be used
in order to identify the most stable conformers. Recently, Haworth et al. [170] showed that
ignoring these effects can lead to erroneous pK a estimation for flexible molecules. Explicit
solvent models, on the other hand, have the advantage that solvent effects on the solute
conformations are inherently taken into account.
In spite of these shortcomings, DCSM simulations have been quite successful in pre-
dicting pK a values for a wide range of species, typically by employing strategies such as
changing the level of quantum theory or using different optimal scaling factors to mod-
ify the original parameterization of the model to account for polarization in the solvent
phase[233].
The SMx family of continuum solvation models of Cramer and Truhlar[165] are widely
used for pK a predictions[230, 234, 57, 235]. Pliego et al. [230] assessed the performance
of the SMD and the SM8 model for the estimation of pK a of diverse chemical species in
methanol. They found RMS error values with respect to experiment of 3.6 and 2.7 pK a
units for 23 amine species. Svendsen et al. [235] reported an average absolute error of 1.65
pK a units for 25 amines in water using SM8T. Although these models have shown an overall
good performance for certain classes of chemicals[227], they are unsuitable for systems
involving explicit solute–solvent(water) interaction, especially involving ionic species and
molecules forming intramolecular hydrogen bonds, which is difficult to describe accurately
by a DCSM.
While DCSM simulations have been extensively used for pK a estimation, there are
only a handful of studies using classical force–field (FF) methodology[236]. This al-
ternative approach uses explicit solvent molecular dynamics (MD) free energy simula-
tion to model the complex intra- and intermolecular interactions using an underlying FF
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model. This methodology captures conformational effects when the solute is being annihi-
lated/decoupled from its molecular environment by sampling its multiple conformations.
In a notable work, Brooks et al. [236] used molecular dynamics simulations with em-
pirical force field in conjunction with a DFT calculation of the IG free energy of depro-
tonation to predict the pK a values of drug–like molecules in a SAMPL6 challenge with
an overall RMSE of 2.4 pK a units. For ionic species, the solvation calculation requires
both the bulk phase (intrinsic hydration free energy) and the air–water surface potential
contribution (i.e., the Galvani potential)[237]; however, this study omitted the surface
contribution. Moreover, the value of the proton hydration free energy used in their work
(-1106.7 kJ·mol−1) refers to a standard state of 1 atm in the gas phase and 1 molar in solu-
tion, whereas the conventional hydration free energies calculated using the thermodynamic
integration (TI) approach refer to a standard state of 1 molar in both gas and solution
phases.
To the best of our knowledge there has been no systematic study using the classical
force–field (CFF) approach to calculate either the solvation free energies (especially for the
charged species) of complex molecular species involved in a protonation reaction or its pK a
value. Although experimental solvation free energies exist for many neutral species involved
in such a reaction, this is not the case for the charged species. The goal of the present study
is to investigate the use of the CFF approach for a test set of 29 amine species comprising
13 primary amines, 10 secondary amines, and 6 tertiary amines using FFs generated using
the General Amber Force Field (GAFF) approach with semi–empirical AM1–BCC charges
and partial charges obtained from several different quantum chemical calculations of the
molecular electron density computed using Hartree-Fock (HF), density functional theory
(DFT) and the second-order Møller-Plesset theory (MP2). We calculated species solvation
free energies and pK a values, and compared results with those of a popular implicit solvent
method. We also compared our results with available experimental results to assess the
quality of the methodologies and the employed force fields (FF)
The paper is organized as follows. The next section reviews the thermodynamic back-
ground for translating the relevant simulation quantities to the experimental pK a values.
The subsequent section gives the details of our simulations, followed by a section presenting
our results and their discussion. We conclude with a summary and conclusions section.
5.2 Thermodynamic Background
Whereas the chemical potential may be defined relative to different reference, standard
states and concentration variables, the Henry-law-based (HL) chemical potential model
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using the infinite dilution reference state, the standard state as that of a hypothetical
ideal solution of unit concentration, and the molality concentration variable mi (in mol
kg−1 solvent) is commonly used in macroscopic theoretical and experimental studies of
electrolyte solutions. In contrast, molecular simulation results are most readily available
using the ideal gas (IG) standard state and the density composition variable, ρi (in mol
V−1, where V is the system volume). The translation between the two forms of chemical
potential expressions leading to the expression of pK a in terms of molecular simulation
quantities is not straightforward, since it involves a careful consideration of standard state
quantities. We thus first give a brief overview of the translation, and clarify some potential
points of confusion regarding pK a simulations that have appeared in the literature.
We consider pK a, the equilibrium constant for the deprotonation reaction
RNH+3 = RNH2 + H
+ (5.1)
where RNH2 is a primary, secondary or tertiary alkanolamine.
For generality, we first derive an expression for pK a in terms of molecular simulation
quantities for the general case of a reaction that also involves H2O. This permits, for
example, consideration of pK a for the reaction
RNH+3 + H2O = RNH2 + H3O
+ (5.2)
Solute chemical potentials in the HL model using the molality concentration variable
are expressed as:
µi(T, P ;m) = µ
†




+RT ln γi(T, P ;m) (5.3)
where m denotes the system molality vector, γi → 1 as mi → 0, and µ†i (T ;P ) is the
standard state chemical potential of solute species i in a hypothetical ideal solution of
m0 = 1 molal. For the solvent, the Lewis–Randall (LR) chemical potential model using
the pure solvent standard state and the mole fraction concentration variable is commonly
adopted, and the solvent chemical potential is given by
µsolv(T, P ) = µ
∗
solv(T, P ) +RT ln asolv(T, P ;x) (5.4)
where x denotes the system mole fraction vector, asolv is the activity of the solvent, and
µ∗solv(T, P ) is the chemical potential of the pure solvent. In this model, asolv → 1 as xi → 1,
or equivalently as the molality msolv → 1000/Msolv, where Msolv is the solvent molecular
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weight.
It is most convenient to express all concentration variables in terms of the molality
composition variable, which may be achieved by expressing µ∗solv(T, P ) as
µ∗solv(T, P ) = µ
†






and Eq. (5.4) then becomes
µsolv(T, P ) = µ
†





+RT ln asolv(T, P ;m) (5.6)
µ†i (T, P ) (for both solutes and the solvent) is related to the intrinsic solvation free energy,
µres,NV T ;∞i [T, ρ(T, P )], by[114, 53]













+ µres,NV T ;∞i [T, ρsolv(T, P )]
(5.7)
where µ0i (T ;P
0) is the species ideal–gas (IG) chemical potential at T and standard state
pressure P 0 (expressed in bar) and ρsolv is the density of the pure solvent. (ρsolv denotes
its expression in kg m−3).
The second and third terms in Eq. (5.7) bring the IG from its density at the standard
state T and standard state pressure P 0 = 1 bar to that of an ideal solution density of unit
molality, and we refer to µres,NV T ;∞i [T, ρsolv(T, P )] as the solute intrinsic solvation free en-
ergy. It is the molar free energy change when a solute molecule is transferred from the ideal
gas phase to the pure solvent and both phases are at the same density. For a solvent, this
quantity is equivalent to its intrinsic self–solvation free energy. µres,NV T ;∞i [T, ρsolv(T, P )] is
readily obtained by means of conventional free energy calculations in an MD simulation
software package such as GROMACS[180].




νijµi = 0 (5.8)
where Ns is the total number of species and νij is the stoichiometric coefficient of species i
in reaction j (conventionally positive for products and negative for reactants). Using Eqs.



















+RT (νsolv,j ln[asolv(T, P ;m)]) = 0
(5.9)





where (using Eq. (5.7))









































Eq. (5.12) is a general expression for the equilibrium constant of any reaction j when
the HL model using the molality concentration variable is used. For the deprotonation
reaction of Eq. (5.1), with ν̄j = 1 and νsolv,j = 0, the following well-known expression for
∆G∗j is obtained:





























In the literature, the term involving the density in Eqs. (5.12) and Eq. (5.13) is
sometimes omitted. At P = 298.15 K and P = 1 bar, for reactions with ν̄j 6= 0 and water
as solvent, the density is very near 1000 kg m−3, and the term is negligible. However, when
the solvent density is far from 1000 kg m−3, omission of this term can result in significant
error for the pK a value. The term has been thusly mistakenly omitted in the literature for
aqueous amine pK a calculations at higher temperatures[58], and for non-aqueous solvents
such as ionic liquids and dimethyl sulfoxide (MDSO) at ambient conditions[238]. For
example, for methanol solvent at 298.15K and 1 bar (ρ = 765.8 kg m−3) its omission
introduces an error of 0.26 pK a units.
Another important point is that for an ionic species, Eq. (5.7) omits the contribution
to µresi due to its crossing of the vacuum–solvent interface (i.e., the solvent’s Galvani poten-
tial, φG, which arises from surface polarization[239]). Hence, the solvent–specific Galvani
potential must be added to the intrinsic solvation free energy to obtain the absolute/real
solvation free energy of an ion according to [240, 241]
µres,ioni = µ
res,NV T
i [T, ρ(T, P )] + ziφG (5.15)
where zi is the ion’s valence.
Although the Galvani contributions cancel in a charge–balanced reaction, it must be
included when an individual ion is of interest. In this study, we calculate pK a for the
deprotonation reaction of Eq. (5.1) and use the value of the hydration free energy of H+
in water from Tissandier et al. [242]. As noted by Palmer et al. [240], numerous studies
suggest that the Tissandier result is the absolute value, which incorporates the Galvani
potential[243, 244, 245]. Hence, when the Tissandier value for H+ is used, the Galvani
potential must be added to the intrinsic hydration free energy of RNH+3 to obtain the
correct pK a value for reaction (5.1). This has mistakenly been ignored in the SAMPL6
challenge study of Brooks et al. [236].
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5.3 Simulation Details
5.3.1 Conformational Search and Ideal Gas Reaction Free Ener-
gies
Initially, all possible molecular conformations were constructed for the 29 amine species
studied and their protonated forms using the Spartan18 software package[127]. The re-
sulting geometries were then further optimized using the fast semi–empirical PM6 model
implemented in Spartan. When the conformational space was very large (more than 25
conformers), only the first 25 with the lowest PM6 energies were submitted for further
optimization and frequency calculations using five compound model chemistries using the
Gaussian program[121]: CBS–QB3, CBS-APNO, G3B3, G3 and G4. For each compound
method, the conformer with the lowest Gibbs free energy (and no negative imaginary fre-
quency) was used for the IG reaction free energy calculations at the standard state of
T = 298.15 K and P = 1 bar and using standard expressions for the partition function
under the harmonic oscillator rigid rotor approximation.
5.3.2 Partial Charges and Intrinsic Hydration Free Energy Cal-
culations
All amine species were modeled using the General Amber Force Field (GAFF) [177] with
partial charges derived from RESP charge fitting[65], in addition to the semi–empirical
AM1–BCC[246] charge model in TIP3P water. The molecular structures of the amines in
the test set are shown in Fig.5.1. For each molecule, starting with the PM6 optimized ge-
ometries of its conformers as described in the previous section, they were further optimized
at the MP2–cc–pVTZ level to find the conformer with the lowest energy in the gas phase.
Single-point calculations were then performed on this conformer using the HF/6–31G(d)
and B3LYP/6–311++G(d,p) levels of theory. The electron density based on these two lev-
els is widely used in conjunction with the GAFF intramolecular parameters [247, 248, 249],
since they tend to overestimate the solute dipole moments in the gas phase and implicitly
incorporate the polarization effect in the solution. Additionally, the electron density was
calculated using the more sophisticated second–order Møller–Plesset theory employing the
cc–pVTZ basis set in the presence of a solvent reaction field mimicked using the polariz-
able continuum model (PCM[222]) with a dielectric constant of 78.39. For the latter, we
allowed the MP2–cc–pVTZ gas phase minimum conformer geometry to further relax in the
solution. All partial charge assignments were performed with the Antechamber package
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(version 17.3) of Ambertools, and Gromacs topologies were generated using the acpype
(version 2019) python interface[179].
All MD simulations were performed with the GROMACS 2018.3 program[180] in a cubic
box of one solute molecule solvated in 888 TIP3P water molecules using packmol[181]. The
resulting structure was then minimized to remove any bad contacts, and a short NV T run
was followed by a 12 ns NPT simulation. The free energy simulations were then started
from these equilibrated structures in an NV T ensemble with box size corresponding to
the TIP3P density at the standard state of T = 298.15 K and P = 1 bar. The equations
of motion were integrated using the stochastic Langevin scheme, with a friction constant
of 1.0 ps −1. Lennard-Jones short–range interactions were smoothly switched off between
12 and 12.5 Å, and the electrostatic interactions were computed using the particle mesh
Ewald (PME) method with a 12 Å real space cutoff, 1.0 Å grid spacing, 6th–order spline
interpolation, and accuracy of 10−6.
For the constant pressure simulations, a Parrinello–Rahman pressure coupling constant
of 2.0 ps was used. The free energy of decoupling the solute in the solvent environment was
calculated using the statistically optimal Multi-state Bennett Acceptance Ratio (MBAR)
method[124] with the Hamiltonian difference between the neighbouring states saved every
0.2 ps. We employed 6 equally spaced λ values and linear decoupling of the electrostatics
interaction, followed by 20 λ values with equal spacing of ∆λ = 0.05 to decouple the LJ
interactions using the standard GROMACS soft-core potential function originally proposed
by Beutler et al. [182] with parameters (in GROMACS notation) sc-alpha = 0.5, sc-power=
1 and sc-sigma=0.3. Each λ window was subjected to a 12.5 ns simulation with the first
2.5 ns discarded for equilibration.
5.4 Results and Discussion
Various data used in our calculations are summarized in Table 5.1.
5.4.1 Intrinsic Hydration Free Energies of Amine Species
Since experimental free energies of solvation are not available for the species in this study,
in Fig.5.2 we compare our GAFF results against the SMD solvation model of Truhlar et
al. [252], which is parameterized with the goal of reproducing experimental solvation free
energies at 298.15 K. The SMD simulations were performed using a Gaussian16 implemen-
tation similar to that of Coxet al. [229]. Starting with the gas phase cc–pVTZ optimized
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MEA 3-AP EDA PA 2-MPA AMP
AMPD AEPD 2-AP DEA 1AP 2-AEE
2-DIPA DIPA MDEA n-CHEA SAPD
TBAE THMAM 3-DMAP DMIPA t-BDEA TREA
MAE EAE IPAE MPAE IBAE EAMP
Figure 5.1: Molecular Structures of the 29 alkanolamines investigated in this work.
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Table 5.1: Thermodynamic data used in this study. All values are at T = 298.15 K,
P = 1 bar. µ0H+ is based on the standard equations of thermodynamics for the ideal
gas enthalpy and entropy of a monatomic classical ideal gas based on the Sackur–Tetrode
equation[250], and ρH2O and φG refer to the TIP3P water model. µ
res,NV T ;∞
H+ refers to a 1M
molar concentration in the ideal gas and a 1M ideal solution.
Property Value Source
µ0H+ -26.2 kJ·mol−1 McQuarrie[250]
ρH2O 987.4 kg· m
−3 This work
φG -48.24 kJ·mol−1 [241, 251]
µres,NV T ;∞H+ -1112.5 kJ·mol−1 Tissandier et al. [242]
minimum energy conformer geometries, the solute structures were further optimized at the
M06–2X/c–pVTZ level in vacuum, followed by a single–point energy calculations at the
M06–2X/6–31G(d)level. Second single–point energy calculations were performed on the
vacuum geometry in the presence of the SMD water model to obtain the solute infinite di-
lution residual chemical potential and its absolute solvation free energy. The raw intrinsic
hydration free energies from all the charge methods and from SMD are tabulated in the
Supporting Information.
As shown in Fig.5.2, there is reasonable agreement (+/- 5 kJ·mol−1) between the RESP–
derived hydration free energies and those of the SMD model. However, for heavily sterically
hindered amines with multiple hydroxyl group (each enclosed by an ellipse), the hydra-
tion free energies based on RESP charges deviate from the corresponding SMD values.
RESP assigns charges to atoms based on a grid of electrostatic potential points, and is
quite sensitive to the conformer geometry; the presence of strong intramolecular electro-
static interactions may thus lead to unreasonably distorted partial charges for the atoms
involved in such interactions. To alleviate this, multiple conformation RESP fitting may
be used[253]. The AM1–BCC results (shown by blue circles) are in the best agreement
with the SMD results for all solutes. A possible explanation for this is that AM1–BBC
derives partial charges from the AM1 semi–empirical quantum mechanical calculation, af-
ter which empirical bond–charge corrections (BCCs) are applied to the partial charges.
This makes the AM1–BCC charges less sensitive to the conformation and to steric clashes.
Previously, AM1–BCC has been shown to give superior performance for hydration free
energy predictions of species in the FreeSolv Database[254, 255].
While there exist numerous studies addressing the effects of the charge model for neutral
species on the resulting hydration free energies[184, 185], this has been rarely studied for
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Figure 5.2: Parity plot comparison of the neutral amine hydration free energies (in
kJ·mol−1) against the corresponding SMD results. The black line shows the y=x parity
line and the dotted green lines show y=x +/- 5 kJ·mol−1.
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ionized species. A main reason is that such data for ionized species are generally inaccessible
experimentally. However, we have seen that AM1–BCC performs well for neutral species
with respect to SMD, which is considered to perform well with respect to experiment for
such species. We will thus test both methods against experimental results for pK a values
and use the results to infer the quality of the AM1–BCC and SMD predictions for the ions.
We first benchmark different charge methods against the AM1–BCC approach. For a
charged solute, the intrinsic hydration free energy obtained from an atomistic simulations
with periodic boundary conditions and Ewald summation differs from the absolute/real
solvation free energy, which includes the contribution from the solvent Galvani surface
potential, whereas a continuum solvent model (including SMD), inherently includes this
contribution. To obtain the absolute hydration values for the protonated amines, the Gal-
vani potential value for the TIP3P water model was added to the raw intrinsic values from
GROMACS MBAR simulations. The resulting absolute hydration free energies obtained
using RESP charges and using the SMD model are benchmarked against the AM1–BCC
results in Fig. 5.3. Clearly, for protonated amines, the hydration free energy from different
RESP charge sets agrees well with the AM1–BCC result, whereas for species with multiple
hydroxyl groups, the SMD values (orange circles) show significant deviations. This could
be attributed to the inability of SMD to describe complex hydrogen bonding interactions
in these molecular species.
5.4.2 pKa Calculations
The gas–phase protonation reaction free energies or basicities for Eq. (5.1) at T = 298.15
K and P = 1 bar are summarized in Table 5.2 using five composite methods: CBS–
QB3, CBS–APNO, G3B3, G3 and G4. The final column gives the average value from
the methods, which we use in our calculations, and the standard deviation, which we use
as the uncertainty. Only the free energies of the neutral amine and its protonated form
were calculated from the molecular partition function and frequency calculations. For
the species in our list, we found experimental reaction free energies (all in kJ·mol−1) for
MEA (896.8), 3–AP (917.3), EDA (912.5), PA (883.9) and 2-MPA (890.8) from a literature
database[256]. Given that the experimental basicity may be subject to an uncertainty of
several kJ, the agreement between the calculated and experimental values is considered to
be reasonable.
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Figure 5.3: Parity plot comparison of the amine cation hydration free energies (in kJ·mol−1)
against the corresponding semi–empirical AM1–BCC results. The black line shows the y=x
parity line and the dotted green lines show y=x +/- 5 kJ·mol−1.
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Table 5.2: ∆G0 in Eq. (5.14) of the reaction RNH+3 = RNH2 + H
+ for 29 amines in
kJ·mol−1 at T = 298.15 K and P = 1 bar considered in this work. Subscripts in the
final column denote the standard deviation of the indicated value. A superscript indi-
cates the type of amine: p, s and t respectively denote a primary, secondary and tertiary
alkanolamine.
Amine abbreviation CBS–QB3 CBS–APNO G3B3 G3 G4 Average
monoethanolaminep MEA 888.9 888.5 891.0 889.4 891.0 889.761.17
3-amino-1-propanolp 3-AP 916.9 919.2 919.9 920.0 919.6 919.121.28
ethylenediaminep EDA 914.2 917.1 915.9 916.8 915.5 915.901.15
propanaminep PA 885.9 888.4 887.8 888.4 888.0 887.701.03
2-methyl-1-propanaminep 2-MPA 890.9 893.5 892.5 893.2 892.6 892.541.00
2-amino-2-methylpropanolp AMP 909.3 911.1 911.4 911.5 911.4 910.940.92
2-amino-2-methyl-1,3-propanediolp AMPD 921.3 922.6 923.8 923.7 920.3 922.341.52
2-amino-2-ethyl-1,3-propanediolp AEPD 924.5 926.3 929.6 930.1 929.4 927.982.45
2-amino-1-propanolp 2-AP 900.5 902.5 902.7 902.9 902.6 902.240.98
diethanolamines DEA 942.0 944.7 945.8 945.6 945.3 944.681.55
2-(2-aminoethoxy)ethanolp 2-AEE 928.7 926.5 933.0 932.6 932.5 930.662.90
2-(diisopropylamino)ethanolt 2-DIPA 965.4 969.6 969.0 969.3 969.5 968.561.78
diisopropanolamins DIPA 958.2 958.6 961.3 960.8 961.5 960.081.56
methyldiethanolaminet MDEA 961.7 960.6 967.8 961.2 966.3 963.523.28
n-cyclohexylethanolamines n-CHEA 944.2 947.0 946.7 947.2 948.5 946.721.56
serinol(2-aminopropane-1,3-diol)p SAPD 913.1 914.4 913.9 916.0 915.8 914.641.24
2-(tert-butylamino)ethanols TBAE 942.0 945.0 945.0 945.0 945.5 944.501.41
tris(hydroxymethyl)aminomethanep THMAM 919.6 920.9 922.0 923.4 924.2 922.022.14
3-dimethylamino-1-propanolt 3-DMAP 955.2 958.3 960.0 960.4 959.6 958.702.1
N,N-dimethylisopropanolaminet DMIPA 935.8 939.9 939.9 940.7 939.8 939.221.94
tert-butyldiethanolaminet t-BDEA 971.1 976.0 973.6 976.4 976.6 974.742.36
triethylaminet TREA 949.4 950.6 947.6 950.0 950.2 949.561.17
1-amino-2-propanolp 1-AP 895.2 894.6 897.2 895.5 893.1 895.121.48
2-(methylamino)ethanols MAE 916.8 919.2 919.9 920.3 920.0 919.241.42
2-(ethylamino)ethanols EAE 930.2 932.6 933.2 933.0 933.4 932.481.30
2-(isopropylamino)ethanols IPAE 935.0 937.9 938.0 938.0 938.3 937.441.37
2-((1-methylpropyl)amino)ethanols MPAE 939.1 942.8 942.0 942.6 941.7 941.461.48
2-(isobutylamino)ethanols IBAE 936.6 939.4 939.2 939.2 939.3 938.741.20
2-(ethylamino)-2-methyl-1-propanols EAMP 944.3 946.9 947.5 947.6 947.3 946.731.39
For our pK a calculations, we used the average gas–phase values of Table 5.2 and the data
in Table 5.1.
Our predicted pK a values for each charge model are compared with the SMD predictions
and with available experimental results in Table 5.3. We ascribe the pK a uncertainties
in Eq. (5.10) to those of the corresponding ideal–gas contributions of Table 5.2. (This
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excludes any uncertainty in the Tissandier proton hydration free energy, and the relatively
small uncertainties of the simulation results for the intrinsic hydration free energies.)
All our raw simulation results are given in the Supplementary Information, and the
quality of the agreement with experiment of the results of different approaches can be
assessed by various statistical measures. We note in passing that the Pearson R2 value is
not a useful statistic for assessing the ability of a method to accurately predict experimental
data, due to its well–known deficiencies. For example, R2 measures the quality of a linear
regression of y(predicted) on y(experiment), whereas the question at hand is whether or
not that the quantities are equal. We consider here the two alternative measures of the
Average Absolute Deviation (AAD) and the confidence interval arising from the Student
t–test for the hypothesis that the predicted and experimental values are equal. Based on
the AAD values alone, Table 5.3 indicates that the AM1–BCC charges are in the best
agreement with the experimental data for the test set of species considered.
The validity of the Student t–test approach is based on the assumption that the pre-
dicted and experimental values each independently follow a normal distribution, which
is not an unreasonable assumption. The results comparing each of the AM1–BCC and
SMD methodologies by this approach are shown in Table 5.4. For the entire set of 26
species, the 95% confidence intervals for corresponding differences of the predicted minus
the experimental values for both approaches enclose the zero value, indicating that there is
insufficient information to reject the hypothesis that either approach adequately predicts
the experimental results. Notwithstanding, the combination of its lower AAD value and
tighter confidence interval suggests that the AM1–BCC method is slightly superior. When
the same analysis is applied to the different types of alkanolamines are considered, the
results of Table 5.4 suggest that the AM1–BCC approach is satisfactory for each type of
alkanolamine, whereas the SMD approach performs poorly for the primary and tertiary
alkanolamines.
A parity plot comparing the AM1–BCC results against the experimental values is
shown in Fig. 5.4. For only 4 of the 29 molecules studied (propanamine(PA), 2-methyl-1-
propanamine(2-MPA), diethanolamine(DEA) and methyldiethanolamine(MDEA)), is the
error appreciably larger than 1.0 pK a units. The fact that DEA and MDEA, in addition
to the PA and 2-MPA pair, differ only in a methyl group, suggests a common source of this
discrepancy. The largest error in the predicted value is associated with MDEA, and its gas
phase reaction free energy also shows significant uncertainty. Although less pronounced
for the AM1–BCC charges, possibly due to ad hoc bond–charge corrections, the significant
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Table 5.3: pK a values for the reaction RNH
+
3 = RNH2 + H
+ using different charge models
and from SMD continuum solvent simulations at T = 298.15 K and P = 1 bar.
RESP
amine HF/6–31G* B3LYP/ MP2–cc–pVTZ+PCM SMD AM1–BCC pK a(expt)[10, 257, 258, 259, 194]
6–311++G(d,p)
MEA 7.42 7.67 8.19 7.62 9.00 9.47
3-AP 8.79 9.26 10.09 9.95 10.12 10.00
EDA 8.20 8.36 8.95 9.43 9.97 9.90
PA 5.61 5.59 8.18 9.46 8.98 10.60
2-MPA 6.34 6.34 8.93 10.10 8.87 10.50
AMP 7.56 7.02 8.34 8.33 9.39 9.70
AMPD 6.89 6.34 7.16 6.81 8.81 8.80
AEPD 6.58 6.06 6.26 7.49 9.24 8.80
2-AP 7.16 7.38 8.15 7.89 9.35 9.40
DEA 9.49 9.46 8.71 7.18 10.34 9.00
2AEE 10.60 10.6 11.61 8.41 10.33 9.42
2DIPA 9.50 8.75 8.51 12.09 9.25 9.42
DIPA 9.99 9.79 8.81 9.46 9.74 8.88
MDEA 11.55 11.90 11.14 11.65 10.41 8.57
n-CHEA 9.25 8.35 9.39 9.29 9.09 10.10
SAPD 7.70 7.55 7.90 6.78 9.34 8.55
TBAE 9.55 9.00 9.50 10.24 9.59 9.70
THMAM 4.34 3.14 3.95 2.48 7.19 8.08
3-DMAP 10.72 10.90 9.94 11.36 9.30 9.27
DMIPA 10.42 10.35 11.26 12.51 8.28 9.47
t-BDEA 8.53 8.00 11.52 11.99 9.55 9.03
TREA 8.96 8.28 10.29 12.90 8.38 10.70
1AP 6.76 6.76 7.60 7.98 8.74 9.50
MAE 9.85 10.21 10.66 8.83 9.17 9.80
EAE 9.34 9.71 10.06 11.82 9.79 9.99
IPAE 9.44 9.10 9.93 11.05 9.33 9.93
MPAE 9.41 8.73 9.86 11.82 9.66 -a
IBAE 8.86 8.80 10.42 9.55 9.62 -a
EAMP 9.24 9.20 9.68 11.65 9.87 -a
AADb 1.58 1.77 1.29 1.67 0.65
a No experimental data found
b Average absolute deviation
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Table 5.4: Comparisons with experiment of pK a values for the reaction RNH
+
3 = RNH2
+ H+ using AM1–BCC and SMD continuum solvent simulations at T = 298.15 K and
P = 1 bar. AAD is the average absolute deviation of the predicted from the experimental
results, , AD is the average deviation of the predicted minus the experimental values of
the indicated method, RMSD is its root–mean–square value, 95% Confidence Interval is
computed from the student t distribution at the 95% level as described in the text, and the
final column indicates whether or not the hypothesis that the predicted and experimental
values are equal can be rejected at this confidence level.
Method AAD AD RMSD 95% Hypothesis:
Confidence Interval Mean Value= 0
Entire Data Set (26 species)
AM1–BCC 0.65 0.18 (−0.20, 0.56) Do not reject
SMD 1.67 0.13 (−0.82, 1.08) Do not reject
Primary Alkanolamines (13 species)
AM1–BCC 0.25 (−0.37, 0.87) Do not reject
SMD 1.54 (0.37, 2.71) Reject
Secondary Alkanolamines (7 species)
AM1–BCC 0.04 (−0.50, 0.58) Do not reject
SMD 0.07 (−1.25, 1.39) Do not reject
Tertiary Alkanolamines (6 species)
AM1–BCC 0.15 (−0.80, 1.4) Do not reject
SMD 2.70 (1.87, 3.53) Reject
111

































Figure 5.4: AM1–BCC calculated versus experimental pK a values for the 29 alkanolamine
species considered in this work. Red denotes primary amines, blue denotes secondary
amines and green denotes tertiary amines. The vertical error bars are obtained by propa-
gating the uncertainty (horizontal error bars for the experimental data are not shown) in
the ideal gas reaction free energy and the dashed line indicates a tolerance of 1.0 pKa unit.
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deviations of the PA and 2–MPA values using HF/6–31G* and B3LYP/6–311++G(d,p)
charges suggest that partial charges based on the gas phase electron density might be
unsuitable for these two molecules. This is further supported by the fact that the inclu-
sion of implicit polarization using MP2–cc–pVTZ+PCM or SMD significantly improves
the prediction of their pK a values.
HF/6–31G* and B3LYP/6–311++G(d,p) gas phase charge methods yield very similar
results, and both generally tend to underestimate the experimental pK a values. MP2–
cc–PVTZ+PCM performs significantly better than the gas phase HF and B3LYP charge
methods, indicating the importance of polarization effects in the solvation calculation. All
methods based on RESP charges tend to perform poorly for the heavily hindered amines
with multiple hydroxyl groups, possibly due to effects such as local over–polarization or
steric clashes.
For three of the studied alkanolamines (i.e, 2-((1-methylpropyl)amino)ethanol (MPAE),
2-(isobutylamino)ethanol(IBAE) and 2-(ethylamino)-2-methyl-1-propanol(EAMP)), we were
unable to locate experimentally measured pK a values. However, we note that the AM1–
BCC predicted value of 9.66 for IBAE is very close to the experimentally measured value
of 9.92 for that of its isomer 2-(butylamino)ethanol (BAE)[194]. The corresponding AM1–
BCC predicted value for EAMP (9.87) is higher that of AMP(9.39), suggesting that steric
hindrance by the addition of an alkyl group to the nitrogen atom of AMP increases its
pK a value. Similarly, based on the AM1–BCC predictions, the pK a values of EAE (9.79),
MPAE(9.66), IBAE(9.62), TBAE (9.59), IPAE(9.33) are higher than that of MEA(9.00),
further indicating that the addition of alkyl chains to the nitrogen atom of MEA in-
creases the pK a value. This trend was also observed in the recent experimental study of
Narku–Tetteh et al. [260], who found that the longer alkyl chain lengths of secondary
alkanolamines resulted in higher equilibrium CO2 loading and pK a values.
Since the AM1–BCC pK a results agree well with experiment and the AM1–BCC results
for neutral species agree well with the SMD resulst, we conclude that the AM1–BCC results
for the charged species are also accurate. In general, we believe that AM1–BCC is a very
promising approach for predicting alkanolamine pK a values and for studying the effects of
different functional groups on their potential CO2 capturing abilities.
5.5 Summary and Recommendations
We have implemented molecular simulation methodology for calculating pK a values at am-
bient conditions (T = 298.15 K and P = 1 bar) for the deprotonation reaction of Eq. (5.1)
for 29 potential CO2 solvents involving primary, secondary, and tertiary alkanolamines.
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We used the ideal–gas (IG) free energy of -26.28 kJ·mol−1 for H+ relative to 0 Kelvin,
and calculated the free energy of each amine and its protonated form. We investigated the
use of five composition methods: CBS–QB3, neutral CBS–APNO, G3B3 and G4. We used
TIP3P water as the solvent model and calculated the neutral and protonated amine force
fields using GAFF in conjunction with both RESP and AM1–BCC charges. We calculated
the solution phase hydration free energies of the amines and their protonated forms, and
used the value of Tissandier et al. for the H+ hydration free energy. Since this incorporates
the hydration Galvani surface potential, we also incorporated it in our calculations for the
cations, using the TIP3P value of -48.25 kJ·mol−1[261, 251].
For the hydration free energies of the neutral molecules, we found that the AM1–
BCC results agree more closely with the SMD values than those of the RESP methods.
The different charge methods generally agree; however, for species with multiple hydroxyl
groups, the RESP hydration free energies significantly differ from the AM1–BCC results.
For the ions, the agreement of the RESP and AM1–BCC models is better than in the case
of the neutral molecules. A possible explanation is that for the ions, the intermolecular
interaction with the solute is dominated by the total Coulombic charge, and the effects of
the intramolecular interactions on the electronic density are less pronounced than for the
neutral molecules.
We found that the AM1–BCC charge method yielded the best overall AAD for the
experimental pK a of 0.65 pK a units. Based on these results, we suggest that AM1–BCC
also gives the best results for the ions. We also considered a statistical analysis of our data
by calculating the 95% confidence interval for the mean difference between the predicted
and experimental pK a values, based on the use of the Student t distribution, an approach
based only on the reasonable assumption that the predicted and experimental data are
normally distributed. We applied this approach to our AM1–BCC and our SMD data sets,
and found that the hypothesis that the predicted and experimental values are equal could
be rejected only for the SMD pK a predictions of the primary and tertiary alkanolamines.
We conclude that larger test sets of data are required to better distinguish between the
abilities of different approaches to adequately predict experimental pK a data.
The accuracy of the predictions may be improved by using various method/basis set
combinations to overcome the limitation of the RESP derived charges (i.e, its reliance
on the on the gas phase HF/6-31G* calculations to derive the condensed phase charges).
Developing fixed charge force fields to calculate the phase transfer properties such as hy-
dration free energy is the subject of ongoing research[255, 262]. For example, the physically
motivated IPolQ partial charge method of Cerutti and et al. [263] uses the average partial
charges of the gas phase and liquid phase to implicitly include the effect of the solute po-
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larization upon transfer between the phases. Finally, we believe that the pK a prediction
using fixed charge explicit solvent can be further improved with optimization of the GAFF
LJ parameter which originally designed to work with the HF/6-31G* based partial charges.
Our approach can be extended to consider the temperature dependence of pK a in both
aqueous and nonaqueous solvents (e.g., methanol). Using our recent reaction equilibrium
simulation approach[53], the pK a results of this paper can be used to predict CO2 solubility
for a range of tertiary amines.
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Abstract
The ability to predict the thermodynamic properties of amine species in CO2-loaded aque-
ous solutions, including their deprotonation (pKa) and carbamate to bicarbonate reversion
(pKc) equilibrium constants and their corresponding standard reaction enthalpies, is of
critical importance for the design of improved carbon capture solvents. In this study, we
used isocoulombic forms of both reactions to determine these quantities for a large set
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of aqueous alkanolamine solvent systems. Our hybrid approach involves using classical
molecular dynamics simulations with the General Amber Force Field (GAFF) and semi–
empirical AM1–BCC charges (GAFF/AM1–BCC) in the solution phase, combined with
high level composite quantum chemical ideal-gas calculations.
We first determined a new force–field (FF) for the hydronium ion (H3O
+) by matching
to the single experimental (pKa) data point for the well–known MEA system at 298.15 K.
We then used this FF to predict the pKa values for 76 other amines at 298.15 K and for all
77 amines at elevated temperatures. Additionally, we indirectly relate the H3O
+ hydration
free energy to that of H+, and provide expressions for intrinsic hydration free energy and
enthalpy of the proton.
Using the derived H3O
+ FF, we predicted the (pKa) values of a diverse set of alka-
nolamines with an overall AAD of less than 0.72 pKa units. Furthermore, the derived
H3O
+ force field is able to predict the protonation enthalpy of these amines when used
with the GAFF. We also predicted the carbamate reversion constants of the primary and
secondary amine species in the data set and their corresponding standard heats of reac-
tion, which we compared with their scarcely available experimental data, which are often
subject to significant uncertainty. Finally, we also described the influence of electronic and
steric of different molecular fragments/groups on the stabilities of the carbamates.
6.1 Introduction
The combined absorption–stripping process using aqueous amine solvents is considered to
be the dominant near–term technology for large–scale CO2 capture from point sources, such
as coal-fired power plants, and cement and steel plants[264]. CO2 is primarily absorbed in
the form of carbamate and bicarbonate ions, and stripped off in a later stage of the process
by supplying heat to reverse the reaction and release the absorbed CO2[265].
There is continuing interest in discovering CO2 solvents that show improvements over
the traditional monoethanolamine (MEA) base case, and the solvent’s equilibrium CO2
solubility is a property of primary importance. This is governed by the equilibrium con-
stants and their temperature dependence for the involved underlying reactions, which may
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be represented by the following set:
RNH+3 + H2O = RNH2 + H3O
+ (R1)
RNHCO−2 + H2O = RNH2 + HCO
−
3 (R2)











+ + OH− (R5)
CO2 = CO2(vap) (R6)
All species are in the aqueous solution phase unless indicated otherwise; RNH2, RNH
+
3
and RNHCO−2 denote the neutral, protonated and carbamate forms of the amine solvent
respectively. Tertiary amines do not form carbamates, resulting in the omission of reaction
R2 for these compounds.
A main concern associated with the CO2 capture process is the high energy demand for
solvent regeneration, due to the relatively stable CO2-containing solution species, coupled
with the high latent heat of the water co-solvent. This is particularly acute for primary
amines, which tend to form more stable carbamates than is the case for secondary and
sterically hindered amines, but they have the advantage of exhibiting faster reaction kinet-
ics than the latter group of compounds[16]. On the other hand, tertiary amines have the
advantage that CO2 reacts in an overall 1:1 stoichiometric ratio with respect to the amine
solvent (the combination R3−R1 of the above reaction set), whereas primary and secondary
amines react in only an overall 1:2 stoichiometric ratio (the combination R3− R1− R2).
However, this advantage of tertiary amines is offset by their slower reaction kinetics.
The equilibrium constants (expressed in terms of their pK values) are commonly ob-
tained experimentally from concentration measurements in relatively dilute equilibrium
solutions or by their extrapolation to zero ionic strength, typically in conjunction with a
Debye-Hückel-related equation to model the species activity coefficients [154, 189, 266].
Whereas the pKa of the amine deprotonation reaction R1 can be measured relatively accu-
rately by means of potentiometric titration or by spectroscopic concentration measurements
in a CO2-free solution[267, 268], accurate determination of pKc for the carbamate reversion
reaction R2 is more challenging[192] due to the presence in a CO2-loaded solution of the
coexisting species involved in the indicated set of reactions. In addition, due to the rapid
proton exchange, NMR techniques cannot distinguish between the bicarbonate/carbonate
species peaks or the amine/protonated amine species peaks, and only the sums of the rel-
evant individual species concentrations in each pair can be determined. This has resulted
in the use of different approaches to unravel the individual species concentrations from the
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NMR data[207, 193, 269]. By relating the intensity of the two–species compound peak to
the individual species peaks and their concentrations in the solution, amine and its proto-
nated form may be distinguished by interpolation of the NMR chemical shifts at low and
high pH values or by measuring the spectra of solutions that contain only the individual
species [193]. In addition, species at concentrations less than about 10−4 molal are unde-
tectable by the analysis of NMR data. These experimental challenges typically result in a
significant uncertainty in the resulting carbamate reversion constant values, even for the
well–studied monoethanolamine (MEA)[192] system.
A common theoretical approach to determine pK values uses ideal-gas electronic struc-
ture (ES) calculations in conjunction with conductor–like polarizable continuum models
(CPCM), universal solvation models (SMD, SM8), or their explicit solvent variants (the
inclusion of explicit solvent molecules in the first solvation shell)[270, 233]. The calculation
of solvation free energy using such models requires five temperature–dependent solvent–
based parameters based on experimental data: dielectric constant, bulk surface tension,
refractive index, and acidity and basicity parameters. The accuracy of these models is
often unsatisfactory, in part because their development and application has generally been
limited to small rigid molecules; furthermore, the models have only been parameterized
at 298.15 K. Their static nature also hampers extensions to flexible molecules in solution,
in which the contribution of different molecular conformers to the solvation free energy
are non-negligible. In a notable study, Coote et al. [170] demonstrated different criteria
for obtaining the most stable conformer in the solution phase, and showed how an erro-
neous result may be obtained if the commonly used gas–phase geometry is adopted for
the solution phase solvation free energy calculation in the case of larger flexible amine
molecules.
Since the pioneering study of da Silva and Svendsen[271], numerous studies have used
a similar thermodynamic-cycle-based approach[272] to investigate the deprotonation reac-
tion pKa value, whereas similar studies for the carbamate reversion equilibrium constant
pKc are extremely limited[271]. While some studies show reasonable accuracy (a mean
absolute deviation from experiment below 0.5 pK unit), they usually require a partic-
ular combination of gas–phase quantum chemical theory/basis set and solvation model
that is often different from the original quantum chemical method used for the solvation
model development, questioning the transferability of such approaches to different classes
of compounds[233, 230].
More rigorous direct ab initio simulation of the free-energy profile of the dissociation
reaction taking place in the condensed phase has been shown to be a promising route for
pKa estimation[273]. However, apart from being extremely computationally demanding,
such simulations may require advanced sampling techniques to escape from local free energy
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minima, inhibiting their wide-spread use for rapid solvent screening[274].
In a recent paper[275], we developed a molecular–based framework for reactive ab-
sorption in CO2-amine-water systems without any amine-specific experimental data or
experimental proton hydration free energy data only using the pKc and the equilibrium
constant of the following isoelectric reaction (one with the same total numbers of positive
and negative charges on the reactant and product side), which is the reaction combination
R3-R1-R2 of the above reaction set:





We combined these equilibrium constants with a Henry-law-based thermodynamic model
and the experimentally well-known pK values for the binary CO2-H2O system to predict
the speciation and other quantities of interest for a set of 7 CO2–loaded primary and
secondary alkanolamine solvents.
In this paper, we refine our methodology by focusing on the deprotonation reaction
R1 and the carbamate reversion reaction R2, both of which are isocoulombic (with the
same number of like-charged species on the reactant and the product side). Use of an
isocoulombic reaction has been shown to provide a better estimate of the temperature
trend for its equilibrium constant[276]. Furthermore, such reactions have the advantage
that for activity coefficient models based on the Debye-Huckel approximation (e.g., the
Davies model), the ionic contributions to the reaction free energy change cancel. We
test this approach for the equilibrium constants (pKa and pKc) for a much larger set of
77 primary, secondary and tertiary amines, Our approach combines ideal-gas calculations
with explicit solvent MD simulations in TIP3P water using the fast AM1-BCC partial
charge assignment method for the amine molecules and their protonated and carbamate
forms, which we have previously shown to be superior to the RESP-based charges for pKa
prediction used in our previous work[175].
To enable the use of the isocoulombic reaction R1, we develop a new GAFF-compatible
force field for H3O
+ to be used in conjunction with TIP3P water by matching the well—
known experimental MEA deprotonation equilibrium constant at 298.15 K. This enables
the H3O
+ FF to be used to calculate the pKa of reaction R1 as a function of temperature,
both for MEA and all other alkanolamines. We further validate the H3O
+ FF by comparing
its indirect prediction of proton hydration free energy with the well-established literature
value at 298.15 K[60], and also use it to calculate the intrinsic proton solvation free energy
as a function of temperature.
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1-AB 1-AP 2-AB 2-AEE 2-AP
2-AP 2-DIPA 2-MPA 2-PIPE 2-PIPM
3-AP 3-DMAP 3-PIPM 4-AB 4-PIPM
AEPD AMPD AMP DA DEA
DIPA DMIPA EAE EAMP EDA
IBAE IPAE IPA MAE MDEA
MEA MPAE n-CHEA n-CPEA n-CPnEA
PA SAPD TABE TBA t-BDEA
TREA 12HEPP 1DEA2P 1DMA2P 1M2PPE
Figure 6.1: Molecular Structures of the alkanolamines considered in this work.
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1PE 1PP 3DEA1P 3MDA1P 3PPE
4IPB 5AP 6AH BAE BA
DEA12PD DEAB DEAEEO DMA12PD DMA22DP
DMA2M1P DMAH EDEA DEEA IBA
IPAP PA2 PAE PRLD12PD PRYE
SBA TEA TMPOL TRC 3-QCD
AMN 2-MORE
Figure 6.2: Molecular Structures of the alkanolamines considered in this work (continued).
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6.2 Thermodynamic Background
6.2.1 Molecular–Based Framework for the Calculation of pKa
and pKc
Our framework for predicting pKa and pKc without the need for experimental data is
described in detail in our previous papers[174, 175, 275], and only a brief summary is
provided here.
The Henry-Law-based standard chemical potential using the molality concentration
variable, µ†i (T, P ), may be defined for both solutes and the solvent, and is related to the
infinite dilution intrinsic solvation free energy (self solvation free energy in the case of the
solvent), µres,NV T ;∞i [T, ρ(T, P )], by













+ µres,NV T ;∞i [T, ρsolv(T, P )]
(6.1)
where µ0i (T ;P
0) is the species ideal–gas (IG) chemical potential at T and reference state
pressure P 0 = 1 bar, P is expressed in bar, and ρsolv is the density of the pure solvent.
(ρsolv denotes its expression in kg m
−3). µ†i (T, P ) is numerically equal to the chemical
potential in a hypothetical ideal solution of unit molality.
The pK value for a reaction j is obtained from the concentration-independent quantity
∆G∗j(T, P ), via




where ∆G∗j(T, P ) is the standard Gibbs energy change of the reaction in the solvent, given
by










































i [T, ρ(T, P )] (6.4)
Ns is the number of species involved in the reaction, νij is the stoichiometric coefficient
of species i in reaction j (conventionally positive for products and negative for reactants),
ν̄j =
∑
i νij and Msolv is the solvent (water in this case) molecular weight.
For the deprotonation and carbamate reversion reactions in this study (reactions R1
and R2, respectively, ν̄j = 0 and νsolv,j = −1, and the following expression for ∆G∗j is
obtained for both reactions:
∆G∗j(T, P ) = ∆G
0
j(T ;P












Finally, the temperature dependence of pK for the deprotonation and carbamate re-
version reactions is obtained by application of the Gibbs-Helmholtz equation to Eqs. (6.5)










∂(∆G0j [T ;P ]/RT )
∂T
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Assuming a linear temperature dependence of the enthalpy quantities in each term (equiv-
alent to assuming constant reaction ∆Cp values) gives an expression at the pressure of
interest of the form
− lnKj = A0j +
B0j
T





+ Cresj ln(T ) (6.8)
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6.2.2 H3O
+ FF Determination and the Proton Hydration Free
Energy
Replacing H3O
+ in reaction R1 by H+ would yield the alternative reaction equation
RNH+3 = RNH2 + H
+ (R8)




Since by convention, in water solvent ∆G∗ for reaction R5 and for the following reaction
are identical:
H2O = H
+ + OH− (R10)
this means that ∆G∗ for reaction R9=R5-R10 must vanish. Hence the pK values for
reactions R1 and R8 must also be identical. Eqs. (6.2) and (6.3) for reaction R8 give
RT ln(10)pKR8 = ∆G
0
R8(T ;P

















The proton intrinsic hydration free energy, µres,NV T ;∞H+ , is then given by
µres,NV T ;∞H+ = RT ln(10)pKR8(T, P )−∆G
0
R8(T ;P
0)− µres,NV T ;∞RNH2 (T, P )
+µres,NV T ;∞
RNH+3











Eq. (6.10) is the conventional means by which µres,NV T ;∞H+ is determined from experimental
pKa data for a variety of species (e.g., Malloum et al. [277]), typically by means of
continuum solvent calculations to obtain µres,NV T ;∞ for the neutral and protonated species.
(We note in passing that the term in Eq. (6.10) involving the solvent density is often
omitted from such calculations; this is a reasonable approximation at 298.15 K for water
solvent, where this term is small; however at higher temperatures and for solvents other
than water, this may not be the case.) Also, since Eq. (6.10) requires experimental data
at each temperature, such calculations have mostly been limited to 298.15 K, at which
temperature data for many species is available.
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In our work, we use reaction R1, whose pKa value is identical to that of reaction R8,
and for which Eqs. (6.2) and (6.3) give
µres,NV T ;∞H3O+ (T, P ) = RT ln(10)pK1(T, P )−∆G
0
R1(T ;P
0)− µres,NV T ;∞RNH2 (T, P )
+µres,NV T ;∞H2O (T, P ) + µ
res,NV T ;∞
RNH+3






We have adjusted the H3O
+ FF to match the well-known experimental pK1 value for
MEA at 298.15 K and 1 bar, using FFs predicted value of hydration free energy for MEA
and MEAH+ obtained from the GAFF/AM1–BCC and quantum chemical calculations
of ∆G0R1(T ;P
0). The availability of the H3O
+ FF then allows pKa calculations to be
performed at any temperature.
We can test the resulting H3O
+ FF by applying the same procedure to reaction R9,
whose ∆G∗ value is zero and for which Eq. (6.3) gives the intrinsic solvation free energy
of the proton in terms of the readily calculated hydronium ion solvation value:
µres,NV T ;∞H+ = µ
res,NV T ;∞
H3O+






















0) = µ0H3O+(T, P
0)− µ0H2O(T, P
0)− µ0H+(T, P 0) (6.13)
This calculation is not limited to 298.15 K and 1 bar and allows µres,NV T ;∞H+ (T, P ) to be
readily obtained as a function of temperature and pressure.
Finally, the absolute solvation free energies of the proton and the hydronium ion may
be obtained by adding the Galvani contribution, ziξG(T, P ), to their respective intrinsic
values, where zi is the ion valence (+1 for H
+ ), and ξG(T, P ) is the solvent Galvani
potential.
6.3 Computational Details
All intramolecular parameters (bond stretching, angle bending, and torsional constants)
and LJ parameters(σ, ε) of the bicarbonate ion (HCO−3 ), the neutral (RNH2), protonated
(RNH+3 ) and carbamate (RNHCO
−
2 ) form of the amines were taken from the General Amber
Force Field (GAFF)[177] with its default functional form using the Antechamber package in
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AMBER tools[178], which assigns the parameters based on atom typing rules. Carbon diox-
ide (CO2) was modeled using the Transferable Potential for Phase Equilibrium (TraPPE)
model of Potoff[122] and the solvent (water) was modeled by the TIP3P FF which is the
default water model for the GAFF. We used the lowest-free-energy conformer at the G4
level as an initial structure input for calculation of partial charges. For the bicarbonate ion,
we used electrostatic potential energy grid calculations at the GAFF default HF/6-31G*
level using the Merz-Kollman scheme in Gaussian16 with the two-step Restrained Elec-
trostatic Surface Potential (RESP) fitting method[65] within the Antechamber software
package to assign the partial charges. For neutral (RNH2), protonated (RNH
+
3 ) and carba-
mate (RNHCO−2 ), partial charges were assigned using the Antechamber software package
based on the fast semi-empirical AM1-BCC method using the G4 ideal-gas geometry. The
GROMACS–formatted force field input files were then generated using the acpype (version
2019) python interface[179]. Default GAFF 1-4 interactions were used for all molecules,
except for the bicarbonate ion, for which the H–O electrostatic 1-4 interactions were scaled
by 0.5 due to excessive 1-4 electrostatic interaction between these pairs.
The initial configurations for a single solute molecule solvated in a periodic box of 1500
water molecules generated using the packmol software package[181]. All MD simulations
were performed using using the GROMACS (version 2016.3) program[180]. Initially, A
steepest–descent minimization was performed to relax the system and remove any bad
contacts, followed by a short (100 ps) NV T equilibration run followed by a 12 ns long
NPT simulation with the first 2 ns discarded to determine the system density . Alchemical
free energy simulations to decouple the solute molecule from its solvent environment were
then started from the previously equilibrated configurations in an NV T ensemble, with
simulation box size based on the calculated NPT density.
The classical equations of motion were integrated using the GROMACS stochastic
Langevin algorithm, with a friction constant of 1.0 ps−1 and time step of 2.0 fs−1. The
pressure was maintained using a Parrinello-Rahman pressure coupling constant of 2.0 ps.
The Lennard–Jones short–range interactions were smoothly switched off between 12 and
12.5Å and the electrostatic interactions were computed using the particle mesh Ewald
(PME) method with a 12 Å real–space cutoff, 1.0 Å grid spacing, sixth–order spline inter-
polation, and accuracy of 10−6. The free energy of decoupling the solute molecule from its
solvent environment was calculated using the GROMACS implementation of the Bennett
Acceptance Ratio (BAR) method (gmx bar). We employed a linear decoupling for the
electrostatic interaction with six equally spaced λ values (0, 0.2, 0.4, 0.6, 0.8, 1.0) followed
by 20 equally spaced λ values (0.0, 0.05, ..., 1.0) with ∆λ = 0.05 to decouple the LJ inter-
actions using the standard GROMACS soft-core potential function originally proposed by
Beutler et al[182], with parameters (in GROMACS notation) sc-alpha = 0.5, sc-power =
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1 and sc-sigma = 0.3. For each alchemical window, we used a 12.5 ns simulation with the
first 2.5 ns discarded for equilibration.
6.3.1 Ideal–Gas Reaction Free Energies and Conformational Search
Initial conformations of the neutral, protonated and carbamate forms of the amines were
generated using the Spartan v.18 software package with the default Merck Molecular Force
Field (MMFF94). The 10 lowest energy conformers of each solute at the MMFF94 level
were further optimized using the Gaussian 16 package, followed by frequency calculations
using high–level composite methods (G4, G3, CBS-QB3 and CBS-APNO) to find the
lowest-free-energy conformer for each QM method at 298.15 K. For a given QM method,
the free energies of the most stable conformers were then used to calculate the ideal–
gas reaction free energies at T = 298.15 K; to save computational time, the effect of
temperature on the reaction free energy was implemented only using G4 calculations over
the temperature range of 283.15–373.15 K according to:
∆G0j(T ;P
0) = ∆G0j(298.15;P
0)avg + [∆G0j(T ;P
0)−∆G0j(298.15;P 0)]G4 (6.14)
where ∆G0j(298.15;P
0)avg is the average value of the reaction free energy using G4, G3,
CBS-QB3 and CBS-APNO calculations and [∆G0j(T ;P
0) − ∆G0j(298.15;P 0)]G4 is that
of G4 calculations. We have previously shown[278] that the second term, which ac-
counts for the effect of temperature on the ideal–gas free energy, is insensitive to the QM
method/theory level; however, the absolute ideal–gas free energy of the species (the first
term) can vary substantially across different QM methods. As noted previously[174], im-
proved predictions can arise from the use of the combination of several high–level QM meth-
ods for the calculation of this term. We therefore used the average value of ∆G0j(298.15;P
0)
obtained from the G4, G3, CBS-QB3 and CBS-APNO calculations and the standard de-
viation was taken as a surrogate measure of the uncertainty of the ∆G0j(T ;P
0) values.
6.4 Results and Discussion
6.4.1 Ideal-Gas Reaction Free Energy Changes, ∆G0j(T ;P
0)
Ideal-gas reaction free energy values ∆G0j(T, P ) in Eq. (6.3) were obtained at T = 283.15,
293.15, 298.15, 303.15, 313.15, 323.15, 343.15, 353.15, 363.15 and 373.15K according to
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Eq. (6.14). We then expressed the temperature dependence of the amine deprotonation







+ C0j ln(T ) (6.15)
The coefficients of Eq. (6.15) for the reactions R1 and R1 are provided in Tables S1 and
S2 of the Supporting Information. Fig. 6.3 shows the dimensionless ideal–gas reaction free
energies of deprotonation (filled symbols) and for the carbamate reversion reaction (open
symbols) for a primary (MEA), secondary (DEA), tertiary (TEA) and sterically hindered
amine (AMP). As indicated by the R2 values in the Supplementary Information, the data
are well represented by the fitted functions. Generally, the deprotonation reaction free
energy change shows more sensitivity to temperature than does that of the carbamate
reversion reaction.























Figure 6.3: Ideal–gas reaction free energy change of the deprotonation reaction R1 (filled
symbols) and the carbamate reversion reaction R2 (open symbols) for the indicated amines.
The curves are regressions to Eq. (6.15).
6.4.2 Residual Reaction Free Energy Changes, ∆Gres,NV T ;∞j (T, P )
Calculation of the residual contribution to the reaction free energy ∆Gres,NV T ;∞j (T, P )
in Eq. (6.4) requires individual species µres;∞i (T, P ) values as functions of temperature.
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While QM ideal-gas chemical potential calculations exhibit no imprecision apart from the
use of different quantum theory levels, residual chemical potentials obtained from MD
simulations are subject to inherent stochastic uncertainties. We have thus smoothed the
individual species µres;∞i (T, P ) values by regression to the functional form:





+ cresi ln(T ) (6.16)




i for all species, including the small molecules (H2O, CO2,
HCO−3 , H3O
+), are provided in Tables S3–S6 of the Supplementary Information. The























For the majority of solutes considered in this work, the µresi regressions are of good quality,
as indicated by their R2 values. However, larger flexible molecules with multiple con-
formers in the solution exhibit somewhat scattered µresi /RT values. For these molecules,
we performed five independent replicate simulations (each using different random–number
seeds to generate the initial configuration and the initial atomic velocity assignment), and
we used the resulting average µresi /RT values in the regression. We show a typical result
for such a larger molecule in Fig. 6.4.
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Figure 6.4: Infinite dilution residual chemical potential of the neutral 4IPB as a function
of temperature from five replicate simulations at each temperature. The curve is the result
of fitting Eq. (6.16) to the simulation data using the average value at each temperature.
6.4.3 Deprotonation Constant, pKa
A parity plot of predicted versus experimental pKa data is shown in Fig. 6.5. The dashed
line indicates a tolerance of 1.0 pKa unit, and for most of the considered amines the error is
less than 1.0 pKa unit, equivalent to an error of ≈ 5.7 kJ·mol−1 in the reaction free energy
at T=298.15 K.
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Figure 6.5: Calculated versus experimental pKa values for the 77 alkanolamine species
considered in this work. The vertical error bars are obtained by propagating the uncertainty
in the ideal–gas reaction free energy (horizontal error bars for the experimental data are
not shown) and the dashed line indicates a tolerance of 1.0 pKa unit.
Table 6.1 summarizes the numerical values of the protonation constant of the 77 studied
amine at 298.15 K, along with the carbamate formation constant of the primary and
secondary amines obtained in this work. The experimental pKa data were taken from
the literature[279, 280, 281, 266, 282, 268, 283, 284, 267, 10, 285]. Using the developed
H3O
+ FF, we found an average absolute deviation (AAD) of 0.72 pKa units for a set
of 77 amines. Our results show that the pKa values of amines with multiple hydroxyl
groups are underestimated and those of alkyamines (amines with no hydroxyl group) are
overestimated.
Table 6.1: Protonation and carbamate formation constants of the studied amines at
T = 298.15 K. The uncertainty in the simulation values is based on the uncertainty in
the ideal gas contribution to the reaction free energy, since that of the residual part is
negligible. The uncertainty in the experimental pKa data is typically smaller than 0.1 pK
unit and that for the carbamate formation is inferred to be around the MEA value of ≈
0.25 pKa unit. t indicates tertiary amines, which do not form carbamate.
pKa pKc
Amine this work literature this work literature
1AB 9.260.38 9.4 1.620.27
1AP 9.270.40 9.45 1.530.28 1.70[195]
2AB 9.890.39 9.27 1.320.30
2AEE 10.360.18 9.42 3.780.34
Continued on next page
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pKa pKc
Amine this work literature this work literature
2AP 9.810.26 9.4 0.750.15 0.60[195], 0.98 [154]
2DIPA 9.950.20 9.42 t
2MPA 9.360.25 10.5 1.280.11
2PIPE 10.630.20 10.42 -0.190.40 no carbamate detected[154]
2PIPM 9.420.22 10.12 -0.060.32 no carbamate detected[154]
3AP 10.560.24 9.96 2.070.15 1.83[195]
3DMAP 9.610.26 9.49 t
3PIPM 9.200.26 10.05 4.230.33
4AB 11.120.21 10.32 1.870.35
4PIPM 9.060.36 10.56 1.880.33 1.39[154]
AEPD 9.330.23 8.82 -0.390.38
AMPD 9.570.35 8.84 0.980.32 no carbamate detected[154]
AMP 9.840.27 9.68 0.160.21 no carbamate detected[154]
DA 8.700.21 10.76 1.100.75
DEA 9.770.30 8.92 1.570.46 0.92[154]
DIPA 10.110.17 8.84 1.910.40
DMIPA 8.620.21 9.47 t
EAE 9.650.19 10 1.530.32
EAMP 10.420.22 10 -1.570.57
EDA 10.330.30 9.9 0.420.29
IBAE 9.600.16 10.01 2.930.24
IPAE 9.610.15 9.78 0.160.28
IPA 9.060.23 10.68 -0.300.10
MAE 9.600.23 9.85 2.420.60
MDEA 9.950.28 8.65 t
MEA 9.460.39 9.44 1.610.25 1.6, 1.81, 1.76, 1.31, 1.25[192, 191, 154, 189, 188]
MPAE 10.100.16 9.42 1.130.36
nCHEA 9.410.16 10.1 -0.210.26
nCPEA 6.530.19 8.09 -0.300.54
nCPnEA 9.020.23 10.1 -1.010.28
PA 9.120.25 10.6 0.810.10 2.20[195]
SAPD 9.730.24 8.55 1.050.25 no carbamate detected[154]
TBAE 10.050.16 10.04 -2.610.63
TBA 9.570.23 10.43 -0.770.66
tBDEA 9.850.48 9.06 t
TREA 8.870.14 10.7 t
12HEPP 10.310.24 9.57 t
1DEA2P 9.750.15 10.18 t
1DMA2P 9.100.20 9.67 t
1M2PPE 8.330.22 9.89 t
1PE 9.460.18 8.96 t
1PP 9.380.23 9.49 t
3DEA1P 9.540.17 10.29 t
3MDA1P 9.54.25 9.54 t
3PPE 9.870.30 9.49 t
Continued on next page
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pKa pKc
Amine this work literature this work literature
4IPB 10.370.19 10.45 -0.340.38
5AP 11.590.28 10.47 3.170.40
6AH 10.670.33 10.59 5.350.36
BAE 9.580.18 9.9 1.540.32
BA 9.290.25 10.69 0.850.11 1.7[195]
DEA12PD 9.700.20 9.68 t
DEAB 9.360.15 10.35 t
DEAEEO 10.690.46 10.15 t
DMA12PD 9.570.38 9.14 t
DMA22DP 8.950.21 9.54 t
DMA2M1P 10.210.24 10.34 t
DMAH 9.390.38 10.01 t
EDEA 10.130.20 8.86 t
DEEA 9.570.17 9.75 t
IBA 9.350.25 10.72 1.340.11 1.98 [195]
IPAP 10.150.15 10.35 0.480.31
PA2 9.400.25 10.7 1.010.11
PAE 9.520.18 9.89 2.730.31
PRLD12PD 9.820.36 9.64 t
PRYE 9.390.15 9.8 t
SBA 9.450.23 10.74 0.130.08 1.32 [195]
TEA 9.290.50 7.85 t
TMPOL 8.780.31 9.99 -6.480.70
TRC 7.510.28 8.1 -0.900.80
3QCD 8.520.38 10.1 t
AMN 8.380.79 9.25 1.21.03
2MORE 6.370.20 7.05 t
6.4.4 Temperature Dependence of pKa and the Deprotonation
Standard Reaction Enthalpy
Figs. 6.6 and Fig.6.7 show the temperature dependence of the MEA pKa and of the amines
for which we found experimental temperature dependent pKa data, namely AMP, 1-AP,
DEEA, MAE, 2DIPA, 2AP, 3DMA1P employing our H3O
+ FF. The data shows that the
developed H3O
+ FF is able to accurately predict the temperature trend despite the fact
that only the pKa of MEA at T = 298.15 K was used to train it.
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Figure 6.6: Deprotonation constants of monoethanolamine(MEA), 2-amino-2-methyl-1-
propanol (AMP), 1-amino-2-propanol (1-AP) and diethylethanolamine (DEEA) as func-
tions of temperature. Experimental data is shown by a circle[281], square[266] and triangle
up[284], and the curves are our simulation results. The error bars indicate the uncertainty
at 298.15 K indicated in the caption to Table 6.1.
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Figure 6.7: Deprotonation constants of methylaminoethanol(MAE), 2-
(diisopropylamino)ethanol (2-DIPA), 2-amino-1-propanol (2-AP) and 3-dimethylamino-
1-propanol (3DMA1P) as functions of temperature. Experiemental data are shown by a
square[266], diamon[282], triangle left [268] plus[279] and star[280], and the curves are our
simulation results. The error bar indicates the uncertainty at 298.15 K indicated in the
caption to Table 6.1.
As shown in Figs. 6.8–6.9, for the molecules with multiple hydroxyl groups, namely
TBAE, 2AEE, EAE, AEPD, AMPD, DEA, SAPD, the pKa simulations overestimate the
experimental results. Since the ideal gas and the residual chemical potentials both con-
tribute to the resulting pKa values, we are not able to pinpoint the source of the error,
and it could be due to the well-known issue with the amine hydroxyl parameters of the
GAFF and its hydration free energy prediction[286], or due to the error in the ideal gas
QM prediction for species with multiple oxygen atoms, which are subjected to relatively
larger uncertainty, as in the case of TEA with three hydroxyl groups.
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Figure 6.8: Deprotonation constant of 2-(tert-butylamino)ethanol (TBAE), 2-(2-
aminoethoxy)ethanol (2-AEE),2-(ethylamino)ethanol (EAE) and triethanolamine (TEA)
as function of temperature. Experimental data is shown by square[266], diamon[282], tri-
angle left [268] plus[279] and star[280], and the curves are our simulation results. The error
bar indicates the uncertainty at 298.15 K from the caption to Table 6.1.
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Figure 6.9: Deprotonation constant of 2-amino-2-ethyl-1,3-propanediol (AEPD), 2-amino-
2-methyl-1,3-propanediol (AMPD),diethanolamine (DEA) and serinol(2-aminopropane-
1,3-diol) (SAPD) as function of temperature. Experimental data is shown by square[266],
diamond[282], triangle left [268] plus[279] and star[280], and the curves are our simulation
results. The error bar indicates the simulation uncertainty at 298.15 K from the caption
to Table 6.1.
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Figure 6.10: Deprotonation constant of methyldiethanolamine (MDEA),
n-ethyldiethanolamine (EDEA),2-piperidinemethanol (2PIPM) and tert-
butyldiethanolamine (t-BDEA) as function of temperature. Experimental data is
shown by square[266], diamond[282], triangle left [268] plus[279] and star[280], and the
curves are our simulation results. The error bar indicates the uncertainty at 298.15 K
from the caption to Table 6.1.
The Gibbs–Helmholtz (G–H) equation relates the equilibrium constant of the reaction
to its standard reaction enthalpy, via.





= R[−(B0j +Bres) + (C0j + Cresj )T ] (6.20)
The coefficients of − lnKj and −∆H†j (T, P ) of the deprotonation reaction obtained from




j ) and the residual free
energy function (Ares, Bres, Cres) of the corresponding reaction according to Eq. (6.8)
and Eq. (6.20) are given in Tables S7. The reaction enthalpy data at a typical absorption
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temperature (T = 313.15 K) is given in Table S9.
We remark that most literature studies have measured the equilibrium constant over a
narrow temperature range around T = 298.15 K and assumed a constant reaction enthalpy,
obtained from van’t Hoff–type equation of lnK against 1/T data[139]. This is only valid
over the small temperature range at which experimental lnK measured and should be
compared to our values at T = 298.15 K.
We previously have shown that the uncertainty in the IG reaction enthalpies is very
similar to that of the IG reaction free energies[278], for which we used the standard devia-
tion of the IG results from G4, G3, CBS-QB2 and CBS-APNO calculations as a surrogate
uncertainty measure. The data in Table 6.1 indicate that the IG contribution to the uncer-
tainty in the deprotonation reaction enthalpies at 298.15 K is smaller than 0.5 pKa unit (≈
2.85 kJ) in all cases. Table 6.2 compares the simulation values of the de-protonation reac-
tion enthalpy of the amines for which there is experimental data. Due to the sensitivity of
the reaction enthalpy to the lnK data (which is subject to experimental uncertainty) there
is significant scatter in the experimental reaction enthalpy data, however, our simulation
values are in reasonable agreement with the available experimental data.
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Table 6.2: Enthalpy of deprotonation of amines (∆Hdeprot/kJ.mol−1) in aqueous solution
at 298.15 and 313.15 K. The uncertainty in the simulation values are smaller than ≈ 2.85
kJ in all cases.
Amine T=298.15 K T=313.15 K
This work Literature This work
MEA 45.64 48.6[266] 43.0[267] 41.0[268] 50.5[287] 50.89[284] 47.60
AMP 50.70 52.2[266] 46.6 [268] 40.61[267] 53.99[288] 52.07
AMPD 44.33 47.2[268] 49.85[289] 46.65
AEPD 35.81 47.5[266] 38.90
3-AP 52.92 53.6[266] 53.57
MAE 40.50 44.4[266] 42.97
1-AP 46.72 48.8[266] 48.11
2-AEE 43.95 50.2[266] 48.09
DEA 47.46 42.4[266] 37.5[268] 38.71[267] 42.4[290] 48.54
DIPA 50.40 39.2[266] 52.48
2-DIPA 51.73 46.50[280] 55.67
2-AP 45.49 47.0 [268] 48.90
3DMA1P 25.78 28.07[267] 30.81[279] 33.06
EAE 43.50 33.86[279] 45.15
SAPD 47.94 37.8 48.74
DEEA 31.76 36.2[266] 34.22[279] 38.25
DMIPA 34.84 36.99[279] 36.56
TEA 45.40 31.3[266] 32.0[268] 34.0[291] 31.59[267] -43.77
MDEA 48.70 34.9[266] 36.0[268] 33.37[267] 51.11
EDEA 52.17 28.97[279] 52.83
TREA 54.14 45.60[279] 44.4[266] 49.16
t-BDEA 53.60 33.02[279] 55.77
2-PIPM 42.12 46.0[268] 45.84
3-PIPM 41.60 40.3[268] 41.91
4-PIPM 28.22 34.0[268] 33.78
2-PIPE 36.81 37.0[268]53.8 [292] 48.08
6.4.5 Carbamate Reversion Constant, (pKc)
Carbamate reversion into bicarbonate is one of the major chemical reactions involving CO2
absorption occurring in primary and secondary amine based solutions. The results for the
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carbamate reversion reaction pK R2 (the negative of the carbamate formation reaction
value) for the primary and secondary amines are summarized in Table 6.1, and compared
with scarcely available experimental determinations at 298.15 K. We remark that the
equilibrium constant is composition-independent quantity which may be directly predicted
from simulation quantities at infinite dilution. On the other hand, this quantity cannot
be directly measured experimentally, but must be obtained indirectly from concentration
measurements at finite compositions m∗, governed by





i + ln γi(T, P ; m
∗)] (6.21)
which requires the use of an activity coefficient model. Unlike the case for the deprotonation
reaction, it is problematic to extrapolate results obtained for the carbamate reaction using
Eq. (6.21) to infinite dilution, since in CO2-loaded aqueous amine solutions, the carbamate
reversion reaction cannot be isolated and the bicarbonate and carbamate ions co-exist
with other ions (i.e, OH− , H3O
+, CO−23 etc). At relatively low CO2 loadings (low ionic
strength), the activity coefficients of the bicarbonate and carbamate ions approach unity
and at low amine weight fractions, only the activity coefficient data of binary amine/water
system (at relatively low amine weight fraction, where only amine infinite dilution activity
coefficients are required) along with the equilibrium composition maybe used in the Eq.
(6.21) to estimate the equilibrium constant. An approximation often made for isocoulombic
reactions (with ions on each side of the reaction having the same charge, which is the case
for the carbamate reversion reaction) is to assume that the activity of water is unity and
the activity coefficients of RNHCO−2 and HCO
−
3 are equal (as is the case for the Debye-
Hückel; and other simple activity coefficient models). In this case, the activity coefficient
terms in Eq. (6.21) cancel at all concentrations.
Another approach is to fit the experimental VLE data (CO2 partial pressure and spe-
ciation data) to the parameters of a thermodynamic model for the chemical potentials to
obtain the equilibrium constant. As a result of the different approximation approaches,
the spread of the literature values is partly due to differences in the activity coefficient
models used by the authors, and more likely due to the difficulty in the experimental
NMR measurement of the concentrations of the bicarbonate ion and neutral amine species,
which is difficult to distinguish from the protonated and carbonate ion in the NMR peaks.
The experimental carbamate formation constant data are limited and likely subject to
significant uncertainty. For example, carbamate formation constants of MEA have been
measured using various experimental methodology including NaOH titration of the car-
bamate solution[189], fitting thermodynamic models to vapour-liquid-equilibrium (VLE)
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data of CO2-loaded solutions, and to CO2 partial pressure data [208, 191, 293], NMR
titrations[207], calorimetric studies and H-NMR Spectroscopy[154], giving values ranging
from 1.31[189]-1.85[154]. We compare our predicted values with the scarcely available ex-
perimental data in Table 6.1. Given the lack of the pKc data from different measurement,
based on the MEA data, we infer the uncertainty in the experimental to be ≈ 0.25 pK
unit comparable to that of the simulation data. Lack of comprehensive and accurate ex-
perimental pKc data complicates fair comparison with the simulations data. Overall, our
predictions are in reasonable agreement with the available experimental data.
6.4.6 Effect of Structural Features on Carbamate Reversion
The effect of structural feature modifications with respect to those of MEA on the extent
of carbamate formation may be explained, allowing us to identify structural factors of
alkanolamine molecules that influence the CO2 absorption properties. The increasing trend
in the carbamate reversion constants of MEA (pKc= 1.61± 0.25), 3-AP (pKc= 2.07± 0.15),
4-AB (pKc= 1.87± 0.35), 5AP (pKc= 3.17±0.40) and 6-AH (pKc= 5.35±0.36) indicates
that increasing the chain length promotes carbamate formation. The addition of a -CH3
and -C2H5 group on the β carbon of MEA gives 1-AP (pKc= 1.53 ±0.28) and 1AB (pKc=
1.62 ±0.27) respectively, with a carbamate reversion constant similar to that of MEA,
indicating that the steric effect of the β carbon is not significant. However, addition of
the same -CH3, -C2H5 and -CH2(OH) groups on the β carbon of MEA gives 2-AP (pKc=
0.75 ±0.15) and 2-AB (pKc= 1.32 ±0.30) and SAPD (pKc= 1.05 ±0.25), respectively,
significantly lowering their tendency to form carbamate. AMP (pKc= 0.16 ±0.21), AMPD
(pKc= 0.98 ±0.32) and AEPD (pKc= -0.39 ±0.38) are heavily hindered derivatives of
MEA, and all show little or no tendency to form carbamate as predicted by the molecular
models.
The addition of various alky chain groups on the nitrogen atom of MEA gives the pri-
mary amines MAE (pKc=2.42 ±0.60), EAE (pKc= 1.53 ±0.32), BAE (pKc= 1.54 ±0.32),
IPAE (pKc= 0.16 ±0.28) and TBAE (pKc= -2.61 ±0.63), clearly indicating that the longer
and more branched the alkane chain, the more unstable is the amine carbamate (pKc be-
comes more negative). Compared to EAE, EAMP (pKc= -1.57±0.57) has two additional
CH3 groups in the α carbon, significantly lowering its pKc.
n-CHEA (pKc= -0.21±0.26), nCPEA (pKc= -0.30±0.54) and nCPnEA (pKc= -1.01±0.28)
are obtained by a adding a six-, five- and three-membered ring structure to the amine group
of MEA. They all show a negative carbamate reversion constant, indicating that the addi-
tion of the ring group makes the carbamate formation extremely unstable.
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In the case of the primary alkyamines, PA (pKc= 0.81 ± 0.10), BA (pKc= 0.85 ±0.11),
PA2 (pKc= 1.01 ±0.11), IBA (pKc= 1.34 ± 0.11), SBA (pKc= 0.13 ±0.08), IPA (pKc=
-0.30± 0.10) and TBA (pKc= -0.77 ± 0.66), the effect of the steric hindrance of the methyl
group is in line with the decreasing pKc.
For the cyclic amine 2PIPM (pKc= -0.06± 0.32), 2PIPE (pKc= -0.19± 0.40), due to
proximity of the amino and hydroxyl group, it chemically easier to form intra-molecular hy-
drogen bonds, and this has been shown to reduce the stability of carbamate formation[294]
by formation of stable ring structure that maximize internal hydrogen bonding , consis-
tent with their predicted negative pKc values. This is also in agreement with the H-NMR
spectroscopy measurements of Fernandeset al. , who did not detect carbamate formation
in aqueous 2PIPM and 2PIPE. However, in case of 4PIPM (pKc= 1.88 ± 0.33), the amino
group is located far from the hydroxyl and results in a higher pKc, in excellent agreement
with the Fernandeset al. measured value of 1.39. Overally, we believe the molecular models
employed in this work is able to predict the trend in the carbamate formation tendency of
amines.
6.4.7 Temperature Dependence of pKc and the Carbamate Re-
version Standard Reaction Enthalpy (∆Hcarb)
Given the complications associated with the accurate experimental measurement of the
carbamate reversion (inverse of carbamate formation reaction) constant, the experimental
carbamate reversion enthalpy (∆Hcarb), which obtained from the temperature derivative
of its equilibrium constant, expected to have much larger errors associated with them.
For example, the literature value of MEA experimental ∆Hcarb/kJ·mol−1 obtained from
Van’t Hoff analysis of the equilibrium constant data over a narrow temperature range
ranges from 12.84[189]kJ·mol−1 to 29.7[192] kJ·mol−1. Similarly for DEA, different anal-
ysis methods for the experimental measurements[192, 191, 154] give values ranging from
13.64[191] kJ·mol−1 to 23.7[192] kJ·mol−1. Fig.6.11 shows the temperature dependence of
the MEA pKc from our simulations (red curve) and its comparison with the most recent
studies of Fernandes [154](circles) and Böttinger[191](blue curve). Our predictions agree
well with the experimental data from other sources[192, 295, 293] shown by different sym-
bols. While the most literature studies assume constant (∆Hcarb), our simulation indicate
slight temperature dependency for ∆Hcarb (change of ≈ 2.0 kJ over T change of ≈ 100 K).
The ideal gas contribution to the uncertainty of ∆Hcarb is much larger than the de-
protonation reaction(∆Hdeprot) as indicated in Table 6.1 ranging from 0.1-1.0 pK unit
or ≈ 0.57-5.7 kJ at T=298.15 K. The coefficients of − lnKc and ∆Hcarb obtained from
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j ) and the residual free
energy function (Ares, Bres, Cres) of the reversion reaction according to Eq. (6.8) and Eq.
(6.20) are given in Tables S8 of Supplementary Information. The reaction enthalpy data
at a typical absorption temperature (T = 313.15 K) is given in Table S9. The ∆Hcarb
and ∆Hdeprot data maybe used in conjunction with the readily available enthalpy data of
reactions R3-R6 to estimate overall heat of CO2 absorption in these amines.
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Figure 6.11: (a) Comparison of the equilibrium constant of the MEA carbamate reversion
reaction (R2) of this work (red curve ) with the experimental data of Bottinger [191] (blue
curve), fernandes [154] (open green circles) and other symbols are from [192, 295, 293]
. (b) the corresponding reaction enthalpies of carbamate reversion reaction R2.
Table 6.3: Enthalpy of carbamate reversion (∆Hcarb/kJ·mol−1) of amines in aqueous so-
lution at 298.15 (subscripts indicates the uncertainty of ideal gas contribution to reaction
enthalpy) and 313.15 K.
Amine T=298.15 K T=313.15 K
This work Literature This work
MEA 26.801.40 29.7[192]18.0[154] 27.40[191] 12.84 [189] 26.53
2-AP 16.860.85 27[154] 17.60
DEA 14.282.62 18.0[154] 13.64[191] 23.7[192] 15.51
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6.4.8 Validation of the H3O
+ Force Field Using its Prediction of
the Proton Hydration Free Energy
Most pKa studies in the literature are restricted to T = 298.15 K, where a theoretically
obtained literature value for the proton hydration free energy (e.g., that of Tissandier
et al. [60]) is typically used to predict the pKa. However, a classical FF for the H3O
+
ion allows the prediction of this quantity over a temperature range, including the elevated
temperatures of interest to carbon capture processes. Other studies have calculated pKa at
T = 298.15 K with respect to a reference acid and then used the experimental temperature
dependence of the reference acid to accomplish this task. However, the reference acid
experimental data at high temperatures might not be readily available or one might want
to look at different solvents, requiring reference acid temperature–dependent pKa data for
each solvent.
In our study, we have developed an H3O
+ force field to reproduce the well-known
experimental pKa value of 9.44 ± 0.05 for MEA (in water solvent) at 298.15 K. This
allows the calculation of the temperature dependence of its hydration free energy. We first
calculated its theoretical ideal–gas deprotonation reaction free energy value of 228.21±2.24
kJ·mol−1 (taken as the average of CBS-QB3, G4, G3 and CBS-APNO calculations), the
MEA and MEAH+ AM1–BCC hydration free energy values (−28.56± 0.10 and −246.25±
−0.250 kJ·mol−1, respectively), and the TIP3P H2O self–solvation free energy (-26.82 ±
0.08 kJ·mol−1). From this data, Eqs. (6.2)-(6.6) yield an H3O+ intrinsic hydration free
energy of -408.84± 2.3 kJ·mol−1. Finally, using the TIP3P LJ parameters of water and
the non-bonded parameters of Váchaet al. [296] for the H3O
+ FF, we adjusted its oxygen
partial charge to reproduce this value. The details of the resulting H3O
+ FF are given in
the Supplementary Information.
We validated our H3O
+ FF by comparing several of its intrinsic hydration free energy
with the literature results. Using the values from CBS-APNO, CBS-QB3, G3 and G4
calculations of the water basicity −∆G0R9(T, P 0) in Eq. (6.12) (662.83, 657.76, 661.40 and
662.98 kJ·mol−1), we obtained an average value of ∆G0R9(T, P 0) = −661.24±2.43 kJ·mol−1.
This agrees well with the Hunter and Lias[256] value of -660 kJ·mol−1 recommended by the
NIST Chemistry Webbook[297], ab initio values of -662.74 kJ·mol−1 obtained by Palascak
and Shields[298] and a “best estimate” of -658.14 kJ·mol−1 by Zhan and Dixon[299].
Using the TIP3P water simulation properties of density (ρ = 987.562 kg·m−3), its
self-solvation free energy (µres,NV T ;∞H2O =-26.82± 0.08 (which is close to the experimental
value of -26.44 kJ·mol−1 given by Camaioni[300]), and the Galvani potential value of ξG
= -48.24 kJ·mol−1[261, 251], Eq. (6.12) gives the value µres,NV T ;∞H+ (298.15 K, 1.0 bar) =
−1109.38± 2.43 kJ·mol−1 for the proton absolute hydration free energy. This agrees well
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Figure 6.12: Intrinsic hydration free energy (black curve), intrinsic hydration enthalpy
(red curve) and absolute hydration free energy of the proton (blue curve) as functions of
temperature, assuming that that the water Galvani potential of the water is invariant with
temperature. The filled blue circle indicates the value of Tissandier et al. [60].
with the most well–established experimental value of −1112.5 kJ·mol−1 of Tissandieret al.
[60].
Assuming that the Galvani potential is invariant with respect to temperature, Fig. 6.12
shows the intrinsic and absolute values of the proton solvation free energies and enthalpies
as functions of temperature.
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9.85008 -305.675 -0.282471 0.008
µres,∞H2O /RT 27.2591 -5988.09 -3.15944 0.0013
µres,∞
HCO−3
/RT -99.6984 -48119.3 17.9077 0.0337
µres,∞H3O+/RT 124.002 -59320.3 -15.7999 0.0330
µres,∞H+ /RT -148.19718 -123928.935 23.840411 -
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6.5 Conclusions and Recommendations for Future Work
We have refined our previously developed[275] general framework for prediction of the
equilibrium constants of chemical reactions in solution applied to CO2–loaded aqueous
amine solutions. The primary aspect of the refinement is the use of isocoulombic reactions
to predict the deprotonation and carbamate reversion equilibrium constants and their
temperature dependence; this use of such reactions is in concordance with the recent finding
that such reactions enable improved estimates of the temperature trend of equilibrium
constants[276].
This approach requires the development of a new H3O
+ (hydronium) force field (FF)
for the deprotonation reaction. We developed this FF by matching the well-known mon-
ethanolamine deprotonation equilibrium constant value at 298.15 K, which involved ad-
justing the GAFF oxygen atom partial charge. We are thereby able to predict the pKa
of a diverse set of 77 amines at 298.15 K and all other temperatures by the appropri-
ate combination of ideal-gas and residual chemical potential values for the deprotonation
reactions. The predictions at 298.15 K show an absolute average deviation (AAD) with
respect to experimental values of less than 0.72 pKa unit (our previous study[175] on 29
amines incorporating the Tissandier value of the proton hydration free energy achieved an
AAD of 0.73 pKa units at 298.15 K). This is equivalent to an absolute error of ≈ 4 kJ in
the reaction free energy at 298.15 K, which is within so-called “chemical accuracy” of 1
kcal·mol−1.
Our approach can be viewed as a methodology for accurately “bootstrapping” knowl-
edge of the single well-studied MEA pKa data point at 298.15 K to predict pKa data both
for MEA at higher temperatures and for other amines at all temperatures, requiring only
the calculation of the reaction ideal–gas values and their solvation free energies.
Whereas the predicted pKa values compare well with the experimental data, the intrin-
sic uncertainties in the experimental pKc determinations complicate the direct comparison
of such data with simulation values. However, we showed that our simulations of pKc agree
well with the scarcely available experimental data taking into account their mutual uncer-
tainty; moreover, the molecular models are able to capture the trend in the carbamate
formation and the effect of steric hindrance on the pKc.
We have provided temperature–dependent functions for the protonation and carbamate
formation constants of the studied amines based on our methodology. These determine
the corresponding standard reaction enthalpies as functions of temperature. Based on the
same approach as followed in our recent purely predictive study for a set of 7 primary
amines[275], the simulation data/methodology provided here can be combined with the
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readily available experimental equilibrium constant data of the CO2-H2O binary system
to give improved predictions for the speciation and equilibrium CO2 loading of CO2 in
aqueous amine solutions.
In future work, equilibrium compositions calculated from our equilibrium constant pre-
dictions may be used in conjunction with the individual reaction enthalpies obtained in this
work to predict both integral and differential overall heat (physical absorption + chemical
reaction) of CO2 absorption in the amine-water system, which is a fundamentally impor-
tant quantity for solvent selection in the PCC process. For such calculations, isocoulombic
reactions have the intrinsic advantage that the ionic activity coefficient contributions to
the reaction free energy change cancel for simple models such as the Davies extension of
the Debye-Hückel model, which become numerically equivalent to an ideal solution model.
Finally, the new H3O
+ force field allows us to predict the solvation free energy of the
proton, H+, as a function of temperature. This provided a validation of the force field by
showing that the proton solvation free energy at 298.15 K agrees well with the literature
value. Furthermore, our calculations of the intrinsic proton solvation free energy can in
principle be combined with temperature–dependent calculations of the Galvani potential to
determine its absolute value as a function of temperature. This would enable the estimation
of standard chemical potential and enthalpy data for all the ionic species considered in this
study, which would be useful in the application of macroscopic thermodynamic models of
aqueous solutions containing them.
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This research has been aimed at developing and implementing new algorithms for molecular-
based simulation of chemical and phase equilibria in complex chemical systems containing
electrolyte species, with particular applications to CO2 reactive absorption in aqueous
amine solutions. Our approach has been based on the integration of macroscopic-based
principles of electrolyte thermodynamics into the simulation methodology. Although such
principles are generally well-known to experimental researchers in other fields (particularly
in geochemistry) involved with such systems, they are not widely appreciated or well-
known within the molecular simulation community. Our papers published in high-quality
scientific journals have demonstrated the success of our approach.
In the past, the principle tool for the simulation of such systems has been the Reac-
tion Ensemble algorithm[32] and its variants, which involve molecular exchanges among
species and between the phases. Despite the advances in algorithm development, such
as configurational or force biased methods to speed up such simulations, the complexity
and computational cost of such approaches has hindered their widespread use for complex
systems of industrial importance such as those studied herein. Our goal was to propose an
alternative algorithm to the REMC approach that can be straightforwardly implemented
and that entails reasonable computational times for systems of any complexity. The pro-
posed approach is particularly advantageous for systems with species present in very small
concentrations, which require extremely long simulation times and/or large system sizes
for conventional REMC simulation to converge. In addition, we used a standard Molecular
Dynamics (MD) simulation algorithm as the underlying computational engine, utilizing its
151
inherent parallelization capability to further accelerate such simulations. Such paralleliza-
tion is problematic for MC-based approaches.
In our first study[53] we proposed a hybrid computational approach to calculate the
solute standard state chemical potential µ†(T, P ) in the Henry-based chemical potential
model, based on the combination of (1) the solute ideal-gas IG) chemical potential cal-
culated from the IG partition function for its most stable conformer; and (2) the explicit
simulation of the solute’s solvation free energy. In this chemical potential model, when the
solute species is present in minor concentration and/or solute-solute interactions are neg-
ligible, the ideal form of the model allows the easy calculation of the system’s equilibrium
composition. This is achieved by the solution of a simple set of nonlinear equations without
the need for any further molecular simulation. In this publication[53], we also proposed
the use of the Davies equation, a thermodynamic extension of the Debye-Hückel activity
coefficient model, for ionic solutes in concentrated solution. This effectively couples the
simulation quantity µ† with a classical thermodynamic model, thereby obviating the need
for computationally expensive simulations in concentrated solutions. In the Supplementary
Information section of the paper, we also derived an expression for the direct calculation of
activity coefficients in the Henry-based chemical potential model by the use of molecular
simulations. However, we conjecture that the accuracy of such calculations would be chal-
lenging for the conventional force fields, since they have generally been parameterized with
respect to solute-water interactions rather than solute-solute interactions. We applied our
approach to CO2 reactive absorption in a 30 wt% aqueous solution of monoethanolamine
(MEA) to predict speciation and CO2 equilibrium partial pressure as functions of the
solvent loading.
Our second study[175] focused on the assessment of the General Amber Force Field
(GAFF) for the prediction of the protonation constant pKa of alkanolamines at 298.15
K. pKa, often referred to as acid dissociation constant, is a key parameter for solvent
selection for post-combustion carbon capture processes (PCC), since it correlates with the
amine absorption capacity, reaction kinetics and heat of absorption. For a selection of
protonated amines, we showed how the intrinsic hydration free energy obtained from MD
simulations is used in conjunction with the surface potential (Galvani potential) of the
solvent model (TIP3P in our case) to convert the solute’s intrinsic solvation free energy
to its absolute hydration free energy. This can be used with the literature value of the
absolute hydration free energy of the proton, which is challenging to model classically, to
calculate the protonation reaction free energy change and hence its pKa. In this study,
we also addressed the effects of the atomic partial charge calculations for the force field
on the resulting pKa values, and showed that the fast semi-empirical AM1-BCC method
charge calculation methodology outperforms the commonly used RESP approach based on
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MP2-cc-pVTZ, HF/6-31G(d) and B3LYP/6-311++G(d,p) electron density calculations.
We also compared our result with the widely used continuum solvent simulations using the
Universal Solvation Model Based on Solute Electron Density (SMD), which incorporates
multiple experimentally fitted parameters. We showed that AM1-BCC approach generally
outperforms such SMD calculations. Finally, for the ideal-gas calculations, we showed that
using a combination of high-level composite quantum chemical calculations using G4, G3,
CBS-APNO and CBS-QB3 in tandem generally provides improved prediction of ideal-gas
reaction free energy.
Our third publication[301] incorporated readily available experimental equilibrium-
constant data of the binary CO2-H2O system in conjunction with molecular simulation cal-
culations of the amine protonation and carbamate formation equilibrium constanta to make
improved predictions of speciation and equilibrium loading in several primary amine aque-
ous solvents: 2-amino-2-methylpropanol (AMP), 1-amino-2-propanol (1-AP), 2-amino-2-
methyl-1,3-propanediol (AMPD), 2-aminopropane- 1,3-diol (SAPD), 2-(2-aminoethoxy)
ethanol or diglycolamine (2-AEE or DGA, respectively), and 2-amino-1-propanol (2-AP).
In this work, we showed that the Henry-law-based ideal solution model accurately predicts
the behaviour of such systems. We showed that the accuracy of our purely predictive cal-
culations is competitive with the typical experimental approach using complicated activity
coefficient models with multiple adjustable parameters to fit experimentally obtained data.
Building on the success of the semi-emprical AM1-BCC charge methodology in our
previous works, in our final work, we applied this method to the prediction of the pKa
temperature dependence for a comprehensive set of 75 amines. We calculated reaction
equilibrium constants for protonation and carbamate formation reactions. We also de-
veloped a force field for the hydronium ion H3O
+, based on the monoethanolamine pKa
value at 298.15 K, and used this to calculate the pKa values at elevated temperatures. We
showed that this model can predict pKa at 298.15 K with an absolute average deviation of
less than 0.72 pKa, a significant improvement over commonly used SMD simulations. Fur-
thermore, the model is able to correctly predict the pKa temperature dependence, enabling
the accurate prediction of standard state reaction enthalpies, which we performed for the
carbamate formation reaction for the primary and secondary amines. We also discussed
the effect of different functional groups on the tendency of amines to form carbamate, an
important factor influencing their CO2 absorption capacity.
7.2 Recommendations for Future Work
The following topics are recommended for the future study:
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1. Extensions to amine blends and other solvents such as ionic liquids (ILs):
The methodology presented in this work is a general framework that can be applied to
amine mixtures, with the goal of optimizing the weight fraction of each amine. Such
mixtures offer solvent tunability in terms of their reaction kinetics and absorption
capacity. Our methodology can also be used to predict the absorption capacity of
reactive ionic liquids, which are considered to be promising alternative solvents for
CO2 capture.
2. Force-field improvements:
Optimized force field parameters can potentially significantly improve the prediction
of solvation free energies, which in turn can improve the prediction of the reaction
equilibrium constants of interest in this work. Our research group has shown that
employing the effect of molecular polarization substantially improves the prediction
of such quantities[302]. It would be interesting to see how the incorporation of this
approach can improve the equilibrium constants.
Another important area is testing the new generation of partial atomic charge meth-
ods used in our research group, such as minimal basis iterative Stockholder (MBIS)
and recent improvements in the AM1-BCC charge assignment method[303]. We
have noted that the LJ parameters of the GAFF should be re–optimized if alterna-
tive charge methods other than the default partial charge method (i.e, AM1-BCC or
HF/6-31G*) are adopted.
3. Prediction of the overall heat duty of the CO2 reactive absorption process:
The overall heat duty of the CO2 absorption process is obtained from the heat of
solution at a lower temperature such as 298 K, the heat required to raise the tem-
perature of the CO2 loaded solution to a higher temperature such as 313 K, and its
heat of vaporization at the upper temperature. The individual reaction enthalpies
obtained in this work may be used in conjunction with the ideal–solution model to
predict these quantities.
4. Prediction of the absolute solvation free energy and solvation enthalpy of
the proton as functions of temperature in water and in other solvents:
Our current work has allowed the prediction of the intrinsic solvation free energy and
the corresponding enthalpy of the proton in water (and potentially in other solvents)
as functions of temperature for solutes in conjunction with the TIP3P water force
field. Separate determination of the Galvani potential as a function of temperature
would enable the calculation of the absolute solvation free energy and enthalpy of this
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experimentally inaccessible quantity. Similar calculations could also be performed for
other solvents.
5. Prediction of standard state chemical potential (µ†) and standard state
enthalpy (h†) data: The expressions provided in this thesis for µ† and h† allow
these quantities to be calculated for the individual species. For the ideal-gas part of
the µ† expression, it requires calculation of either the atomization energy (in this case
chemical potentials are expressed relative to the separated atoms of the molecule)
or the formation free energy of the species (in this case the chemical potential is
expressed relative to the standard state of the usual form of the constituent atoms of
the species) to obtain an absolute value for the ideal gas chemical potentials µ0i (T ;P
0)
. Individual µ† and h† values may thereby be tabulated and available for use in the
thermodynamic modelling of systems involving these species.
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[182] Thomas C Beutler, Alan E Mark, René C van Schaik, Paul R Gerber, and Wilfred F
Van Gunsteren. Avoiding singularities and numerical instabilities in free energy
calculations based on molecular simulations. Chemical Physics Letters, 222(6):529–
539, 1994.
[183] John M Simmie and Kieran P Somers. Benchmarking compound methods (CBS-
QB3, CBS-APNO, G3, G4, W1BD) against the Active Thermochemical Tables: A
litmus test for cost-effective molecular formation enthalpies. The Journal of Physical
Chemistry A, 119(28):7235–7246, 2015.
174
[184] David L Mobley, Elise Dumont, John D Chodera, and Ken A Dill. Comparison of
charge models for fixed-charge force fields: Small-molecule hydration free energies in
explicit solvent. The Journal of Physical Chemistry B, 111(9):2242–2254, 2007.
[185] Joakim PM Jämbeck, Francesca Mocci, Alexander P Lyubartsev, and Aatto Laakso-
nen. Partial atomic charges and their impact on the free energy of solvation. Journal
of Computational Chemistry, 34(3):187–197, 2013.
[186] O. Kroutil, M. Predota, and M. Kabelac. Force field parametrization of hydrogenox-
alate and oxalate anions with scaled charges. Journal of Molecular Modeling,
23(11):327, 2017.
[187] M. B. Jensen, E. Jorgensen, and C. Faurholt. Reactions between carbon diox-
ide and amino alcohols. I. Monoethanoamine and diethanolamine. Acta Chemica
Scandinavica, 8:1137–1140, 1954.
[188] D. M. Austgen, G. T. Rochelle, X. Peng, and C. C. Chen. Model of vapor liquid
equilibria for aqueous acid gas alkanolamine systems using the electrolyte NRTL
equation. Industrial & Engineering Chemistry Research, 28(7):1060–1073, 1989.
[189] Mohammed Kheireddine Aroua, Abdelbaki Benamor, and Mohd Zaki Haji-Sulaiman.
Equilibrium constant for carbamate formation from monoethanolamine and its re-
lationship with temperature. Journal of Chemical Engineering Data, 44:887–891,
1999.
[190] William Conway, Xiaoguang Wang, Debra Fernandes, Robert Burns, Geoffrey
Lawrance, Graeme Puxty, and Marcel Maeder. Comprehensive kinetic and ther-
modynamic study of the reactions of CO2 (aq) and HCO
−
3 –with monoethanolamine
(MEA) in aqueous solution. The Journal of Physical Chemistry A, 115(50):14340–
14349, 2011.
[191] Wolfram Böttinger, Michael Maiwald, and Hans Hasse. Online NMR spectroscopic
study of species distribution in MEA–H2O–CO2 and DEA–H2O–CO2. Fluid Phase
Equilibria, 263(2):131–143, 2008.
[192] Nichola McCann, Marcel Maeder, and Hans Hasse. A calorimetric study of carbamate
formation. The Journal of Chemical Thermodynamics, 43(5):664–669, 2011.
[193] Arlinda F Ciftja, Ardi Hartono, and Hallvard F Svendsen. Experimental study
on carbamate formation in the AMP–CO2–H2O system at different temperatures.
Chemical Engineering Science, 107:317–327, 2014.
175
[194] Hidetaka Yamada, Shinkichi Shimizu, Hiromichi Okabe, Yoichi Matsuzaki, Firoz A
Chowdhury, and Yuichi Fujioka. Prediction of the basicity of aqueous amine solutions
and the species distribution in the amine- H2O- CO2 system using the COSMO-RS
method. Industrial & Engineering Chemistry Research, 49(5):2449–2455, 2010.
[195] William Conway, Xiaoguang Wang, Debra Fernandes, Robert Burns, Geoffrey
Lawrance, Graeme Puxty, and Marcel Maeder. Toward the understanding of chem-
ical absorption processes for post-combustion capture of carbon dioxide: Electronic
and steric considerations from the kinetics of reactions of CO2 (aq) with sterically
hindered amines. Environmental Science & Technology, 47(2):1163–1169, 2013.
[196] Mohammed Al-Juaied and Gary T Rochelle. Thermodynamics and equilibrium sol-
ubility of carbon dioxide in diglycolamine/morpholine/water. Journal of Chemical
& Engineering Data, 51(2):708–717, 2006.
[197] Arlinda F Ciftja, Ardi Hartono, Eirik F da Silva, and Hallvard F Svendsen. Study
on carbamate stability in the AMP/CO2/H2O system from 13C-NMR spectroscopy.
Energy Procedia, 4:614–620, 2011.
[198] Francis Bougie and Maria C Iliuta. Solubility of CO2 in and density, viscosity, and
surface tension of aqueous 2-amino-1, 3-propanediol (serinol) solutions. Journal of
Chemical & Engineering Data, 59(2):355–361, 2014.
[199] TJ Edwards, Gerd Maurer, John Newman, and JM Prausnitz. Vapor-liquid equilibria
in multicomponent aqueous solutions of volatile weak electrolytes. AIChE Journal,
24(6):966–976, 1978.
[200] Sen Liu, Hongxia Gao, Chuan He, and Zhiwu Liang. Experimental evaluation of
highly efficient primary and secondary amines with lower energy by a novel method
for post-combustion CO2 capture. Applied Energy, 233–234:443–452, 2019.
[201] Espen S. Hamborg and Geert F. Versteeg. Dissociation constants and thermodynamic
properties of amines and alkanolamines from (293 to 353) K. Journal of Chemical &
Engineering Data, 54:1318–1328, 2009.
[202] R.G. Bates and G. D. Pinching. Acidic dissociation constant and related thermody-
namic quantities for monoethanolammonium ion in water from 0 to 500 C. Journal
of Research of the National Bureau of Standards, 46:349–352, 1951.
176
[203] Jin-Ho Kim, Celina Dobrogowska, and Loren G. Hepler. Thermodynamics of ioniza-
tion of aqueous alkanolamines. Canadian Journal of Chemical Engineering, 65:1726–
1728, 1987.
[204] Juan M. Antelo, Florencio Arce, Julio Casado, Manuel Sastre, and Angel Varela.
Protonation constants of mono-, di-, and triethanolamine. Influence of the ionic
composition of the medium. Journal of Chemical & Engineering Data, 29:10–11,
1984.
[205] S. P. Datta and A. K. Grzybowski. Acid dissociation constants of the ammo-
nium group in 2-aminoethanol, 2-aminoethyl phosphate, and 2-aminoethyl sulphate.
Journal of the Chemical Society, 568:3068–3077, 1962.
[206] Graeme Puxty, Robert Rowland, Andrew Allport, Mark Borwn, Robert Burns,
Marcel Maeder, and Moetaz Attalla. Carbon dioxide post–combustion capture: A
novel screening study of the carbon dioxide absorption performance of 76 amines.
Environmental Science & Technology, 43:6427–6433, 2009.
[207] Jana Poplsteinova Jakobsen, Jostein Krane, and Hallvard F Svendsen. Liquid-phase
composition determination in CO2-H2O-alkanolamine systems: An NMR study.
Industrial & Engineering Chemistry Research, 44(26):9894–9903, 2005.
[208] Fang-Yuan Jou, Alan E Mather, and Frederick D Otto. The solubility of CO2
in a 30 mass percent monoethanolamine solution. Canadian Journal of Chemical
Engineering, 73(1):140–147, 1995.
[209] Joel L Martin, Frederick D. Otto, and Alan E. Mather. Solubility of hydrogen sulfide
and carbon dioxide in a diglycolamine solution. Journal of Chemical & Engineering
Data, 23(2):163–164.
[210] Jeom-In Baek and Ji-Ho Yoon. Solubility of carbon dioxide in aqueous solutions
of 2-amino-2-methyl-1, 3-propanediol. Journal of Chemical & Engineering Data,
43(4):635–637, 1998.
[211] Danlu Tong, JP Martin Trusler, Geoffrey C Maitland, Jon Gibbins, and Paul S
Fennell. Solubility of carbon dioxide in aqueous solution of monoethanolamine
or 2-amino-2-methyl-1-propanol: Experimental measurements and modelling.
International Journal of Greenhouse Gas Control, 6:37–47, 2012.
[212] Sen Liu, Hao Ling, Hongxia Gao, Paitoon Tontiwachwuthikul, Zhiwu Liang, and
Haiyan Zhang. Kinetics and new Brønsted correlations study of CO2 absorption into
177
primary and secondary alkanolamine with and without steric-hindrance. Separation
and Purification Technology, 233:115998, 2020.
[213] Ugochukwu E Aronu, Shahla Gondal, Erik T Hessen, Tore Haug-Warberg, Ardi
Hartono, Karl A Hoff, and Hallvard F Svendsen. Solubility of CO2 in 15, 30, 45
and 60 mass% MEA from 40 to 120 C and model representation using the extended
UNIQUAC framework. Chemical Engineering Science, 66(24):6393–6406, 2011.
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for Chemical Reaction Equilibria In
Electrolyte Solutions: Application to
CO2 Reactive Absorption
A.1 Ideal–Gas Standard Chemical Potentials
The ideal–gas chemical potential per particle of a species i at T and the standard state
pressure P 0 relative to its atomic species at 0 K is calculated from its total partition
function q0(T, V ) using
βµ0i (T, P
0) = − ln[q0i (T, V )] (A.1)
q0i (T, V ) maybe factored to its translational, rotational, vibrational and electronic contri-
butions,


























qelect = ω exp(−βDi) (A.6)








and using the ideal–gas law, P 0V/kT = 1, the ideal-gas chemical potential per particle
relative to the molecule’s atoms at 0 K may be expressed as:
βµ0i (T ;P






The sum of the first two terms gives the chemical potential with respect to the ground
state of molecule i at 0 K. When chemical reactions are considered, all µi must be measured
with respect to a common energy level (taken as zero). Di may thus be measured with
respect the molecule’s isolated atoms (in which case, it is referred to the atomization energy,
∆Ha(0)) or alternatively, with respect to the elements in their conventional standard states
(the negative of which is referred to as the formation enthalpy, ∆Hf (0)). In the context of
chemical reactions, these terms are a major contribution to µi. We remark that, in an early
implementation of their Rx/CFC algorithm for the reactive CO2–MEA–H2O system[103],
Vlugt et al. et al. omitted these terms, but they included them in a subsequent study on
different systems[106]. Values of [G(T )−H(298.15)]/RT are shown in Table S1.
189
Table A.1: Dimensionless species Gibbs energy functions, [Gi(T )−Hi(0)]/RT , at P 0 = 1
bar, calculated in this work at the temperatures considered in this study for the species
involved in the MEA-CO2-H2O system.
Species 293.15 298.15 313.15 333.15 353.15
H2O -18.630 -18.699 -18.895 -19.142 -19.376
CO2 -21.866 -21.930 -22.116 -22.354 -22.580
OH− -17.170 -17.230 -17.401 -17.618 -17.822
H3O
+ -19.121 -19.190 -19.392 -19.647 -19.888
RNH2 -28.754 -28.862 -29.177 -29.587 -29.987
RNH+3 -28.973 -29.085 -29.413 -29.839 -30.254
RNHCOO− -33.070 -33.210 -33.618 -34.152 -34.674
HCO−3 -27.248 -27.328 -27.565 -27.869 -28.166
190
Table A.3: RNH+3 bond parameters
bond r0(nm) Kr(kJmol
−1nm−2)
O - H 9.7300e-02 3.1079e+05
O-C 1.4233e-01 2.6501e+05
C - H1 1.0969e-01 2.7665e+05
C - H2 1.0969e-01 2.7665e+05
C - CA 1.5375e-01 2.5179e+05
CA - HA1 1.0910e-01 2.8342e+05
CA - HA2 1.0910e-01 2.8342e+05
CA - N 1.5110e-01 2.3707e+05
N - H4 1.0304e-01 3.1229e+05
N - H5 1.0304e-01 3.1229e+05
N - H3 1.0304e-01 3.1229e+05
A.2 Force Field Parameters
Table A.2: RNH3 non-bonded parameters
no. type name charge mass σ(nm) ε(kJ mol−1)
1 oh O -0.663324 16.00000 3.06647e-01 8.80314e-01
2 ho H 0.477583 1.00800 0.00000e+00 0.00000e+00
3 c3 C 0.113132 12.01000 3.39967e-01 4.57730e-01
4 h1 H1 0.072304 1.00800 2.47135e-01 6.56888e-02
5 h1 H2 0.101301 1.00800 2.47135e-01 6.56888e-02
6 c3 CA 0.007298 12.01000 3.39967e-01 4.57730e-01
7 hx HA1 0.095795 1.00800 1.95998e-01 6.56888e-02
8 hx HA2 0.135457 1.00800 1.95998e-01 6.56888e-02
9 n4 N -0.301825 14.01000 3.25000e-01 7.11280e-01
10 hn H4 0.320759 1.00800 1.06908e-01 6.56888e-02
11 hn H5 0.320759 1.00800 1.06908e-01 6.56888e-02
12 hn H3 0.320759 1.00800 1.06908e-01 6.56888e-02
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Table A.4: RNH+3 angle parameters
angle θ0(deg) Kθ(kJmol
−1rad−2)
O - C - H1 1.1026e+02 4.2593e+02
O - C - H2 1.1026e+02 4.2593e+02
O - C - CA 1.1019e+02 5.6484e+02
H - O - C 1.0726e+02 3.9664e+02
C - CA - HA1 1.1056e+02 3.8660e+02
C - CA - HA2 1.1056e+02 3.8660e+02
C - CA - N 1.1421e+02 5.3723e+02
H1 - C - H2 1.0846e+02 3.2803e+02
H1 - C - CA 1.0956e+02 3.8828e+02
H2 - C - CA 1.0956e+02 3.8828e+02
CA - N - H4 1.1011e+02 3.8409e+02
CA - N - H5 1.1011e+02 3.8409e+02
CA - N - H3 1.1011e+02 3.8409e+02
HA1 - CA - HA2 1.0975e+02 3.2803e+02
HA1 - CA - N 1.0801e+02 4.0668e+02
HA2 - CA - N 1.0801e+02 4.0668e+02
H4 - N - H5 1.0830e+02 3.3974e+02
H4 - N - H3 1.0830e+02 3.3974e+02
H5 - N - H3 1.0830e+02 3.3974e+02
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Table A.5: RNH+3 dihedral parameters
dihedral C0 C1 C2 C3 C4 C5
O- C- CA- HA1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
O- C- CA- HA2 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
O- C- CA- N 0.60250 1.80749 10.87840 -2.40998 0.00000 0.00000
H- O- C- H1 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H- O- C- H2 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H- O- C- CA 1.71544 0.96232 0.00000 -2.67776 0.00000 0.00000
C- CA- N- H4 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
C- CA- N- H5 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
C- CA- N- H3 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- C- CA- HA1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- C- CA- HA2 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- C- CA- N 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- HA1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- HA2 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- N 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA1- CA- N- H4 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA1- CA- N- H5 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA1- CA- N- H3 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA2- CA- N- H4 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA2- CA- N- H5 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA2- CA- N- H3 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
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Table A.6: RNHCOO− non-bonded parameters
no. type name charge mass σ(nm) ε(kJ mol−1)
1 oh O1 -0.728086 16.00000 3.06647e-01 8.80314e-01
2 ho H1 0.448184 1.00800 0.00000e+00 0.00000e+00
3 c3 C1 0.345507 12.01000 3.39967e-01 4.57730e-01
4 h1 H2 -0.028072 1.00800 2.47135e-01 6.56888e-02
5 h1 H3 -0.081747 1.00800 2.47135e-01 6.56888e-02
6 c3 C2 0.386149 12.01000 3.39967e-01 4.57730e-01
7 h1 H4 -0.127592 1.00800 2.47135e-01 6.56888e-02
8 h1 H5 -0.044848 1.00800 2.47135e-01 6.56888e-02
9 n N1 -0.963181 14.01000 3.25000e-01 7.11280e-01
10 hn H6 0.357279 1.00800 1.06908e-01 6.56888e-02
11 c C3 1.145413 12.01000 3.39967e-01 3.59824e-01
12 o O2 -0.854504 16.00000 2.95992e-01 8.78640e-01
13 o O3 -0.854504 16.00000 2.95992e-01 8.78640e-01
Table A.7: RNHCOO− bond parameters
bond r0(nm) Kr(kJmol
−1nm−2)
O1 - H1 9.7300e-02 3.1079e+05
O1 - C1 1.4233e-01 2.6501e+05
C1 - H2 1.0969e-01 2.7665e+05
C1 - H3 1.0969e-01 2.7665e+05
C1 - C2 1.5375e-01 2.5179e+05
C2 - H4 1.0969e-01 2.7665e+05
C2 - H5 1.0969e-01 2.7665e+05
C2 - N1 1.4619e-01 2.7506e+05
N1 - H6 1.0129e-01 3.3740e+05
N1 - C3 1.3789e-01 3.5782e+05
C3 - O2 1.2183e-01 5.3363e+05
C3 - O3 1.2183e-01 5.3363e+05
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Table A.8: RNHCOO− angle parameters
angle θ0(deg) Kθ(kJmol
−1rad−2)
O1 - C1 - H2 1.1026e+02 4.2593e+02
O1 - C1 - H3 1.1026e+02 4.2593e+02
O1 - C1 - C2 1.1019e+02 5.6484e+02
H1 - O1 - C1 1.0726e+02 3.9664e+02
C1 - C2 - H4 1.0956e+02 3.8828e+02
C1 - C2 - H5 1.0956e+02 3.8828e+02
C1 - C2 - N1 1.1161e+02 5.5145e+02
H2 - C1 - H3 1.0846e+02 3.2803e+02
H2 - C1 - C2 1.0956e+02 3.8828e+02
H3 - C1 - C2 1.0956e+02 3.8828e+02
C2 - N1 - H6 1.1768e+02 3.8325e+02
C2 - N1 - C3 1.2069e+02 5.3053e+02
H4 - C2 - H5 1.0846e+02 3.2803e+02
H4 - C2 - N1 1.0888e+02 4.1673e+02
H5 - C2 - N1 1.0888e+02 4.1673e+02
N1 - C3 - O2 1.2305e+02 6.2091e+02
N1 - C3 - O3 1.2305e+02 6.2091e+02
H6 - N1 - C3 1.1755e+02 4.0417e+02
O2 - C3 - O3 1.3025e+02 6.5187e+02
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Table A.9: RNCOO− dihedral parameters
dihedral C0 C1 C2 C3 C4 C5
O1- C1- C2- H4 1.04600 -1.04600 0.00000 0.00000 0.00000 0.00000
O1- C1- C2- H5 1.04600 -1.04600 0.00000 0.00000 0.00000 0.00000
O1- C1- C2- N1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- O1- C1- H2 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H1- O1- C1- H3 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H1- O1- C1- C2 1.71544 0.96232 0.00000 -2.67776 0.00000 0.00000
C1- C2- N1- H6 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
C1- C2- N1- C3 2.84512 -4.10032 16.73600 2.51040 -16.73600 6.73600
H2- C1- C2- H4 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C1- C2- H5 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C1- C2- N1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H3- C1- C2- H4 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H3- C1- C2- H5 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H3- C1- C2- N1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
C2- N1- C3- O2 20.92000 0.00000 -20.92000 0.00000 0.00000 0.00000
C2- N1- C3- O3 20.92000 0.00000 -20.92000 0.00000 0.00000 0.00000
H4- C2- N1- H6 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
H4- C2- N1- C3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
H5- C2- N1- H6 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
H5- C2- N1- C3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
H6- N1- C3- O2 29.28800 -8.36800 -20.92000 0.00000 0.00000 0.00000
H6- N1- C3- O3 29.28800 -8.36800 -20.92000 0.00000 0.00000 0.00000
196
Table A.10: RNH2 non-bonded parameters
no. type name charge mass σ(nm) ε(kJ mol−1)
1 oh O -0.615643 16.00000 3.06647e-01 8.80314e-01
2 ho H 0.361512 1.00800 0.00000e+00 0.00000e+00
3 c3 C 0.197602 12.01000 3.39967e-01 4.57730e-01
4 h1 H1 0.021988 1.00800 2.47135e-01 6.56888e-02
5 h1 H2 0.021930 1.00800 2.47135e-01 6.56888e-02
6 c3 CA 0.240250 12.01000 3.39967e-01 4.57730e-01
7 h1 HA1 -0.055756 1.00800 2.47135e-01 6.56888e-02
8 h1 HA2 0.043363 1.00800 2.47135e-01 6.56888e-02
9 n3 N -0.905880 14.01000 3.25000e-01 7.11280e-01
10 hn H3 0.345316 1.00800 1.06908e-01 6.56888e-02
11 hn H4 0.345316 1.00800 1.06908e-01 6.56888e-02
Table A.11: RNH2 bond parameters
bond r0(nm) Kr(kJmol
−1nm−2)
O - H 9.7300e-02 3.1079e+05
O - C 1.4233e-01 2.6501e+05
C - H1 1.0969e-01 2.7665e+05
C - H2 1.0969e-01 2.7665e+05
C - CA 1.5375e-01 2.5179e+05
CA - HA1 1.0969e-01 2.7665e+05
CA - HA2 1.0969e-01 2.7665e+05
CA - N 1.4647e-01 2.7271e+05
N - H3 1.0190e-01 3.2836e+05
N - H4 1.0190e-01 3.2836e+05
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Table A.12: RNH2 angle parameters
angle θ0(deg) Kθ(kJmol
−1rad−2)
O - C - H1 1.1026e+02 4.2593e+02
O - C - H2 1.1026e+02 4.2593e+02
O - C - CA 1.1019e+02 5.6484e+02
H - O - C 1.0726e+02 3.9664e+02
C - CA - HA1 1.0956e+02 3.8828e+02
C - CA - HA2 1.0956e+02 3.8828e+02
C - CA - N 1.1104e+02 5.5229e+02
H1 - C - H2 1.0846e+02 3.2803e+02
H1 - C - CA 1.0956e+02 3.8828e+02
H2 - C - CA 1.0956e+02 3.8828e+02
CA - N - H3 1.0929e+02 3.9664e+02
CA - N - H4 1.0929e+02 3.9664e+02
HA1 - CA - HA2 1.0846e+02 3.2803e+02
HA1 - CA - N 1.0988e+02 4.1422e+02
HA2 - CA - N 1.0988e+02 4.1422e+02
H3 - N - H4 1.0640e+02 3.4644e+02
198
Table A.13: RNH2 dihedral parameters
dihedral C0 C1 C2 C3 C4 C5
O- C- CA- HA1 1.04600 -1.04600 0.00000 0.00000 0.00000 0.00000
O- C- CA- HA2 1.04600 -1.04600 0.00000 0.00000 0.00000 0.00000
O- C- CA- N 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H- O- C- H1 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H- O- C- H2 0.69733 2.09200 0.00000 -2.78933 0.00000 0.00000
H- O- C- CA 1.71544 0.96232 0.00000 -2.67776 0.00000 0.00000
C- CA- N- H3 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
C- CA- N- H4 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
H1- C- CA- HA1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- C- CA- HA2 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H1- C- CA- N 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- HA1 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- HA2 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
H2- C- CA- N 0.65084 1.95253 0.00000 -2.60338 0.00000 0.00000
HA1- CA- N- H3 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
HA1- CA- N- H4 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
HA2- CA- N- H3 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
HA2- CA- N- H4 1.25520 3.76560 0.00000 -5.02080 0.00000 0.00000
Table A.14: HCO−3 non-bonded parameters
no. type name charge mass σ(nm) ε(kJ mol−1)
1 oh O -0.728558 16.00000 3.06647e-01 8.80314e-01
2 o O1 -0.826268 16.00000 2.95992e-01 8.78640e-01
3 o O2 -0.826268 16.00000 2.95992e-01 8.78640e-01
4 c C 1.057315 12.01000 3.39967e-01 3.59824e-01
5 ho H 0.323778 1.00800 0.00000e+00 0.00000e+00
Table A.15: HCO−3 bond parameters
bond r0(nm) Kr(kJmol
−1nm−2)
O - C 1.3513e-01 3.3480e+05
O - H 9.7300e-02 3.1079e+05
O1 - C 1.2183e-01 5.3363e+05
O2 - C 1.2183e-01 5.3363e+05
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Table A.16: HCO−3 angle parameters
angle θ0(deg) Kθ(kJmol
−1rad−2)
O - C - O1 1.2210e+02 6.3513e+02
O - C - O2 1.2210e+02 6.3513e+02
O1 - C - O2 1.3025e+02 6.5187e+02
C - O - H 1.0655e+02 4.1756e+02
Table A.17: HCO−3 dihedral parameters
dihedral C0 C1 C2 C3 C4 C5
H- O- C- O1 27.19600 -7.94960 -19.24640 0.00000 0.00000 0.00000
H- O- C- O2 27.19600 -7.94960 -19.24640 0.00000 0.00000 0.00000
Table A.18: H3O
+ and OH− non-bonded parameters
no. name charge mass σ(nm) ε(kJ mol−1)
1 O(H3O) -0.4166 15.99940 2.42e-01 0.300000
2 H1(H3O) 0.4722 1.00800 1.00e-01 0.008314
3 H2(H3O) 0.4722 1.00800 1.00e-01 0.008314
4 H3(H3O) 0.4722 1.00800 1.00e-01 0.008314
5 O(OH) -1.20 15.99940 3.35e-01 0.763580
6 H(OH) 0.20 1.008000 1.00e-01 0.008314
* O–H distance constrained to 0.098 nm and 0.1 nm for H3O
+ and OH− respectively. For
H3O
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Table B.1: Constants of the equation lnK1 = A+
B
T
+ C lnT .
amine A B C
MEA -857.349 51103.3 -122.721
AMP -81.2367 12575.7 -7.78077
1–AP -419.364 28824.9 -58.2029
AMPD -318.81 22804.1 -43.4493
SAPD -1693.36 87427.4 -247.224
2-AEE 403.862 -6781.68 64.5314
2-AP -152.481 15845.9 -18.8785
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Table B.2: Constants of the equation lnK2 = A+
B
T
+ C lnT .
amine A B C
MEA 638.849 -32494.7 93.6555
AMP 149.869 -7012.08 21.4173
1–AP 347.043 -17969.4 50.5784
AMPD 217.334 -10754.1 31.4043
SAPD 2.07136 -1125.76 -0.338594
2-AEE -179.977 4697.4 -28.3349
2-AP 89.2047 -5012.15 12.6011
Table B.3: BAR predicted residual chemical potential (kJ/mol) of neutral (RNH2), pro-
tonated (RNH+3 ) and carbamate forms (RNHCO
−
2 ) of the seven alkanolamines in TIP3P
water at P=1.0 bar and T=298.15-353.15K. Subscripts indicate uncertainty obtained from
the block averaging.
form MEA AMP 1AP AMPD SAPD 2AEE 2AP
T=298.15 K
RNH2 -30.23 0.14 -34.35 0.18 -33.14 0.07 -57.48 0.12 -51.98 0.13 -41.63 0.07 -37.23 0.13
RNH+3 -239.43 0.10 -222.50 0.16 -232.10 0.14 -228.14 0.23 -234.82 0.22 -215.89 0.43 -232.25 0.22
RNHCO−2 -366.79 0.19 -352.33 0.09 -363.16 0.11 -360.12 0.40 -362.55 0.31 -373.19 0.24 -362.34 0.16
T=313.15 K
RNH2 -29.17 0.06 -32.94 0.13 -31.69 0.24 -55.43 0.12 -50.03 0.18 -39.64 0.06 -35.58 0.10
RNH+3 -237.70 0.18 -220.50 0.11 -230.04 0.09 -226.27 0.16 -232.63 0.20 -214.24 0.11 -230.13 0.22
RNHCO−2 -363.90 0.25 -349.21 0.08 -359.96 0.15 -356.70 0.43 -359.25 0.22 -369.28 0.20 -359.27 0.12
T=333.15 K
RNH2 -27.45 0.06 -30.67 0.13 -29.52 0.10 -52.74 0.06 -48.05 0.08 -35.15 0.10 -33.50 0.08
RNH+3 -235.80 0.08 -217.39 0.08 -228.16 0.18 -222.82 0.27 -232.13 0.07 -209.79 0.13 -227.88 0.25
RNHCO−2 -359.78 0.16 -344.97 0.05 -355.67 0.19 -351.85 0.18 -359.12 0.12 -359.08 0.28 -354.96 0.04
T=353.15 K
RNH2 -26.63 0.10 -28.92 0.10 -27.55 0.08 -50.06 0.13 -45.87 0.07 -37.13 0.05 -31.43 0.10
RNH+3 -235.05 0.04 -215.07 0.14 -226.02 0.08 -221.01 0.18 -228.15 0.11 -211.71 0.18 -225.79 0.17
RNHCO−2 -358.13 0.08 -341.10 0.12 -352.19 0.15 -347.68 0.21 -350.94 0.14 -364.63 0.17 -351.00 0.32
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Table B.4: BAR predicted residual chemical potential (kJ/mol) of the small molecules
(CO2, H2O, HCO3
− in TIP3P water at P=1.0 bar and T=298.15-353.15K. Subscripts
indicate uncertainty obtained from the block averaging. Numbers in inside the paranthesis
are the density (kg/m3) of the solvent.
T (Kelvin) CO2 H2O HCO
−
3
298.15 (ρs=987.425) 1.110.06 -26.760.04 -382.890.09
313.15 (ρs=974.125) 1.670.04 -26.110.06 -380.520.09
333.15 (ρs=954.257) 2.240.01 -25.060.06 -376.90.09
353.15 (ρs=932.802) 2.740.06 -24.160.02 -373.530.13
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Table B.5: Ideal gas reaction free energy of the main reaction (R1 : CO2 + 2RNH2 =
RNHCO−2 + RNH
+
3 ) from different QM methods.
QM method MEA AMP 1AP AMPD SAPD 2AEE 2AP
T=298.15 K
G4 521.69 504.67 518.80 472.86 484.47 483.95 510.51
CBS-QB3 517.33 499.36 510.21 467.31 478.75 480.95 505.95
CBS-APNO 521.74 497.76 514.78 465.85 477.16 477.27 505.57
G3B3 522.89 504.41 515.65 471.94 484.88 484.45 510.83
G3 526.26 504.5 519.75 469.88 483.58 481.21 511.06
avg 521.98 502.14 515.84 469.57 481.77 481.57 508.79
std 3.20 3.32 3.77 2.98 3.56 2.87 2.77
T=313.15 K
G4 524.07 507.05 521.17 475.48 486.93 487.29 512.85
CBS-QB3 519.67 501.73 512.57 469.89 481.18 484.31 508.27
CBS-APNO 524.27 500.13 517.34 468.23 479.71 480.34 507.86
G3B3 525.24 506.77 518.00 474.54 487.36 487.65 513.14
G3 528.76 506.84 522.27 472.48 485.98 484.28 513.35
avg 524.4 504.51 518.27 472.12 484.23 484.77 511.09
std 3.25 3.32 3.80 3.06 3.53 2.95 2.77
T=333.15 K
G4 527.22 510.24 524.34 478.98 490.2 491.75 515.96
CBS-QB3 522.82 504.88 515.71 473.35 484.42 488.79 511.36
CBS-APNO 527.65 503.29 520.78 471.4 483.11 484.44 510.91
G3B3 528.38 509.93 521.14 478.01 490.67 491.92 516.22
G3 532.1 509.98 525.64 475.97 489.16 488.37 516.40
avg 527.64 507.67 521.52 475.54 487.51 489.06 514.17
std 3.31 3.32 3.85 3.17 3.49 3.06 2.78
T=353.15 K
G4 530.39 513.43 527.52 482.49 493.49 496.23 519.09
CBS-QB3 525.97 508.04 518.86 476.80 487.66 493.30 514.46
CBS-APNO 531.05 506.46 524.21 474.57 486.53 488.54 513.97
G3B3 531.52 513.09 524.28 481.50 493.99 496.37 519.32
G3 535.46 513.12 529.01 479.46 492.34 492.47 519.46
avg 530.88 510.83 524.77 478.96 490.80 493.38 517.26
std 3.38 3.32 3.91 3.28 3.46 3.21 2.79
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Table B.6: Ideal gas reaction free energy of the carbamate reversion reaction (R2 :
RNHCO−2 + H2O = RNH2 + HCO
−
3 ) from different QM methods.
method MEA AMP 1AP AMPD SAPD 2AEE 2AP
T=298.15 K
G4 37.16 33.95 37.94 53.22 51.37 37.48 36.76
CBS-QB3 38.70 36.28 39.56 56.34 54.10 39.96 38.45
CBS-APNO 36.11 37.36 36.94 57.88 54.80 40.93 38.24
G3B3 39.76 37.78 40.77 57.87 54.86 41.27 40.09
G3 42.23 41.86 42.68 62.78 59.75 47.68 43.96
avg 38.79 37.45 39.58 57.62 54.98 41.46 39.50
std 2.38 2.88 2.28 3.45 3.02 3.78 2.76
T=313.15 K
G4 36.78 33.52 37.54 52.63 50.95 36.55 36.40
CBS-QB3 38.33 35.86 39.18 55.76 53.68 39.02 38.10
CBS-APNO 35.67 36.95 36.47 57.52 54.27 40.17 37.92
G3B3 39.47 37.45 40.47 57.37 54.49 40.50 39.83
G3 41.90 41.57 42.33 62.36 59.44 47.01 43.73
avg 38.43 37.07 39.20 57.13 54.57 40.65 39.20
std 2.42 2.94 2.33 3.52 3.07 3.88 2.81
T=333.15 K
G4 36.27 32.95 37.02 51.84 50.38 35.31 35.92
CBS-QB3 37.83 35.31 38.68 55.00 53.14 37.77 37.65
CBS-APNO 35.08 36.41 35.84 57.04 53.58 39.15 37.51
G3B3 39.10 37.02 40.09 56.71 54.00 39.48 39.49
G3 41.45 41.18 41.86 61.80 59.07 46.13 43.44
avg 37.95 36.57 38.70 56.48 54.03 39.57 38.80
std 2.48 3.01 2.39 3.62 3.15 4.02 2.88
T=353.15 K
G4 35.77 32.39 36.52 51.06 49.82 34.08 35.45
CBS-QB3 37.35 34.77 38.19 54.26 52.60 36.53 37.20
CBS-APNO 34.49 35.88 35.23 56.57 52.89 38.15 37.10
G3B3 38.74 36.59 39.72 56.06 53.51 38.38 39.16
G3 41.02 40.80 41.40 61.25 58.70 45.25 43.15
avg 37.47 36.09 38.21 55.84 53.51 38.48 38.41
std 2.55 3.08 2.46 3.72 3.23 4.16 2.96
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Table B.7: Quantities contributing to the equilibrium constant of the main reaction (R1 :





0(T, P 0) is average ideal gas reaction free energy
from Table. B.5 and ∆Gres,∞(T, P ) is the infinte dilution residual chemical potential change
of the reaction in TIP3P water.
T ∆G0(T, P 0) ∆G∗ = ∆G0 + ∆nRT ln(RT/P 0) ∆Gres,∞(T, P ) ∆G† ∆G̃(T, P ) pKa
MEA
298.15 521.981359424184 514.022862016923 -546.87 -32.8344832486188 -32.8344832486188 -5.75235440188678
313.15 524.399969692071 515.913275476776 -544.93 -29.0040697887656 -29.0040697887656 -4.83789889942046
333.15 527.635635447790 518.435430369241 -542.92 -24.4377473789792 -24.4377473789792 -3.83152458395972
353.15 530.878652602496 520.954947813168 -542.66 -21.6354898675257 -21.6354898675257 -3.20005752434263
AMP
298.15 502.138883348923 494.180385941662 -507.24 -13.0469593238797 -13.0469593238797 -2.28572910161802
313.15 504.506033823886 496.019339608591 -505.50 -9.45420450015613 -9.45420450015613 -1.5769678489712
323.15 507.665034990057 498.464829911508 -503.26 -4.74834783671269 -4.74834783671269 -0.744479889550139
353.15 510.828762055642 500.905057266314 -501.07 -0.095380414379803 -0.095380414379803 -0.014107506443343
1-AP
298.15 515.837690267762 507.879192860501 -530.09 -22.1981524050408 -22.1981524050408 -3.88894927122879
313.15 518.268902933946 509.782208718651 -528.29 -18.4813877559819 -18.4813877559819 -3.08270825906853
333.15 521.520846787448 512.320641708899 -527.03 -14.6625360393213 -14.6625360393213 -2.29889712937206
353.15 524.774891040553 514.851186251225 -525.85 -10.9292514294691 -10.9292514294691 -1.61652144168921
AMPD
298.15 469.568510121229 461.610012713968 -474.41 -12.7873325515738 -12.7873325515738 -2.24024444467326
313.15 472.124171470308 463.637477255013 -473.78 -10.1161192196197 -10.1161192196197 -1.68737568194519
333.15 475.540996701142 466.340791622593 -471.43 -5.04238612562726 -5.04238612562726 -0.790581312694022
353.15 478.962547831330 469.038843042002 -471.31 -2.20159463869220 -2.20159463869220 -0.325633000788859
SAPD
298.15 481.767631646112 473.809134238851 -494.52 -20.6982110266908 -20.6982110266908 -3.62617082806
313.15 484.228775008110 475.742080792815 -493.49 -17.7215156818177 -17.7215156818177 -2.95596107158509
333.15 487.512224857356 478.312019778806 -491.84 -13.4811579694142 -13.4811579694142 -2.11367223742095
353.15 490.801450805690 480.877746016362 -494.81 -13.8626916643318 -13.8626916643318 -2.0504001083272
2-AEE
298.15 481.568618773524 473.610121366263 -506.93 -33.3072238992787 -33.3072238992787 -5.83517500674247
313.15 484.771728333617 476.285034118322 -505.91 -29.5985623563107 -29.5985623563107 -4.93706067082656
333.15 489.055493545367 479.855288466818 -503.97 -24.0678892814022 -24.0678892814022 -3.7735355896606
353.15 493.381266751496 483.457561962168 -501.31 -17.7828757185262 -17.7828757185262 -2.63022587405955
2-AP
298.15 508.785598236164 500.827100828903 -521.24 -20.4002444366387 -20.4002444366387 -3.57396932353431
313.15 511.091837119496 502.605142904201 -519.91 -17.2784535704317 -17.2784535704317 -2.88205800499271
333.15 514.171023096798 504.970818018249 -518.08 -13.0623597299711 -13.0623597299711 -2.04801005811855
353.15 517.257035372863 507.333330583535 -516.67 -9.26710709715911 -9.26710709715911 -1.37067734434175
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Table B.8: Quantities contributing to the equilibrium constant of the carbamate reversion
reaction (R2 : RNHCO−2 + H2O = RNH2 + HCO
−
3 ). ∆G
0(T, P 0) is average ideal gas
reaction free energy from Table. B.6 and ∆Gres,∞(T, P ) is the infinte dilution residual
chemical potential change of the reaction in TIP3P water.
T ∆G0(T, P 0) ∆G∗ = ∆G0 + ∆nRT ln(RT/P 0) ∆Gres,∞(T, P ) ∆G† ∆G̃(T, P ) pKa
MEA
298.15 38.7933324730883 38.7933324730883 -19.57 19.2233324730883 9.26651795460035 1.62342421967462
313.13 38.4289131230785 38.4289131230785 -19.68 18.7489131230785 8.29116881160942 1.38297269178863
333.15 37.9468713894125 37.9468713894125 -19.51 18.4368713894125 7.31122068730195 1.14630540072808
353.15 37.4732312544000 37.4732312544000 -17.87 19.6032312544001 7.80967416164805 1.15511165758985
AMP
298.15 37.4469762578401 37.4469762578401 -38.15 -0.7030237421599 -10.6598382606479 -1.86752345324692
313.15 37.0689043098887 37.0689043098887 -38.18 -1.11109569011131 -11.5688400015804 -1.92969051304986
333.15 36.5732099779229 36.5732099779229 -37.54 -0.966790022077099 -12.0924407241877 -1.89593922861544
353.15 36.0853921449826 36.0853921449826 -37.19 -1.1046078550173 -12.8981649477693 -1.90773909183698
1-AP
298.15 39.5762564656342 39.5762564656342 -26.11 13.4662564656342 3.50944194714629 0.614827822322505
313.15 39.1987096174900 39.1987096174900 -26.18 13.0187096174900 2.56096530602092 0.427170784158423
333.15 38.6998646858752 38.6998646858752 -25.69 13.0098646858753 1.88421398376470 0.295420526625342
353.15 38.2115217530083 38.2115217530083 -24.73 13.4815217530083 1.68796466025629 0.249663125029825
AMPD
298.15 57.6181648881200 57.6181648881200 -53.49 4.12816488811999 -5.82864963036797 -1.02113555753046
313.15 57.1282466553614 57.1282466553614 -53.18 3.94824665536139 -6.50949765610768 -1.08578871088159
333.15 56.4792231445983 56.4792231445983 -52.73 3.74922314459834 -7.37642755751222 -1.15652899958845
353.15 55.8380761325025 55.8380761325025 -51.75 4.08807613250256 -7.70548096024949 -1.1397006712816
SAPD
298.15 54.9753369510657 54.9753369510657 -45.56 9.41533695106570 -0.541477567422263 -0.094862795461093
313.15 54.5668092071642 54.5668092071642 -45.23 9.33680920716424 -1.12093510430484 -0.186972750615111
333.15 54.0327825804991 54.0327825804991 -44.72 9.31278258049913 -1.81286812161143 -0.284234412759578
353.15 53.5071575526666 53.5071575526666 -44.30 9.20715755266664 -2.58639954008541 -0.382548643912593
2-AEE
298.15 41.4629405064873 41.4629405064873 -24.57 16.8929405064873 6.93612598799935 1.21515708217481
313.15 40.6506109180385 40.6506109180385 -24.81 15.8406109180385 5.38286660656943 0.897865872662339
333.15 39.5699552665004 39.5699552665004 -24.69 14.8799552665004 3.75430456438984 0.588626685228168
353.15 38.4793227162456 38.4793227162456 -25.44 13.0393227162457 1.24576562349361 0.184258442098497
2-AP
298.15 39.5001169760129 39.5001169760129 -31.02 8.48011697601286 -1.47669754247510 -0.258706298021893
313.15 39.1971343177103 39.1971343177103 -30.76 8.43713431771031 -2.02060999375876 -0.337039144373799
333.15 38.8006838721051 38.8006838721051 -30.38 8.42068387210510 -2.70496683000546 -0.424104020196089
353.15 38.4115848255390 38.4115848255390 -29.80 8.61158482553905 -3.18197226721300 -0.470638490660115
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Table B.9: Gaussian output of the ideal gas relative gibbs free energies (in Hartree) of
the most stabe conformer of the neutral (RNH2), protonated (RNH
+
3 ) and carbamate
forms (RNHCO−2 ) of th each amine using different QM method. The values were used
in calculation of the data in table B.5 and table B.6. The calculation were performed at
P0=1.0 bar and T=298.15 K.
MEA AMP 1AP AMPD SAPD 2AEE 2AP
G4
RNH2 -210.285299 -288.857045 -249.573028 -364.056233 -324.769447 -364.034805 -249.570793
RNH3+ -210.634676 -289.214133 -249.923214 -364.418092 -325.12759 -364.398438 -249.924582
RNHCOO- -398.293192 -476.863713 -437.581215 -552.070243 -512.782752 -552.042817 -437.578533
CBS-QB3
RNH2 -210.06686 -288.533647 -249.302145 -363.676932 -324.44235 -363.656377 -249.299868
RNH3+ -210.415436 -288.889989 -249.653102 -364.037841 -324.799754 -364.018328 -249.652869
RNHCOO- -397.914019 -476.379884 -437.149633 -551.530808 -512.295374 -551.504015 -437.146933
CBS-APNO
RNH2 -210.321709 -288.904251 -249.615545 -364.119546 -324.826468 -364.098073 -249.612288
RNH3+ -210.670136 -289.261335 -249.966309 -364.480967 -325.184759 -364.461601 -249.966062
RNHCOO- -398.369167 -476.952184 -437.663316 -552.175296 -512.881042 -552.147366 -437.660556
G3B3
RNH2 -210.250444 -288.809444 -249.531892 -363.996301 -324.715811 -363.975037 -249.529529
RNH3+ -210.599806 -289.166597 -249.883628 -364.358171 -325.073898 -364.338465 -249.88336
RNHCOO- -398.227019 -476.785267 -437.508851 -551.979774 -512.698138 -551.952187 -437.50623
G3
RNH2 -210.246513 -288.803158 -249.527303 -363.988275 -324.708517 -363.966891 -249.524152
RNH3+ -210.595275 -289.160347 -249.878373 -364.350685 -325.066862 -364.330733 -249.878045
RNHCOO- -398.218287 -476.774792 -437.499248 -551.967875 -512.686963 -551.940741 -437.496583
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Table B.10: Gaussian output of the ideal gas relative gibbs free energies (in Hartree)
of the most stabe conformer of the neutral (RNH2), protonated (RNH
+
3 ) and carbamate
forms (RNHCO−2 ) of th each amine using different QM method. The values were used
in calculation of the data in table B.5 and table B.6. The calculation were performed at
P0=1.0 bar and T=313.15 K..
MEA AMP 1AP AMPD SAPD 2AEE 2AP
G4
RNH2 -210.286980 -288.859032 -249.574877 -364.058353 -324.771426 -364.037051 -249.572640
RNH3+ -210.636381 -289.216153 -249.925088 -364.420220 -325.129575 -364.400544 -249.926457
RNHCOO- -398.295172 -476.865983 -437.583362 -552.072585 -512.785015 -552.045157 -437.580689
CBS-QB3
RNH2 -210.068536 -288.535626 -249.303989 -363.679044 -324.444321 -363.658624 -249.301710
RNH3+ -210.417139 -288.892005 -249.654974 -364.039966 -324.801738 -364.020433 -249.654741
RNHCOO- -397.916001 -476.382151 -437.151779 -551.533150 -512.297635 -551.506353 -437.149090
CBS-APNO
RNH2 -210.323431 -288.906237 -249.617439 -364.121668 -324.828455 -364.100289 -249.614135
RNH3+ -210.671845 -289.263356 -249.968186 -364.483105 -325.186756 -364.463722 -249.967940
RNHCOO- -398.371161 -476.954454 -437.665472 -552.177719 -512.883270 -552.149732 -437.662723
G3B3
RNH2 -210.252126 -288.811435 -249.533744 -363.998428 -324.717793 -363.977263 -249.531379
RNH3+ -210.601515 -289.168627 -249.885510 -364.360310 -325.075892 -364.340579 -249.885242
RNHCOO- -398.229010 -476.787549 -437.511009 -551.982129 -512.700396 -551.954538 -437.508398
G3
RNH2 -210.248238 -288.805155 -249.529201 -363.990406 -324.710509 -363.969123 -249.526009
RNH3+ -210.596993 -289.162382 -249.880264 -364.352803 -325.068874 -364.332871 -249.879936
RNHCOO- -398.220292 -476.777083 -437.501419 -551.970252 -512.689246 -551.943126 -437.498761
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Table B.11: Gaussian output of the ideal gas relative gibbs free energies (in Hartree)
of the most stabe conformer of the neutral (RNH2), protonated (RNH
+
3 ) and carbamate
forms (RNHCO−2 ) of th each amine using different QM method. The values were used
in calculation of the data in table B.5 and table B.6. The calculation were performed at
P0=1.0 bar and T=333.15 K..
MEA AMP 1AP AMPD SAPD 2AEE 2AP
G4
RNH2 -210.289256 -288.861739 -249.577389 -364.061244 -324.774116 -364.040106 -249.575149
RNH3+ -210.638691 -289.218905 -249.927633 -364.423122 -325.132276 -364.403414 -249.929005
RNHCOO- -398.297862 -476.869080 -437.586283 -552.075782 -512.788097 -552.048348 -437.583622
CBS-QB3
RNH2 -210.070808 -288.538321 -249.306493 -363.681922 -324.447001 -363.661679 -249.304212
RNH3+ -210.419446 -288.894753 -249.657517 -364.042863 -324.804436 -364.023299 -249.657286
RNHCOO- -397.918691 -476.385244 -437.154699 -551.536346 -512.300714 -551.509540 -437.152025
CBS-APNO
RNH2 -210.325764 -288.908941 -249.620012 -364.124560 -324.831156 -364.103304 -249.616644
RNH3+ -210.674160 -289.266109 -249.970736 -364.486020 -325.189472 -364.466610 -249.970492
RNHCOO- -398.373866 -476.957550 -437.668404 -552.181025 -512.886303 -552.152957 -437.665671
G3B3
RNH2 -210.254405 -288.814147 -249.536260 -364.001327 -324.720489 -363.980292 -249.533892
RNH3+ -210.603832 -289.171393 -249.888067 -364.363228 -325.078604 -364.343459 -249.887800
RNHCOO- -398.231714 -476.790663 -437.513946 -551.985344 -512.703472 -551.957745 -437.511349
G3
RNH2 -210.250576 -288.807875 -249.531779 -363.993311 -324.713217 -363.972160 -249.528532
RNH3+ -210.599323 -289.165154 -249.882834 -364.355690 -325.071611 -364.335783 -249.882505
RNHCOO- -398.223013 -476.780207 -437.504372 -551.973497 -512.692364 -551.946379 -437.501725
210
Table B.12: Gaussian output of the ideal gas relative gibbs free energies (in Hartree)
of the most stabe conformer of the neutral (RNH2), protonated (RNH
+
3 ) and carbamate
forms (RNHCO−2 ) of th each amine using different QM method. The values were used
in calculation of the data in table B.5 and table B.6. The calculation were performed at
P0=1.0 bar and T=353.15 K. .
MEA AMP 1AP AMPD SAPD 2AEE 2AP
G4
RNH2 -210.291573 -288.864510 -249.579953 -364.064207 -324.776866 -364.043229 -249.577711
RNH3+ -210.641042 -289.221725 -249.930232 -364.426097 -325.135037 -364.406351 -249.931607
RNHCOO- -398.300605 -476.872255 -437.589271 -552.079063 -512.791252 -552.051620 -437.586621
CBS-QB3
RNH2 -210.073119 -288.541081 -249.309049 -363.684870 -324.449739 -363.664803 -249.306766
RNH3+ -210.421795 -288.897567 -249.660114 -364.045834 -324.807194 -364.026234 -249.659884
RNHCOO- -397.921436 -476.388415 -437.157685 -551.539627 -512.303866 -551.512808 -437.155025
CBS-APNO
RNH2 -210.328138 -288.911709 -249.622636 -364.127522 -324.833915 -364.106385 -249.619204
RNH3+ -210.676517 -289.268928 -249.973340 -364.489009 -325.192247 -364.469566 -249.973097
RNHCOO- -398.376624 -476.960724 -437.671403 -552.184415 -512.889408 -552.156262 -437.668684
G3B3
RNH2 -210.256725 -288.816925 -249.538828 -364.004299 -324.723244 -363.983418 -249.536458
RNH3+ -210.606191 -289.174227 -249.890679 -364.366221 -325.081378 -364.346408 -249.890413
RNHCOO- -398.234473 -476.793856 -437.516950 -551.988644 -512.706620 -551.961032 -437.514366
G3
RNH2 -210.252955 -288.810661 -249.534411 -363.996287 -324.715984 -363.975265 -249.531108
RNH3+ -210.601694 -289.167994 -249.885459 -364.358648 -325.074409 -364.338764 -249.885129
RNHCOO- -398.225790 -476.783411 -437.507392 -551.976828 -512.695555 -551.949712 -437.504756
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Table B.13: Gaussian output of the ideal gas relative gibbs free energies (in Hartree) of
the small molecules using different QM method. The values were used in calculation of
the data in table B.5 and table B.6. The calculation were performed at P0=1.0 bar and
T=298.15-353.15 K. .
HCO−3 H2O CO2
T = 298.15 K
G4 -264.40865 -76.414912 -188.555973
CBS-QB3 -264.187558 -76.355139 -188.392774
CBS-APNO -264.461903 -76.428200 -188.594605
G3B3 -264.363493 -76.402061 -188.525095
G3 -264.35775 -76.399650 -188.520977
T = 313.15 K
G4 -264.410181 -76.415996 -188.557199
CBS-QB3 -264.189089 -76.356222 -188.394001
CBS-APNO -264.463424 -76.429280 -188.595826
G3B3 -264.365028 -76.403179 -188.526326
G3 -264.359275 -76.400731 -188.522202
T = 333.15 K
G4 -264.412246 -76.417454 -188.558849
CBS-QB3 -264.191155 -76.357681 -188.395653
CBS-APNO -264.465475 -76.430734 -188.597471
G3B3 -264.367099 -76.404683 -188.527984
G3 -264.361331 -76.402186 -188.523852
T = 353.15 K
G4 -264.414337 -76.418928 -188.560517
CBS-QB3 -264.193246 -76.359155 -188.397323
CBS-APNO -264.467552 -76.432204 -188.599133
G3B3 -264.369196 -76.406202 -188.529660
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Table C.1: The raw intrinsic hydration free energies (in kJ·mol−1) of the neutral forms of
the 29 alkanolamines of this study from different charge models and from SMD continum
solvent simulations at T = 298.15 K and P = 1.0 bar.
RESP
amine HF/6-31G* B3LYP MP2-TZ+SCRF AM1-BCC SMD
MEA -30.79 -27.07 -29.8 -28.93 -31.72
3-AP -30.52 -26.05 -28.12 -32.35 -26.93
EDA -38.59 -34.37 -39.50 -35.60 -33.17
PA -21.33 -18.19 -20.63 -14.06 -15.60
2-MPA -15.09 -11.30 -14.99 -13.66 -11.44
AMP -33.36 -30.43 -33.39 -24.6 -29.17
AMPD -56.48 -51.28 -52.9 -44.82 -43.12
AEPD -52.16 -49.21 -53.38 -41.19 -37.75
2-AP -38.11 -33.47 -36.32 -26.72 -31.58
DEA -47.3 -42.28 -45.91 -43.26 -47.52
2AEE -29.74 -26.56 -31.82 -42.44 -40.6
2DIPA -14.57 -12.86 -18.3 -11.08 -10.15
DIPA -45.22 -40.94 -46.61 -38.779 -46.68
MDEA -40.95 -34.29 -36.15 -39.23 -31.05
N-CHEA -25.06 -22.23 -26.05 -25.19 -26.53
SAPD -50.52 -45.27 -47.44 -46.71 -44.61
TBAE -18.3 -16.45 -21.13 -21.44 -24.77
THMAM -76.27 -71.97 -68.99 -57.24 -62.09
3-DMAP -15.28 -13.24 -18.75 -24.01 -16.32
DMIPA 2.62 3.31 1.57 -9.12 -6.06
T-BDEA -43.84 -39.08 -21.13 -32.33 -31.1
TREA 5.94 6.34 4.03 7.79 -2.74
1AP -32.96 -29.68 -32.52 -27.08 -29.78
MAE -18.99 -14.99 -15.85 -25.29 -30.23
EAE -24.09 -20.66 -22.11 -24.32 -17.2
IPAE -20.47 -17.54 -20.1 -22.52 -19.76
MPAE -18.13 -15.74 -16.95 -19.3 -11.21
IBAE -19.45 -15.98 -16.02 -21.23 -27.68
EAMP -25.71 -19.89 -24.91 -19.26 -16.88
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Table C.2: The raw intrinsic hydration free energies (in kJ·mol−1) of the protonated
(RNH+3 ) forms of the 29 alkanolamines of this study from different charge models and
from SMD continum solvent simulations at T = 298.15 K and P = 1.0 bar. The value of
the Galvani potential for TIP3P water[261, 251] (-48.24 kJ·mol−1) should be subtracted
from the raw SMD values for comparison purposes.
RESP
amine HF/6-31G* B3LYP MP2-TZ+SCRF AM1-BCC SMD
MEA -239.86 -237.57 -243.18 -246.93 -290.07
3-AP -218.05 -216.29 -222.98 -227.37 -269.22
EDA -225.99 -222.7 -231.07 -233.00 -275.69
PA -222.14 -218.93 -235.98 -234.01 -286.49
2-MPA -215.24 -211.47 -229.8 -228.13 -281.14
AMP -222.05 -216.09 -226.45 -223.6 -270.38
AMPD -229.95 -221.62 -227.79 -229.16 -264.27
AEPD -218.22 -212.35 -217.50 -222.35 -257.13
2-AP -232.91 -229.51 -236.64 -233.86 -278.63
DEA -213.28 -208.1 -207.33 -213.99 -248.44
2AEE -216.08 -213.07 -223.77 -227.13 -262.57
2DIPA -158.3 -152.28 -156.27 -153.25 -216.76
DIPA -198.66 -193.21 -193.19 -190.684 -245.23
MDEA -199.84 -195.19 -192.56 -191.47 -238.66
N-CHEA -187.64 -179.66 -189.3 -186.75 -237.47
SAPD -236.36 -230.24 -234.27 -241.74 -273.28
TBAE -184.80 -179.84 -187.22 -188.06 -243.31
THMAM -235.58 -224.43 -225.93 -232.68 -258.88
3-DMAP -174.24 -173.21 -173.18 -174.78 -227.04
DMIPA -174.15 -173.01 -179.83 -173.55 -242.86
T-BDEA -174.28 -166.5 -168.5 -168.45 -229.38
TREA -164.02 -160.55 -169.56 -162.44 -231.43
1AP -232.91 -229.67 -237.16 -238.23 -284.80
MAE -212.62 -210.71 -213.99 -214.95 -266.18
EAE -201.41 -200.1 -203.41 -204.07 -256.79
IPAE -193.42 -188.52 -195.73 -194.72 -250.00
MPAE -186.9 -180.61 -188.13 -189.32 -241.81
IBAE -187.77 -183.99 -193.15 -193.77 -248.04
EAMP -188.24 -182.16 -189.8 -185.25 -241.25
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Note that SMD values for the hydration free energy of charged species are absolute
and include the surface contribution. For the FF simulations, the values reported
here are intrinsic values and the Galvani surface potential of TIP3P water (-48.25





Study of the Thermodynamics of a
Large Set of Aqueous Alkanolamine
Solvents for Post–Combustion CO2
Capture
Table D.1: Coefficients of the fit to ∆G
IG
RT
= A0 +B0/T +C0ln(T ) of the ideal gas reaction
free energy of the deprotonation reaction RNH+3 + H2O=RNH2+H3O
+. R2 values are
smaller than 0.001 in all cases.
Amine A0 B0 C0
1AB -1.7709 28971.9471 0.1095
1AP -1.639 28539.283 0.0798
2AB -1.7845 29823.7425 0.1168
2AEE -2.1655 33274.8689 -0.364
2AP -2.0784 29344.3398 0.1456
2DIPA -1.7133 37312.6541 0.0511
2MPA -0.6631 28084.1253 -0.0903
2PIPE -3.2131 36526.0553 0.2995
Continued on next page
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Amine A0 B0 C0
2PIPM 3.7909 33810.3877 -0.7983
3AP -2.4697 31484.7204 0.1493
3DMAP -1.8628 36037.8328 0.1495
3PIPM -0.658 35640.9672 -0.3225
4AB -1.422 32993.7242 -0.0429
4PIPM 3.5531 34186.2686 -0.8755
AEPD -0.9279 31844.7058 0.3375
AMPD -0.5097 31910.1481 -0.147
AMP -2.7791 30396.15 0.265
DA -1.9806 31670.7906 0.0193
DEA -2.4838 33911.4959 0.1502
DIPA -5.4594 35309.6218 0.5354
DMIPA -0.9796 33850.3361 -0.0601
EAE -2.4362 32557.5202 0.2104
EAMP -1.9331 34576.7974 0.1778
EDA 1.1834 31070.4922 -0.5132
IBAE -2.4934 33472.5984 0.2381
IPAE 4.3804 33243.2002 -0.8523
IPA -0.8489 28098.6201 -0.0492
MAE -2.4472 31399.6998 0.2024
MDEA -3.0616 35521.1045 0.1839
MEA -1.6917 27821.1662 0.0767
MPAE -2.0906 34139.022 0.1288
nCHEA -1.4521 34601.234 0.0355
nCPEA -2.0814 31332.7732 0.1513
nCPnEA -2.9696 34069.1829 0.2134
PA -2.25 27654.6742 0.1466
SAPD -2.0719 30854.522 0.0791
TBAE -2.4516 34438.9691 0.2024
TBA -1.218 29398.4886 0.0057
tBDEA 20.0224 36925.7149 -3.1926
TREA -416.4317 55625.1955 60.8012
12HEPP -1.6905 31977.1237 0.249
1DEA2P -3.2134 36267.8139 0.3045
1DMA2P -2.7259 34097.9319 0.2681
Continued on next page
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Amine A0 B0 C0
1M2PPE -3.8139 37412.6123 0.4305
1PE -2.908 35620.9668 0.2847
1PP -3.4169 37804.3396 0.3578
3APD -3.5509 31492.0037 0.3712
3DEA1P -5.662 37969.4525 0.6806
3MDA1P -3.442 36112.2929 0.3827
3PPE -4.6577 36628.8977 0.6086
4IPB -3.7798 36969.628 0.355
5AP -0.4463 34626.3821 -0.6294
6AH -1.9823 34627.7249 -0.5397
BAE -2.2562 33425.9771 0.1656
BA -1.1995 28090.2011 -0.0275
DEA12PD -4.1105 36473.3663 0.4616
DEAB -3.8251 38308.543 0.4021
DEAEEO -3.7242 40395.0125 -0.14
DMA12PD -4.8047 34753.1136 0.6043
DMA22DP -4.3401 36757.7882 0.4704
DMA2M1P -2.4766 35794.0183 0.2194
DMAH -3.6662 37364.8295 0.4409
EDEA -2.7973 36683.4952 0.1496
DEEA -2.5767 35750.5359 0.1973
IBA -0.7848 28091.3383 -0.0689
IPAP -9.4752 36371.7638 1.2319
PA2 -0.8129 28332.1993 -0.0843
PAE -2.9101 33083.4722 0.2839
PRLD12PD -5.046 36389.4178 0.5256
PRYE -2.3462 34981.3927 0.2237
SBA -1.1829 28871.283 0.0089
TEA -2.7899 36083.7427 0.6225
TMPOL -1.3739 34774.0414 -0.0894
TRC -2.963 33488.7853 0.6594
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Table D.2: Coefficients of the fit to ∆G
IG
RT
= A0 +B0/T +C0ln(T ) of the ideal gas reaction




values are smaller than 0.001 in all cases.
Amine A0 B0 C0
1AB -8.8006 5984.7715 0.8286
1AP -8.6156 5751.163 0.813
2AB -45.7933 7440.4122 6.2814
2AEE -9.2782 7063.7404 0.2731
2AP -8.6904 5661.3724 0.8554
2MPA -11.2721 1741.3204 1.394
2MPIP -13.8762 3181.1511 1.7907
2PIPE -15.4999 7219.5487 1.7615
2PIPM -9.9054 5975.3381 0.8838
3AP -11.2186 6385.3666 1.1626
3PIPM -10.6277 8106.7717 0.8194
4AB -11.5565 5592.4179 1.2541
4PIPM -12.9709 4840.6054 1.6782
AEPD -7.985 7733.0638 0.5434
AMPD -7.8625 8217.2526 0.4601
AMP -9.4659 5547.8388 0.8911
DA -5.3486 1439.4713 0.5532
DEA -8.3226 11189.1564 0.5906
DIPA -9.2112 11548.7737 0.7007
EAE -11.6103 6746.0512 1.189
EAMP -11.4599 4369.0695 0.9831
EDA -18.8288 3174.6189 2.4044
IBAE -11.2913 7420.9313 1.2404
IPAE -5.3182 6275.5327 0.2368
IPA -10.9208 832.4404 1.3563
MAE -11.0349 6525.5853 1.2259
MEA -8.2703 5640.0695 0.7686
MPAE -11.4999 7135.4392 1.1624
nCHEA -17.4203 7152.1889 2.053
nCPEA -11.8382 6656.6602 1.2693
nCPnEA -12.1726 6682.1417 1.2874
PA -11.242 1188.0222 1.3777
Continued on next page
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Amine A0 B0 C0
SAPD -8.4162 7619.9573 0.7408
TBAE -12.068 4475.2118 1.0949
TBA -8.2227 473.7842 0.6201
4IPB -15.8751 5357.6517 1.8391
5AP -51.1472 9253.0437 6.5924
6AH -11.629 9195.0102 0.5305
BAE -24.0521 7742.878 3.0328
BA -17.0813 1680.4657 2.2363
IBA -10.9873 1727.3807 1.3522
IPAP -14.7675 6219.5837 1.7549
PA2 -16.5328 1785.8608 2.1546
PAE -16.3061 7291.6771 1.9508
SBA -10.4223 1168.775 1.3237
TMPOL -19.6017 -19.4552 2.3569
TRC -11.9189 15789.4523 0.9495
Table D.3: Coefficients of the fit to µi
res∞
RT
= ares+bres/T+cresln(T ) for the small molecules.
molecule/ion ares bres cres R2
CO2 79.1899 -4499.66 -11.1688 0.0044
H2O 27.2591 -5988.09 -3.15944 0.0013
HCO−3 -99.6984 -48119.3 17.9077 0.0337
H3O
+ 124.002 -59320.3 -15.7999 0.0330
Table D.4: Coefficients of the fit to µi
res∞
RT
= ares + bres/T + cresln(T ) of the neutral amines
considered in this work.
Amine ares ares ares R2
1AB 210.4576 -16073.2359 -29.3384 0.0424
1AP 71.0732 -9044.3069 -9.0724 0.0225
2AB 205.8978 -15512.5395 -28.7641 0.0109
2AEE 189.0121 -17453.9019 -25.7452 0.0525
2AP 181.3051 -14317.0121 -25.2698 0.0659
Continued on next page
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Amine ares ares ares R2
2DIPA 403.1422 -23780.8268 -57.5741 0.4576
2MPA 183.6791 -12966.5084 -25.5579 0.0019
2PIPE 782.7360 -43647.8031 -113.5969 0.6021
2PIPM 279.7805 -20204.1674 -39.3299 0.0623
3AP -30.6572 -4442.0201 5.7385 0.1245
3DMAP 355.1848 -22688.7714 -50.6598 0.2676
3PIPM 197.6844 -17725.4382 -26.8807 0.0042
4AB 126.5239 -12075.7200 -17.3699 0.2605
4PIPM 151.3932 -15822.4896 -19.9879 0.0864
AEPD 212.8097 -18754.6764 -29.2756 0.0357
AMPD 154.9861 -16079.7149 -20.8482 0.0464
AMP 134.5980 -12035.5836 -18.2805 0.0154
DA 242.9101 -16007.6894 -34.0247 0.0059
DEA 145.4630 -15524.5142 -19.4967 0.4645
DIPA 262.4441 -21098.2889 -36.3091 0.0441
DMIPA 191.0841 -13217.0023 -26.4091 0.0115
EAE 165.7390 -13809.3166 -22.6601 0.0112
EAMP 110.6176 -10561.5717 -14.4915 0.5318
EDA 68.6756 -10621.8368 -8.3261 0.0087
IBAE 218.0455 -16463.9598 -30.0964 0.0328
IPAE 160.9893 -13750.7891 -21.7777 0.0167
IPA 201.6689 -13770.9357 -28.2912 0.0039
MAE 181.9803 -14354.8711 -25.2710 0.0073
MDEA 161.4050 -14883.1149 -22.0024 0.1014
MEA 140.3623 -12223.8270 -19.4521 0.0359
MPAE 116.8421 -10958.8731 -15.4626 0.2835
nCHEA 305.5471 -21497.1145 -42.7842 0.0441
nCPEA 171.4751 -13743.9572 -23.5932 0.0721
nCPnEA 160.7804 -14406.0214 -21.5765 0.0458
PA 185.4105 -12929.0773 -25.9232 0.0043
SAPD 111.3119 -13980.3092 -14.5841 0.0290
TBAE 244.9174 -17733.2481 -34.0476 0.0627
TBA 219.5646 -14663.9893 -30.7945 0.0024
tBDEA 232.2342 -18328.2130 -32.1963 0.0693
TREA 289.3663 -18236.0776 -40.6017 0.0017
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12HEPP 0.0000 -0.0000 -0.0000 0.0000
1DEA2P 278.2159 -18612.1331 -38.9590 0.0297
1DMA2P 271.3263 -18400.2172 -38.1471 0.0477
1M2PPE 972.6835 -54851.1325 -140.4900 6.7791
1PE 248.6462 -17969.9730 -34.6375 0.0391
1PP 449.6205 -28363.7239 -63.9835 0.6404
3DEA1P 211.2548 -16339.5569 -28.9356 0.1829
3MDA1P 154.1696 -13064.6259 -21.0567 0.3039
3PPE 233.2995 -19305.4523 -31.9402 0.2136
4IPB 521.7880 -31045.3895 -75.0021 0.7836
5AP 189.4600 -17287.8613 -25.6866 0.0076
6AH 246.0961 -20165.1838 -33.9294 0.0089
BAE 326.0884 -21829.7309 -45.9604 0.0145
BA 204.9936 -14049.4511 -28.6721 0.0098
DEA12PD 342.6799 -23471.3487 -48.2837 0.0417
DEAB 311.6800 -21525.6692 -43.4165 1.0433
DEAEEO 186.6435 -17685.8268 -24.6286 0.2180
DMA12PD 172.0676 -15309.0986 -23.4149 0.0307
DMA22DP 798.6723 -44174.0627 -115.4575 1.1717
DMA2M1P 185.6981 -14142.7873 -25.5217 0.0676
DMAH 281.4987 -21856.7487 -38.7805 0.0204
EDEA 133.6756 -13680.5376 -17.7377 0.1901
DEEA 417.7298 -25937.1158 -59.3312 0.9908
IBA 182.2697 -12907.4863 -25.3456 0.0099
IPAP 295.6218 -20310.4799 -41.6642 0.4899
PA2 220.4286 -14844.7744 -30.8655 0.0071
PAE 253.9065 -18145.3148 -35.4871 0.0234
PRLD12PD 295.7216 -22256.9582 -41.2403 0.0052
PRYE 232.0390 -17192.2640 -32.2676 0.0309
SBA 194.0099 -13553.4275 -27.0278 0.0022
TEA 123.4115 -15972.3180 -16.0236 0.0405
TMPOL 252.6900 -20781.6228 -34.4284 0.0077
TRC -108.3534 -9758.5817 18.7755 0.1275
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Table D.5: Coefficients of the fit to µi
res∞
RT
= ares + bres/T + cresln(T ) of the protonated
amines considered in this work.
Amine ares bres cres R2
1AB 208.4933 -41869.6063 -28.4563 0.0903
1AP 84.7962 -36123.4917 -10.4555 0.0969
2AB 173.3823 -39485.5929 -23.3440 0.0521
2AEE 51.1282 -32901.2906 -5.5572 0.0764
2AP 84.4223 -35616.0023 -10.3967 0.0390
2DIPA 280.2058 -36589.4663 -38.5251 0.0156
2MPA 215.2401 -41029.6299 -29.7965 0.0162
2PIPE 257.4210 -37940.2993 -35.5761 0.1894
2PIPM 171.4724 -35883.3810 -22.8890 0.0081
3AP 21.7710 -31102.6887 -1.5471 0.1745
3DMAP 249.7019 -35914.8412 -34.9675 0.1786
3PIPM 269.2084 -39702.5271 -37.4319 0.4821
4AB 182.1690 -38261.1348 -24.8486 0.4884
4PIPM -60.9870 -25043.5132 11.1671 2.2221
AEPD 131.5062 -37156.6117 -16.7832 0.0655
AMPD 118.2720 -37279.1308 -15.0068 0.0539
AMP 148.8536 -37798.6455 -19.6830 0.0141
DA 223.2376 -37362.0560 -30.9622 0.0129
DEA 173.9547 -38053.8957 -23.2681 0.0363
DIPA 234.8420 -40200.3544 -31.7032 0.0240
DMIPA 184.5325 -32771.1915 -25.2982 0.0094
EAE 162.0187 -35838.1692 -21.7521 0.0144
EAMP 228.1947 -37432.0148 -31.0892 0.1015
EDA 174.8196 -39559.6977 -23.8700 0.0184
IBAE 268.4411 -40270.3132 -37.0630 0.0358
IPAE 198.7507 -36960.2866 -26.9015 0.0130
IPA 204.4520 -40141.8467 -28.3356 0.0121
MAE 133.3731 -35231.7345 -17.8338 0.0123
MDEA 118.2682 -32784.4091 -15.1167 0.0391
MEA 122.7887 -38539.1442 -16.3015 0.0081
MPAE 255.8795 -39262.0001 -35.1864 0.0196
nCHEA 334.4773 -43223.8771 -46.4862 0.0146
nCPEA 178.3916 -35744.8311 -24.0269 0.0150
Continued on next page
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nCPnEA 301.0135 -41836.8616 -41.6981 0.0118
PA 170.6268 -39024.1915 -23.3825 0.0070
SAPD 155.5230 -40292.4838 -20.6687 0.0269
TBAE 253.3340 -39098.8790 -34.7262 0.0088
TBA 190.4882 -38692.4586 -26.0768 0.0183
tBDEA 227.3878 -35993.6242 -30.6283 0.0925
TREA 234.3821 -34354.8356 -32.3516 0.0159
12HEPP 229.5047 -37100.9425 -31.5937 0.0264
1DEA2P 199.9093 -34183.3294 -26.6598 0.0973
1DMA2P 155.3352 -33072.3241 -20.7301 0.0102
1M2PPE 309.4926 -38193.8691 -43.2394 0.1058
1PE 206.5230 -35070.8867 -28.0201 0.0187
1PP 70.8655 -26536.2470 -8.1215 0.5269
3DEA1P 232.0149 -34107.1037 -31.6974 0.4378
3MDA1P -159.1977 -15975.7688 25.0783 0.5774
3PPE 15.3116 -27033.0175 0.4718 0.9537
4IPB 408.2547 -45116.0522 -57.2888 1.1804
5AP 720.6705 -63814.3852 -104.3024 0.3480
6AH 604.3737 -56066.4876 -88.2549 5.8223
BAE 180.1525 -36123.1724 -24.1195 0.0103
BA 185.5792 -39527.4476 -25.4842 0.0207
DEA12PD 340.1534 -42052.6703 -47.3709 0.9826
DEAB 264.9119 -34412.1806 -36.8851 0.6176
DEAEEO 419.5276 -43885.2591 -59.1751 0.6087
DMA12PD 73.8921 -30002.5383 -8.9455 0.7154
DMA22DP -112.4257 -17201.5428 18.5433 1.0505
DMA2M1P -259.1693 -12306.0831 40.4442 5.6613
DMAEOE 96.5972 -29267.0639 -12.2415 0.0642
DMAH 244.7945 -35378.6039 -34.1408 3.7970
EDEA 186.1138 -35037.3269 -24.9723 0.0727
DEEA 150.0239 -31818.6491 -19.7207 0.2663
IBA 193.2756 -39868.6826 -26.6155 0.0235
IPAP 192.2776 -34502.9251 -26.0549 0.1849
IPDEA 507.0265 -50216.6599 -71.7737 0.4039
MMOR 160.7449 -34000.2279 -21.7330 0.0205
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MOR 143.4922 -35898.8691 -19.3428 0.0076
MPP 264.9223 -38793.2962 -36.9959 0.1543
PA2 235.9420 -41937.9335 -32.7492 0.0117
PAE 223.6380 -38403.2958 -30.6079 0.0068
PRLD12PD 39.0800 -28655.2194 -3.0962 1.2876
PRYE 139.7385 -32312.0522 -18.3166 0.0248
SBA 218.8915 -40576.2858 -30.2688 0.0220
TEA 297.7615 -42576.3363 -41.1050 0.1435
TMPOL -547.8666 -716.0436 83.0995 7.3983
TRC 213.5585 -44795.3992 -28.0414 0.2360
Table D.6: Coefficients of the fit to µi
res∞
RT
= ares + bres/T + cresln(T ) of the carbamate
form of the primary and secondary amines considered in this work.
Amine ares bres cres R2
1AB 78.5090 -55391.5553 -7.6030 0.0329
1AP -408.1027 -31799.1007 63.7690 4.6979
2AB 59.0699 -54280.9452 -4.8050 0.0604
2AEE 260.5727 -67291.9908 -34.4141 0.5913
2AP 7.1245 -51053.3996 2.5627 0.0409
2MPA 94.1556 -58486.1668 -9.8468 0.0182
2PIPE 173.3941 -57880.1352 -21.6250 0.1888
2PIPM 149.2997 -58433.3063 -17.9581 0.0340
3AP -25.5928 -50648.5266 7.4424 0.8737
3PIPM 668.0674 -89854.8359 -91.6848 4.0733
4AB 368.3351 -69923.3208 -50.7193 0.8269
4PIPM 2366.2316 -168941.3290 -343.8127 75.0574
AEPD 161.4551 -58647.5839 -19.6495 0.1287
AMP 157.1279 -59025.7403 -19.1432 0.1253
AMPD 16.9623 -51344.7798 1.2168 0.5439
DA 116.0914 -59292.0726 -12.9911 0.0073
DEA -57.8792 -45238.2151 12.0425 0.0301
DIPA 200.2722 -57464.4487 -25.5988 0.1413
EAE 100.7821 -55302.7734 -11.0512 0.0155
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Amine ares bres cres R2
EAMP 186.0125 -59786.0822 -23.2903 0.0067
EDA 38.8362 -57200.4420 -1.5928 0.0175
IBAE 149.2167 -57865.5900 -17.9239 0.0443
IPA 123.3613 -55637.0559 -14.3035 0.0104
IPAE 58.5788 -56473.5938 -4.7090 0.0074
MAE 131.3362 -57455.7339 -15.5789 0.0252
MEA 22.6664 -52582.1056 0.2267 0.0760
MPAE 191.7098 -58837.1893 -24.2539 0.0096
nCHEA 185.3666 -58774.7075 -23.1786 0.0209
nCPEA 63.3273 -51960.2725 -5.6055 0.0313
nCPnEA 116.6365 -54848.0269 -13.2522 0.0082
PA 101.3030 -59039.1347 -10.9628 0.0015
SAPD 98.9386 -56594.6597 -10.7247 0.2964
TBAE 147.1174 -57285.9022 -17.6530 0.0051
TBA 115.4493 -59831.8006 -12.8857 0.0085
4IPB 236.8104 -64156.9904 -29.8728 1.8856
5AP -138.6563 -46649.3239 24.2461 4.6510
6AH 1033.3136 -104095.9295 -147.6718 6.4134
BAE 165.2381 -58327.9238 -20.2168 0.6386
BA 152.6880 -61542.3649 -18.3711 0.5293
IBA 125.4644 -60258.8584 -14.3242 0.4841
IPAP 485.5124 -74736.1711 -67.0451 1.9948
PA2 167.7751 -62495.9731 -20.3998 0.5478
PAE 175.3433 -59554.5621 -21.7655 0.6613
SBA 122.1271 -59720.1183 -13.8274 0.5650
TMPOL 242.3183 -67122.9008 -30.5258 0.9078
TRC -59.5351 -45482.3847 13.0306 2.2549
Table D.7: Coefficients of the fit to − lnK = A + B/T + Cln(T ) of the deprotonation
reaction RNH+3 + H2O=RNH2+H3O
+.
Amine A = A0 + Ares B = B0 +Bres C = C0 + Cres
1AB 96.9363 1436.1075 -13.4131
1AP 81.3809 2286.2578 -11.1776
2AB 127.4739 464.5859 -17.9438
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Amine A = A0 + Ares B = B0 +Bres C = C0 + Cres
2AEE 232.4613 -4609.9524 -33.1925
2AP 191.5473 -2688.88 -27.368
2DIPA 217.966 -3210.9164 -31.6384
2MPA 64.5188 2815.0368 -8.4922
2PIPE 618.8448 -22513.6585 -90.3618
2PIPM 208.8419 -3842.6087 -29.8797
3AP 41.845 4813.179 -5.2056
3DMAP 200.363 -4068.3074 -28.1833
3PIPM 24.5609 4285.8461 -2.4118
4AB 39.6758 5846.929 -5.2047
4PIPM 312.6762 -9924.9178 -44.671
AEPD 177.1185 -3085.5689 -24.7954
AMPD 132.9473 -222.646 -18.6289
AMP 79.7082 2827.0019 -10.973
DA 114.4348 -307.0528 -15.6837
DEA 65.7674 3108.6674 -8.7189
DIPA 118.8856 1079.4773 -16.711
DMIPA 102.3149 72.3153 -13.8115
EAE 98.027 1254.1628 -13.3381
EAMP -22.7673 8115.0305 4.135
EDA -8.2177 6676.1431 2.3902
IBAE 43.8539 3946.7418 -5.4358
IPAE 63.3619 3120.4877 -8.369
IPA 93.1109 1137.3211 -12.6453
MAE 142.9029 -1055.6468 -19.8753
MDEA 136.8181 90.1887 -19.3423
MEA 112.6248 804.2734 -15.7144
MPAE -44.3851 9109.939 7.2121
nCHEA 66.3606 2995.7866 -8.903
nCPEA 87.745 1.4371 -12.0555
nCPnEA -46.4598 8167.8131 7.6945
PA 109.2766 417.5784 -15.0346
SAPD 50.4599 3834.4866 -6.4768
TBAE 85.8747 2472.39 -11.7595
TBA 124.6013 94.7479 -17.3525
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Amine A = A0 + Ares B = B0 +Bres C = C0 + Cres
tBDEA 121.6117 1258.9161 -17.4011
TREA -264.7046 18411.7435 39.9106
12HEPP -134.4523 15745.8562 19.2022
1DEA2P 171.8361 -1493.1998 -24.6352
1DMA2P 210.0081 -4562.1712 -29.7894
1M2PPE 756.1199 -32576.8611 -109.4606
1PE 135.9581 -610.3295 -18.9732
1PP 472.081 -17355.3473 -68.1447
3DEA1P 70.3208 2404.7893 -9.1981
3MDA1P 406.6682 -14308.7742 -58.3928
3PPE 310.0731 -8975.7471 -44.4439
4IPB 206.4964 -2291.9193 -29.9988
5AP -434.9139 27820.696 65.3459
6AH -263.517 17196.8187 41.1453
BAE 240.4226 -5612.7914 -34.3158
BA 114.9578 235.9876 -15.8559
DEA12PD 95.1589 1722.4779 -13.0917
DEAB 139.6859 -2137.1556 -18.7698
DEAEEO -139.8654 13262.2348 21.766
DMA12PD 190.1137 -3885.6567 -26.5056
DMA22DP 1003.5008 -43546.9417 -146.1709
DMA2M1P 539.1337 -19374.8959 -78.387
DMAH 129.7809 -2445.5253 -16.8393
EDEA 41.5074 4708.0745 -5.2563
DEEA 361.8721 -11700.1408 -52.0537
IBA 84.9522 1720.3246 -11.4395
IPAP 190.6119 -2768.001 -27.0179
PA2 80.4166 2093.1484 -10.8411
PAE 124.1013 9.2432 -17.2358
PRLD12PD 348.3385 -10544.531 -50.259
PRYE 186.6972 -3231.0291 -26.3678
SBA 70.6784 2561.9313 -9.3906
TEA -80.397 9355.551 13.0634
TMPOL 895.9256 -38623.7478 -130.2578
TRC -228.132 15193.3928 34.8358
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Table D.8: Coefficients of the fit to − lnK = A+B/T +Cln(T ) of the carbamate reversion
reaction RNHCO−2 + H2O = RNH2+HCO
−
3 .
Amine A = A0 + Ares B = B0 +Bres C = C0 + Cres
1AB -3.8096 3171.8857 0.16034
1AP 343.599 -13625.0692 -50.96066
1MPIP -44.0773 4629.3353 5.98794
2AB -25.9258 4077.7455 3.38994
2AEE -207.7954 14770.5737 30.00904
2AP 38.5317 266.5913 -5.90986
2MPA -48.7064 5129.7845 6.75004
2PIPE 466.8839 -20679.3031 -69.14316
2PIPM -6.3828 2073.2998 0.57924
3AP -143.2396 10460.6211 20.52574
4AB -380.327 21308.895 55.67084
4PIPM -2354.7789 115828.8133 346.57194
AEPD -83.5864 5494.6882 11.98414
AMPD -136.9606 9032.0103 19.82204
AMP -18.782 2725.556 2.46014
DA -5.4867 2592.6089 0.58664
DEA 68.062 -1228.3466 -9.88146
DIPA -73.9954 5783.6608 11.05734
EAE -73.6098 6108.2454 10.64704
EAMP -213.8122 11462.3692 30.84904
EDA -115.9413 7621.7445 16.73734
IBAE -69.4208 6691.393 10.13524
IPAE -94.6479 6030.5986 13.82974
IPA 5.2121 1403.8774 -1.15876
MAE -87.349 7495.2699 12.60104
MEA -17.5342 3867.2481 2.15734
MPAE -213.3252 12882.5535 31.02094
nCHEA -24.1973 2298.57 3.51454
nCPEA -30.65 2741.8670 4.34904
nCPnEA -94.9856 4992.9113 14.03014
PA -54.092 5166.8686 7.48444
SAPD -122.9981 8102.9867 17.94824
TBAE -41.2254 1896.6498 5.76744
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Amine A = A0 + Ares B = B0 +Bres C = C0 + Cres
TBA -31.0642 3510.3504 3.77834
4IPB 142.1433 -3661.8762 -22.22286
5AP 150.0037 -3516.3277 -22.27206
6AH -925.8012 50994.4144 135.33964
BAE 9.8418 2109.8081 -1.64386
BA -91.7314 7042.0833 13.00214
IBA -81.1416 6947.6453 11.39824
IPAP -331.6171 18514.1357 48.20324
PA2 -90.8357 7305.7962 12.75584
PAE -64.7031 6569.8392 9.29674
SBA -65.4957 5204.1956 9.19034
TMPOL -136.1879 4190.6311 19.52144
TRC -187.6845 9381.5555 27.76004
Continued on next page
Table D.9: Reaction enthalpy (in kJ/mol) at T=313.15K for the amine de-protonation
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Table D.9 – Continued from previous page
Amine ∆Hdeprot ∆Hcarb
6AH 35.85 71.61
BAE 42.68 21.82
BA 43.25 24.7
DEA12PD 48.41 t
DEAB 31.1 t
DEAEEO 53.6 t
DMA12PD 36.7 t
DMA22DP 18.51 t
DMA2M1P 43.0 t
DMAH 23.51 t
EDEA 52.83 t
DEEA 38.25 t
IBA 44.09 28.09
IPAP 47.33 28.43
PA2 45.63 27.53
PAE 44.95 30.42
PRLD12PD 43.19 t
PRYE 41.79 t
SBA 45.75 19.34
TEA 43.77 t
TMPOL 18.01 -15.98
TRC 35.62 5.72
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