We prove, with the assistance of rigorous computer calculations, that Widom's renormalization xed point, and any pair in its domain of attraction, has a H older continuous invariant curve through the origin. We deduce that any complex analytic map attracted by Widom's xed point has a Siegel disc bounded by a H older continuous Jordan curve passing through a critical point of the map. It is known empirically that the stable manifold of Widom's xed point has real codimension two. This would imply that the above holds on an open set of maps having a golden mean Siegel disc.
Introduction Siegel discs and their boundaries
In the last century, Schr oder investigated the iteration of certain complex analytic maps and noticed that, under the right conditions, the motion is quasiperiodic on a family of invariant curves that enclose the origin.
Let z 7 ! f(z) be a complex analytic map of the form f(z) = e 2 i z + 1 X n=2 f n z n ;
where the power series is convergent. It appears that for certain special values of (namely those that are not too close to being rational), there is a neighbourhood U of the origin in which iteration of f is conjugate to a pure rotation by the angle 2 . More precisely, for z 2 U there is a smooth invertible transformation : w 7 ! z (called the Schr oder function) such that f( (w)) = (e 2 i w):
The formal series solution to equation (1) is known as the Schr oder series. Of particular interest is the question of when the series will converge.
The situation was clari ed by Siegel, who was able to prove the following theorem concerning the existence of the conjugacy : Theorem 1 If satis es the diophantine condition j -m=nj > n -; for all integers m; n 1, and some ; > 0, then the Schr oder series has a nite radius of convergence. The neighbourhood of the origin on which the conjugacy holds is called a Siegel domain, or Siegel disc.
In their paper 3], Manton and Nauenberg examined the boundary of the Siegel disc, where the conjugacy breaks down (i.e. -1 ceases to exist). They found that it appears to be fractal curve with some universal scaling properties. Based on their experimental ndings, they formulated some interesting conjectures supposed to hold for a \large class of maps".
These conjectures can be summarised as follows:
The Siegel disc boundary is a Jordan curve passing through a stationary (critical) point of the map, i.e. a point z c for which f 0 (z c ) = 0.
The formal derivative of the Schr oder series does not converge on the boundary, which suggests that the boundary curve is nowhere di erentiable.
The Hausdor dimension of the boundary curve is strictly greater than 1.
In the case of golden mean rotation number ( = p 5-1
2 ), the boundary curve exhibits a universal self-similar structure. This self-similar structure can be expressed by means of a scaling function, which is a simultaneous solution of two functional equations. It is essentially unique.
(It should be noted that the last two conjectures refer to the case where is the golden mean.) Widom 
's xed point
The last conjecture was clari ed by Widom 8] , who used renormalization group methods to numerically solve the functional equations for the special case when f(z) = e 2 i z + z 2 ; (2) obtaining a very accurate approximation of the scaling function.
Further, Widom demonstrated how to extend the result to an entire family of mappings by considering perturbations of the scaling function. It turns out to be easier to express the functional equations as a transformation on the space of pairs of functions (E; F). The scaling function for the Siegel disc boundary is then the so-called critical xed point of the transformation.
By considering a slightly modi ed operator, one of us (Stirnemann) was able to give a computer-assisted proof 5] for the existence of the critical xed point.
Using the notation C(z) = z for complex conjugation, the Siegel disc renormalization operator (or Widom's operator) is de ned as follows:
De nition 1 Let D E and D F be non-empty connected open subsets of the complex plane, each containing the origin. Let E and F be analytic maps de ned on D E and D F respectively. Widom's operator acts on pairs (E; F) by E(z) F(z) 7 
where = (E; F) = F(0) 6 = 0 is the so-called rescaling factor of the pair (E; F), and where the domains satisfy
The form of enforces the normalization condition E(0) = 1.
It should be noted that this operator di ers from the one originally considered in 8] in that both the rescaling factor and the normalization condition are genuinely complex. The precise value of for the xed point is not important here, we shall only need the fact that j j < 1. 
In this paper, we address some of the remaining conjectures in the case of the golden mean rotation number. We prove that, in the domain of attraction of Widom's xed point, the boundary value of the Schr oder series is an asymptotically self-similar H older continuous Jordan curve through a stationary point of the map. Further, it is not di erentiable on a dense set of points.
We obtain these results by verifying that Widom's xed point satis es the hypotheses of the so-called necklace construction. The construction was developed in 6], where the objects of interest were twist maps of the cylinder. Part of this paper is concerned with modifying the necklace construction so that we may use it for Widom's xed point.
The conjecture concerning Hausdor dimension will be dealt with in a forthcoming paper. (It turns out that the Hausdor dimension is completely determined by the dimension of the invariant curve of the xed point itself.) It is very probable that the generalised (dynamical) dimensions can be obtained along the same lines. All of them are renormalization invariants.
In order to characterise the \large class of maps" mentioned above, we need information on the spectral properties of the renormalization operator. Unfortunately, we were not even able to prove that Widom's xed point is hyperbolic. But the numerical evidence strongly suggests that it is, and that its stable manifold has real co-dimension two. Our results, therefore, should hold for an open set of maps having a golden mean Siegel disc.
Organisation of the paper
Our main results are stated in Section 2. In Section 3 we adapt the necklace construction for use in this paper. In particular, we must deal with a di erent composition order of the functions E and F.
The hypotheses of the necklace construction are presented in Section 3.4 in a form that is computationally suitable for this problem. It is these hypotheses that are veri ed by our calculations. In Section 4 we translate the consequences of the construction back into a form that is suitable for Widom's operator. In Section 5 we use the consequences of the necklace construction to prove our main results. We conclude with some remarks on the relevance of our results to complex dynamics. The details of the computer-assisted portion of the proof are presented in an appendix.
Statement of results
In this paper, we shall need the equation (4) 
This result is proved in Section 3. In particular we show that if an analytic function is attracted by Widom's xed point, then it has a Siegel disc bounded by a H older continuous non-smooth Jordan curve. We shall refer to this as the critical invariant curve.
Corollary 1 (cf. 3, Conjecture 1]) For the class of maps in the above theorem, the associated Schr oder series converges on its circle of convergence, and the image of the circle of convergence is a non-smooth Jordan curve passing through a stationary point of the map.
(It was already known that for rational functions of degree 2 the boundary of a Siegel disc with diophantine rotation number always contains a stationary point of the function. This result is due to Herman 1] . ) We hope to prove that for these boundary curves, the Hausdor dimension is strictly greater than the topological dimension (which, of course, is equal to 1) and that, therefore, they are fractals.
Interfacing the necklace construction
The necklace construction
The full details of the necklace construction 6] are too lengthy to be reproduced here in full, instead we summarise the main points that we will use.
The construction was designed with twist maps of the cylinder in mind. The relevant xed point equation in that case was that of the twist map renormalization operator. We de ne this xed point as follows:
De nition 4 Let where B is a linear-diagonal map with diagonal elements of absolute value strictly greater than unity. The xed point equation above is a modi ed form of the one frequently used to analyse quasiperiodicity in the case of golden mean rotation number, the essential di erence being that this form uses the composition order U T , rather than T U . We will refer to the former as the accretive composition order, for reasons which will soon become apparent.
The necklace construction works by constructing a pair of sets that are in some sense invariant for the xed point. In 6, x1] these sets are given as the limit of a recursively de ned sequence of pairs of sets that are referred to as domain pairs, namely
In x1 it was established that, provided a xed point of the twist map operator satis es some topological conditions called the domain extension and connectedness conditions, then the limit set of the domain pairs is non-empty, compact, and connected. In x2 an explicit form was given for the sequence of domain pairs. Iterating the xed point equation with the accretive composition order gives rise to sequences (or strings) of the maps U and T that satisfy a simple recursion relation. For example, the third iterate of the xed point equation gives
The sequences of U and T on the right-hand side are Fibonacci strings, de ned as follows:
Equivalently, we may de ne these strings as the iterates of F -1 = U under the operator which acts on strings of symbols by means of the substitution U 7 ! T and T 7 ! U T , i.e. F j+1 = (F j ) for j -1.
Furthermore, we let fF j g denote the set of Fibonacci tails of the string F j , i.e. all the strings X (including the empty string, but not the string F j itself) such that Y X = F j for some Y . The reason for using the accretive composition order then becomes clear: for any two Fibonacci strings (with j 0), the shorter one is a tail of the longer one. Armed with this de nition, an explicit form for the sequence of domain pairs was derived. Result 1 Using this de nition, it was established in 6, x3] that a xed point (U ; T ) that satis es the conditions known as domain extension and connectedness has a connected compact invariant pair of sets containing the orbit of the origin.
Result 2 6, x4] extended the above result to asymptotically self-similar pairs.
The key tool used was the concept of an approximately invariant sequence of pairs of sets. The limit pair of such a sequence is itself invariant for an asymptotically self-similar pair of maps.
Result 3 Finally, under some additional assumptions known as the disjointness and contractivity conditions, 6, x7] established the existence of an invariant curve for maps attracted to the xed point, and proved that the induced mapping on the curve is conjugate to a pure rotation. In particular, it was shown that the invariant curve is toplogically transitive, the conjugator is H older continuous, and (for the so-called critical xed point) the conjugator is not differentiable on a dense set of points.
We now demonstrate how we utilise these results for Widom's xed point, whose existence was established in 5]. In particular, we must deal with the following problems concerning the maps E and F of Widom's xed point:
both E and F are even maps.
the composition order of the operator is di erent. the maps are not global homeomorphisms. the maps have a critical point.
The functions U and V
Recall that the components E and F of Widom's xed point are even functions.
This was built into the existence proof 5] by writing E(z) = U(z 2 ); F(z) = V(z 2 ); and then using U and V as coordinates in the space of pairs. We shall be using the convenient notation E = UQ; F = VQ; where Q(z) = z 2 denotes squaring.
Output from the existence proof 5] are analytic functions U and V de ned on discs D U and D V , such that
V(z) = C 1 VQU 2 C on D V ; (8) where = V(0). (From now on, we take juxtaposition of symbols to denote composition of the corresponding maps. Here, 1 stands for the map z 7 ! 1 z, and 2 for z 7 ! 2 z.)
Equations (7) and (8) imply that the xed point equation (4) 
In what follows we adopt a slight abuse of notation, by using U and V again to denote the maps on the new domains U and V respectively.
Analytic continuations
We will take two analytic continuations of V. They are obtained by substituting the equation (7) for U into the one (8) We denote the function on the right hand side byV. Since equation (8) Proof: With the xed point equation (9) for the accretive composition order UQV the substitution gives
We denote the function on the right hand side byŴ. It turns out that the natural domain of de nition ofŴ is non-empty and connected and intersects the domain of de nition ofV in a connected neighbourhood of the origin. Since the xed point is commuting,Ŵ andV coincide on the intersection. It follows thatŴ is an analytic continuation of V. 2
The validity of the above argument is established in A.3. To sum up: the three functions V,V, andŴ agree with each other wherever two of them are de ned. Together, they make up one single analytic function, which we denote byṼ.
We develop a similar result for U:
Lemma 3 U has an analytic continuation to the map
Proof: The lemma follows directly by application of the xed point equation (7) toṼ and by observing that the natural domain of de nition ofŨ is connected, being the preimage of the domain of de nition ofṼ under the map z 7 ! 2 C(z), and that it contains D U .Ũ and U agree on D U , by the xed point equation.) 2
The maps U and V on the new domains U and V are restrictions ofŨ andṼ to these domains.
Translating the necklace theory
We now translate the necklace theory from the framework of the twist map renormalization operator, into the framework we have just built-up for Widom's operator. In order to do so, we rst observe that the natural analogues of the maps U and T in 6] are E = UQ and F = VQ, respectively. It turns out, however, that it is computationally simpler to work directly with the maps U and V instead.
(The translation back to (E; F) will be done in Section 4.2.)
Fortunately, the adaptation of the necklace theory to our situation can now be done almost mechanically:
Replace the rescaling map B by
Replace the symbol U in the necklace theory by QU.
Replace the symbol T in the necklace theory by QV.
Replace D U in the necklace theory by U . Replace D T in the necklace theory by V .
For instance, with this notation the xed point equation (9) With these substitutions, the proofs mentioned above 6, x1 { x4, x7] stay valid, with the exception of the proof of 6, Lemma 7.15], which requires the maps U and T to be global homeomorphisms. We indicate in A.6 how this proof has to be modi ed. This modi cation requires the map V to be a homeomorphism on a certain domain, which will be called the fundamental domain. The details are tedius, but presented for completeness.
Notice that the xed point equation (11) is a consequence of the earlier equation (9), but that the two are not equivalent. The stronger one (9) will be needed only once, namely in the modi cation of Lemma 7.15 mentioned above. 
is required to be a uniform contraction on U V .
Here the bars denote topological closure, not complex conjugation. We demonstrate how these hypotheses are veri ed in A.5.
H older continuity
We now need to discuss two details. The rst is to correct an error in 6]. The second is the translation from the (QU; QV) framework back to the framework (UQ; VQ) = (E; F).
Global H older exponent
With the notation adopted above, the necklace construction 6, 7.30] yields a continuous function = (t) with 
Taking the square root
The invariant curve thus de ned, however, is not the one we want: It is invariant for the pair (QU; QV), rather than for (E; F) = (UQ; VQ). The cure is easy: we \take the square root" of : de ne by and it follows that is continuous everywhere.
Let us prove that is a square root of . For -! t 0, we have -! + 1 t + 1 1, thus equation (24) gives Q (t) = QU (t + 1) = (t): For 0 t 1, on the other hand, we have -! t-! 1-!, and equation (25) gives
Q (t) = QV (t -!) = (t):
We have proved that is a continuous square root of .
Lemma 5 Furthermore, is invariant for the pair (UQ; VQ).
Proof: For 1 -! t 1, we obtain UQ (t) = U (t) = U ((t -1) + 1) = (t -1); since -! t -1 0. For -! t 1 -!, on the other hand, we obtain VQ (t) = V (t) = V ((t + !) -!) = (t + !); since 0 t + ! 1.
2
In other words, is the canonical parametrization of the invariant curve of the pair (E; F) = (UQ; VQ).
H older exponent of at the origin
We note that the norm of B -1 is j j 2 . By the proof of 6, Lemma 7.33], the number log j j 2 log ! = 2 log j j log ! is the optimal local H older exponent of the curve at the origin. Accordingly, half of that number is the optimal H older exponent of the square root of at the origin. In particular, log j j log ! is an upper bound of the global H older exponent. Notice that this number is smaller than one; our curve , therefore, is not di erentiable. In fact, it is not di erentiable on the whole backward orbit of the origin, which is dense.
Proof of main results
Now we prove that the consequences of the necklace construction imply our main results.
In this section, we are working with the original maps E and F, rather than with U and V. ( 
(0) = 0;
(29) and that this curve is not di erentiable on a dense set of points. Proof: The necklace hypotheses (Section 3.4) are veri ed by computer (see A.5).
By the necklace construction, the pair (QU; QV) has a self-similar transitive invariant curve which is H older continuous and passes through the origin. By Section 4.2, the same is true for Widom's xed point (E; F) = (UQ; VQ).
In particular, the above equations follow directly from the results in 6, Theorem 7.34] and from Section 4.2, with the exception that the analogue of equation (28) which is strictly greater than 1. Along with equation (33), this implies that the numbers F 0 j (0) grow geometrically, which obviously contradicts convergence to the xed point. Thus f must have a stationary point on the invariant curve. 2 
Conclusions
In order to apply the above results to complex dynamics, we need information on the set of analytic functions attracted by Widom's xed point. (In particular, it would be nice if this set was not empty.) To that end, we would need some control over the stable manifold at Widom's xed point: we would need to prove that the standard quadratic function f(z) = e 2 i! 2 z 2 + 1 -e 2 i! 2 ; is contained in it, and that the complex one parameter family t 7 ! f t with f t (z) = t 2 z 2 + 1 -t 2 intersects it transversally. Unfortunately, we have not been able to achieve anything in this direction. We could not even prove that the xed point is hyperbolic. (The reason is that the derivative of the operator is too far away from being diagonal, with respect to the basis we were using.) To prove that the standard quadratic function is attracted would probably be even more di cult. Experimentally, however, the situation is clear: The xed point is hyperbolic, the stable manifold has real codimension 2 in the even commuting subspace 5, Section 1], the standard quadratic function is within the domain of attraction, and the above intersection is transversal. Taking this for granted, we can prove, using the method in 7] , that Theorem 5 and Corollary 1 hold for functions which are even, which have an indi erent xed point with multiplier e 2 !i , and which are close enough to the quadratic map (with respect to the l 1 norm).
(Here, the assumption of eveness is a bit too restrictive. It would be enough to require a non-degenerate critical point at the origin.)
We have not given up the hope that we might nally be able to prove this result.
were represented by pairs of intervals, bounding the real and imaginary parts respectively. In A.1 we describe how this representation was extended, using a construction called a coarse curve, to allow the rigorous application of maps to discs in the complex plane, and to regions bounded by polygons. In A.2 we give details of the domains used for the maps. A.3 veri es the analytic extensions, and A.4 shows that the accretive xed point equation holds. In A.5 we verify the hypotheses of the necklace construction. Finally, in A.6 we deal with fact that our maps are not global homeomorphisms (this requires some extra conditions to be veri ed).
A.1 Coarse curves
In order to verify the necklace hypotheses, it is necessary to rigorously apply certain analytic and anti-analytic maps to the domains D U and D V . (Here, a function g(z) is called anti-analytic if it is of the form g(z) = f( z), where f is analytic.)
For our purposes it is enough to represent the domains (in this case discs and their images under certain maps) by the curves de ning their boundaries. We implement this by means of a construct called a coarse curve.
A coarse curve is a covering of some curve in the complex plane by the union of a nite number of closed rectangular regions (rectangles), such that every rectangle contains at least one point of the curve in its interior. For computational simplicity, we take rectangles having their edges parallel to the coordinate axes. The coarse curve forms a superset of the original curve.
To apply maps to coarse curves, we simply apply them rigorously to each of the constituent rectangles. The result is another union of rectangles that is guaranteed to cover the image of the original curve.
The maps themselves are represented in the framework used in the existence proof, namely they are stored as polynomials (in this case degree 160) having rectangles as coe cients, together with strict error bounds.
To test the necklace hypotheses, we need to be able to perform the following comparisons of discs (representing our original domains) and coarse curves (representing their images under certain maps):
Determine if a region whose boundary is represented by a coarse curve is a strict subset of a disc. (We simply con rm that every rectangle making up the coarse curve lies within the disc.) Con rm that a region whose boundary is represented by a coarse curve has a non-empty intersection with the interior of a disc. (We achieve this by testing that at least one of the rectangles making up the coarse curve lies entirely inside the disc.) Con rm that two regions whose boundaries are represented by coarse curves are disjoint from each other. (For the purposes of verifying the necklace hypotheses, it turns out to be su cient to identify some straight line that divides the plane into two regions, one entirely containing the rst coarse curve, and the other entirely containing the second.)
A.2 Domains
The In addition, our proof uses the approximate xed point that was output by the existence proof, along with rigorous error bounds.
A.3 Verifying the analytic extensions
First we verify that the xed point has an analytic continuation to the new domains.
Let U and V be the components of the xed point of the existence proof 5], and let D U and D V be their domains (the discs de ned above). Let U and V be the new domains as de ned above. We note that V 1 D V and that the new domains intersect the old ones: U \ D U 6 = ; and V \ D V 6 = ;.
We need to prove that U and V can be extended analytically to the unions of their old and new domains; since the unions are connected, these extensions are uniquely determined if they exist. Let U and V denote these unions.
Extension of U:
To prove that U can be analytically extended to U , we note that the xed It follows that C 1 V 2 C is the (unique) analytic extension of U to D U U = U . From now on, we may regard U as an analytic function on U .
Extension of V to D V V 1 :
Notice that V 1 D V . Therefore, analytic extension to D V V 1 is trivial.
Extension of V to D V V 2 :
To prove that V can be extended to D V V 2 we use the xed point equation (11) To prove the second one we note that, by commutativity, the identity V = C 1 UQV 2 C holds close to the origin. This equation will continue to hold on the connected component of the origin of the domain of de nition of the right hand side. The domain extension conditions to be veri ed below imply that the right hand side is well de ned on V . Therefore, and since V contains the origin, the second component of the xed point equation holds on V .
A.5 Verifying the main hypotheses Domain extension:
The program veri es the three domain extension conditions (equations 13{15).
Recall that the domains U and V are represented by a disc and a connected union of three discs, respectively. To verify each of the conditions, we use the coarse curve construction to con rm that the relevant images of these domains are contained within the domains themselves.
Connectedness:
The connectedness conditions (equations 16{18) are veri ed by performing tests for the intersection of coarse curves (representing the images of the domains) with the discs of the original domains. For computational simplicity, we apply the map B to the last equation (equation 18) to give BQUB -1 V \ U 6 = ;; so that the second region making up the intersection on the left hand side is one of the original domains.
Disjointness:
To verify the disjointness conditions (equations 19{22), we use the extension C 1 V 2 C of U. The program rigorously veri es that the relevant regions lie on opposite sides of some lines.
Contractivity:
The map QVB -2 is required to be an uniform contraction on U V . The program veri es that the range of the derivative of this map is contained in the unit disc. This derivative is given by In fact, our proof establishes more than this; we nd that the modulus of the range of the derivative lies within the interval 0:380371; 0:795694].
A. 6 The fundamental domain A problem arises with the translation of the necklace theory, namely that in order to carry out one of the proofs in 6, x7], we need to take inverses of our maps. This is no problem in the twist maps case since the maps are global homeomorphisms, but this is not the case here.
To cope with this di culty, we need an additional condition on V: V must be univalued (schlicht) on the interior of a certain domain . This will be true if V maps the boundary of onto a Jordan curve 2, Theorem 4.5, p. 118]. Such a region is called a fundamental domain of V.
It turns out that the argument still carries through provided that we can nd a fundamental domain that contains certain images of the domains U and V that were used in the proof. We will refer to these images as patches.
A region which does the job is the interior of the polygon having the following vertices: The program veri es that the region contains the necessary patches and con rms that the region is a fundamental domain of V by testing that the image of its boundary under V has no self-intersections.
We present the details below.
Containment of the Patches:
The proof in 6, x7] (namely Lemma 7.15) requires us to take certain inverses of our maps. We must therefore deal with the fact that our maps are not global homeomorphisms.
For instance, the inverse of the map F is taken, where F is a Fibonacci tail in fF j-1 g (essentially, this means that F consists of a sequence of the maps making up the xed point).
It turns out, however, that by re-writing certain lines in the proof, the argument can be made to work. For example, one of the conditions arising in the proof, 2
The other conditions in the proof of 6, Lemma 7.15] may be veri ed using the same technique. We omit the rest of the details of this as they are totally uninteresting. The program uses the coarse curve construction to verify that the interior of the polygon indeed contains the necessary patches. To see how this is achieved, we note that the polygon is convex. It su ces to show that by traversing the edges of the polygon in anticlockwise fashion, the patches always lie to the left of the lines that are the extensions of each edge.
The variation of the argument:
To prove that the image of the boundary curve of the fundamental domain has no self-intersections, it su ces to show that the argument with respect to some xed interior point varies monotonically.
The total change of argument with respect to a point w, of a curve , parameterised by t 7 ! f(z(t)), is the imaginary part of 1 2 I f 0 (z(t)) f(z(t)) -w z 0 (t)dt;
For our purposes, it su ces to show that the integrand stays within the upper half-plane.
We parameterise each edge of the polygon by z(t) = P n + t(P n+1 -P n ), where we identify P 9 with the vertex P 1 .
We evaluate the total change of argument about the point w = -0:4 + i0:4, which lies within the image of the fundamental domain under the map V.
The program determines the value of z 0 (t) along each edge of the polygon and uses the coarse curve construction to evaluate the integrand along its boundary. In places where the error bounds are particularly ine cient, we sub-divide the edges into smaller line segments, and use coarse curves made up from much smaller rectangles to produce sharper bounds. Our calculations con rm that the integrand always lies within the upper half-plane.
