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Improved recursive constructing method of Ｒeed-Muller codes
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Abstract: Ｒeed-Muller code can be recursively decomposed and the decomposition is conventionally ended at repetition
codes and non-redundancy codes，where repetition codes and non-redundancy codes cannot be decomposed further． In this
paper，we propose a modified recursive structure of Ｒeed-Muller code in which the recursive decompositions are ended one
step earlier，i． e． decompositions are ended at dual-orthogonal codes or single parity check codes． Moreover，for single par-
ity check code，the systematic form is used． In the decoding algorithm，we use fast Hadamard transform to simplify the
maximum likelihood decoding of dual-orthogonal code． We also use simplified maximum likelihood decoder to decode the
systematic single parity check code through its special structure． We analyze the decoding complexity of the proposed deco-
ding algorithm and compare the complexity with two other existing algorithms． The analysis shows that the proposed algo-
rithm has lower complexity，especially for the high-rate codes． In addition，the simulation results indicate that the proposed
algorithm decreases the bit-error rate slightly．






给定 2 个正整数 r 和 m ，其中，r ≤ m ，则存在
一个 r 阶的 ＲM 码，记为 Ｒ r，( )m 。Ｒ r，( )m 的维数 k




Cim ，n = 2
m ( 1)
( 1) 式中: Cim = m! /［m! ( m － i) ! ］，表示从 m 个元
素中选择任意 i 个元素作为组合的组合数。通过改
变 r 和 m ，可以构成多种子类的 ＲM 码，例如: Ｒ( 0，
m) 是重复码; Ｒ( m，m) 是 n 长的信息比特，相当于
只进行交织的一种无冗余编码; Ｒ( 1，m) 是双正交
码; Ｒ( m － 1，m) 则是一种单奇偶校验码。
ＲM 码由 David Muller 于 1954 年首次提出［1］，
但当时 David Muller 并没有给出可行的译码算法。
Irving Ｒeed 于同年提出一种大数逻辑( majority-log-
ic) 译码算法［2］，能提供对 ＲM 码的快速译码，而且，
硬判决的大数逻辑译码是对 ＲM 码的最大似然译
码。1966 年，Green 利用快速哈达玛变换( fast Had-
amard transform，FHT) 提出了一种针对一阶 ＲM 码
的高效最大似然译码算法［3］，即 Green Machine，该
算法的发明使一阶 ＲM 码的译码复杂度大大降低。
20 世纪 60 年代美国发射的“水手”号深空探测器的
通信系统中便使用了基于 Green Machine 译码算法
的 Ｒ( 1，5) 作为信道编码。基于 FHT 译码的 ＲM 码
在当前 3GPP LTE 系统中仍被采用［4］。
Plotkin［5］在 1960 年提出 ＲM 码可通过递归的
方式构造，ＲM 码的递归结构被称为 Plotkin 结构。









er 算法更适用于低码率的 ＲM 码，由此，我们对 ＲM
码的递归构造结构进行一些改进，使其在高码率情
况下拥有更好的性能和更低的复杂度。
1 一种改进的 ＲM 码递归编码算法
记 c = ( c1，c2，…，cn ) 为 Ｒ( r，m) 的一个码字，
a = ( a1，a2，…，ak ) 是其对应的原始信息比特，Gr，m
是该码的生成矩阵。在传统的构造方式中，c 可以
通过原始信息与生成矩阵相乘的方式获得
c = aGr，m ( 2)
而根据 Plotkin 结构，对于 1 ＜ r≤ m ，Ｒ( r，m)
的码字 c 可以通过 c = ( u，u ⊕ v) 的方式得到，其
中 u 和 v 分别是 Ｒ( r，m － 1) 和 Ｒ( r － 1，m － 1) 的
码字，而“⊕”表示 2 个二进制向量的点对点模 2
相加。与之对应，原始信息 a 可以分成 2 个部分
a = ( au，av ) ，生成矩阵也对应地改变为
G' = G
u Gu
0 G( )v ( 3)
( 3) 式中，Gu 和 Gv 分别是 Ｒ( r，m － 1) 和 Ｒ( r － 1，
m － 1) 的生成矩阵。在下文中，v 和 av 称为该码的
v 部分，而 u 和 au 称为该码的 u 部分。ＲM 码可以通
过上述方式递归分解，对 ＲM 的分解可以到 r = 0 和
r = m 之前的任意一步结束。
为简单起见，以 Ｒ( 2，4) 为例说明我们对编码
结构的改进。一般情况下，对 ＲM 的分解路径如图
1 中的实线加虚线所示( 图 1 中向左的路径在下文
中称为 v 路径，而向右的路径称为 u 路径) 。
图 1 Ｒ( 2，4) 的递归分解路径
Fig． 1 Ｒecursive decomposing path of Ｒ( 2，4)
对于这种分解规则，其对应的生成矩阵为( 下
文向量和矩阵中的 0 和 1 分别用○和●表示)
在提出的改进编码结构中，码的递归分解结束
于 Ｒ 1，( )m 和 Ｒ m － 1，( )m ，并且对于 Ｒ m － 1，( )m
，我们将使用其系统码。对应图 1 中的 Ｒ 2，( )4 码，
改进后的生成矩阵为





把 Ｒ( r，m) 的编码算法记为 c = ψr，m ( a) ，其
中，a 为编码器的输入，c 是编码器的输出，则编码
的具体算法如下。
编码器: c = ψr，m ( a)
if r = 1 :
c1 = a1
for i = 1 to m :
( c2 i－1+1，…，c2 i ) = ( c1，…，c2 i－1 ) ⊕ ( ai+1，…，
ai+1 )
if r = m － 1 :
c = ( a，a1 ⊕ a2 ⊕…⊕ am )
if 1 ＜ r ＜ m － 1 :
拆分原始信息 a :
a = ( au，av )
对 u 和 v 2 个部分分别进行编码:
u = ψr，m－1 a( )u ，v = ψr－1，m－1 ( a
v )
把 2 部分合并为
c = ( u，u ⊕ v)
2 一种改进的 ＲM 码软判决译码算法
假设信号经过二进制相移键控调制并经过加性
高斯白噪声信道传输，接收端接收到的信号为 x =
( x1，x2，…，xn ) 。译码器首先计算出每一位接收信
号的后验概率差
yi  Pr［ci = 0 | xi］－ Pr［ci = 1 | xi］ ( 6)
由这些后验概率差组成的向量 y = ( y1，…，yn )
作为译码算法的输入。在下文中，我们用 ［̂a，̂c］ =
φr，m ( y) 来表示 Ｒ( r，m) 的译码算法，其中，̂a 和 ĉ 是
所译出的信息及码字。
对于 1 ＜ r≤ m － 1 的情况，译码器首先递归调
用［̂av，̂v］= φr－1，m－1 ( y
v ) 对 v 部分进行译码，再递归
调用 ［̂au，̂u］ = φr，m－1 ( y
u ) 对 u 部分进行译码。然
后对 2 部分结果进行合并。
在 v 路径末端，即对于 Ｒ( 1，m) ，译码器使用
Green Machine 译码( Green Machine 的详细的描述
可参考文献［13］或［14］) 。需要注意的是，如果要
通过 Green Machine 获得最大似然的结果，应先把 y
转化为对数似然比( log-likelihood ratio，LLＲ) ，记为









在 u 路径的末端，即对于系统形式的 Ｒ( m － 1，
m) ，我们采用文献［13］所述的 Wagner 译码器进行
最大似然译码。我们同样直接用 y 代替 l 作为 Wag-
ner 译码器的输入，对于 Wagner 译码器，用 y 作为输
入同样可以得到最大似然译码结果。我们的译码算
法总结如下。
译码器: â，̂[ ]c = φr，m ( y) :
if r = 1 :
f = ( f1，f2，…，fn ) = FFT( y) ;
i' = arg max
1≤i≤2m
fi ;





ĉ = ψ1，m ( â)
if r = m － 1 :
进行硬判决:
ĉi =






⊕ ĉi ≠ 0
i″ = arg min
1≤i≤2m
yi
ĉi″ = 1 ⊕ ĉi″
â = ĉ1，…，̂c( )k
if 1 ＜ r ＜ m － 1 :
for i = 1，2，…，2m－1 : yvi = yiyi+2m－1
［̂av，̂v］ = φr－1，m－1 y( )v












［̂au，̂u］ = φr，m－1 ( y
u )
â = ( âu，̂av ) ，ĉ = ( û，̂u ⊕ v̂)
3 复杂度及性能分析
在本节中，我们将分析以上提出算法的性能及
复杂度，并与将 ＲM 码递归分解到 Ｒ( 0，m) 或 Ｒ( m，
m) 的算法进行比较。
在第 1 节中已提到，ＲM 码的递归分解可以在
r = 0 或 r = m 以及之前的任意一步结束，而对于不
同的结束位置，译码算法也要对应地做出改变。如
果在 v 路径上继续把码分解到最后一步，即 Ｒ( 0，
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m) ，而在 u 路径保持不变，依然分解到 Ｒ( m － 1，
m) ，那么对应的译码算法也是递归到 r = 0 或 r =
m － 1，在译 Ｒ( 0，m) 这一类重复码时，只需对 y 求
和并作硬判决，而其他部分与 φr，m 保持不变，我们把
它对应的译码算法记为 φvr，m。另一方面，如果编码时
u 路径上继续把码分解到 Ｒ( m，m) ，v 路径上依然
分解到 Ｒ( 1，m) ，则其译码算法仍然采用 Green Ma-






把码分解到最细，即 Ｒ( 0，m) 和 Ｒ( m，m) 时，可以获
得最低的复杂度。但是，我们所提出的译码算法利用
了 Ｒ( 1，m) 和系统形式 Ｒ( m － 1，m) 的特殊结构，极
大简化了对这 2 种码型的最大似然译码，从而使其复
杂度比 φur，m 和 φ
v







一个算法 ξ ，用 | ξ | * 表示该算法中包含的所有浮点
乘除运算的次数，用 | ξ | + 表示所有浮点加减运算
的次数。
对于 1 ＜ r ＜ m － 1 ，φr，m 所包含的浮点乘除和










+ + 2m ( 9)
两式最右边的一项是计算 yu 和 yv 时产生的。
在 v 路径的末端，由于采用了 FHT，译码器不需
要进行任何的浮点加减法，而只需要进行 m × 2m 次
的浮点加减法来进行 FHT，以及 2m － 1 次浮点加减
法来寻找 f 中的绝对值最大值。因此，φ1，m 包含的
浮点运算次数为
φ1，m
* = 0 ( 10)
φ1，m
+ = m × 2m + 2m － 1 ( 11)
而在 u 路径的末端，即对于 Ｒ m － 1，( )m ，译码
器首先作硬判决及模 2 加法( 均不包含浮点运算) 。
如果模 2 加法结果为 0，则不需要任何浮点运算，如
果结果为 1，则需要 2m － 1 次浮点加减法来寻找 y 的
绝对值最小值。
φm－1，m
* = 0 ( 12)
φm－1，m
+ = 2
m － 1，sum = 1
0 ，sum ={ 0 ( 13)



























Cii+r－2［( m － r + 2 － i) × 2
m－r+1－i － 1］ ( 15)
( 15) 式的等号情况是假设( 13 ) 式中校验和都为 1
的上限情况。对于所有码长不超过 1 024 的 ＲM
码，φr，m 所需的浮点乘除次数及浮点加减次数分别
如表 1 和表 2 所示。然而，无论从( 14 ) 式和( 15 )
式，还是从表 1 和表 2 中，都很难看出计算复杂度与
码长的关系，因此，我们归纳出 | φr，m |




* ＜ 3nmin r － 1，m － r －( )1 ( 16)
φr，m
+ ＜ 2nmin r － 1，m － r －( )1 + n( m － r + 2)
( 17)
显然( 8) 式、( 10) 式和( 12 ) 式满足( 16 ) 式而( 9 )
式、( 11) 式和( 13) 式也满足( 17) 式，所以，( 16) 式
和( 17) 式必然成立。
表 1 φr，m 的浮点乘除操作数
Tab． 1 Number of floating-point multiplication
and division operations in φr，m
r
m
2 3 4 5 6 7 8 9 10
1 0 0 0 0 0 0 0 0 0
2 — 0 24 72 168 360 744 1 512 3 048
3 — — 0 72 240 600 1 344 2 856 5 904
4 — — — 0 168 600 1 584 3 696 8 088
5 — — — — 0 360 1 344 3 696 8 928
6 — — — — — 0 744 2 856 8 088
7 — — — — — — 0 1 512 5 904
8 — — — — — — — 0 3 048
9 — — — — — — — — 0
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表 2 φr，m 的浮点乘除操作数上限
Tab． 2 Maximum number of floating-point
addition and subtraction operations in φr，m
r
m
2 3 4 5 6 7 8 9 10
1 3 31 79 191 447 1 023 2 303 5 119 11 263
2 — 7 54 165 420 995 2 274 5 089 11 232
3 — — 15 101 330 878 2 129 4 915 11 028
4 — — — 31 196 654 1 788 4 429 10 368
5 — — — — 63 387 1 297 3 597 9 050
6 — — — — — 127 770 2 579 7 200
7 — — — — — — 255 1 537 5 140
8 — — — — — — — 511 3 072
9 — — — — — — — — 1 023




* = 0 ( 18)
φv0，m
+ = 2m ( 19)
φvr，m 在 u 路径末端的计算复杂度与 φr，m 相同，因


























Cm－r－2i +m－r－2 2r+1－i －( )1 ( 21)
其上界为
φvr，m
* ＜ 3nmin( r，m － r － 1) ( 22)
φvr，m
+ ＜ 2nmin( r，m － r － 1) + n ( 23)




* = 0 ( 24)
φum，m
+ = 0 ( 25)






















Cii+r－2 m － r + 2( )－ i × 2m－r+1－i －[ ]1 ( 27)
其上界为
φur，m
* ＜ 3nmin( r － 1，m － r) ( 28)
φur，m
+ ＜ 2nmin( r － 1，m － r) + n m － r +( )2
( 29)
表 3 列出了码长为 1 024 ( m = 10 ) 的所有 ＲM
码在 3 种译码算法下的计算复杂度。可以看出，
φr，m 的浮点乘除运算次数是最少的，而在浮点加减




表 3 Ｒ( r，10) 的最大浮点操作次数








1 11 3 055 11 263 11 263 3 060 0 0
2 56 4 996 11 232 11 244 6 012 3 048 3 060
3 176 6 628 11 028 11 120 8 532 5 904 6 012
4 386 7 594 10 368 10 684 10 044 8 088 8 532
5 638 7 594 9 050 9 702 10 044 8 928 10 044
6 848 6 628 7 200 8 132 8 532 8 088 10 044
7 968 4 996 5 140 6 184 6 012 5 904 8 532
8 1 013 3 055 3 072 4 116 3 060 3 048 6 012




算 yu 时，译码器假设 v 路径的译码结果 v̂ 是正确的，
但事实上 v̂ 有可能错误，也就是说 yu 并不是一个准
确的似然概率差; ② 分解之后，在对 v 部分进行译
码的时候，u 部分的错误还没得到纠正，从另一个角
度解释，就是在计算 yvi 时，只考虑了 yi 和 yi+n /2 这两
位的值，而没有联系到其他位的似然值。总而言之，
分解得越细的码，性能会越差。我们的算法就是利
用这一点，比 φur，m 和 φ
v
r，m 都提前一步结束分解，从而
获 得 比 它 们 更 好 的 性 能。 另 外， 对 于
Ｒ m － 1，( )m 这个码型，我们采用它的系统码。如
果都是用最大似然译码，在同样的误分组率的情况
下，系统码比非系统码具有更低的误比特率［15］，如




注意到，u 部分的译码是依赖于 v 部分的译码
结果的，如果 v 部分译码错误，u 部分就更难正确地





r，m 的性能提升应该是大于 φr，m 相对于
φur，m 的性能提升的。
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用 3 种译码算法对 Ｒ 5，( )10 和 Ｒ 7，( )10 进行
仿真，得出误比特率曲线如图 2 所示。结果与分析
完全一致，φr，m 比其他 2 种算法具有更好的性能。
图 2 3 种算法的误比特率
Fig． 2 Bit-error-rate of three algorithms
对于 Ｒ( 5，10) 这个较低码率的情况，φr，m 的性
能比 φur，m 好很多，而只比 φ
v












束于 Ｒ( m，m) 的算法有更好的性能，同时也有更低
的复杂度。
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