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1. INTRODUCTION 
Let X, Y be finite dimensional normed spaces and Q: X z$ Y be a mul- 
tifunction assigning to each x E X a closed set Q(x) c Y. With Q(x) are 
associated the distance function da: Xx Y + R and the set-valued metric 
projection Z7,: Xx Y 2 Y, which are defined as 
d,(x, y) = inf{ I/y - 011: u E Q(x)} 
and 
n&x, Y) = (0 E Q(x): IIY - 4 = &4x, Y)>, 
respectively. The aim of this paper is to investigate differential properties of 
l7, in the vicinity of a point (x,, yO) with y, being a boundary point of the 
set Q(x,). We study n, in terms of a corresponding selection mapping 
P,: Xx Y + Y, that is P,(x,y)~fl~(x,y) so that u= P&x, y) is a nearest 
to y point of Q(x). It should be mentioned that since y, E sZ(x,), the set 
nf2(%, Yo) = {Jb~ is a singleton and hence P, is uniquely defined at 
(x0, ~4 with PQ(+, 14 = Y,. 
In the case Q(x) = 52, is a constant (independent of x) nonempty convex 
set, differentiability properties of metric projections have been studied in a 
number of publications (see, e.g., [47, 173 and references therein). It was 
shown that if, in addition, the corresponding norm is strictly convex, then 
P, is directionally differentiable at every point y,eQ, [S, 11, 17-J. The 
situation of moving set Q(x) has been discussed in [9]. There differen- 
tiability of Pn has been investigated (by applying sensitivity analysis of 
nonlinear programs [3, 83) essentially at a point y, outside the set Q(x,). 
In this paper we extend some results from [16], where necessary and in a 
sense sufficient conditions for directional differentiability of P, at y, E Q, 
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have been given for constant Q(x) = Q,,. Such an extension became 
possible owing to recent developments in the theory of point-to-set map- 
pings. In particular, we make use of the concept of pseudo-Lipschitzian mul- 
tifunctions [ 1, 151. 
We suppose throughout that for a given point x0 the set 0(x,) is non- 
empty and y, E Q(x,). It will be shown that directional differentiability of 
P, at (x,, y,) is determined by local behavior of the multifunction 52 and 
depends little on the chosen norm in Y. Assuming that Sz is pseudo- 
Lipschitzian we give in Section 2 necessary and sufficient conditions for the 
distance function dn(x, y) to be directionally differentiable at (x,, y,,). This 
will provide us with a basis for investigating differentiability properties of 
P, in Section 3. 
For a multifunction Q we write gph Q for its graph, 
gphQ= {Cw):~~~(x)}. 
The multifunction D is called closed (convex) if gph 52 is a closed (convex) 
subset of Xx Y. (We use the norm \I(x,y)(l = JjxI/ + Ily(l on the product 
space Xx Y.) A multifunction 2: X 3 Y is said to be positively 
homogeneous if C( tx) = Q’(x) for all t > 0 and x E X. Clearly C is positively 
homogeneous if and only if its graph gph Z is a cone. A (closed, convex) 
positively homogeneous multifunction is called a (closed, convex) process 
(cf. [14, Section 391). 
By dist(y, S) we denote the distance from a point y to set S, 
dist(y, S)=inf{ Ily-011: UES}. 
Finally, a function f(x) is said to be directionally differentiable at x,, if the 
directional derivative 
f’(xo; y) = lim 
mo + t.Y) -f(xo) 
r-o+ t 
exists for all y. 
2. DIRECTIONAL DIFFERENTIABILITY OF THE DISTANCE FUNCTION 
As a first step in our investigation we study differential properties of the 
distance function d,. By convention d,(x, y) is cc if the set Q(x) is empty. 
Of course, for an arbitrary multifunction the associated distance function 
can behave quite irregularly. Therefore we restrict ourselves to mul- 
tifunctions satisfying the pseudo-Lipschitzian condition which is defined as 
follows. Let us denote by @A; B) the diviation of a set A from set B, 
@A;B)=sup(dist(y,B):yEA}. 
394 ALEXANDER SHAPIRO 
The multifunction Q(x) is called pseudo-lipschitziun at (x,, yO) if there 
exist neighbourhoods N, of x0, N, of y,, and a positive constant K such 
that 
W(xdnN,.; Q(x,))dK lb, -4 
for all x,, x2 EN, (Aubin [l, p. 981). The following result due to 
Rockafellar [IS, Theorem 2.31 shows a natural interrelation between the 
above concept and continuity properties of da. 
PROPOSITION 2.1. The mult$inction Q(x) is pseudo-Lipschitzian at 
(x,, y,) if and only if the distance function d, is Lipschitzian in a 
neighborhood of (x,, y,,). 
In particular, the result above implies that if Q(x) is pseudo-Lipschitzian 
at (x,, y,,), then it is nonempty valued for all x in a neighborhood of x0. 
Now we introduce the following concept of cone approximation which 
will play an essential role in our considerations. 
DEFINITION 1. We say that a subset S of a normed space is 
approximated at zO E S by a closed cone C, called an approximating cone, if 
dist(z - zO, C) = o 
llz - 2011 
and 
dist(z, S) 
k-i0 llz-z()ll =O. 
z-zocc 
(2.1) 
(2.2) 
The set S-z, and the approximating cone C are tangent (at zero) in the 
sense of Robinson [ 13, Definition 31. A discussion of similar concepts and 
relevant references can be found in [12, Section 43. 
It was shown in [16] that, in the finite-dimensional case, the 
approximating cone C exists if and only if the distance function 
d,(z) = dist(z, S) is directionally differentiable at zO, in which case 
&(z,; u) = dist(u, C). This implies that 
c= {u:ds(zO;u)=O) 
and hence once the approximating cone exists it is unique. These results 
settle the problem for constant multifunction 9. In the following definition 
we extend the above concept of cone approximation by approximating 8 
with a closed (not necessarily convex) process Z. 
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DEFINITION 2. We say that a is tangentially differentiable at 
(x0, y,)~gph Sz if there exists a closed process Z: X2 Y such that 
lim Wy-yo,~(x-xo))=O 
(x. Y) -+ (-a YO) 
(x. Y) E gph f~ 
II(x--o~ Y-YJI 
and 
(X--o,Y-yo)emhZ 
Ilb--cl, Y-Y,)ll =O. 
lim 
(x3 Y  1 --t (x0. YO) 
dist(y, Q(x)) 
(2.3) 
(2.4) 
The process C is said to be a tangential approximation to 52 at (x0, y,,) and 
is denoted Z = DsZ(x,, y,,). 
Fixing x=x0 in (2.3) and (2.4) one obtains that the set Q(xo) is 
approximated at y, by the cone C(0). Furthermore, we have that 
dist(y, Q(x)) = dist((x, Y), {x} x Q(x)), 
and since (x> x Q(x) is a subset of gph Q it follows that 
dist(y, Q(x)) 2 dist((x, y), gph Q). 
Therefore condition (2.4) implies (2.2) for z0 = (x,,, yO), S= gph s2 and 
C = gph C. Similarly, (2.1) follows from (2.3). Consequently if the tangen- 
tial approximation C exists, then the set gph 0 is approximated at (x0, yO) 
by the cone gph Z. It may be noted that when it exists, the approximating 
cone coincides with the contingent (Bouligand) cone. Therefore for a 
tangentially differentiable multifunction s2, DsZ(x,,, y,,) is equal to the 
“contingent derivative” introduced by Aubin [ 1, Definition 11. 
The following example demonstrates that, in general, existence of cone 
approximation C to gph Q does not guarantee that the corresponding 
process C is the tangential approximation to S2. 
EXAMPLE. Let f(x) be a piecewise linear function (of real variable) 
defined as follows. Consider numbers uk = k - ’ - 2 -k, b, = k - ’ + 2 -k and 
let f(x)=k-‘2kmin{jx-akj, Ix-b,l} for x~[a,,b~], k=6,7,..., and 
f(x) be zero otherwise. Consider the associated multifuncton Sz: R 3 R, 
Q(x)= {Y:Y~fw, i.e., gph 8 is the epigraph off: It can be verified that 
the distance function corresponding to gph Sz is directionally differentiable 
at (0,O) and hence the approximating cone exists and is given by 
C = {(x, y): y > O}. However, the process & with gph Z = C, is not tangent 
to Q at (0,O). 
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A reason why the process 2 in the example above failed to provide the 
tangential approximation is that Q was not pseudo-Lipschitzian. As we 
shall see later this does not happen for pseudo-Lipschitzian multifunctions. 
Tangential differentiability of a multifunction is a natural generalization 
of the concept of directional differentiability. The following proposition 
makes this explicit. 
PROPOSITION 2.2. Let o: X -+ Y be a locally Lipschitz mapping. Then the 
corresponding (single-valued) multifunction Q(x) = {o(x)} is tangentially 
differentiable at (x,, yO), y. = o(xo), if and only if o is directionally dif 
ferentiable at x0. 
Proof Suppose that o is directionally differentiable at x0. Then since o 
is locally Lipschitz, 
(e.g., 12, Lemma 3.21). Now it can be easily seen that (2.3) and (2.4) hold 
for C(u) = (o’(x 0; u)}. Consequently, Q is tangentially differentiable at 
(x0, Yo). 
On the other hand, suppose that Q is tangentially differentiable at 
(x0, yo). Since Q(x) is single-valued it follows from (2.4) that the tangential 
approximation Z(u) is also single-valued, say C(u) = {a(u)}. From (2.3) we 
obtain 
~(~o+~)--w(~o)=~(~)+~(lI(~~Y-Yo)ll>> 
where y = o(x). Since o is locally Lipschitz this implies that 
4x0 + 0) - 4x0) = du) + 4 Ibll) 
and the proof is complete. 1 
Now we formulate the main result of this section. 
THEOREM 2.3. Suppose that Q is pseudo-Lipschitzian at (x,, y,). Then 
the following statements are equiualent: 
(i) The set gph Q is approximated at (x0, y,) by a closed cone C. 
(ii) The mtdttfiinction Sz is tangentially dtfferentiable at (x0, yo). 
(iii) The distance function d, is directionally differentiable at (x0, yO). 
Proof Without loss of generality we can assume that (x,, y,,) = (0,O). 
Suppose that condition (i) holds and consider the process Z corresponding 
to the cone C, i.e., gph C= C. We show that Z gives the tangential 
approximation to 52 at (x,, yo). 
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First let us prove that the multifunction C is Lipschitzian. Let xi, x2 E X, 
x2 # 0, and y, E C(x,). It follows from (2.2) that for all t > 0 there exists a 
vector (x,(t), ji(t))Egph Q such that 
Il(~Xl, Vl) - (xl(t), Yl(r))ll = 4th (2.4) 
Since Q is pseudo-Lipschitzian we have that for sufficiently small t there is 
y:(t) E Q( tx,) such that 
Il.v,(t) -Y:(f)ll G K Il.f,(f) - WI. (2.5) 
Furthermore, by (2.1) we can find (X*(t), j2(t)) E C such that 
lI(tx,, Y:(t)) - t-)?.*(t)> h(t))ll = 4th 
Conditions (2.4k(2.6) imply that 
lltyl - Yz(t)ll d Kt llxl -xzII + o(t) 
(2.6) 
(2.7) 
and 
II% - Mt)ll = 4th (2.8) 
By the standard argument of compactness there exists a sequence {t,,} JO 
such that t; ljj2(fn) converges to a vector y,. Also it follows from (2.8) that 
t; lXZ(fn) + x2. Then since C is closed, (x,, y2) E C. It only remains to note 
that because of (2.7) 
IlYl - Y,ll G K 11x1 - xzll. 
Since x1, x2 and y, E ,X(x,) are arbitrary this shows that the multifunction 
Z is Lipschitzian. Of course, Lipschitz continuity of C implies that C(x) is 
nonempty-valued for all x (cf. [ 1, Proposition 11). 
Now let us show that condition (2.3) holds. Consider a point 
z = (x, y) E gph R. We have from (2.2) that there exists a point 
Z = (X, j) E gph C such that llz - 511 = o( (Iz(I ). Since Z is Lipschitzian, there 
exists y* EC(X) such that IJy* -jl\ <K IIx- Xl\. This implies that 
l(y-y*II =o(IIzI() and hence (2.3) follows. Condition (2.4) can be proved 
in a similar way by using pseudo-Lipschitzian continuity of Q. This com- 
pletes the proof of the implication (i) =E- (ii). 
Now suppose that condition (ii) holds and let C = DQ(x,, yO). It follows 
from the proof above that Z is Lipschitzian. Since C is positively 
homogeneous the distance function 
4(x, v) = Wy, W)) 
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is also positively homogeneous. Therefore in order to prove that do is 
directionally differentiable it will be sufficient to show that 
d&, Y) = d&, Y) + 4 II t-x, u)ll ). (2.9) 
We have that d,(x, y) = Ily- P&x, y)II an since d, is Lipschitzian near d 
(0, 0), there exists a positive constant K such that 
IIY- P,(x, v)ll 6 K II(x, Y)II 
for all (x, JJ) in a neighborhood of (0,O). Consequently, 
llf’ih Y)II GK Il(x, YJII + IIYII 
and hence 
IIPdx> ~111 6 2K Ilk ~111. (2.10) 
It follows from (2.3) that for every point (x, JJ) there exists a point 
y* = y*(x, y) E Z(X) such that 
II~Lk Y) - Y* II = 4 II (x, pfA4 Y))II ). 
By (2.10) we obtain that 
(2.11) 
Now we have 
d,Ax, Y)< IIY-Y*II G b-P&, r)ll + lIJ’&, Y)--y*Il. 
Since (ly-P&x, y)Il =dn(x, y) and by (2.11) the last inequality implies 
that 
d.& Y) G &(x, Y) + 4 II (xv YH 1. 
The other inequality 
d&, Y) G d&, Y) + 4ll(x, YNI) 
can be proved in a similar way using Lipschitzian continuity of Z. This 
proves the implication (ii) =E- (iii). 
Finally suppose that d, is directionally differentiable at (0,O). Then since 
d, is Lipschitzian near (0, 0), the directional derivative a(x, y) = d;3((0,0); 
(x, y)) is Lipschitzian on Xx Y and 
&4x, Y) = ah Y) + 4Il(x, Y)II ). (2.12) 
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Let us define the cone C, 
c= {(x, y): a(x, y)=O}. 
Since a is Lipschitzian and hence continuous, the cone C is closed. We 
show that C is the approximating cone of the set S = gph Q. Consider a 
point (x, JJ)E C. By the definition of C and (2.12) we have &(x, y) = 
o( 11(x, y)ll ). Since d,(x, y) 2 dist((x, y), S), condition (2.2) follows. Now 
consider the distance function 
&(x, Y) = W(x, Y), ‘3. 
In order to prove (2.1) we have to show that for an arbitrary sequence 
{(x,, y,)} c S, t;l&(x,, y,) tends to zero as t, = 11(x,, y,)II + 0. By the 
argument of compactness we can assume that t; l(x,, yn) converges to a 
vector (X, JJ). Since (x,, y,) E gph B we have that &,(x,, y,) = 0 and hence, 
by (2.12), t;la(x,,, yn) tends to zero. Since a is positively homogeneous and 
continuous this implies that a(X, jj) = 0. Consequently (X, jj) E C and thus 
d&Z, jj) = 0. Furthermore, 
‘, 144L Y,) = &(t, 1x,, t, ‘Y,) 
which by continuity of d, implies that 
~,14Ax,, Y,) + d&f, j) = 0. I 
It follows from the proof of Theorem 2.3 that if 52 is pseudo-Lipschitzian 
and tangentially differentiable at (x,, y,,), then the process Z = DsZ(x,, y,) 
is Lipschitzian and the directional derivatives of d, are given by 
44(x0, YO); (u, u)) = dist(u, z(u)). (2.13) 
Now let Q(x) =a, be constant. Then the distance function d, is 
independent of x and is directionally differentiable at ~,EQ, if and only if 
there exists the approximating cone Co to &, at y, (see [16, Theorem 11). 
Therefore in this case D is tangentially differentiable at (x0, y,,), and 
DQ(x,, y,) E Z,, if and only if the approximating cone C, exists. 
One can find a thorough discussion of pseudo-Lipschitzian continuity in 
Rockafellar [ 151. Some existence results for cone approximation are given 
in Robinson [ 13, Corollary 21 and Shapiro [ 16, Section 33. Combined 
with Theorem 2.3 this provides sufficient conditions for directional differen- 
tiability of d, for various constructions of Q. The subject will be discussed 
further in the next section. 
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3. DIRECTIONAL DIFFERENTIABILITY OF METRIC PROJECTIONS 
Consider a multifunction Q(x) and let P, be a corresponding selection 
metric projection. Suppose that Q is tangentially differentiable at 
(x,, y,) E gph Q and Z = DQ(x,, yO). Let us consider the associated point- 
to-set metric projection n,: Xx Y 3 Y, 
nZ(x, y) = {u E Z(x): Ily - 011 = dist(y, C(x))}. 
Since C is positively homogeneous, 17, also is. In the following theorem we 
give, in a sense, sufficient and necessary conditions for directional differen- 
tiability of PG. 
THEOREM 3.1. Suppose that Q is pseudo-Lipschitzian and tangentially 
differentiable at (x,, y,,). Then 
lim diWdxo + tu’, Y, + tu’) - Y,, tn,(u, ~1) = o (3.1) t-o+ t 
(u’. 0’) - cu. u) 
for all (u, u). Conversely, if P, is Lipschitzian near (x0, y,) and is direc- 
tionally differentiable, then 0 is pseudo-Lipschitzian and tangentially 
differentiable. 
Proof: Without loss of generality we can assume that (x0, yo) = (0,O). 
Let R be pseudo-Lipschitzian and Z= DQ(x,, y,). Then as we have shown 
in the proof of Theorem 2.3 there exists a positive constant M such that 
lIP,k YIII G 44 lI(x, Y)ll (3.2) 
for all (x, y) in a neighborhood of (0,O). We have that Z7,(0,0) = (0) and 
hence for (u, u) = (0,O) the identity (3.1) follows from (3.2). Therefore we 
suppose subsequently that (u, u) # (0,O). Consider a sequence {(u,, u,,)} 
converging to (u, u) and t, -+ O+. It follows from (3.2) that the sequence 
{ t;‘P,), with P, = PR(tnu,, t,u,), is bounded and hence by the argument 
of compactness we can assume that this sequence converges to a vector 6. 
Since the distance function dist( ., 17,(u, u)) is continuous it follows that 
t,y ’ dist(P,, t,n,(u, u)) + dist(t7, Z7=(u, 0)). (3.3) 
Furthermore, by the definition of C, i.e., condition (2.3), there exists 
u,* E Z( t,u,) such that 11 P, - u,* )I = o( t,). It follows that t; lo,* + V and since 
C is closed we obtain that VE .X(U). Now we have from Theorem 2.3 that 
dist(y, Q(x)) = dist(y, W)) + o(Il(x, y)II 1. 
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Consequently, 
lItnun - PAI= diNtnun, ~(~4) + o(h). (3.4) 
Since the function d, is positively homogeneous and continuous we obtain 
from (3.4) that 
I(u - ~11 = dist(v, C(U)). 
Together with UE C(u) this implies that VIE nZ(u, u). Therefore the left side 
expression in (3.3) tends to zero and thus (3.1) follows. 
Conversely, if P, is Lipschitzian near (x,,, y,,), then d, is also Lipschit- 
zian and hence 0 is pseudo-Lipschitzian by Proposition 2.1. Moreover, 
directional differentiability of P, implies directional differentiability of da 
and consequently Q is tangentially differentiable by Theorem 2.3. 1 
It follows from (3.1) that if conditions of the first part of Theorem 3.1 
hold and the set 17,(u, u) = {z} is a singleton for some (u, u), then for t > 0, 
PQ(XO + tu, y, + tu) = y, + tz + o(t). (3.5) 
Thus z is the directional derivative of Pa in the direction (u, v). Moreover, 
if fl.& Y) = {PAX, Y)> is single-valued for all (x, y), then (3.1) gives the 
directional derivative uniformly in (u, u), i.e., 
Pf2(xo + 4 Yo + 0) = Yo + p,du, 0) + 4II(% UN 1. (3.6) 
Suppose that the multifunction Q is convex. Then the distance function 
da is convex and hence is locally Lipschitz (e.g., [14, p. 861). Conse- 
quently, Sz is pseudo-Lipschitzian by Proposition 2.1. Moreover, since 
S = gph Sz is convex it has the approximating cone which is given by the 
tangent cone 
C=clu (A(S-z,):A>O}, 
where z. = (x0, yo) E S (cf. [ 161). It follows then from Theorem 2.3 that Q 
is tangentially differentiable and .Z = DsZ(x,, y,) is a convex process deter- 
mined by gph Z = C. If, in addition, the norm is strictly convex, then the 
metric projections PQ and P, are uniquely defined. Consequently, in this 
case Theorem 3.1 implies the following corollary which is an extension of 
the corresponding result for constant multifunction Q(x) = Sz, and convex 
52, [5, 11, 171. 
COROLLARY 3.2. Suppose that the multifunction 52 is conuex and the 
norm is strictly convex. Then Pn is directionally dzfferentiable and equality 
(3.6) holds. 
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Now let us consider an important case where Q is defined by constraints 
Q(x) = { y: g,(x, y) = 0, i = 1, . ..) q; g,(x, y) d 0, i = q + 1) . ..) p 1. 
Suppose that the constraint functions gi, i= 1, . . . . p, are Cl-smooth on 
Xx Y and that the Mangasarian-Fromovitz condition [lo] holds at 
(x0, Yd 
(i) The gradient vectors V, gj(xO, y,), i = 1, . . . . q, are linearly indepen- 
dent. 
(ii) There exists a vector b such that 
bTV, gi(xo, Y,) = 0, i = 1, . . . . q, 
bTy gi(xo, YO) ~0, ie I, 
where I= {j:gi(xO,y,)=O, q+ 1 <j<p}. 
Then it was shown in [ 15, p. 8751 that 52 is pseudo-Lipschitzian at 
(x0, y,). Moreover, the approximating cone C to gph Q exists and is 
given by 
c= ((x,y):xT,g;+yTI,gi=o, i= 1, . . . . q, xT,gi+yT,gi<o, id} 
with all gradients taken at the point (x,,, yO) (Robinson [13, p. 504, 
Corollary 21). It follows that 52 is tangentially differentiable and 
C= DQ(x,, y,) is a convex process, gph C = C. Consequently, if in 
addition the norm is strictly convex, then P, is directionally differentiable 
and (3.6) follows. 
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