Abstract-A novel stochastic system model with multiple Markovian processes for networked control system (NCS) is developed as a two chains Markovian jump linear system. By using an active sampling method, random time delays are reshaped into short time delays which are less than one sampling period such that the structure of the augmented discrete-time model becomes straightforward. Based on Lyapunov approach, sufficient conditions for the stochastic stability of the networked control system are derived and mode-dependent controller is designed in terms of linear matrix inequalities (LMIs) to overcome the adverse influences of stochastic time delays and packet dropouts encountered in network-based distributed real-time control. Gridding approach is introduced to guarantee the solvability of the LMIs with finite jump modes. A numerical example is given to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Networked control systems (NCSs) are distributed feedback control systems closed via a shared band limited digital communication network, which connects sensor nodes, actuator nodes and controller nodes together to exchange information and control signals [1] [2] [3] . Due to the advantages of low installation cost, reduced wiring, easy maintenance and good system flexibility, NCSs have been widely used in manufacturing systems, monitoring system, vehicle highway systems, aircraft systems, teleportation of robots, intelligent control systems of vehicles. Despite lots of advantages the network brings to the control system, potential issues such as network induced time delays and packet dropouts arise that may degrade system performance and even cause system instability [4] [5] [6] .
Many researchers have studied stability criteria and stabilizing controller design method for networked control systems in the presence of network induced delays and packet dropouts. The stability problem of NCSs with short time delays is studied and the constant stabilizing state feedback gain is obtained [7] . Timebased time delay analysis of the NCS is provided to explain how it affects network systems and an adaptive Smith predictor control scheme is designed [8] . A switched system approach was used to study the stability of networked control systems and optimal gain is calculated for stabilizing controller design [9] . Time delay is considered in an independent layer to design a stabilizing controller based on model predictive control approach [10] . Uncertain long-delayed systems are considered and a robust controller is designed on a unique structure [11] . The maximum allowable delay bounds are obtained for the stability of NCSs and are used as the basic parameters for a scheduling method for NCSs [12] . With the development of stochastic control theory, time delays and packet dropouts are considered as stochastic parameters of NCS models in many research works. Time delays are considered as independent distributed random variable [13] . The network-induced random delays are modeled as Markov chains such that the closed-loop system is a jump linear system with one mode [14] [15] [16] [17] . The dropout process is modeled as an identically independently distributed process of NCS [18] . NSCs with packet dropouts are modeled as discrete Markov jump system [19] [20] [21] [22] . It is noticed that time delays and packet dropouts are considered separately in the papers mentioned above. The stochastic stability problem of NCSs is only driven by one Markov chain. So far, the stability synthesis for the NCSs with time delays and packet dropouts as a Markovian jump system with two Markov chains has not been fully investigated.
In this paper, the stochastic stability problem of NCSs with random time delays and packet dropouts is investigated. By considering delay characteristics and dropout process simultaneously, the state-feedback closed-loop NCS is modeled as a discrete-time jump system characterized by two different Markov chains. An active time-varying sampling method [23] is proposed in this paper to make sure time delay always shorter than one sampling period. Based on the Lyapunov stability theory, sufficient conditions for the stochastic stabilization of the NCS with packet loss and timevarying delays are obtained and the mode-dependent stabilizing controller for the closed-loop NCS is designed in the linear matrix inequalities (LMIs) formulation via the Shur complement theory. A "gridding" approach [24] is introduced to obtain the finite combination of time delays and packet dropouts which ensures the feasibility of the constructed LMIs.
The remainder of this paper is organized as follows. In section 2, the description of problem is presented and the NCS model by using active time-varying sampling method is proposed. In section 3, sufficient conditions for stochastic stability of the NCSs are provided and the mode-dependent stabilizing controller is designed in section 4. Simulations and results are present in section 5 and conclusions are given in section 6.
Notation: The notation used throughout the paper is fairly standard.
T
A represents the transpose of matrix A , the notation P > 0 (P < 0) means that P is positive definite (negative definite), I and 0 represent identity matrices and zero matrices with appropriate dimensions, respectively. * denotes the entries of matrices implied by symmetry. We consider the case where sensor nodes, actuator nodes and controller nodes are sharing use of network to exchange data as shown in Fig. 1 . Actuator accepts the digital signal from sensor via some feedback calculated by controller. Data collisions and communication failure will inevitably happen because of limited capacity of transmission channel. Thus, time delays and packet dropouts should be taken into account to design a network controller for NCS. If constant sampling period is adopted, time delays may be shorter or longer than one sampling period which will make NCS modeling more complicated.
In the following, the sampling period will be set time varying to make sure time delay is shorter than one sampling period. In order to achieve this goal, sensor is assumed both time-driven and event-driven. Actuator and controller are event-driven. Suppose time axis is partitioned into equidistant small intervals and the length of each interval is l. Define k t as the kth updating instant of actuator, and assume that total transmission delay from sensor to actuator of the updating signal at the instant k t is k  . Then the next sampling instant can be selected as
where k s is the kth sampling instant,  is the allowable maximum delay from sensor to actuator ( l    , is the bound positive integer of delay), a is a positive integer and 0 a    . Fig. 2 shows the sampling and updating conditions of NCS. if the transmission time of sampled signal at time k s is less than  , the actuator will be updated by the signal and the sensor will be driven to do the next sampling, which is called an effective sampling instant because the signal at this sampling instant is successfully transmitted from sensor to actuator, such as 1 s and 2 s marked in Fig. 2 ; if the signal sampled at time k s has not arrived before the maximal allowable updating time k s   , which means the total transmission delay is out of , the signal will be discarded and the sensor will adopt time-driven mode, such as 3 s marked in Fig. 2 ; if packet dropout happened to the sampled signal, which can be seen as a long delay packet, the time-driven mode will adopted by sensor to do the next sampling, such as Based on the selection principle of sampling instant proposed above, the time delay between sensor and actuator is ensured to be shorter than one sampling interval. Suppose k h as the length of interval between two successive effective sampling instants k i and 1 k i  , which is denoted as effective sampling period at sampling instant k i . Thus, the discrete time representation of (1) can be described as follows
where
. Therefore, from (3) and (4), we can get the following augmented closed-loop system
where ( , ) ( ) ( , )
Remark1: It is important to note that k i in (6) refers to the effective sampling instant. Only packets sampled at that instant successfully transmits from sensor to actuator. Since time varying sampling principle is adopted based on (2), ZOH will be updated only once between two effective sampling instants by control signal. Thus, during any sampling interval, only two control signals will be acted on the plant: In section 2, we defined the allowable maximum delay from sensor to actuator as  . Based on the selection principle of sampling instants proposed above, it can be supposed that as soon as the packet reaches actuator and the time delay is less than , the next sampling event is driven at sensor, and if the time delay is longer than , the packet will be discarded and the sensor will be driven to do the next sampling. Therefore, the bound of 
where , 0, 
The transition probability matrixes are defined by 
Remark2: Random delays and packet dropouts are two independent Markov chains, the value of next state is only related with the value of current state. In other words, if we know the values of time delays k  and packet (5) can be seen as a discrete-time Markovian jump linear system with finite jump modes varying in a finite set which is combined by sets  and  . Let us define a compact set I to denote jump modes of (5) 
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Remark3: By introducing the "gridding" approach, the original time-varying discrete system is transformed into a discrete-time Markovian jump linear system with finite jump modes. Therefore, the stability problem of NCS can be managed with the help of the Markovian jump linear system control theory and the controller gain will be designed to be dependent on k  and k d from the finite sets  and  .
Definition 1: The system (11) 
Then the system (11) is stochastically stable. Proof: Consider the following form of the Lyapunov function:
Then we have
where ( ( ( 1)) 
By Schur complement, (19) is equivalent to ( , ) 0 V m n  , Therefore, the stochastic stability is obtained. This completes the proof.
IV. STOCHASTIC STABILIZING CONTROLLER DESIGN
This part will study the design of stabilizing controller for NCS.
Let us denote the following matrixes: 
Then, system (11) can be rewritten into the following form: 
Therefore, according to Theorem 1, the system (5) ( , ) m n K can be obtained by solving the LMIs directly without any transformation. The obtained controller gains are mode-dependent which is determined by time delay and packet dropout of that sampling period.
V. NUMERICAL EXAMPLE
To illustrate the effectiveness of the proposed methods for stochastic stability problem of NCS, simulation results are presented in this section. Consider the following system
where u is the control input for the continuous-time linear plant. According to the driven mode and active time-varying sampling method proposed in this paper, the value of the state feedback controller for discrete-time plant during one effective sampling period should be , and their transition probability matrices are given by The state trajectories of NCS with the feedback control law proposed in this paper. It can be seen that the networked control system is stochastically stable even if there exist time delays and packet dropouts.
VI. CONCLUSIONS
This paper studies the stability problem of networked control system by modeling the random time delays and packet dropouts as two Markov chains. Active time varying sampling period strategy is proposed to make sure the time delay between sensor and actuator is shorter than one sampling interval, which conducts the closedloop NCS as a Markovian jump linear system. Sufficient conditions of stochastic stability for the jump linear systems are given in terms of a set of LMIs. To solve the LMIs for obtaining feedback gains, the "gridding approach" is adopted to guarantee the LMIs set for the jump linear system with finite jump modes. It is shown the state feedback gain is mode-dependent. Numerical examples illustrate the effectiveness of the proposed strategy for the stochastic stabilizing controller over NCS. 
