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Abstract
Ultrasound wave propagation in a nonhomogeneous linearly elastic layer of constant
thickness is considered. The resonances for the corresponding acoustic propagator are
studied. It is shown that the distribution of the resonances depends on the smoothness
of the coefficients. Namely, if the coefficients have jump discontinuities at the bound-
aries, then the resonances are asymptotically distributed along a straight line parallel to
the real axis on the unphysical sheet of the complex frequency plane. In the contrary, if
the coefficients are continuous, then it is shown that the resonances are asymptotically
distributed along a logarithmic curve. The spacing between two successive resonances
turns out to be sensitive to articular cartilage degeneration. The application of the
obtained results to ultrasound testing of articular cartilage is discussed.
Keywords: Acoustic propagator, resonances, Jost solutions, ultrasound testing, ar-
ticular cartilage
1 Introduction
Development of minimally invasive measurement techniques for assessing the viability of
articular cartilage and determining its physical and biomechanical properties is a problem of
sound practical importance in surgery. Articular cartilage is a complex heterogeneous tissue
with a sophisticated internal architecture exhibiting nonlinear and non-elastic behavior under
mechanical loading and physical influence. Motivated by the need for detecting the early-
stage degeneration of articular cartilage, a number of studies in the past two decades have
reported on the use of an ultrasound technique for the quantitative evaluation of structural
and functional properties of articular cartilage [1, 3].
While a constant ultrasound speed was assumed in the majority of theoretical studies
[14, 8], it is well-known that the physical and biomechanical properties of articular cartilage
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vary significantly across the thickness of the cartilage layer. Heterogeneous structural and
compositional properties along the thickness cause the variation of the ultrasound speed
in articular cartilage. The depth dependence of the ultrasound speed in articular cartilage
was experimentally demonstrated in the study [1] on the propagation of ultrasound through
various sections of articular cartilage at different depths. Moreover, it was suggested [11]
that the depth dependence and anisotropy of the ultrasound speed in articular cartilage
should be taken into account for using ultrasound in articular cartilage measurement.
From a mathematical point of view, the problem of ultrasound wave propagation in a
one-dimensional medium is related to the scattering problem for the acoustic propagator
[16]. Reflection of acoustic plane waves from a continuously stratified layer was studied in
a number of papers [13, 15]. In the present study, following [5], we consider the resonance
spectrum. The resonances (scattering poles) were studied in [12] from a physicists point of
view. For an introduction to the mathematical theory of resonances see the review paper
[17].
It is well known [12] that the resonances are associated to the peaks of the reflection
coefficient. That is why, it is important to have a clear understanding of the resonance
distribution at high frequencies. Based on the asymptotic analysis, we show that the location
of the resonances can be useful in developing ultrasound technique for assessment of articular
cartilage degeneration.
2 Physical problem formulation
Consider an incident plane acoustic pressure wave of unit amplitude, propagating in the
positive z direction in a uniform fluid medium with density ρ0 and sound speed c0,
p
(0)
inc(z, t) = e
ik0ze−iωt, (1)
where k0 = ω/c0 is the acoustic wavenumber.
The acoustic pressure in the upper medium satisfies the wave equation
∂2p(0)
∂z2
(z, t)− 1
c20
∂2p(0)
∂t2
(z, t) = 0, z ∈ (−∞, 0). (2)
We assume that the incident acoustic wave coming from the half-space z < 0 illuminates
the surface z = 0 of a continuously stratified elastic layer of thickness h, whose density
ρ(z) and Lame´’s elastic constants λ(z) and µ(z) vary continuously with depth, while the
bottom surface of the layer z = h is firmly attached to a homogeneous, isotropic and elastic
half-space z > h.
The vertical displacement functions u3(z, t) and u
(1)
3 (z, t) of the stratified elastic layer
(0 < z < h) and the homogeneous elastic half-space (z > h), respectively, satisfy the
following differential equations:
∂
∂z
(
χ(z)
∂u3
∂z
(z, t)
)
= ρ(z)
∂2u3
∂t2
(z, t), z ∈ (0, h), (3)
2
∂2u
(1)
3
∂z2
(z, t)− 1
c21
∂2u
(1)
3
∂t2
(z, t) = 0, z ∈ (h,+∞). (4)
Here, χ(z) = λ(z) + 2µ(z) is the so-called aggregate elastic modulus of the layer, c21 =
(λ1 + 2µ1)/ρ1 with ρ1 and λ1, µ1 being the density and Lame´’s elastic constants of the
half-space z > h.
At the solid-solid interface z = h, the following boundary conditions take place:
u3(h, t) = u
(1)
3 (h, t), (5)
χ(h)
∂u3
∂z
(h, t) = (λ1 + 2µ1)
∂u
(1)
3
∂z
(h, t). (6)
At the fluid-solid interface z = 0, the following boundary conditions should be satisfied:
u
(0)
3 (0, t) = u3(0, t), (7)
− p(0)(0, t) = χ(0)∂u3
∂z
(0, t). (8)
Here, u
(0)
3 (z, t) is the vertical displacement function in the upper medium, which is related
to the acoustic pressure through the equation
∂2u
(0)
3
∂t2
(z, t) +
1
ρ0
∂p(0)
∂z
(z, t) = 0, z ∈ (−∞, 0). (9)
In what follows we assume that the time dependance of the solution to the problem
(1) – (9) is assumed to be of the form exp(−iωt).
3 Resonances for the acoustic propagator
The physical problem (1) – (9) formulated in the previous section can be reduced to the
following spectral problem:
− 1
ρ(z)
d
dz
(
χ(z)
dU
dz
(z)
)
= ω2U(z). (10)
Here, ρ(z) and χ(z) are real positive piecewise smooth functions with discontinuities at the
ends of the interval (0, h) such that
χ(z) =
{
χ0, z < 0
χ1, z > h
, ρ(z) =
{
ρ0, z < 0
ρ1, z > h
,
where χ0, χ1 and ρ0, ρ1 are positive constants. Note that ω in equation (10) is now allowed
to be a complex number.
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Let us also introduce the following notation:
c(z) =
√
χ(z)
ρ(z)
, c0 =
√
χ0
ρ0
, c1 =
√
χ1
ρ1
, m(z) =
√
c(z)
χ(z)
, m0 =
√
c0
χ0
, m1 =
√
c1
χ1
.
We are looking for continuous solutions U(z) to equation (10) satisfying the following
conditions:
χ0
dU
dz
(0−) = χ−dU
dz
(0+), χ+
dU
dz
(h−) = χ1dU
dz
(h+).
Here, χ− and χ+ are the limit values of χ(z) as z → 0+ and z → h−, respectively.
Following the standard approach [7], we introduce the Jost solutions f±(ω, z) to equa-
tion (10) such that
f−(ω, z) = exp
(
−iωz
c0
)
, z < 0, f+(ω, z) = exp
(iωz
c1
)
, z > h.
The resonances (scattering poles) are the complex roots of the generalized Wronskian
{f−, f+} considered on the unphysical sheet Imω < 0 of the complex frequency plane (see
[7], [?]). The Wronskian is defined as follows:
{f−, f+} =
∣∣∣∣∣∣
f−(ω, z) f+(ω, z)
χ(z)
df−
dz
(ω, z) χ(z)
df+
dz
(ω, z)
∣∣∣∣∣∣ .
We apply an asymptotic method in the limit situation as |ω| → ∞. In order to con-
struct the Jost solution f+(ω, z), we make use of the Liouville transformation to reduce
equation (10) on the interval (0, h) to the Schro¨dinger form. After that we reformulate
the differential equation in the form of Volterra integral equation taking into account the
boundary conditions at the right end of the interval (0, h).
An asymptotic representation for f+(ω, z) is obtained by the method of successive itera-
tions. Since the Wronskian {f−, f+} is independent of z and is a function of ω only, we can
evaluate {f−, f+} at the left end of the interval (0, h), taking into account the corresponding
boundary conditions. As a result, we obtain the asymptotic expansion of the resonances in
powers of ω.
4 Formulation of the main results
Let us denote
τ =
∫ h
0
dz
c(z)
. (11)
Theorem 1. The resonances for the acoustic propagator (10) are given by the following
asymptotic formulas in the leading order, as |ω| → ∞:
i) If m+ 6= m1 and m− 6= m0 (discontinuity of the coefficients χ(z), ρ(z)), then
ωn ≃ − i
2τ
ln Ξ +
πn
τ
, n ∈ Z, |n| → ∞, (12)
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where
Ξ =
(m20 +m
2
−
)(m21 +m
2
+)
(m20 −m2−)(m21 −m2+)
.
ii) If m+ = m1, m− = m0, m
′
+ 6= 0, m′− 6= 0 (discontinuity of the derivative of the
coefficients χ(z), ρ(z)), then
ωn ≃ πn
τ
− i
(
ln |2πn|
τ
− ln τ
√
Θ
τ
)
, n ∈ Z, |n| → ∞, (13)
where Θ = m0m1χ0χ−m
′
−
m′+.
iii) If m+ ≡ m(h−) = m1, m− ≡ m(0+) = m0, m′+ = m′− = 0, m′′+ ·m′′− > 0 (disconti-
nuity of the second derivative of the coefficients χ(z), ρ(z)), then
ωn ≃ πn
τ
− i
(
2
τ
ln |2πn| − ln τ
2
√
V (y−)V (y+)
τ
)
, n ∈ Z, |n| → ∞, (14)
where
V (y+) = − c
2
1
m1
m′′+, V (y−) = −
c20
m0
m′′
−
.
We prove the Theorem in Section 5.
Remarks. 1) Note that in the case i) of discontinuous coefficients, the resonances ωn are
asymptotically distributed along the string parallel to the real axis on the complex half-plane
Imω < 0 (see formula (12)), while for the continuous coefficients in cases ii) and iii), the
resonances ωn are asymptotically distributed along the logarithmic curve with Imωn → −∞.
This behavior is typical for the Schro¨dinger operators with smooth potentials on the line or
even more generally for non-trapping n−dimensional scattering (see [17]).
2) It is to note that formula (12) assumes the inequality Ξ > 0. The analogous result
holds true also in the case Ξ < 0, see (21).
3) As it was proven by Grinberg [4], the function
√
ρχ ≡ χ
c
=
1
m2
is uniquely defined by its reflection coefficient R− and the constant
√
ρ1χ1 ≡ χ1
c1
=
1
m21
.
In the same articles is shown how to extract some information on the ruptures of the functions
ρ, λ, µ (the Lame´ coefficients) from the asymptotics of the reflection coefficients only.
5 Calculation of resonances
In this section we prove Theorem 1. Instead of the interval (0, h) it is more convenient for us
to consider the symmetric interval (−h/2, h/2). The correspondence between two situations
is straightforward.
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5.1 Discontinuous coefficients
Here we prove formula (12). We rewrite equation (10) using the functions c and χ as follows:
− c
2(z)
χ(z)
d
dz
(
χ(z)
dU
dz
(z)
)
= ω2U(z). (15)
In the interval (−h/2, h/2), where the coefficients c and χ are smooth, we apply the Liouville
transform (see [2])
y =
∫ z
0
1
c(ξ)
dξ, ϕ(ω, y) =
√
χ(z)
c(z)
U(ω, z) =
1
m
U(ω, z).
Then, equation (15) is transformed to the Schro¨dinger equation
− d
2ϕ
dy2
+ V (y)ϕ = ω2ϕ (16)
with the potential
V (y) = − 1
m
{
c2χ′
χ
m′ + c2m′′
}
.
Let us introduce the notation
y− = −
∫ 0
−h/2
dξ
c(ξ)
, y+ =
∫ h/2
0
dξ
c(ξ)
, τ := y+ − y− =
∫ h/2
−h/2
dξ
c(ξ)
.
Note the difference of this definition of τ from that in (11) which is due to our choice of the
symmetrical interval (−h/2, h/2).
We extend the function y(z) from (−h/2, h/2) into R by continuity as follows:
y(z) =


y− +
1
c0
(
z + h
2
)
for z 6 −h/2,
∫ z
0
1
c(ξ)
dξ for z ∈ (−h/2, h/2),
y+ +
1
c1
(
z − h
2
)
for z > h/2.
The potential V (y) vanishes outside the interval [y−, y+]. Using the relation y
′(z) = c−1(z),
we get
dU(z)
dz
= m′(z)ϕ(y) +
m(z)
c(z)
dϕ
dy
.
We consider the boundary conditions at y−
U(−h
2
+) = U(−h
2
−) ⇔ m0ϕ(y−−) = m−ϕ(y−+),
χ0
dU
dz
(−h
2
−) = χ−dU
dz
(−h
2
+) ⇔ χ0m0
c0
dϕ
dy
(y−−)− χ−m′−
m0
m−
ϕ(y−−) = χ−m−
c−
dϕ
dy
(y−+).
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At y+, we get
U(
h
2
−) = U(h
2
+) ⇔ m+ϕ(y+−) = m1ϕ(y++),
χ+
dU
dz
(
h
2
−) = χ1dU
dz
(
h
2
+) ⇔ χ+m+
c+
dϕ
dy
(y+−) = χ1m1
c1
dϕ
dy
(y++)− χ+m′+
m1
m+
ϕ(y++).
For z < −h/2, we use f−(ω, z) = exp
(
−iωz
c0
)
, z = c0(y − y−)− h/2, and get
ϕ−(y) =
1
m0
f−
(
c0(y − y−)− h
2
)
=
1
m0
exp
(
−iω
(
y − y− − h
2c0
))
,
dϕ−(y)
dy
=
−iω
m0
exp
(
−iω
(
y − y− − h
2c0
))
.
For z > h/2, we use f+(ω, z) = exp
(iωz
c1
)
, z = c1(y − y+) + h/2, and obtain
ϕ+(y) =
1
m1
f+
(
c1(y − y+) + h
2
)
=
1
m1
exp
(
iω
(
h
2c1
− y+
))
exp (iωy),
dϕ+(y)
dy
=
iω
m1
f+
(
c1(y − y+) + h
2
)
=
iω
m1
exp
(
iω
(
h
2c1
− y+
))
exp (iωy).
Now we construct the function
1
m(z)
f+(ω, z) = ϕ+(ω, y), y ∈ (y−, y+), satisfying the follow-
ing boundary conditions at y+ :
m+ϕ
+(y+−) = exp
(
iω
h
2c1
)
,
χ+
m+
c+
dϕ+
dy
(y+−) =
(
χ1
iω
c1
− χ+
m′+
m+
)
exp
(
iω
h
2c1
)
.
Note that χ+
m+
c+
= 1
m+
, χ1
c1
= 1
m2
1
. Now we will have
ϕ+(y+−) = 1
m+
exp
(
iω
h
2c1
)
, (17)
dϕ+
dy
(y+−) = m+
(
iω
m21
− χ+m
′
+
m+
)
exp
(
iω
h
2c1
)
. (18)
Further, let us construct the general solution to equation (16) for y ∈ (y−, y+) considering
the function V˜ = V ϕ to be a known function
ϕ =
1
2iω
∫ y
y+
(
e−iω(η−y) − eiω(η−y)) V˜ (η)dη + C1e−iωy + C2eiωy,
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where C1, C2 are obtained using the boundary conditions (17), (18). As a result, we get
C1 = N1 exp
(
iω
(
y+ +
h
2c1
))
, C2 = N2 exp
(
−iω
(
y+ − h
2c1
))
,
where
N1 =
1
2
{
1
m+
−m+
(
1
m21
− χ+m
′
+
iωm+
)}
, N2 =
1
2
{
1
m+
+m+
(
1
m21
− χ+m
′
+
iωm+
)}
. (19)
Now, we introduce a new unknown function X = e
−iω
(
y−y++
h
2c1
)
ϕ by solving the integral
equation
X = N1e
i2ω(y+−y) +N2 +
1
2iω
∫ y
y+
(
1− e2iω(η−y))V (η)X(η)dη, y ∈ (y−, y+),
where N1, N2 are given in (19).
Then, at the left endpoint of the interval [y−, y+], we obtain
X(y−) = N1e
i2ω(y+−y−) +N2 − 1
2iω
∫ y+
y
−
(
1− e2iω(η−y−))V (η)X(η)dη. (20)
For Imω > 0, it follows |X| < const (see [7]). Now let Imω < 0. The first iteration of
(20) gives
X(y−) = e
−iω
(
y
−
−y++
h
2c1
)
ϕ(y−)
= N1e
i2ω(y+−y−) +N2 −− 1
2iω
∫ y+
y
−
(
1− e2iω(η−y−)) V (η) (N1ei2ω(y+−η) +N2)
+O (|ω|−3e−2(Im ω)−τ) .
By integrating by parts in the integral and putting V0 =
∫ y+
y
−
V (η)dη, we get
X(y−) = e
−iω
(
y
−
−y++
h
2c1
)
ϕ(y−) =
N1e
i2ω(y+−y−) +N2 +
1
2iω
N1e
i2ω(y+−y−)V0 − 1
(2iω)2
ei2ω(y+−y−)(N1V (y−)−N2V (y+))
− 1
2iω
N2V0 +
1
(2iω)2
(N1V (y+)−N2V (y−)) +O
(|ω|−3e−2(Im ω)−τ)
and, consequently,
ϕ(y−) =
(
N1 +N1
V0
2iω
− 1
(2iω)2
(N1V (y−)−N2V (y+))
)
e
iω
(
y+−y−+
h
2c1
)
+
(
N2 − 1
2iω
N2V0 +
1
(2iω)2
(N1V (y+)−N2V (y−))
)
e
iω
(
y
−
−y++
h
2c1
)
+O
(
|ω|−3e−(Im ω)−(τ+ 12 τ1)
)
.
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Now, we obtain in the leading order as |ω| → ∞
dX
dy
=N1(−i2ω)ei2ω(y+−y) +
∫ y
y+
e2iω(η−y)V (η)X(η)dη
=N1(−i2ω)ei2ω(y+−y) −
∫ y+
y
e2iω(η−y)V (η)
(
N1e
i2ω(y+−η) +N2
)
dη + . . .
and
dX
dy
(y−) = N1(−i2ω)ei2ω(y+−y−) −
∫ y+
y
−
e2iω(η−y−)V (η)
(
N1e
i2ω(y+−η) +N2
)
dη + . . . .
Using the relations
ϕ = e
iω
(
y−y++
h
2c1
)
X,
dϕ
dy
= e
iω
(
y−y++
h
2c1
)(
iωX +
dX
dy
)
,
we get
dϕ
dy
(y−) =e
iω
(
y
−
−y++
h
2c1
)(
−iωN1ei2ω(y+−y−) + iωN2 − 1
2
N1V0e
2iω(y+−y−) − 1
2
N2V0
−1
2
∫ y+
y
−
e2iω(η−y−)V (η)N2dη − 1
2
∫ y+
y
−
e2iω(y+−η)V (η)N1dη
)
+ . . . .
By integrating by parts we find
dϕ
dy
(y−) =e
iω
(
y+−y−+
h
2c1
)(
−iωN1 − 1
2
N1V0 − 1
2
V (y+)N2
2iω
+
1
2
V (y−)N1
2iω
)
+e
iω
(
y
−
−y++
h
2c1
)(
iωN2 − 1
2
N2V0 +
1
2
V (y−)N2
2iω
− 1
2
V (y+)N1
2iω
)
+ . . . .
Now we consider the Wronskian
{f−, f+}(−h/2) =
∣∣∣∣∣ e
iω h
2c0 m−ϕ
+(y−)
−χ0 iωc0 e
iω h
2c0 χ−m
′
−
(y−)ϕ
+(y−) + χ−
m
−
c
−
dϕ+
dy
(y−)
∣∣∣∣∣ .
Keeping only the coefficients not vanishing as |ω| → ∞, we arrive at the asymptotic formula
χ−m
′
−
(y−)ϕ
+(y−) + χ−
m−
c−
dϕ+
dy
(y−) ⋍
e
iω
(
y+−y−+
h
2c1
){
χ−
m−
c−
(−iω)N1 + χ−N1
(
m′
−
− 1
2
m−
c−
V0
)}
+ e
iω
(
y
−
−y++
h
2c1
){
χ−
m−
c−
(iω)N2 + χ−N2
(
m′
−
− 1
2
m−
c−
V0
)}
.
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Correspondingly, for the Wronskian we have
{f−, f+}(−h/2) ⋍
e
iω
(
y+−y−+
h
2c1
+ h
2c0
){
iωm−N1
[
−χ−
c−
+
χ0
c0
]
+ χ−N1
(
m′
−
− 1
2
m−
c−
V0
)
+ χ0
m−N1
2c0
V0
}
+e
iω
(
y
−
−y++
h
2c1
+ h
2c0
){
iωm−N2
[
χ−
c−
+
χ0
c0
]
+ χ−N2
(
m′
−
− 1
2
m−
c−
V0
)
− χ0m−N2
2c0
V0
}
.
In the leading order we obtain
{f−, f+} ⋍ iω
2
m−m+e
iω h
2
(
1
c1
+ 1
c0
){
eiωτ
(
1
m2+
− 1
m21
)(
− 1
m2−
+
1
m20
)
+e−iωτ
(
1
m2+
+
1
m21
)(
1
m2−
+
1
m20
)}
.
Now we pass to calculation of the resonances. Setting the Wronskian equal to zero, we
get in the leading order
e2iω(y+−y−) =
N2
(
χ
−
c
−
+ χ0
c0
)
N1
(
χ
−
c
−
− χ0
c0
) =
(
1 +
(
m+
m1
)2)(
1 +
(
m
−
m0
)2)
(
1−
(
m+
m1
)2)(
1−
(
m
−
m0
)2)
=
(m20 +m
2
−
)(m21 +m
2
+)
(m20 −m2−)(m21 −m2+)
=: Ξ.
Recall the notation
τ := y+ − y− =
∫ h/2
0
dξ
c(ξ)
+
∫ 0
−h/2
dξ
c(ξ)
=
∫ h/2
−h/2
dξ
c(ξ)
.
We have |Ξ| > 1. If Ξ > 1, then
ωn ⋍ −i ln Ξ
2τ
+
πn
τ
, ν ∈ Z, |n| → ∞.
If Ξ < −1, then
ωn ⋍ −i ln(−Ξ)
2τ
+
π
2τ
+
πn
τ
, ν ∈ Z, |n| → ∞. (21)
The proof of (12) in Theorem 1 is finished.
Remark. Note that from our calculations it follows the asymptotic representation of the
Jost function at y = y− in the leading order as |ω| → ∞,
f+(ω,−h/2) =m−ϕ+(y−) ⋍ eiω
(
y+−y−+
h
2c1
){
m−N1 +m−N1
V0
2iω
}
+ e
iω
(
y
−
−y++
h
2c1
){
m−N2 −m−N2 V0
2iω
}
. (22)
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If χ ≡ 1, then equation (15) is reduced to −c2U ′′ = ω2U and, as in (22), we get for
−π/2 6 arg ω 6 −ǫ < 0,
f+(ω, z) =
√
c(z)
2
e
iω h
2c1
{
eiω
∫ h/2
z
c−1(s)ds
(
1√
c+
−√c+
)
+ e−iω
∫ h/2
z c
−1(s)ds
(
1√
c+
+
√
c+
)}
(1 + o(1)).
This formula was earlier obtained by Pekker (Shubov) (in [9], page 159).
5.2 Continuous coefficients
Proof of (13). Suppose that
m+ = m1, m− = m0 m
′
+ 6= 0, m′− 6= 0.
Then
N1 =
1
2
χ+m
′
+
iω
, N2 =
1
m+
− 1
2
χ+m
′
+
iω
,
and as before we get in the leading order as |ω| → ∞
{f−, f+} ≃ 2iω
m0m+
eiω(
1
2
(τ0+τ1))
(
eiωτ
1
(2iω)2
m0m1χ0χ1m
′
−
m′+ + e
−iωτ
)
≃ eiω(τ+ 12 (τ0+τ1)) 1
2iω
χ−χ+m
′
−
m′+ + e
iω(−τ+ 12 (τ0+τ1))
(
2iω
m0m+
)
.
Then we get that the resonances are asymptotically close to the solutions of the equation
e2iωτ
(2iω)2
Θ+ 1 = 0, Θ = m0m1χ0χ−m
′
−
m′+,
and in the leading order as |ω| → ∞ are given by
ωn ≃ πn
τ
− i
(
ln |2πn|
τ
− ln τ
√
Θ
τ
)
, n ∈ Z, |n| → ∞.
Proof of (14). Suppose
m+ = m1, m− = m0, m
′
+ = m
′
−
= 0, m′′+ 6= 0, m′′− 6= 0.
Then N1 = 0, N2 =
1
m1
.
Note the following general relations
{f−, f+} = 1
m0m1
eiω(−τ+
1
2
(τ0+τ1))
(
2iωm1X(y−) +m1
dX
dy
(y−)
)
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and
2iωm1X(y−) +m1
dX
dy
(y−) =
(
e2iω(y−y−)m1X(y)
)′
(y−).
By straightforward calculations we obtain
m1e
2iω(y−y
−
)X(y) = ei2ω(y−y−) +
1
2iω
∫ y
y+
(
ei2ω(y−y−) − ei2ω(η−y−))V (η)m1X(η)dη
and (
e2iω(y−y−)m1X(y)
)′
(y−) = i2ω +
∫ y
−
y+
V (η)m1X(η)dη.
Thus, we get in the leading order
(
e2iω(y−y−)m1X(y)
)′
(y−) ≃ i2ω − V0 + 1
2iω
∫ y
−
y+
V (η)
∫ η
y+
(
1− e2iω(η2−η))V (η2)dη2dη
≃i2ω − V0 + 1
2iω
∫ y
−
y+
V (η)
∫ η
y+
V (η2)dη2dη − 1
(2iω)2
∫ y
−
y+
V 2(η)dη
+
1
(2iω)2
∫ y
−
y+
V (η)e2iω(y+−η)V (y+)dη
≃i2ω − V0 − 1
(2iω)2
∫ y+
y
−
V (η)e2iω(y+−η)V (y+)dη ≃ i2ω − V0 − V (y−)V (y+)
(2iω)3
e2iωτ .
Therefore, we get
{f−, f+} ≃ 1
m0m1
eiω(−τ+
1
2
(τ0+τ1))
(
i2ω − V0 − V (y−)V (y+)
(2iω)3
e2iωτ
)
.
The resonances are asymptotically close to the solutions of the equation
e2iωτ
V (y−)V (y+)
(2iω)4
− 1 = 0
and are given in the leading order by the asymptotic formula
ωn ≃ πn
τ
− i
(
2
τ
ln |2πn| − ln τ
2
√
V (y−)V (y+)
τ
)
, n ∈ Z, |n| → ∞,
where
V (y+) = − c
2
1
m1
m′′(h/2−), V (y−) = − c
2
0
m0
m′′(−h/2+)
and V (y−)V (y+) > 0.
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6 Discussion
First of all, observe that the parameter τ introduced by equation (11) has the dimension
of time and is interpreted as the time needed for the ultrasound wave to pass through the
articular cartilage thickness.
In ultrasound experiments, one can observe the Breit–Wigner peaks on the profile of the
scattering phase
σ(ω) =
1
2πi
log detS(ω),
where S is the scattering matrix. These peaks are produced by the resonances ωn on the
complex plane located in the neighborhood of the real axis. We have the Breit-Wigner
formula for an isolated resonance ωn :
σ′(ω) ≃ −1
π
Imωn
|ω − ωn|2 , ω ≃ Reωn. (23)
The asymptotic formula (12) gives approximate locations for these resonances. Accord-
ing to equation (12), the distance between the resonances measured along the real axis is
asymptotically close to π/τ .
Thus, from the experimentally observable distance ∆ω between two successive peaks for
the reflection coefficient, we can estimate the characteristic time τ as follows:
τ ≈ π
∆ω
.
We note that the Breit-Wigner formula (23) is not really rigorous without further parameters
(such as the semiclassical parameter) since we do not know the size of the contribution of
the other terms (see [10]).
Finally, from the mean value theorem for integrals, it follows that
τ =
h
c(z∗)
,
where z∗ is some point in the interval (0, h).
It is known [6] that for some type of degeneration of articular cartilage, the cartilage
thickness increases, while its elastic modulus decreases. So, the characteristic parameter τ
will increase with the degeneration. In other words, the degeneration of articular cartilage
will increase the spacing between the resonances. This fact can be useful in developing
laboratory tests for assessing articular cartilage viability.
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