Abstract-This paper presents the design and stability analysis of a sampled-data neural-network-based control system. A continuous-time nonlinear plant and a sampled-data three-layer fully connected feedforward neural-network-based controller are connected in a closed loop to perform the control task. Stability conditions will be derived to guarantee the closed-loop system stability. Linear-matrix-inequality-and genetic-algorithm-based approaches will be employed to obtain the largest sampling period and the connection weights of the neural network subject to the considerations of the system stability and performance. An application example will be given to illustrate the design procedure and effectiveness of the proposed approach.
the online estimated parameter values. The estimation error is a potential cause of the closed-loop system instability. To handle the effect of the estimation error to the system stability, adaptive neural-network-based controllers [6] , [7] with switching control signals were proposed. However, the switching signals will introduce an undesired chattering effect to the system. In [8] and [9] , adaptive neural networks combined with some conventional controllers were proposed. In most of these approaches, the use of the neural networks was mainly for modeling the nonlinearity of the plants. Other control schemes were then employed to achieve the system stability. In summary, the system stability was mostly achieved by the adaptive and/or sliding mode control techniques in these approaches, but not by the neural network itself. When the network parameters are online changing according to some adaptive laws, it will increase the computational demand, structural complexity, and implementation cost of the neural-network-based controller. In [10] [11] [12] , stability conditions have been derived for a class of neural-network-based control systems with a feedforward multilayer-perceptron (MLP) neural network. The derived stability conditions were for checking the stability of the neuralnetwork-based control systems. However, the ways for finding the network parameters and optimizing the system performance were ignored. These are in fact two important issues for putting the neural-network-based controller into practice.
In most of the published work, the investigations were based on purely continuous-time or discrete-time neural-networkbased control systems; the sampled-data neural-network-based control systems are seldom considered. To investigate the system stability, the sampled-data systems can be regarded as systems with time-varying delays [13] [14] [15] [16] . In this paper, sampled-data TLFCFFNN-based control systems subject to parameter uncertainties will be studied. The nonlinearity of the plant needs to be considered during the design of the sampleddata TLFCFFNN-based controller. Furthermore, the control signals are kept constant during the sampling period and cannot be changed to deal with the nonlinearity of the plant. These characteristics make the analysis and design more difficult and complex. In this paper, stability conditions will be derived to guarantee the stability of the sampled-data TLFCFFNN-based control systems using the Lyapunov-based approach. The finding of the largest sampling period and the connection weights of the TLFCFFNN-based controllers and the optimization of the system performance subject to the system stability will be formulated as a generalized eigenvalue minimization problem (GEVP) [17] and a genetic algorithm (GA) [18] minimization problem, respectively. 
II. NONLINEAR SYSTEM AND NEURAL-NETWORK-BASED CONTROLLER
A TLFCFFNN-based control system as shown in Fig. 1 consists of a continuous-time nonlinear system and a TLFCFFNNbased controller. Referring to this figure, the sampled-data TLFCFFNN-based controller is formed by a sampler with sampling period h, a discrete-time TLFCFFNN-based controller, and a zero-order-hold (ZOH) unit. With this control framework, the development and implementation costs may be reduced as the sampled-data TLFCFFNN-based controller can easily be realized by a microcomputer.
A. Nonlinear Plant
The continuous-time nonlinear plant to be controlled is of the following form:ẋ
where
T ∈ m×1 is the input vector; and f (·) denotes a nonlinear function with known form. The nonlinear plant of (1) can be written in the following form [22] , [23] :
where A i ∈ n×n and B i ∈ n×m are the constant system and input matrices, respectively; p is a nonzero positive integer; and w i (x(t)) has the following properties:
Remark 1: Based on the assumption that the nonlinear plant can be represented in the general form of (1), there are two ways to obtain the system model in the form of (2) for the nonlinear plant, namely: 1) by system identification techniques [22] based on the input-output data and 2) by mathematical derivation [23] if the nonlinear plant can be represented asẋ(t) = A(x(t))x(t) + B(x(t))u(t), where A(x(t)) and B(x(t)) are the system and input matrices of the nonlinear plant, respectively. It is assumed in the second method that the form of the mathematical model is known. Notice that the value of w i (x(t)) is unknown if the nonlinear plant is subject to parameter uncertainties.
B. Sampled-Data Three-Layer Fully Connected Feedforward Neural-Network-Based Controller
A traditional multiple-input-multiple-output discrete-time TLFCFFNN [19] is shown in Fig. 2 . Its input-output relationship is given by
where t γ = γh, γ = 0, 1, 2, . . . , ∞, denotes a time instant; h = t γ+1 − t γ denotes the constant sampling period; m j,i denotes the connection weight between the jth hidden node and the ith input node; g k,j denotes the connection weight between the kth output node and the jth hidden node; b j denotes the bias for the jth hidden node; t f (·) denotes the activation function; n h denotes the number of hidden nodes; n out denotes the number of output nodes;
T denotes the sampled system state vector at time instant t γ . The sampled-data TLFCFFNN-based controller for the nonlinear system of (2), with n out = mn, is defined as u(t), as in (5) shown at the bottom of the next page.
It should be noted that u(t) = u(t γ ), which holds constant value by the ZOH unit during t γ < t ≤ t γ+1 . From (4) and (5), we have
which exhibits the property that
at any time so as to satisfy the property of (8) .
Remark 2: Referring to (2), the dynamical behavior of the nonlinear plant is characterized by w i (x(t)), A i , and B i . A sampled-data TLFCFFNN-based controller is proposed to stabilize the nonlinear plant. As the control action of the sampled-data TLFCFFNN-based controller is mainly governed by the parameters of the neural network, i.e., m j,i and g k,j , its stabilizability is governed by the network parameters. In the following sections, the design of the network parameters based on the nonlinear plant's parameters will be formulated as a linear-matrix inequality (LMI) problem under the consideration of system stability. It will be shown later on that the network parameter g k,j mainly determines the system stability. Their values will be designed based on the nonlinear plant's parameters A i and B i . The network parameter m j,i , on the other hand, only affects the closed-loop system performance. Their values will be determined using GA to optimize the system performance.
C. Sampled-Data TLFCFFNN-Based Control Systems
A sampled-data TLFCFFNN-based control system as shown in Fig. 1 is formed by connecting the continuous-time nonlinear system of (2) and the sampled-data TLFCFFNN-based controller of (6) in closed loop. In the following, w i (x(t)) and m j (x(t γ )) are written as w i and m j , respectively, for simplicity. Let τ (t) = t − t γ ≤ h for t γ < t ≤ t γ+1 , from (2) and (6) and the property that
III. STABILITY AND DESIGN OF SAMPLED-DATA TLFCFFNN-BASED CONTROL SYSTEMS
The stability, design, and performance optimization of the sampled-data TLFCFFNN-based control system of (9) will be investigated in this section.
A. Stability Analysis and Maximum Sampling Period
The solution to 1) the stability conditions in terms of LMIs [17] , 2) the connection weights of the TLFCFFNN, and 3) the maximum sampling period can be determined by solving the GEVP stated in the following theorem.
Theorem 1: The sampled-data TLFCFFNN-based control system of (9) formed by the continuous-time nonlinear system in the form of (2) and the sampled-data TLFCFFNN-based controller of (6) is guaranteed to be asymptotically stable if there exist matrices
. . , n h , such that the LMIs given at the bottom of the page are satisfied, 1 . The largest sampling period h is obtained by solving the following GEVP:
subject to the above LMIs.
Proof: The proof is given in Appendix A. Remark 3: The largest value of h denotes the largest sampling period that the sampled-data TLFCFFNN-based controller is guaranteed to stabilize the nonlinear system.
Remark 4: It can be seen from Theorem 1 that the stability conditions do not involve the plant parameter w i . In other words, the value of w i does not affect the system stability, which enhances the robustness of the closed-loop system if the parameter uncertainties of the nonlinear plant are only affecting w i .
Remark 5: It can be seen from Theorem 1 that the stability conditions depend only on the network parameter g k,j (element of G j = N j X −1 1 ) and not on the network parameter m j,i . By solving the stability conditions in Theorem 1, the value of g k,j can be obtained. Furthermore, the values of m j,i can be freely designed to achieve good system performance, as long as the constraints
B. Performance Optimization
The maximum sampling period h max can be obtained by using Theorem 1. A sampling period h between 0 and h max , i.e., 0 < h ≤ h max , can be employed as the sampling period of the sampled-data TLFCFFNN-based controller. Under this chosen h, the stability of the sampled-data TLFCFFNN-based control system is guaranteed by Theorem 1. In the following, the system performance will then be optimized based on the LMI approach under the chosen constant sampling period h. The performance of a system can be quantitatively measured by the following performance index, which is commonly used in optimal control [20] .
where τ 1 − τ 0 > 0 denote the optimization period,
> 0, and
> 0, which is determined by the designer. The performance optimization can be formulated as a GEVP and summarized into the following theorem.
Theorem 2:
The sampled-data TLFCFFNN-based system of (9) formed by the continuous-time nonlinear system in the form of (2) and the sampled-data TLFCFFNN-based controller of (6) is guaranteed to be asymptotically stable if there exist matrices 
The system performance of (10) is optimized by solving the following GEVP:
Proof: The proof is given in Appendix B. Remark 6: A constant value should be assigned to h (0 < h ≤ h max ) before applying Theorem 2, where the maximum sampling period h max is obtained by Theorem 1.
Remark 7: It should be noted that J 1 ∈ n×n and J 3 ∈ m×m are constant symmetric matrices and J 2 ∈ n×m is a constant arbitrary matrix. Their values must be determined before applying Theorem 2.
C. Tuning of m j,i and b j
In Theorems 1 and 2, the maximum sampling period and the connection weight g k,j are determined based on the LMI approach. In this section, the connection weight m j,i and the 
It should be noted that the values of the sampling period h and the connection weight g k,j obtained by Theorem 1 or 2 are kept constant during the training process. As the system stability is governed by the sampling period and the connection weight g k,j only, the values of m j,i and b j can be freely tuned to alter the system performance.
D. Design Procedure
The design procedure of the sampled-data TLFCFFNNbased controller is given as follows.
Step 1) Obtain the model of the nonlinear plant in the form of (2).
Step 2) Determine the number of hidden node n h and the activation functions for the sampled-data TLFCFFNN-based controller in the form of (6).
Step 3) Determine the maximum sampling period h max by Theorem 1. Choose a constant sampling period h such that 0 < h ≤ h max .
Step 4) Under the chosen sampling period h in Step 3), optimize the system performance and obtain the connection weight g k,j based on Theorem 2.
Step 5) Under the chosen sampling period h and the connection weight g k,j , obtain the connection weight m j,i and the bias b j by the GA process.
Step 6) Realize the sampled-data TLFCFFNN-based controller based on the determined values of h, g k,j , m j,i , and b j .
IV. APPLICATION EXAMPLE
The proposed sampled-data TLFCFFNN-based controller will be employed to stabilize an inverted pendulum subject to parameter uncertainties. The objective is to drive the system state of the inverted pendulum to zero at the steady state.
Step 1) The system behaviour of the inverted pendulum is described by the following dynamic equation.
where θ(t) is the angular displacement of the pendulum, g = 9.8 m/s 2 is the acceleration due to gravity, applied to the cart, m p and M c are regarded as the parameter uncertainties. The inverted pendulum subject to parameter uncertainties can be represented by the following model:
The parameters of the model are listed in Appendix C.
Step 2) A sampled-data TLFCFFNN-based controller with four hidden nodes is employed to control the inverted pendulum. From (6), the sampled-data TLFCFFNN-based controller is given by
The logarithmic sigmoid function is used as the transfer function, i.e., t f (
Step 3) The largest sampling period h max is found to be 0.0662 s based on Theorem 1. A constant sampling period 0 < h = 0.05 < h max is chosen for the sampled-data TLFCFFNN-based controller.
Step 4) The performance index of (10) will be optimized to achieve the system performance. We choose J are shown in Table I . Step 5) The parameters m j,i and b j of the activation function can be obtained by optimizing the performance index of (11) using the improved GA in [21] under m c = 2 kg and M p = 30 kg. The same J 1 , J 2 , and J 3 are employed in the GA process. In this application example, the tunable parameters m j,i and b j , i = 1, 2; j = 1, 2, 3, 4, form the chromosomes of the GA process. Their initial values are randomly generated with the minimum and maximum bounds chosen to be −1 and 1, respectively. The control parameters of the training weight w and probability of acceptance p a of the improved GA are chosen to be 0.5 and 0.1, respectively. The population size and the number of iteration are chosen to be 10 and 200, respectively. The values of the connection weights and bias, m j,i and b j , respectively, before and after the GA process are listed in Table II .
The designed sampled-data TLFCFFNN-based controller is employed to control the inverted pendulum of (12) . Under the initial state conditions of x(0) = [π/6 0]
T and x(0) = [π/3 0] T , the system responses and control signals of the sampled-data TLFCFFNN-based control systems with m p = 2 kg and M c = 30 kg are shown in Fig. 3 . Referring to this figure, it can be seen that the proposed sampled-data TLFCFFNN-based controller is able to stabilize the inverted pendulum. Under the same J 2 and J 3 , J 1 = 100 0 0 1 and
are also employed to obtained other sets of G j as shown in Table I . It can be seen that different J 1 place different weightings on the system states. The system responses and control signals of the sampled-data TLFCFFNNbased control systems with different J 1 under m p = 2 kg and M c = 30 kg are also shown in Fig. 3 . Referring to this figure, it can be seen that the optimized sampled-data TLFCFFNN-based M c = 30 kg. Furthermore, it can be seen that the sampleddata TLFCFFNN-based controllers using h = h max /2 and h = h max can also stabilize the nonlinear plant. For comparison purpose, a continuous-time TLFCFFNNbased controller of control law shown as follows is also employed to control the inverted pendulum:
The control signal of (15) depends on the current system states. 
V. CONCLUSION
A sampled-data TLFCFFNN-based controller, which is formed by a sampler, a TLFCFFNN, and a ZOH unit, has been proposed for continuous-time nonlinear systems. Based on the Lyapunov-based approach, the stability of the sampleddata TLFCFFNN-based control systems has been investigated. Stability conditions have been derived to guarantee the system stability. The findings of the maximum value of the sampling period and the values of the network connection weights and the optimization of system performance have been formulated as generalized eigenvalue and GA minimization problems, respectively. An application example on stabilizing an inverted pendulum subject to parameter uncertainties has been given to illustrate the design procedure and the effectiveness of the proposed approach.
APPENDIX A
The proof of Theorem 1 will be given as follows. Based on the transformation method given in [13] , the sampled-data TLFCFFNN-based control system of (9) can be written in the descriptor form, as in (A1) and (A2), shown at the bottom of the next page.
Considering (A2), we have the following property that will be used during the analysis:
To investigate the system stability of the sampled-data TLFCFFNN-based control system of (9), the following Lyapunov function candidate is considered:
where P 1 , R, and S ∈ n×n are symmetric positive definite matrices. It will be shown thatV (t) ≤ 0 (equality holds when x(t) = y(t) = 0), which implies the system stability. From (A1)-(A3), (A5), and with the property that
where P = P 1 0 P 2 P 3 ∈ 2n×2n , P 2 ∈ n×n , and P 3 ∈ n×n . From [14] , based on the property that
where .
