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Referat: Ziel dieser Arbeit war es, neue Methoden in der Rasterkraftmikroskopie (SFM) zu 
entwickeln und an polymeren Materialien zu demonstrieren. Die Nanotomographie ist eine 
moderne dreidimensionale Volumenabbildungsmethode auf der Nanometerskala basierend 
auf der Rasterkraftmikroskopie. In dieser Arbeit wird ein Ansatz zur voll automatisierten 
Nanotomographie mit einer Auflösung von ~ 10 nm am Beispiel des menschlichen Knochens 
demonstriert. Die nasschemische Abtragung der Probe und das Entfernen der Ätzrückstände 
erfolgt dabei automatisch und in situ in einer Flüssigkeitszelle des Rasterkraftmikroskops. 
Lineare Verschiebungen der aufgenommenen Schichten werden mit Hilfe eines 
implementierten Kreuzkorrelations-Algorithmus korrigiert. Darüber hinaus wird durch 
Kombination der Nanotomographie mit dem bimodalen Messprinzip die laterale Auflösung 
dieser Methode am Beispiel von elastomerem Polypropylen deutlich gesteigert. Die 
mechanischen Oberflächeneigenschaften dieses Polymers wurden mit dynamischen 
Indentationsexperimenten mit dem Rasterkraftmikroskop bestimmt. Die Auftragung der 
dissipierten Energie zwischen Spitze und Oberfläche als Funktion der Schwingungsamplitude 
der Spitze ergibt für die amorphen und kristallinen Bereiche charakteristische 
Dissipationskurven. Diese lassen Rückschlüsse auf den Dissipationsmechanismus zwischen 
Messspitze und Oberfläche zu. Damit können zusätzliche Informationen über die 
mechanische Eigenschaften der Oberfläche des Polymers gewonnen werden. Darüber hinaus 
werden Erkenntnisse über die lateralen mechanischen Oberflächeneigenschaften von 
Polymeren durch den Einsatz des frequenzmodulierten Torsionsmodus der Rasterkraft-
mikroskopie erlangt. 
 
Schlagwörter: Nanotomographie, Rasterkraftmikroskopie, Nanotechnologie, Volumen-
tomographie, Blockcopolymere, Dissipation, teilkristalline Polymere, Biomaterialien, 
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List of Abbreviations 
 
AFM        Atomic Force Microscope 
AM-AFM      Amplitude Modulation Atomic Force Microscopy 
APD        Amplitude-phase-distance 
APT        Atom Probe Tomography 
CA         Constant Amplitude 
CE         Constant Excitation 
DMT        Derjaguin-Muller-Toporov  
EF         Energy-filtered 
ePP         Elastomeric Polypropylene 
FFM        Friction Force Microscopy 
FIB         Focused Ion Beam 
FM-AFM      Frequency Modulation Atomic Force Microscopy 
FM-TR-AFM     Frequency Modulated Torsional Resonance Atomic Force Microscopy 
HAADF       High-angle annular dark-field 
iPP         Isotactic Polypropylene 
JKR         Johnson-Kendall-Roberts  
m          Meso conformation 
PB         Polybutadiene 
PDMS        Poly(dimethylsiloxane) 
PS         Polystyrene  
SB         Polystyrene-block-polybutadiene 
SBS         Polystyrene-block-polybutadiene-block-polystyrene 
SEM        Scanning Electron Microscope 
SFM        Scanning Force Microscopy 
SIMS        Secondary Ion Mass Spectroscopy 
SPM        Scanning Probe Microscopy 
STEM        Scanning Transmission Electron Microscopy 
STM        Scanning Tunneling Microscope 
TEM        Transmission Electron Microscopy 
TM-AFM      Tapping Mode Atomic Force Microscopy 














1.1 General Overview 
 
It is in the nature of mankind to observe and to further investigate the environment. The 
restrictions of our senses require technical utilities to overcome those. One of the most 
important ones among the human senses is probably the ability to see. More and more 
supporting tools have been developed to help us resolving objects invisible for our eyes in our 
vicinity. To recognize stars in the universe even far away from our planet telescopes have 
been developed. In contrast, microscopy has evolved as a technique for imaging items which 
are inaccessible for humans because of their small dimensions. In classic microscopy, light is 
reflected by an object of interest, passing through a lens system and is finally captured by the 
eye or a camera in the simplest case. The main limitation of this technique is its resolution 
restricted to the Abbe-limit dependent on the wavelength of the light. Even though it is 
possible to enhance the optical resolution by using electron waves instead of visible light 
another field rose and obtained increasing interest during the last decades. With scanning 
microscopy where objects are scanned with a tiny probe line by line and from that an image is 
reconstructed an important field in science and engineering nowadays arose. Most known is 
the scanning electron microscope (SEM). Despite all its benefits one of the disadvantages of 
this technique is that specimens to image should have a conductive surface to avoid charging 
effects disturbing the measurement. Besides, the resolution is restricted due to the Abbe-limit 
mentioned above. In 1982 Binnig, Rohrer and colleagues of their group at the IBM Zurich 
research lab invented the scanning tunneling microscope (STM) [1] and in 1986 the scanning 
force microscope also known as atomic force microscope (AFM) [2] was invented. Together 
1 Introduction 
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with the scanning near-field optical microscope [3] these three techniques can be summarized 
by the term scanning probe microscopy because in all three cases an extremely fine tip 
(typical tip radii ≈ 10 – 20 nm) is used to scan over a sample surface line by line. The 
common principle of AFM is that a small cantilever with a fine tip attached to its end is 
scanning across a sample surface driven by piezo elements while a laser beam is focused on 
its backside. In most cases a four-segmented diode is utilized in order to detect the reflected 
laser beam and to measure the bending or the torsion of the cantilever. A brief introduction to 
scanning force microscopy (SFM) and its most relevant modes of operation will be the focus 
of the following section.  
 
 
1.2 Principles of Scanning Force Microscopy and Modes of 
Operation 
 
1.2.1 Static Modes of Operation 
 
When operating the AFM in contact mode, which is likely to be the simplest mode, the 
cantilever is scanning across the sample surface in mechanical contact and its bending is 
measured by the deflection signal of the segmented photodiode realized by an optical lever 
principle [4–7]. One implementation is to hold the height position of the cantilever with 
respect to the sample surface constant (constant height mode) and measure the deflection of 
the reflected laser beam with the photodiode which changes due to elevated or hollowed 
features on the sample (Fig. 1.1). The displacement z from that tip position where the 
cantilever is unstressed is approximately proportional to the force F exerted by the tip onto the 
sample and quantifiable [8–11] by  
 
zkF −= ,                (1.1) 
 
where k is the total spring constant comprising both the spring constant of the cantilever klever 
and the spring constant of the sample ksample 
 
111 −−− += samplelever kkk .              (1.2) 
 




Figure. 1.1: Schematic setup of an atomic force microscope. The given setpoint is held constant by shifting the 
scanner unit in z-direction. Then, z reflects the sample’s topography and can be displayed as a grayscale value 
for each lateral position on the specimen. The deflection signal can serve as setpoint for the feedback loop in 
contact mode. In dynamic modes the amplitude of the oscillation, the resonance frequency or the phase shift 
between excitation and cantilever’s oscillation can be used as setpoint dependent on the chosen operation mode. 
 
In order to obtain topographical information of the sample the deflection signal can be held 
constant (constant deflection mode) by the feedback loop consisting of the photodiode, a 
controller and a positioning system driven by piezo elements in three directions in space (Fig. 
1.1). The force between tip and sample can be controlled by shifting the sample towards the 
AFM tip or moving away from it. The vertical distance z to maintain a constant force reflects 
the topography at the given lateral position. Figure 1.1 shows the setup of an AFM with its 
most relevant components. 
 
Acquiring the deflection signal of the photodiode versus the tip-sample distance gives users 
the opportunity to measure locally the dissipated energy between the tip and the sample 
surface. By approaching and retracting the tip at a specific lateral position on the sample, 





1.2.2 Dynamic Modes of Operation 
 
Routinely imaging of soft samples like biomolecules or polymers which do not mechanically 
resist strong interaction forces between tip and sample gave rise to new and more 
sophisticated operation modes in scanning force microscopy. Dynamic mode means that the 
cantilever comprising the tip is excited at or near its resonance frequency compared to static 
modes. As a consequence, the tip is in direct contact with the sample surface for only a 
fraction of one oscillation cycle, reducing potentially destructive forces acting on the sample. 
Dynamic operation modes can offer a number of benefits for imaging a large variety of 
materials: 
 
• The lateral imaging resolution can be enhanced to the nanometer scale and even up to 
true atomic resolution. 
 
• Measurement parameters are sensitive to material properties (e.g. the phase shift 
between cantilever excitation and oscillation in amplitude modulated atomic force 
microscopy).  
 
• Local quantitative analysis of material properties. 
 
Figure 1.2 demonstrates main benefits of dynamic AFM operation at an example from  
Suo et al. [14] showing three Salmonella typhimurium cells covered by an extracellular 
polymeric capsule. The topography (left) and the phase image (right) were captured 
simultaneously by amplitude modulation AFM. In contrast to the AFM height image, the 
phase image clearly reveals the inner structure of the cell. The image was captured without 
exerting strong forces onto the specimen [15]. 
 
There are two main dynamic AFM operation modes: amplitude modulation atomic force 
microscopy (AM-AFM) [16] and frequency modulation atomic force microscopy (FM-AFM) 
[17]. The amplitude of the cantilevers oscillation is held constant in AM-AFM, also called 
TappingMode™ [18] or intermittent contact mode, whereas in FM-AFM or sometimes called 
non-contact AFM, the frequency is used as feedback signal in order to obtain topographical 
information about the sample surface. The latter mode is often used in ultra high vacuum to 
accomplish true atomic resolution [19–20].  




Figure 1.2: Amplitude modulation AFM (a) topography and (b) phase image of three Salmonella typhimurium 
cells covered by an extracellular polymeric capsule. (Adapted with permission from Ref. [14], © 2007 American 
Chemical Society). 
 
AM-AFM, however, is very suitable for application under ambient conditions or 
measurements in liquids [21,22]. Note that the terms “non-contact”, “intermittent” or 
“tapping” could lead to confusion. On the one hand, it has been shown that FM-AFM can also 
be operated in the repulsive regime. On the other hand, AM-AFM can be performed 
exclusively without mechanical contact between tip and sample in the attractive regime [23].  
 
Several authors have demonstrated that the movement of an oscillating cantilever-tip system 
can be described with a point-mass model with respect to the temporal tip position. The 






+=++ &&& ,          (1.3) 
 
where z is the instantaneous tip position, 0F  and ω  are the driving force and frequency. Q, 
0ω , and k are the quality factor, resonance frequency and force constant of the cantilever, 
respectively. All forces interacting between the AFM tip and the sample are summarized by 
tsF . Most important among them are long-range attractive interaction forces in terms of van-
der-Waals forces, contact forces or often called short-range repulsive forces and viscoelastic 
interactions. Under certain conditions, capillary, electrostatic and magnetic interactions 
become relevant. Equation (1.3) has two stable solutions leading to two distinctive regimes of 
operation, the attractive and the repulsive regime, which are clearly identifiable by the phase 
shift between cantilever’s oscillation and the excitation. In general, the forces in both regimes 
consist of long-range attractive and short-range repulsive forces. The attractive regime is 
1 Introduction 
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characterized by an average negative force per oscillation cycle between tip and sample and 
phase shifts above 90°. However, under certain conditions, e.g. small free oscillation 
amplitudes and stiff samples, this regime is solely dominated by attractive interaction without 
repulsive forces implicating a non-contact tip oscillation cycle. For a general overview and a 
detailed description of dynamic atomic force microscopy methods, refer to the report of 
García and Pérez [38]. 
1.3 Tomography Methods in Material Science at the Nanoscale 
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1.3 Tomography Methods in Material Science at the Nanoscale 
 
For a reliable quantification of material properties it is insufficient to study only the surface 
properties. The bulk properties often differ considerably from that of the surface. To clearly 
illustrate this fact with the words of Möbus and Inkson [39]: “Material science is a three-
dimensional science”. Anisotropic grains, fiber composites or crack distributions in 
deformation zones are just a tiny extract from a great variety of microstructures of bulk 
materials which are unsatisfactorily accessible for exclusively topographical investigation 
methods. To overcome the elucidated restriction more and more tomography techniques have 
been developed. Those could be categorized in tomography methods in the narrow sense 
which includes processing different projections of an object together with a subsequent 
reconstruction of the volume structure. Besides, there are tomography techniques in the wider 
meaning covering sectional views of an object which represent the basis for a layer-by-layer 
reconstruction of the spatial structure. The methods of the first category are mostly non-
destructive whereas the sectioning techniques always implicate destroying the specimen 
during the imaging process. The main driving force for the immense progress in this wide 
field and for the development of more and more sophisticated methods is the effort to achieve 
enhanced spatial resolution. In the following section, a brief abstract about the most common 
three-dimensional imaging techniques and their application fields should be given. For a 
general overview and a detailed description of tomography methods at the nanoscale, refer to 
Möbus and Inkson [39]. 
 
Focused Ion Beam (FIB) Tomography. Here, imaging and milling is alternately applied to 
the specimen. The FIB instrument can be used as both, a tool for ablating the sample surface 
and for imaging by capturing the ion-beam-induced secondary electrons. The cutting works 
similar to the sputtering process and the sample has to be tilted by an angle of ~ 45° after this 
process for imaging. For the reconstruction of three-dimensional grains in samples, secondary 
electrons are very suitable. For achieving better lateral resolutions (1 – 10 nm) a scanning 
electron microscopy can be utilized for imaging instead of the FIB instrument itself.  
Typical applications for this method are imaging metallic multilayers on a ceramic substrate 
[40,41], polycrystalline metals [42,43], semiconductor devices [44] or investigation of crack 
distributions after loading a single-crystalline alumina ceramic [45,46]. 
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Electron Tomography. This methodology is a standard technique for imaging biological 
samples [47] and can be assigned to the non-destructive tomography techniques since the 
transmission electron microscopy (TEM) is applied for imaging. Hence, a common synonym 
for this methodology is TEM tomography [47–49]. One-dimensional projections via two-
dimensional cross sections perpendicular to the rotation axis or from a tilt series of projections 
images are the basis for a section-wise reconstruction of a three-dimensional volume [39]. An 
atomic-number-dependent absorption limit determining the maximum specimen thickness and 
Bragg scattering implicating interference patterns in crystals are the major disadvantages of 
the technique. Developing new modes of operation in this field such as energy-filtered 
transmission electron microscopy (EF-TEM), spectroscopic imaging [50,51], or high-angle 
annular dark-field (HAADF) scanning transmission electron microscopy (STEM) [52–54] 
helped to overcome those restrictions. The reconstruction of biomaterials has been 
demonstrated by the three-dimensional imaging of collagen-fibrils [55]. In material science it 
has been used to image catalysts, e.g., Pt nanoparticles in carbon [56] or Au particles in 
mesoporous silicate [57] as well as for imaging glasses, especially glass-ceramic composites 
[58,59]. Another application field are metals and alloys [51,53] and electronic devices like 
semiconductors [60,61]. All these examples show the importance of electron tomography in 
material science. The concept of x-ray tomography [62] works similar using x-ray radiation 
instead of electrons. 
 
Atom Probe Tomography (APT). Atomic probe tomography has a 40 year old history and 
obtained increasingly attention the last few years [63,64]. Atoms from the apex of a needle-
shaped sample are field evaporated using a high electric field between a local electrode and 
the specimen at cryogenic temperatures. Thereby, the specimen contains an array of micro 
tips. The applied voltages are in the region of ~ 10 kV creating electric fields of ~ 1010 V/m 
due to the sharp sample curvature. The ions fly toward an imaging detector (100 mm in 
diameter) and their target position can be assigned to the original atomic position of the 
sample by a magnification of 106. Depth information is provided by the sequence of 
evaporation events. Applying sub-nanosecond voltage pulses allows for determination of the 
chemical element due to the flight time of each ion and calculation of the mass-to-charge 
ratio. This makes the APT attractive for many applications. The sample preparation, however, 
is more extensive compared to some other tomography techniques. A thin bar of the specimen 
has to be removed by FIB cutting.  
 




Figure 1.3: Lateral and depth resolution for anisotropic and isotropic tomography methods at the micro- and 
nanoscale. Electron tomography is shown green; 1 = atom-probe tomography; 2 = scanning transmission 
electron microscopy (STEM) with focal sectioning; AFM = atomic force microscopy sectioning; SIMS = 
secondary ion mass spectroscopy; FIB/SEM = focused ion beam/scanning electron microscopy. (Reprinted from 
Ref. [39], © 2007, with permission from Elsevier Ltd). 
 
In order to sharpen the specimen to an end radius of < 100 nm with the region of interest 
positioned below the tip apex afterwards, an annular milling pattern is applied. For a detailed 
review about APT see Ref. [64].  
 
Other techniques such as sectioning scanning transmission electron microscopy (STEM), 
secondary ion mass spectroscopy, stereology, optical sectioning, confocal microscopy are also 
important and beyond the scope of this brief introduction. For a further classification, Fig. 1.3 
shows a diagram containing the most relevant tomography methods at the micro- and 
nanometer scale with their typical range of lateral and depth resolution. Methods located 







Figure 1.4: 3D image of the isosurface of a polystyrene-block-polybutadiene-block-polystyrene (SBS) triblock 
copolymer enclosing the volume with normalized phase > 0.11 reconstructed from a series of phase and 
topography images. This can be interpreted as PS cylinders within a 200 × 160 × 45 nm3 large portion of the 
SBS film. In the center, a branching of a PS cylinder (1) into four other PS cylinders (2)–(5) is displayed which 
is the core of a dislocation line in the SBS microdomain structure of hexagonally ordered PS cylinders. For size 
comparison and illustration of the molecular structure of the material, a SBS molecule bridging two PS domains 
is sketched. (With kind permission from Ref. [65], © 2000 by The American Physical Society). 
 
Nanotomography [65]. This layer-by-layer imaging technique is a real-space volume 
imaging method based on scanning force microscopy for which the specimen is ablated in 
ultrathin layers, e.g., with wet-chemical etching [66], plasma etching [65,67] or 
chemomechanical polishing [68]. Imaging between successive etching steps is done by 
simultaneously recording the sample’s topography and phase information while operating the 
AFM in TappingMode™. Since the phase lag of the cantilever’s oscillation with respect to the 
excitation signal is sensitive to material properties, curved maps Pn(Sn) of a physical property 
Pn(x,y) are obtained by combination of the topography images zn(x,y) with the phase images 
(see schematic illustration in Fig. 2.1). Thus, the roughness of the sample surface is taken into 
account after each etching step which allows for local differences in the etching rate during 
the etching process. The three-dimensional distribution of the physical property and hence the 
components of heterogeneous materials can be reconstructed by stacking these curved maps 
with a mutual distance d corresponding to the mean etching rate in z-direction. 
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An example for a volume image of a thin film of polystyrene-block-polybutadiene-block-
polystyrene (SBS) triblock copolymer reconstructed from a series of TappingMode™ AFM 
images is shown in Fig. 1.4. The volume image clearly reveals that the polystyrene cylinder 
(1) branches into two cylinders [(2) and (3)] which are located in a common plane. The 
branching position is additionally connected to two other cylinders [(4) and (5)]. This result of 
a real-space volume image (difficult to achieve with other techniques) demonstrates the main 









1.4 Surface Properties of Polymers and Characterization 
Techniques 
 
Only tomography methods can yield the real volume structure and thus the mechanical 
properties of the bulk material as already explained in the previous chapter. Confinement 
conditions lead to deviations of the surface properties from the bulk. Particularly in case of 
polymers which can form amorphous, crystalline or even semicrystalline configurations it is a 
great challenge to understand the interplay between surface and bulk properties. 
 
For the analysis of surface properties, characterization techniques at the nanoscale are 
necessary. One option to obtain information about the mechanical properties of the surface is 
to indent into it with an object. Those indenting objects can be spheres or the AFM tip itself. 
Therefore, the contact mechanism between two surfaces has to be understood in order to 
assess surface properties quantitatively. The first scientist who investigated two spheres which 
are pushed together was Heinrich Hertz [69]. In his theory, he was assuming that both 
touching objects are completely elastic and they only deform inside the area of contact. 
Sneddon [70] later extended this model to non-spherical objects. However, these models do 
not consider adhesion forces. This limitation has been overcome by Derjaguin, Muller, and 
Toporov (DMT) [71,72] whose theory is based on the Hertzian contact mechanism but 
additionally involves surface adhesion forces originating from a ring-shaped contact zone 




















a piϖδ              (1.4) 
 
with *Y as the effective elastic modulus of the interface. Here, a is the contact radius, R the 
sphere radius, and ϖ  is the Dupré’s work of adhesion.  
 
Moreover, Johnson, Kendall, and Roberts (JKR) [73,74] considered negative indentation 
depths resulting in an attachment of both surfaces while pulling apart. This model can explain 
the pull-off phenomenon for compliant materials.  
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The latter two models are special cases of the Maugis-Dugdal model [75–77] which 
represents a more comprehensive approach where the contact area between the two bodies are 
hypothesized to be larger than in the Hertzian contact mechanism.  
 
A recent work of Fakhraai and Forrest [78] describes indentation experiments with gold 
spheres on polystyrene, a glassy polymer. They figured out that the surface of this material 
consists of an orders of magnitude higher motile layer compared to its bulk. A thin liquid-like 
layer on top of the polymer explains that behavior. Thin films (~ 100 nm) of polystyrene were 
prepared by spin coating and nanodeformations in terms of holes were induced by coating a 
dispersion of gold nanospheres onto the surface. Annealing the sample at 378 K for  
10 – 15 min caused the gold particles to indent a few nanometers into the polystyrene surface. 
Afterwards, the nanospheres were gently dissolved with mercury and the relaxation of the 
remaining nanoindentations was observed with atomic force microscopy after annealing the 
specimen at different temperatures. 
 
In contrast to the relaxation process of the bulk polystyrene, the filling of the 
nanoindentations occurs at much shorter time scales. Only a few minutes are required at a 
temperature of 20 K below the glass temperature Tg and a few weeks at 100 K below Tg. 
Moreover, the surface relaxation shows a different temperature dependence than the bulk 
relaxation. This observation, resulting from a quantitative analysis is a good example for how 
surface properties can differ from that of the bulk polymer. 
 
Furthermore, thin films [80–83] or biomaterials such as living cells [84] or bacteria [85] have 
been investigated regarding their mechanical properties by indenting an object into the surface 
using the AFM tip itself. Thereby, the AFM tip is used as an indenter by loading and 
unloading the specimen’s surface with a certain indentation force. Depending on the load, the 
result is a remaining imprint of the tip shape at the nanoscale, particularly for soft samples. 
Sneddon [70] has proposed an equation for calculating the stiffness S = dP/dh of an axis-
symmetric elastic contact by  
 
crES




Where P is the loading force, h the indentation depth, rc the radius of the indenter-sample 












= .              (1.6) 
 
In this equation Ei and νi are the indenter’s Young modulus and Poisson ratio, respectively, 
and ES and νS the corresponding values of the sample. The first summand in equation (1.6) 
can be neglected in case of Es << Ei. Doerner and Nix [86] have calculated an approximation 
relating the indentation depth hc of the AFM tip being in direct sample contact [see Fig. 
1.5(a)] to the maximum load P and the stiffness of the sample. Oliver and Pharr [87] extended 
this method by showing that the stiffness and the radius of the indenter-sample contact line 
are changing continuously during the unloading process. Finally Sirghi and Rossi [88] 
considered adhesive forces which become dominant for soft and adhesive samples having 
small values of E and large values of the work of adhesion γa. They further improved the 
method by calculating the external force P between a conical AFM tip and sample during 














,        (1.7) 
 
where α  is the cone angle, h is the indentation depth, hf is the depth of the remaining indenter 
imprint [Fig. 1.5(a)]. Equation (1.7) describes a sum of a quadratic term accounting for the 
elastic forces and a linear term representing the adhesive component of the sample. The 
expression is valid for deep indentations (h >> Rt, the tip radius) where tip geometry can be 
considered conical.  




Figure 1.5: (a) Schematic illustration of a conic tip indenting into the sample surface. h represents the total 
displacement of the tip with respect to the sample surface, hc is the contact depth, rc is the contact radius and α is 
the cone angle. (b) Typical loading/unloading versus indentation curve of PDMS sample with a sharpened AFM 
tip in good agreement with the theoretical curve. (Reprinted with permission from Ref. [88], © 2006, American 
Institute of Physics). 
 
In case of indentation depths below 10 nm (typical tip radius) the contact geometry changes to 
a spherical shape which is accounted by changing the exponent of the first bracket in equation 
(1.7) from 2 to 1.5.  
 
The loading and unloading force plotted as a function of the indentation depth obtained by 
indenting in poly(dimethylsiloxane) (PDMS) is shown in Figure 1.5(b) together with the 
theoretical curve being in good agreement. From the fitting parameters the elastic modulus E 
and the surface energy γa of the sample could be calculated which resulted in similar values 
obtained by tensile and macroscopic experiments for this polymer. Thus, in this particular 
work, measurements accomplished at the polymer surface reflected the properties of the bulk 
material. The effect of adhesion becomes obvious at the unloading curve in Fig. 1.5(b). The 
contact force between the AFM tip and the sample changes to negative values meaning that 
the adhesion term in equation (1.7) is larger than the elastic term. 
 
Many other authors developed techniques for obtaining polymer specific surface properties or 
material parameters. Ge et al. [89] measured the glass transition temperature (Tg) via shear 
modulation force microscopy. While oscillating the AFM tip parallel to the sample surface 
they measured the temperature dependent shear force by the x-amplitude response of the 
photodiode detector with a lock-in amplifier. It was found that the surface Tg of thin films of 
polymers is independent of film thickness (t > 17 nm), strength of substrate interactions, or 
even the presence of a substrate. 
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Using temperature-controlled friction force microscopy (FFM), also a type of scanning force 
microscopy, the frictional (dissipative) character of thin polymer films can be determined 
[90]. Under gentle conditions the sliding friction can be detected without wear of tip and 
sample. The main contribution to friction on these polymer films was attributed to viscoelastic 
mechanical loss. In this work, the glass transition temperature measured at the polymer 
surface was found to differ from that of the bulk polymer. Several other studies have been 
published about the velocity dependence of friction on thin films of polymers using FFM  
[91–94]. For a general overview about intermolecular and surface forces, see Ref. [95].  
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1.5 Goal of this Thesis 
 
Goal of this thesis was to develop and to demonstrate new scanning force microscopy 
methods on different polymeric materials. The main disadvantage of the conventional 
approach for nanotomography is that the specimen has to be removed from and remounted 
into the AFM for each erosion step [65–68]. After each etching step the user has to search for 
the previous sample position. This process often implicates linear and rotational 
displacements of the image section. Moreover, the workflow for traditional nanotomography 
is time consuming, reaching up to 30 min for one etching and imaging step in best cases. In 
chapter 2 of this thesis, fully automated nanotomography is demonstrated at the example of a 
human bone sample. Etching and imaging are accomplished directly in the liquid cell of a 
commercial AFM. Image displacements are corrected using a cross correlation algorithm for 
two successive images and applying an appropriate offset to the piezo scanner. With this 
approach a remarkable acceleration of the data acquisition rates to ~ 3 min for one etching 
and imaging cycle is achieved. 
 
In scanning force microscopy the lateral resolution is limited due to the cantilever’s tip radius. 
Moreover, forces exerted by the AFM tip can lead to destructive interactions especially for 
biological samples [96]. For enhanced sensitivity in force gradients scientists began to use 
higher flexural eigenmodes of the cantilever for imaging [97–99]. Rodríguez and García [100] 
have introduced the bimodal approach where the first two flexural eigenmodes of the 
cantilever are simultaneously excited. The amplitude of the cantilever’s first eigenmode 
serves as signal for amplitude modulation to gather topographical information of the sample 
and the phase signal of the cantilever’s second eigenmode leads to compositional mapping of 
heterogeneous materials. In chapter 4, we apply the bimodal approach to nanotomography 
and demonstrate an enhanced signal-to-noise ratio at an elastomeric polypropylene sample. 
Furthermore, we show that this methodology leads to an enhanced lateral resolution in 
imaging of the polymer. 
 
At present, there is a lack of quantitative understanding of the interaction forces acting 
between the AFM tip and the sample surface in scanning probe microscopy. By plotting the 
dissipated energy between AFM tip and cantilever as a function of the oscillation amplitude 
the dissipation mechanism can be identified (chapter 3). In chapter 5, we demonstrate this 
concept at elastomeric polypropylene, a heterogeneous polymer. The shape of the dissipation 
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curves as well as the maximum amount of dissipated energy on crystalline and amorphous 
regions of the sample surface is discussed in detail. 
 
Other but related dynamic atomic force microscopy modes have been developed during the 
last few years as well. For instance, to determine in-plane conservative and dissipative 
properties of a sample, the cantilever can be driven in torsional resonance [101–104] instead 
of exciting the cantilever’s flexural eigenmodes. The application of this technique to thin 
films of widespread polymers such as polystyrene with different molecular weights and 
polystyrene-block-polybutadiene diblock copolymer is demonstrated in chapter 6. Both 
frequency shift and amplitude change during the approach towards the polystyrene samples 
were recorded while measurements on diblock copolymer samples were accomplished by 
scanning the surface at various frequencies. 
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1.6 Individual Contributions of Authors 
 
The chapters of this thesis have been prepared in collaboration with other authors from our 
group and groups from other institutions. In the following I would like to specify my personal 
contributions to these publications. The corresponding authors are marked with an asterisk. 
 
Chapter 2. This chapter has been published as Automatization of Nanotomography by 
Christian Dietz*, Stephanie Röper, Sabine Scherdel, Anke Bernstein, Nicolaus Rehse, and 
Robert Magerle* in Review of Scientific Instruments 78, 053703 (2007). Stephanie Röper has 
accomplished the measurements together with me on human bone samples and Anke 
Bernstein has kindly provided the bone samples prepared by Stephanie Röper. I could benefit 
from a cross correlation program written by Sabine Scherdel which I have implemented in the 
NanoScript™ program which maintains the image position for the automatization. Together 
with Nicolaus Rehse and Robert Magerle, I have worked out the concept, setup and the 
method for the automatization. I have drafted the manuscript and done most of the work 
leading to the final publication. 
 
Chapter 3. This chapter has been published as Identification of Nanoscale Dissipation 
Processes by Dynamic Atomic Force Microscopy by Ricardo García*, Carlos J. Gómez, 
Nicolás F. Martínez, Shivprasad Patil, Christian Dietz, and Robert Magerle in Physical 
Review Letters 97, 016103 (2006). Nicolás F. Martínez and Shivprasad Patil have 
accomplished the measurements on the silicon samples. Together with them I prepared and 
investigated the sample of the polystyrene/polybutadiene blend on silicon. Ricardo García and 
Carlos J. Gómez have done simulation experiments for the energy dissipation curves. Ricardo 
García had the conceptional ideas and drafted this publication. Robert Magerle and I were 
mainly involved in the part related to the polymer samples. 
 
Chapter 4. This chapter has been recently published as Nanotomography with Enhanced 
Resolution Using Bimodal Atomic Force Microscopy by Christian Dietz*, Mario Zerson, 
Christian Riesch, Alexander M. Gigler, Robert W. Stark, Nicolaus Rehse, and Robert 
Magerle* in Applied Physics Letters 92, 143107 (2008). Mario Zerson and I have 
accomplished the measurements for the bimodal nanotomography and the energy dissipation 
curves. Christian Riesch contributed MATLAB® programs for analysis of the energy 
dissipation curves. Alexander M. Gigler and Robert W. Stark helped complementing the 
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bimodal setup and contributed fruitful discussions. The results have been discussed and 
interpreted together with Nicolaus Rehse and Robert Magerle. I have drafted the manuscript 
and done most of the work leading to the final publication. 
 
Chapter 5. A revised version of this chapter has been published as Surface Properties of 
Elastomeric Polypropylene Studied with Atomic Force Microscopy by Christian Dietz*, 
Mario Zerson, Christian Riesch, Mechthild Franke, and Robert Magerle* in Macromolecules. 
This section is a detailed study of energy dissipation curves and indentation measurements on 
elastomeric polypropylene samples. Measurements have been accomplished by Mario Zerson 
and me. Christian Riesch wrote MATLAB® programs for faster and easier analysis. 
Mechthild Franke, Robert Magerle, Mario Zerson, Christian Riesch and I have evaluated and 
interpreted the results. I have drafted the manuscript and done most of the work. 
 
Chapter 6. This chapter has been recently published as Frequency Modulated Torsional 
Resonance Mode Atomic Force Microscopy on Polymers by Ayhan Yurtsever, Alexander M. 
Gigler*, Christian Dietz, and Robert. W. Stark in Applied Physics Letters 92, 143103 (2008). 
The measurements were mostly done by Ayhan Yurtsever and Alexander M. Gigler. I 
contributed by preparing polystyrene-block-polybutadiene diblock copolymer and polystyrene 
samples and by accomplishing measurements on this polymer. Ayhan Yurtsever, Alexander 
M. Gigler, and Robert W. Stark have interpreted the results. Ayhan Yurtsever and Alexander 
M. Gigler have done most of the work and drafted the publication. I was mainly involved in 
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Automatization of Nanotomography1 
 
An approach for automated nanotomography, a layer-by-layer imaging technique based on 
scanning probe microscopy (SPM), is presented. Stepwise etching and imaging is done in situ 
in a liquid cell of an SPM. The flow of etching and rinsing solutions after each etching step is 
controlled with solenoid valves which allow for an automated measuring protocol. The 
thermal drift and the drift of the piezo scanner is corrected by applying offsets calculated from 
the cross correlation coefficients between successive images. As an example, we have imaged 






The invention of scanning probe microscopy (SPM) was a great success in imaging  
science [1–4]. Its limitation of imaging only surfaces of materials has been overcome with a 
layer-by-layer imaging technique called nanotomography [5] (Fig. 2.1) and with acoustic 
scanning probe microscopy [6,7]. SPM-based tomography methods are an interesting 
alternative to other high-resolution tomography methods such as electron [8–11] and x-ray 
tomography [12] since SPM-based methods require much simpler and cheaper setups. SPM-
based nanotomography has been applied to different materials such as polymers [5,13,14] and 
metals [15] which have been imaged with ~ 10 nm resolution. In this work, the imaging 
                                                 
1
 This chapter has been published as ‘Automatization of Nanotomography’ by C. Dietz, S. Röper, S. Scherdel, A. 
Bernstein, N. Rehse, and R. Magerle in Review of Scientific Instruments 78, 053703 (2007). © 2007 American 
Institute of Physics. 
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process was quite time consuming because the sample had to be removed manually from the 
SPM for etching and had to be replaced for the next imaging step.  
 
In this report we present an approach to automate this process. Imaging and etching is done in 
the liquid cell of a standard SPM instrument. Thermal drift is an intrinsic problem of SPM 
when one particular spot should be observed over a long period of time. Several approaches 
for correcting the sample drift have been applied in SPM and transmission electron 
microscopy, either by instrumentation [16] or with computational [17–21] based solutions. 
 
For instance, Mantooth et al. [19] have developed a fast image cross correlation algorithm for 
tracking single molecule motion on surfaces. We use the cross correlation technique to correct 
for the sample drift during the imaging process. As a result a series of [20] images can be 
obtained within 1 h. Combining our concept with high speed SPM imaging [22–24], the total 




Figure 2.1: Schematic illustration of the principle of nanotomography from a series of SPM images. The 
topography image zn(x, y) combined with an image of a physical property Pn(x, y) of a material leads to a curved 
map Pn(Sn) of the surface. By eroding the surface step by step, a stack of maps is obtained. The maps are aligned 
laterally and aligned by a distance d in z direction which corresponds to the mean etching rate. The result is a 
volume image of the physical property of the material. (From Ref. [5], © 2000 The American Physical Society). 
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2.2 Concept for Automatization 
 
The conventional approach for SPM-based nanotomography is divided into the following 
steps: First, an image of the desired material has to be captured with SPM. Second, the 
specimen had to be removed from the SPM with the aim of removing a few nanometer thick 
layer from the surface with an adequate erosion protocol, e.g., with wet-chemical etching 
[14], plasma etching [5,13], or chemomechanical polishing [15]. The next step was to 
remount the sample back to the SPM and to find the same position again. The smaller the 
region of interest the more difficult is the search for it. The traditional procedure is first to 
find a tagged position on the sample with an optical microscope integrated in the SPM and 
then to zoom into the interesting area by successively decreasing the scan size of the SPM. 
Hence, a lot of time is needed in scanning images and searching for the desired region. In best 
cases a data acquisition rate of approximately one layer per 30 min can be reached. A small 
rotational displacement cannot be excluded by this method, even if the specimen is aligned by 
a fixed border. Moreover, the sample plane might be tilted compared to the mounting done 
before.  
 
All these efforts can be avoided when etching in situ in the SPM without removing the 
sample. A possible work flow for automated nanotomography is shown in Fig. 2.2. After 
capturing an image of the sample in water, the etching solution is flushed into the sealed 
liquid cell. Leaving the etchant in the liquid cell for a certain time, a layer with a thickness 
determined by the etching time is removed from the sample surface. The next step is flushing 
the liquid cell with, e.g., water, to stop the etching and to remove possible particles or 
generated residues on the surface. Then the next image can be captured. The whole procedure 
(one etching and imaging cycle) will be repeated until the volume to be imaged has been 
eroded. The drift occurring between successive imaging steps is corrected by applying an 
appropriate offset calculated from the previously captured images. Figure 2.2 also indicates 
that ~ 3 min is necessary for one imaging and etching cycle, depending on the etching time. 
The tenfold increased data acquisition rate compared to the conventional nanotomography 
process is the great advantage of this method. Our concept is compatible with high speed 
SPM imaging [22–24] which could result in total measuring times of ~ 10 s for a volume 
image with ~ 100 slices.  




Figure 2.2: Protocol for automated nanotomography. The step for etching away thin layers and capturing images 
(gray filled frame) can be repeated as long as required. See text for details. 
 
 
2.2.1 Setup for in situ Etching 
 
We used a MultiMode™ SPM (Veeco Instruments Inc., Santa Barbara, USA) including a 
NanoScope IIIa Controller and NANOSCOPE software version 6.13 release 1. For imaging in 
water, we used a liquid cell (Veeco) consisting of glass, which allows for fast exchange of 
liquids. Figures 2.3(a) and 2.3(b) show a photograph of the SPM head displaying the liquid 
cell and a schematic sketch of it, respectively. A flexible sealing ring is placed between the 
liquid cell and the sample to obtain an enclosed volume. We used two of the ports as inlets 
and one as an outlet for the etching and flushing fluids. Figure 2.3(c) shows the entire setup 
for in situ etching. The liquid cell is connected with polyethylene tubes to three or more 
reservoirs (glass bottles), containing water, etchants, or other solutions. The solenoid valves 
of the type “2/2 way rocker” from Bürkert Fluid Control Systems (Ingelfingen, Germany) are 
attached to a serial relay card from Conrad Electronic (Hirschau, Germany).  




Figure 2.3: (a) Photograph of the optical microscope (M) and measuring head (H) of a MultiMode™ SPM with 
the liquid cell (L) inserted and tubes connected to the inlets and outlets. (b) Schematic sketch of the liquid cell in 
contact with a sample sealed with a flexible silicone ring. This assembly yields a small closed volume with the 
probe inside. It can be filled with water or other solutions by using two of the three ports as inlets and one as an 
outlet. (c) Schematic illustration of the SPM and the etching device. The liquid cell is connected to several 
vessels. The flow rate through the cell is determined by the hydrostatic pressure given by the height difference 
∆h between the vessels and liquid cell. Solenoid valves (V1, V2, and V3) controlled with the SPM control 
software switch the different solutions. 
 
It is essential that all components of the etching device, which are directly in contact with 
aggressive acids and solvents are resistant against them. Otherwise, there is the danger of 
eroding material from the components of the setup, which in turn could cause unwanted 
consequences for the measurement (e.g., debris particles could contaminate the sample 
surface and change imaging conditions of the SPM).  
 
The relay card is connected to the SPM computer and can be operated by individually 
programmed etching protocols, implemented with NanoScript™ which is a part of the native 
SPM control software to communicate with the valves. Our NanoScript™ routines allow for 
different automated etching protocols such as switching between different etchants/solutions 
and flushing the liquid cell with water afterwards. Specific protocols can be developed for 
different samples.  
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This concept allows for two different kinds of etching methods. The first one is switching 
alternately between etchant and measuring medium (e.g., water or other solutions) to remove 
residues and particles from the sample surface after each etching step. In case of an etchant, 
which is optically transparent for the SPM laser, it is possible to combine etching and imaging 
by directly measuring in the etching solution, which is the second etching method. With a 
constant flow of the etchant through the liquid cell, there is also the opportunity of constantly 
removing residues and etched particles from the surface. Since there is no disengagement of 
the tip from the sample, a loss of the considered spot on the surface is unlikely. However, the 
small flow rate through the liquid cell, which is applied to avoid disturbances during imaging, 
may lead to more contamination by residuals on the surface. Finally, it depends on the 




2.2.2 Drift Correction 
 
For nanotomography it is essential to observe the same area on the sample surface during 
imaging and etching. Even though post processing methods, which correct for displacements 
between successive images [25–27], are applicable to a measured stack of images, a better 
approach is to avoid or minimize them during the measurement. Afterwards, post processing 
techniques can still be utilized to remove residual displacements and distortions.  
 
We have applied an algorithm to maintain the same position on the sample surface. The basic 
idea is to calculate the cross correlation coefficient between two successive images [26] and 
to correct for the offset. One image is considered as a reference and is compared with a 
second image, the template. Both images might be shifted due to the described drift. Aiming 
to correct for this displacement, a reference area containing distinctive features is chosen in 
the reference image. The size and position of the reference area and the searching area can be 
individually defined by the user. One has to consider the necessary computing time, which 
means that the larger the reference area and the searching area the more time consuming is the 
calculation of the cross correlation coefficient [28]. For successive imaging it is first 
necessary to capture two images with the SPM. The offset between the two images is 
calculated as described and is applied by the control software. The emerging drift can be 
compensated by continuously repeated capture and calculation of the offset.  
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Our drift correction algorithm offers the opportunity to choose either a fixed reference image 
or to vary it during a measurement. In the first case, all further captured images will be 
correlated with the same image as the reference. This approach will only be successful if the 
sample surface does not change too much during one etching step. Otherwise the cross 
correlation coefficient for the two images results in a wrong value. In general, however, the 
sample surface is stepwise eroded and hence the structure changes only slightly with time. 
Furthermore, the success of the drift correction depends crucially on the image quality. If the 
imaging parameters change drastically or the reference area does not contain a characteristic 
feature (e.g., a defect), this method fails. The consequence is an applied offset to the 
piezoelectric scanner which jumps remarkably compared to previous offsets. For this reason, 
we discard correction values which are larger than half of the diameter of the searching area. 
Our drift compensation was implemented in C++ and converted into a dynamic link library 
executable by the SPM control software NANOSCOPE.  
 
 
2.2.3 Imaging in Liquids 
 
The possibility of imaging surfaces in liquids turned the SPM into an attractive tool for the 
study of liquid-solid interfacial phenomena and the observation of processes in their natural 
biological environment. Tapping mode atomic force microscopy (TM-AFM) in liquids 
[29,30], however, differs in the choice of imaging parameters in contrast to TM-AFM in air. 
The structural design of the liquid cell and the mechanical coupling of the liquid cell to the 
cantilever and to the etching device make it difficult to identify the cantilever’s vibration 
spectrum. In our experiments the cantilever’s fundamental eigenmode (~ 9 kHz) gave no 
adequate phase contrast, but a higher eigenmode with a frequency of ~ 113 kHz did [31]. This 
specific frequency of the cantilever makes it possible to image in the repulsive regime [32] 
leading to stable oscillation conditions.  
 
We used triangular shaped Si3N4 cantilevers (Veeco) with two tips on each side of the 
cantilever substrate, which turned out to be the most effective and stable conformation for 
operation in water. We used the cantilever with a spring constant of k = 0.58 N/m. The not 
needed cantilever on the same side of the substrate was removed in order to avoid touching 
the specimen with this tip. Cantilevers with drastically higher or lower spring constants 
proved to be not suited for our particular application and specimen. Because of the reduced Q 
2 Automatization of Nanotomography 
 44 
factor (Q ≈ 30), the phase contrast between the different phases in heterogeneous material is 
much lower [33]. The best image quality in water was achieved using a free rms amplitude of 
the cantilever A0 = 30 – 40 nm and an amplitude setpoint A/A0 ≈ 0.6. In most cases of the 
imaged bone specimens the total number of layers is limited by the detoriating image quality 
of phase images. We believe that this effect is caused by contaminations of the tip or particles 
or residues generated during the etching process. 
 
 
2.2.4 Post Processing 
 
After data acquisition the series of images were postprocessed and combined to volume 
images like in previous work [14,27]. This includes flattening, contrast enhancement, 
nonlinear image registration, and visualization with AMIRA® (Mercury™ Computer Systems 
Inc., Mountain View, USA). 
 
 
2.2.5 Sample Preparation 
 
The bone samples were thin sections which have been prepared using standard procedures 
[34,35]. Parts of the compact bone of the human femur were cut into small pieces with 
different orientations with respect to the osteons and dehydrated with ethanol solutions with 
an increasing concentration series for 24 h. In addition, the samples were defatted with 
Roticlear® (Carl Roth GmbH & Co. KG, Karlsruhe, Germany) which also served as a 
clearing medium, embedded in polymethylmethacrylate (Merck KGaA, Darmstadt, 




2.2.6 Etching Protocol 
 
We used a 0.1 M hydrochloric acid as an etchant. Thin films of ~ 80 nm were removed from 
the sample surface by filling the liquid cell with the etchant and exposing the sample to it for 
30 s. To stop the etching, the liquid cell was flushed with water. In order to remove residues 
from the sample surface, we applied a high flow rate of water (~ 10 ml/min). Afterwards, we 
2.2 Concept for Automatization 
 45 
switched to a smaller flow rate of water (~ 1 ml/min) through the cell to avoid diffusion of the 
etchant into the liquid cell during the imaging process. The whole protocol was executed 
automatically without user intervention. Only the amplitude setpoint A/A0 was decreased 
manually in some cases of losing the contact between tip and surface.  
 
The etching rate was determined similar to that described in Ref. [36]. A specimen was cut 
into two pieces, of which one was covered with a gold layer. Afterwards the two pieces were 
glued together again. The sample was planarized by cutting it perpendicularly to the gold 
layer and polishing. The gold layer acts as an inert height reference during the etching 
procedure. Etching with 0.1 M HCl for 30 s removes a layer of ~ 80 nm.  
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2.3 Results and Discussion 
 
2.3.1 Maintaining the Image Position with the Drift Correction Algorithm 
 
Our aim in this study was to reconstruct a volume image of human bone with automated 
nanotomography. For this purpose we observed the same spot of the surface during the whole 
nanotomography measurement using our drift correction algorithm. Figure 2.4 shows a height 
image (a) and two typical phase images [(b) and (c)] of the same spot of a human bone sample 
after different etching steps. A characteristic distribution of the phase signal can be observed. 
This phase signal can be related to the mechanical properties of the surface [37–39].  
 
The bright frame in Fig. 2.4(b) indicates the reference area chosen for the calculation of the 
displacement. The position of the 40 × 40 pixels large area was selected such that it contains a 
region with distinct features and good contrast. The sample surface was observed for 67 min 
with a scan rate of 2 Hz and a resolution of 256 × 256 pixels. The tip was withdrawn and 
engaged for each etching step, resulting in an additional displacement. Since the surface 
changes during the etching process the reference image was chosen variable as described in 
the previous section. The cross correlation coefficient was calculated from the phase image. 
Figure 2.4(c) shows changes compared to Fig. 2.4(a) caused by the etching progress. The 
temporal development of the displacement (not shown) is irregular, similar to Ref. [19]. We 
like to emphasize that the final displacement, which was 2.109 µm in the x direction and 
4.992 µm in the y direction after 19 images, exceeded the scan size of our measurement 
several times and was successfully corrected by our drift correction algorithm. This shows 
that our algorithm works well even for changing surface structures. Furthermore, this drift 
correction can be successfully used during the imaging of dynamic processes on surfaces, 
such as the microdomain dynamics of block copolymers similar to Refs. [40] and [41] or 
during the observation of the crystal growth of semicrystalline polypropylene, similar to Refs. 
[42] and [43]. As long as there are enough distinctive features on the surface within the 










Figure 2.4: (a) TM-AFM height and (b) phase images of human bone at the beginning of our measurement and 
(c) phase image after 18 etching steps captured in water. Bright parts in the phase image correspond to a high 
phase signal whereas the dark regions are related to a low phase signal. In both images the same spot of the 
surface can be recognized. Also a change in the structure is visible, indicated by the white arrows. The bright 




2.3.2 Obtained Volume Image Using the Etching Device 
 
Figure 2.5 shows a volume phase image (256 × 256 × 19 pixels) of human bone, obtained 
with automated in situ etching and imaging. The TM-AFM height and phase images were 
postprocessed with linear and nonlinear image registration as described in Sec. 2.2.4. For each 
layer the phase values have been allocated to the corresponding height map of the imaged area 
leading to a series of curved maps (Fig. 2.1). A volume image is reconstructed by stacking 
these curved maps with a mutual distance corresponding to the average etching depth. With 
the given threshold, bright regions having a high phase signal were separated from dark areas 
having lower phase signals. The latter regions appear transparent in the volume image. The 
interpretation of the imaged specimen structure is beyond the scope of this article. The image 
size was restricted to 19 layers due to the decreasing image quality during the measurement. 
Possible reasons include residues on the surface or contaminations of the SPM tip. The 
acquisition time for the shown volume image was about 1 h, which is ten times faster than 
comparable measurements of volume images of other materials prepared by nonautomated 
nanotomography. 
 




Figure 2.5: Three dimensional isosurface of a volume phase image (256 × 256 × 19 voxels) of human bone. The 
image was captured using automated nanotomography within 1 h and consists of 19 layers. The phase signal is 
normalized to the range from 0 to 1 and the threshold of the isosurface is set to 0.62 (see color bar). The faces of 
the boundary box are colored according to the corresponding phase values. 
 
 
2.3.3 Summary and Outlook 
 
We have developed an etching device for automated nanotomography based on SPM. The 
setup allows for imaging and etching in liquids with a data acquisition rate of ~ 3 min per 
layer and includes drift correction based on image analysis. The setup is based on a standard 
SPM which was extended with a custom built liquid handling system and extensions of the 
SPM control software. We have demonstrated the method by imaging human bone. The 
acquisition rate could be further increased by imaging directly in the liquid cell with the 
etchant as imaging medium under a defined flow rate. Our etching system is also compatible 
with high speed SPM imaging [22–24] which could lead to a total measuring time of a few 
seconds for one nanotomography image. Our concept is not limited to bone and polymeric 
materials but could also be used to image metals, ceramics, semiconductors, as well as 
composite materials. In addition, our etching device can be easily extended to electrochemical 
etching [15]. Furthermore, the adjustment of imaging parameters could be automated and the 






This work was financially supported by the European Commission (FORCETOOL, NMP4-
CT-2004-013684) and the VolkswagenStiftung. The authors would like to thank C. Vetter for 
help with the sample preparation. 
 




[1] G. Binnig, H. Rohrer, Ch. Gerber, and E. Weibel, Phys. Rev. Lett. 49, 57 (1982). 
[2] G. Binnig, C. F. Quate, and Ch. Gerber, Phys. Rev. Lett. 56, 930 (1986). 
[3] S. Magonov and M. Whangbo, Surface Analysis with STM and AFM (VCH, Weinheim, 
1996). 
[4] R. Wiesendanger, Scanning Probe Microscopy (Springer, Berlin, 1998). 
[5] R. Magerle, Phys. Rev. Lett. 85, 2749 (2000). 
[6] R. A. Lemons and C. F. Quate, Appl. Phys. Lett. 24, 163 (1974). 
[7] K. Raum, I. Leguerney, F. Chandelier, M. Talmant, A. Saïed, F. Peyrin, and P. Laugier, 
Phys. Med. Biol. 51, 733 (2006). 
[8] W. A. Gaunt and P. N. Gaunt, Three Dimensional Reconstruction in Biology (Pitman, 
Kent, 1978). 
[9] W. J. Landis, M. J. Song, A. Leith, L. McEwen, and B. F. McEwen, J. Struct. Biol. 110, 
39 (1993). 
[10] W. J. Landis, K. J. Hodgens, J. Arena, M. J. Song, and B. F. McEwen, Microsc. Res. 
Tech. 33, 192 (1996). 
[11] J. Frank, Three-Dimensional Electron Microscopy of Macromolecular Assemblies 
(Academic, San Diego, 1996). 
[12] T. Ohgaki et al., Adv. Eng. Mater. 8, 473 (2006). 
[13] M. Konrad, A. Knoll, G. Krausch, and R. Magerle, Macromolecules 33, 5518 (2000). 
[14] N. Rehse, S. Marr, S. Scherdel, and R. Magerle, Adv. Mater. (Weinheim, Ger.) 17, 2203 
(2005). 
[15] M. Göken, R. Magerle, M. Hund, and K. Durst, Prakt. Metallogr. 35, 257 (2004). 
[16] D. W. Pohl and R. Möller, Rev. Sci. Instrum. 59, 840 (1988). 
[17] V. Y. Yurov and A. N. Klimov, Rev. Sci. Instrum. 65, 1551 (1994). 
[18] R. Staub, D. Alliata, and C. Nicolini, Rev. Sci. Instrum. 66, 2513 (1995). 
[19] B. A. Mantooth, Z. J. Donhauser, K. F. Kelly and P. S. Weiss, Rev. Sci. Instrum. 73, 313 
(2002). 
[20] B. Mokaberi and A. A. G. Requicha, Proceedings of the 2004 IEEE International 
Conference on Robotics and Automation (IEEE Computer Society, Washington, DC, 
2004), p. 416. 




[22] T. Ando, N. Kodera, E. Takai, D. Maruyama, K. Saito, and A. Toda, Proc. Natl. Acad. 
Sci. U.S.A. 98, 12468 (2001). 
[23] J. K. Hobbs, C. Vasilev, and A. D. L. Humphris, Analyst (Cambridge, U.K.) 131, 251 
(2006). 
[24] A. D. L. Humphris, M. J. Miles, and J. K. Hobbs, Appl. Phys. Lett. 86, 034106 (2005). 
[25] K. Henriksen and S. L. S. Stipp, Am. Mineral. 87, 5 (2002). 
[26] J. Garnaes, L. Nielsen, K. Dirscherl, J. F. Jørgensen, J. B. Rasmussen, P. E. Lindelof, 
and C. B. Sørensen, Appl. Phys. A: Mater. Sci. Process. 66, 831 (1998). 
[27] S. Scherdel, S. Wirtz, N. Rehse, and R. Magerle, Nanotechnology 17, 881 (2006). 
[28] K. D. Tönnies, Grundlagen der Bildverarbeitung (Pearson Studium, München, 2005). 
[29] P. K. Hansma et al., Appl. Phys. Lett. 64, 1738 (1994). 
[30] J. Legleiter and T. Kowalewski, Appl. Phys. Lett. 87, 163120 (2005). 
[31] R. W. Stark, T. Drobek, and W. M. Heckl, Appl. Phys. Lett. 74, 3296 (1999). 
[32] R. García and R. Pérez, Surf. Sci. Rep. 47, 197 (2002). 
[33] T. R. Rodríguez and R. García, Appl. Phys. Lett. 82, 4821 (2003). 
[34] P. Böck, Romeis Mikroskopische Technik (Urban und Schwarzenberg, München, 1989). 
[35] H. A. Yuehuei and K. L. Martin, Handbook of Histology Methods for Bone and 
Cartilage (Humana, Totowa, 2003). 
[36] G. W. Marshall, Jr., I. C. Wu-Magidi, L. G. Watanabe, N. Inai, M. Balooch, J. H. 
Kinney, and S. J. Marshall, J. Biomed. Mater. Res. 42, 500 (1998). 
[37] J. P. Cleveland, B. Anczykowski, A. E. Schmid, and V. B. Elings, Appl. Phys. Lett. 72, 
2613 (1998). 
[38] R. García, J. Tamayo, and A. S. Paulo, Surf. Interface Anal. 27, 312 (1999). 
[39] R. García, C. J. Gómez, N. F. Martínez, S. Patil, C. Dietz, and R. Magerle, Phys. Rev. 
Lett. 97, 016103 (2006). 
[40] A. Knoll, K. S. Lyakhova, A. Horvart, G. Krausch, G. J. A. Sevink, A. V. Zvelindovsky, 
and R. Magerle, Nat. Mater. 3, 886 (2004). 
[41] L. Tsarkova, A. Knoll, and R. Magerle, Nano Lett. 6, 1574 (2006). 
[42] H. Schönherr, R. M. Waymouth, and C. W. Frank, Macromolecules 36, 2412 (2003). 
[43] J.-J. Zhou, J.-G. Liu, S.-K. Yan, J.-Y. Dong, L. Li, C.-M. Chan, and J. M. Schultz, 
Polymer 46, 4077 (2005). 
  52 
 







Identification of Nanoscale Dissipation 
Processes by Dynamic Atomic Force 
Microscopy1 
 
Identification of energy-dissipation processes at the nanoscale is demonstrated by using 
amplitude modulation atomic force microscopy. The variation of the energy dissipated on a 
surface by a vibrating tip as a function of its oscillation amplitude has a shape that singles out 
the dissipative process occurring at the surface. The method is illustrated by calculating the 
energy-dissipation curves for surface energy hysteresis, long-range interfacial interactions and 
viscoelasticity. The method remains valid with independency of the amount of dissipated 
energy per cycle, from 0.1 to 50 eV. The agreement obtained between theory and experiments 





The emergence of moving micro and nanomechanical devices where the separation between 
relevant surfaces is in the nanometer range and, in particular, of scanning probe methods, 
anticipated the importance of energy dissipation processes at the nanoscale [1–3]. The amount 
of energy dissipated between two interacting nanostructures can be accurately measured by 
                                                 
1
 This chapter has been published as ‘Identification of Nanoscale Dissipation Processes by Dynamic Atomic 
Force Microscopy’ by R. García, C. J. Gómez, N. F. Martínez, S. Patil, C. Dietz, and R. Magerle in Physical 
Review Letters 97, 016103 (2006). © 2006 The American Physical Society. 
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atomic force microscopy (AFM) and surface force apparatus methods. However, in most of 
the cases, those measurements do not clarify the nature of the dissipation process. On the 
other hand, it is emerging that direct or indirect effects of dissipative processes could be a 
powerful ally to achieve atomic, molecular, and nanoscale contrast with dynamic atomic force  
microscopy (AFM) for a wide variety of materials such as semiconductors, oxides, polymers, 
or biomolecules [3–12].  
 
Dissipation at the nanoscale may involve surface elastic and plastic deformation and/or matter 
removal. Unwanted surface modification implies invasiveness, loss of contrast, and resolution 
which penalizes the performance of a high resolution microscope. However, dissipation at the 
nanoscale could also be accomplished in a wearless regime which would be compatible with 
high resolution imaging. This is, in particular, the case for amplitude-modulation AFM (AM-
AFM), where a powerful and widely used method to detect compositional variations, phase 
contrast imaging, relies on the detection of changes in the energy dissipated in a local region 
of the sample surface [13–19]. However, the development of an AFM-based dissipation 
spectroscopy to provide quantitative analysis of material properties has been hampered by the 
incomplete knowledge of the dissipative process at the nanoscale.  
 
In this Letter we propose a method to identify the mechanism of energy dissipation at the 
nanoscale. The method requires the determination of the energy dissipated on the sample 
surface as a function of the oscillation amplitude while the tip approaches the surface. The 
representation of the dissipated energy and, in particular, its derivative with respect to the 
amplitude, dynamic dissipation curves hereafter, characterizes the dissipation process. Three 
different nonconservative processes are studied: surface energy hysteresis, viscoelasticity, and 
long-range dissipative interfacial interactions. The quantitative and qualitative agreement 
obtained between calculations and experiments performed on silicon and polystyrene samples 
supports the validity of the identification method proposed here.  
 
Dissipation in atomic force microscopy can be described at the level of atoms and molecules 
[20,21] or at the nanoscale [4,22,23]. In the first case, the emphasis is placed on the specific 
atomic processes that allow the transformation of mechanical energy from the tip in atomic 
and molecular motions in the sample. At the nanoscale, which is the focus of this Letter, the 
emphasis is placed on the quantitative relationship between dissipation and macroscopic 
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quantities such as surface adhesion energy, elastic modulus, stiffness, plasticity index, or 
viscoelasticity.  
 
We have used a point-mass model to calculate the properties and interactions of a vibrating tip 
in the proximity of a surface. Point-mass models have demonstrated great quantitative 
accuracy to describe amplitude-modulation AFM experiments whenever the contribution of 
higher cantilever eigenmodes can be neglected [24,25]. The simulations were obtained by 
solving numerically the equation of motion with a fourth order Runge-Kutta algorithm [12].  
 
Let us consider the steady state of a vibrating tip that interacts with the sample surface 
through conservative (short and long-range forces) and nonconservative interactions. Then, 
the energy per cycle supplied by the external force (Eext) must be converted into either 
hydrodynamic damping in the medium (Emed) or energy dissipated in the sample (Edis). 
Furthermore, in many situations of interest, the tip motion can be described by a sinusoidal 
function )cos(0 φω −+= tAzz  [25]. Those assumptions allow us to express the energy 












kAEEE ,          (3.1) 
 
where Emed is modeled by a linear viscous damping law ( zbF &−=med ); Q is the quality factor 
of the cantilever; A0 is the amplitude very far from the surface, and φ  is the phase shift 
between the external excitation and the tip response. The above equation is equivalent to the 
one deduced in Ref. [13].  
 
The sample deformation and its associated stress is calculated by the Derjaguin-Muller-
Toporov (DMT) model [26], i.e.,  
 
γpiδ RRYF 42/32/1*DMT −= ,             (3.2)  
 
then the energy dissipated by surface energy hysteresis processes can be calculated by,  
 
)(4DMTdis arRdzFE γγδpi −== ∫ .            (3.3)  
3 Identification of Nanoscale Dissipation Processes by Dynamic Atomic Force Microscopy 
 56 
Where δ  is the deformation (indentation) and FDMT is the DMT forces in approach and 
retraction half periods; rγ  and aγ  are, respectively, the approach and retraction surface 
energies and *Y  is the effective elastic modulus of the interface and R is the tip radius.  
Long-range dissipative interfacial forces, i.e., interactions that do not imply the mechanical 
contact between probe and surface (noncontact) are calculated by using a time-dependent 
power law interaction where the strength of the force α  depends on whether the probe 
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where d1 and d2 are, respectively, the closest and the farthest tip-surface separation during a 
cycle. The viscoelastic behavior is calculated by using the Voigt model and by assuming that 
contact area and sample deformation are calculated by the Hertz contact mechanics. The 
above assumptions give a time-dependent viscous force as,  
 
dt
dRF δδηυ = ,                (3.6)  
 
where η  is the viscosity. 
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3.2 Experimental Section 
 
Single beam silicon cantilevers (Nanosensors, Germany) with spring constants k of 2 and  
35 N/m and Q of 150 and 800, respectively, were used to perform the experiments. The force 
constant was determined by characterizing the hydrodynamic response of the cantilever [27]. 
The cantilever was oscillated at its free resonance frequency (59 or 285 kHz) with a free 
amplitude A0 in the 3 – 60 nm range. Nominal tip radii were 10 nm unless otherwise stated. 
All the experiments were performed at room temperature and at a relative humidity of about 
30%. Silicon samples were used after a treatment in H2O2:NH4OH:H2O (1:1:2) which 
passivates the Si(100) surface with a 0.6 nm film of silicon dioxide. For this surface we have 
taken Y  = 150 GPa, aα = 6.7 
.
 10-29 J.m and αγ = 100 mJ/m2; rα = 2.5 aα  and rγ = 170 mJ/m2 
[28]. Polystyrene (PS) and polybutadiene (PB) were obtained from Polymer Source Inc. 
(Canada) with weight-averaged molecular weights of Mw = 34.3 kg/mol and  
Mw = 365 kg/mol, and a polydispersity of Mw / Mn = 1.04 and Mw = Mn = 1.12, respectively. A 
blend of 20:80 (PS:PB) has been spun cast from a toluene solution on a polished silicon 
wafer. The blend separates into isolated domains of PS surrounded by a PB matrix. PS is 
characterized by η  = 800 Pa.s and Y  = 1 GPa [29].  
 
The amplitude and phase shift dependencies of the oscillation on tip-sample separation were 
obtained by approaching the tip towards the sample from a distance with negligible tip-sample 
interaction. Both the change of the oscillation amplitude and the phase shift were recorded as 
the tip-sample distance was modified. The curves were taken at 2 Hz. Then, Eq. (1) was used 
to turn data into dissipation values. 
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3.3 Results and Discussion 
 
Figure 3.1 shows the calculated dynamic-dissipation curves for the processes examined here. 
For each curve, the dissipated energy has been normalized with respect to its maximum value 
[E* = Edis/Edis(max)]. The derivative has been calculated with an algorithm that takes four 
adjacent points. We also plot the data versus the amplitude ratio A/A0.  
 
A dissipation mechanism associated with long-range interfacial interactions described by  
Eq. (4) is characterized by a near symmetric energy-dissipation curve with a maximum  
(A0 = 10 nm, k = 2 N/m, squares). The representation of the closest tip-surface distance while 
the tip approaches the surface shows a minimum with respect to the amplitude ratio. That 
minimum dmin controls the position of the maximum because the energy is integrated over an 
interval where the force has practically vanished at the upper end of the oscillation. 
Mathematically, 2A ~ d2 >> d1 and 1/d1 >> 1/d2. Consequently, the energy is controlled by the 
value of d1, and it will show a maximum with respect to A/A0 for the smallest d1 [Eq. (3)]. The 
derivative shows two sections, one concave up for small A/A0 ratios and another concave 
down for high amplitude ratios [squares in Fig. 3.1(b)]. Both sections meet in an inflection 
point situated around A/A0 ~ 0.5.  
 
Surface energy hysteresis generates energy dissipation curves characterized by a plateau 
covering almost 95% of A/A0 values except for those very close to the edges where the 
dissipation changes dramatically from the plateau value to zero (A0 = 40 nm, k = 2 N/m, 
triangles). Actually, a zoom on the plateau region reveals the presence of a small maximum 
(not shown). According to Eq. (2), the shape of the dynamic-dissipation curve for surface 
energy hysteresis processes is dominated by the sample deformation. This is also supported 
by the simulations; however, the indentation does not increase linearly by decreasing the 
amplitude ratio, i.e., with the reduction of the average tip-surface separation. Actually, the 
simulations for materials with Y in the 10 to 200 GPa range show a small maximum when the 
indentation is plotted with respect to A/A0. The above maximum coincides with the position of 
the maximum barely visible in the energy-dissipation curves [Fig. 3.1(a)]. Typical indentation 
values for Si and A0 in the 20 – 40 nm range are about ~ 0.1 nm. Dissipation increases slowly 
with A0, but more sharply for compliant materials because lowering the elastic modulus 
increases the deformation.  




Figure 3.1: (a) Dynamic-dissipation curves for different nonconservative interactions (simulations). Energy 
dissipation values are calculated per oscillation cycle. Triangles are for surface energy hysteresis; squares for a 
(noncontact) interfacial interaction, and the solid line is for viscoelasticity. Each curve has been normalized with 
respect to its respective maximum, Edis(max) = 9.2, 1.4, and 50 eV, respectively. (b) Derivative with respect to 
the amplitude ratio of the curves shown in (a). 
 
For materials with Y  = 10 GPa we obtain indentation values of about 0.5 nm while recording 
dissipation curves (A0 = 40 nm). The derivative is flat for most of A/A0 range. The flat section 
is limited by two sharp changes. Those changes reflect the transition from the attractive 
regime (conservative here) to the repulsive regime (nonconservative) and vice versa [30].  
 
Dynamic-dissipation curves for viscoelastic materials are rather complex because the viscous 
force depends on both the indentation and how the indentation changes with time  
(A0 = 10 nm, k = 40 N/m, Y  = 0.5 GPa, η  = 500 Pa.s, solid line). The simultaneous 
dependence on the indentation and its rate gives them a characteristic feature, the presence of 
inflection points. Dissipation is very small at both ends of the A/A0 range because there the 
sample deformation is small and consequently the viscous force [Eq. (6)]. The maximum 
happens for the A/A0 that maximizes the product between the indentation and its rate. The 
derivative shows two extreme points which reflect the different evolution of the indentation 
and its rate on the amplitude ratio.  
 
The identification method proposed here has been tested experimentally. In Fig. 3.2 we 
provide a comparison between theory and experiments performed on silicon and on a PS 
region of a blend of PS/PB polymer [31]. For all the cases studied, the experimental dynamic-
dissipation curves reproduce the behavior predicted by the theory. Energy dissipation curves 
for long-range interactions and viscoelasticity may look similar [Figs. 3.2(a) and 3.2(c)], but 
the derivative unambiguously singles out each dissipative process [Figs. 3.2(d)–3.2(f)]. The 
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simulations presented in Figs. 3.2(b) and 3.2(e), consider both long-range dissipative 
interactions and surface energy hysteresis because the experimental data shows both 
dissipation in the attractive and repulsive regimes of the AM-AFM. The steplike 
discontinuities observed in Fig. 3.2(b) mark the transition between attractive and repulsive 
regimes (discontinuous line). Those transitions give rise to sharp peaks in the derivative; 
however, for clarity purposes the peaks are not plotted [30].  
 
In most of the data, the experiments and the theory differ by less than 1%. The larger 
differences are always below 10%. The differences could be attributed to the influence of in-
plane dissipative forces. Measurements performed on organic monolayers have shown that in-
plane friction could account for about 8% of the total dissipated energy in AM-AFM [32].  
 
The input parameters (R, Y , η , A0, Q, k, and 0ω ) for the model have been taken from the 
experimental values. It is worth noting that the quantitative agreement happens in rather 
different ranges of experimental amplitudes A0 = 6.6, 15, and 32.5 nm for noncontact 
dissipation [Fig. 3.2(a)], viscoelasticity [Fig. 3.2(c)], and surface energy hysteresis  
[Fig. 3.2(b)], respectively. For high resolution AM-AFM parameters, i.e., A0 in the range 
between 5 and 30 nm and R between 2 and 10 nm dissipation values for long-range interfacial 
interactions, surface energy hysteresis, and viscoelasticity are in the 0.1 – 2 eV, 5 – 20 eV, 
and 20 – 50 eV ranges, respectively. The quantitative agreement obtained between 
simulations and experiments can be considered a key step to develop a method for analysis of 
material properties based on dissipation measurements.  
 
It could be argued that energy-dissipation measurements performed by loading and unloading 
the tip (static measurements) should give the same results that dynamic-dissipation 
experiments whenever the load-unload rate coincides with the frequency of the oscillation. 
However, a major difference lies in how the mechanical energy stored in the cantilever is 
converted into potential energy in the sample (indentation), hydrodynamic damping, and 
dissipation. The deformation in surface energy hysteresis, the minimum distance in long-
range interfacial interactions and the deformation and its rate in viscoelasticity are parameters 
that depend on tip-surface conservative and nonconservative interaction forces, and on the 
tip’s dynamics. It is this interdependence, which does not exist in static measurements, that 
supports the ability of dynamic methods to identify the dissipation process at the nanoscale.  
 




Figure 3.2: Measured and simulated dynamic-dissipation curves. (a) On a Si surface when there is not 
mechanical contact between tip and surface; A0 = 6.6 nm, k = 2 N/m. (b) On silicon when there are surface 
energy hysteresis and long-range interfacial interactions; A0 = 32.5 nm, k = 2 N/m. (c) On a PS region (cross in 
the inset) of PS/PB blend, A0 = 15 nm. (d),(e),(f ) The derivatives of the normalized energy-dissipation curves 
shown in (a), (b), (c), respectively. The insets show the energy-dissipation images taken on Si, Figs. 3.2(a) 
(attractive) and 2(b) (repulsive), and on a PS region [Fig. 3.2(c)]. The steplike discontinuities observed in  
Fig. 3.2(b) mark the transition between attractive and repulsive interaction regimes. 
 
The work needed to separate two surfaces in the presence of surface adhesion hysteresis is 
always greater than the originally gained by bringing the surfaces together. The atomistic and 
molecular mechanisms responsible for this behavior depend on both material properties and 
environment. They may involve force-induced atomic or molecular reorientations, 
interdigitation, exchange of atoms and molecules or charged-induced dissipation effects. We 
have demonstrated that the derivative of the dissipated energy as a function of the amplitude 
can discriminate between long and short-range surface adhesion hysteresis processes. Those 
nonconservative processes together with viscoelasticity are among the most common 
dissipation mechanisms at the nanoscale which render a general validity to the identification 
method presented in this Letter. We do not ignore that a more general situation could involve 
the contribution of several competing nonconservative processes. Yet the simulations show 
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that the resulting dynamic-dissipation curves could be considered a combination of the 
individual dissipative processes which in turns allows us to determine each respective 
contribution from the whole curve. Finally, the quantitative agreement obtained between 
simulations and experiments could serve as an initial step to develop a dissipation 
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Nanotomography with Enhanced 
Resolution Using Bimodal Atomic Force 
Microscopy1 
 
High resolution volume images of semicrystalline polypropylene were obtained by stepwise 
wet-chemical etching followed by atomic force microscopy of the specimen. Enhanced 
signal-to-noise ratio and spatial resolution were achieved by using the second flexural 
eigenmode of the cantilever for phase imaging while the amplitude of the first mode was used 
as feedback signal. The energy dissipated between the tip and the sample revealed 
characteristic differences between the crystalline and the amorphous regions of the 
polypropylene after etching, indicating the presence of a thin (<10 nm thick) amorphous layer 





Atomic force microscopy [1] (AFM) has become a widely used tool for the investigation of 
all kinds of materials. The limitation of AFM to image only surfaces has been overcome with 
nanotomography [2]. This layer-by-layer imaging technique allows volume imaging by 
                                                 
1
 This chapter has been published as ‘Nanotomography with enhanced resolution using bimodal atomic force 
microscopy’ by C. Dietz, M. Zerson, C. Riesch, A. M. Gigler, R. W. Stark, N. Rehse, and 
R. Magerle in Applied Physics Letters 92, 143107 (2008). © 2008 American Institute of Physics. 
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combining AFM imaging with stepwise ablating the specimen with plasma etching [2], wet-
chemical etching [3], or chemomechanical polishing [4]. The lateral force of the AFM tip on 
the sample has been decreased using dynamic or tapping mode AFM [5]. By oscillating the 
tip, the contact time between the specimen and the tip is drastically reduced which in turn 
decreases potentially destructive forces on the specimen and the tip. Different variants of 
dynamic AFM have been developed which provide material specific contrast and means for 
probing the specimen’s surface properties [6]. Rodríguez and García [7] have shown that the 
second mode of the cantilever oscillation has a sensitivity to surface force variations better 
than 10−11 N. Higher eigenmodes of the vibrating cantilever can enhance the signal-to-noise 
ratio and provide a better spatial resolution (as demonstrated on SiO2) [8] as well as different 
contrast (as demonstrated on polydiethylsiloxane) [9]. In this letter, we demonstrate high 
resolution nanotomography of semicrystalline polypropylene using bimodal AFM [7].  
 
Cleveland et al. [10] and Tamayo and García [11] have proposed an analytical expression for 
power loss and energy dissipation due to the tip-sample interaction in tapping mode AFM. 
The shape of the dissipation curve, i.e., the energy dissipated between the tip and the sample 
as a function of the cantilever’s oscillation amplitude allows the identification of the 
dissipation mechanism at the nanoscale [12].  
 
To study mechanical properties and to identify dissipation processes of the elastomeric 
polypropylene (ePP) surface before and after wet-chemical etching, we measured amplitude-
phase-distance (APD) curves by vibrating the cantilever at its resonance frequency while 
approaching toward the sample. The cantilever’s vibration amplitude A and phase shift φ  
with respect to the excitation were recorded as a function of the tip-sample separation. From 












kAEEE ,           (4.1) 
 
where Eext and Emed are the excitation energy and the energy dissipated into the medium, 
respectively, k is the force constant, Q is the quality factor of the cantilever, ω  is the 
excitation frequency, and 0ω  is the cantilever’s resonance frequency. Edis is plotted versus the 
ratio A/A0 between the oscillation amplitude A and the free amplitude A0.  
4.2 Experimental Section 
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4.2 Experimental Section 
 
For measurements of dissipation curves, we used a NanoWizard I AFM (JPK Instruments 
AG, Berlin, Germany) and silicon cantilevers (Pointprobe® NCH from NanoWorld AG, 
Neuchâtel, Switzerland) with 0ω ≈ 284 kHz, Q ≈ 200, and k ≈ 9.5 N/m at a free amplitude of 
A0 ≈ 35 – 40 nm.  
 
For bimodal AFM imaging a MultiMode™ AFM (Veeco Instruments Inc., Santa Barbara, 
USA) was used. The first two flexural eigenmodes (f1 ≈ 122 kHz, f2 ≈ 758 kHz) of the 
cantilever (SEIHR-SPL from Nanosensors, Germany) were mechanically excited. The first 
eigenmode was excited to a free amplitude A0 of about 30 nm. An amplitude ratio between the 
two modes of A2/A1 = 0.2 turned out to give the best contrast for the studied polymer. The 
setpoint ratio A1/A0 was in the range of 0.35 – 0.72. It was adjusted for best contrast and stable 
imaging conditions. The cantilever deflection signal was analyzed by a dual reference lock-in 
amplifier of a custom-built bimodal control unit similar to that in Ref. [13]. The amplitude of 
the first eigenmode was the signal for the z feedback whereas the phase signal of the second 
eigenmode provided compositional contrast [7].  
 
We studied ePP with a weight-average molecular weight Mw = 160 kg mol−1 and a [mmmm]-
pentade (m = meso conformation) content of 36% [14]. A 150 nm thick polymer film on a 
gold coated silicon substrate was prepared by dip coating from a 5 mg/ml ePP solution in 
decaline. The film thickness before and after the last etching step was measured as previously 
described [3]. We sequentially removed thin layers of about 10 nm thickness of the polymer 
by wet-chemical etching with a solution of 50 mg/ml potassium permanganate in 30 wt % 
sulfuric acid for 1 min followed by rinsing first with 10 wt % sulfuric acid then with hydrogen 
peroxide, pure water, and finally with acetone. After etching, the sample was remounted into 
the AFM and the position of interest was imaged. The obtained stack of images was post-
processed including flattening and filtering, combined to a volume image, and visualized as 
previously described [3,15,16]. 
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4.3 Results and Discussion 
 
For the investigation of the influence of the etching procedure on the mechanical properties of 
the polymer, we measured dissipation curves on ePP after several etching steps (Fig. 4.1). The 
upper five curves enclosed by the blue bracket correspond to the dissipation curves obtained 
on an amorphous region of ePP before ablation, and after 1, 5, 10, and 15 etching steps, 
respectively.  
 
The lower curves marked with the red bracket were correspondingly measured on crystalline 
regions. The data points were obtained by averaging the three APD curves of each polymer 
region measured at the positions indicated by the crosses in the inset. The corresponding 
standard deviation is indicated by the error bars for every tenth data point. The energy 
dissipation was determined from APD curves measured at about 50 different positions on 
amorphous regions and scattered by 10%. On crystalline regions, the scatter was 40%. Here, 
the dissipated energy strongly depends on how close the AFM tip was located to the center of 
the crystalline region during the APD measurement. The amount of energy dissipation was 
always lower on the crystalline part than on the amorphous one. This observation is explained 
by the higher stiffness of the crystalline regions of ePP. On the amorphous region, the curves 
measured after the first and the subsequent etching steps were all very similar to the curve 
measured prior to etching. The variation was within the scatter mentioned above. The shape 
of the curves resembled a dissipation process in which viscoelastic forces between tip and 
sample prevail [12]. The slight decrease in the maximum amount of energy can be ascribed to 
a change of the tip apex, which is likely to become blunter during the measurement. There 
was no drastic change neither in the amount of energy dissipation nor in the shape of the 
curves. Thus, we conclude that the mechanical properties on amorphous regions of the surface 
were not significantly altered during etching. The dissipation curve measured on the 
crystalline region before etching was very similar to dissipation curves measured on the 
amorphous regions. After the first etching, the curve shape changed and the maximum amount 
of dissipated energy decreased by about 1/3. We attribute this effect to a decrease of 
viscoelastic dissipation and an increase of the stiffness of the surface. Both indicates the 
presence of a thin (<10 nm thick) amorphous layer on top of the crystalline region, which was 
removed during the first etching step. This finding is in accordance with Ref. [17], where a  
3 nm thick amorphous layer was found on crystalline regions. After the subsequent etching 
steps, the variation of the curves remained within the typical scatter.  




Figure. 4.1: Averaged dissipation curves measured on amorphous and on crystalline regions of ePP before (open 
symbols) and after 1, 5, 10, and 15 etching steps (closed symbols, red, green, blue, and purple, respectively). The 
inset shows the corresponding phase image (phase range 0° – 31°). The positions where APD curves were 
measured are marked with crosses. The black arrow indicates the transition from the attractive to the repulsive 
regime. For clarity, error bars are only shown for every tenth data point. 
 
The AFM height images (not shown) measured on ePP before and after the subsequent 
etching steps looked similar to those in Ref. [3] with a typical roughness (peak to valley) of 
about 4 nm before and about 30 nm after 13 etching steps. The indentation of the AFM tip 
into the sample surface was determined by following the procedure in Ref. [18]. The 
maximum penetration depth was 5 ± 2 nm at the lowest setpoint ratio A1/A0 = 0.35 on 
crystalline and amorphous regions. Similar values were obtained earlier [3]. 
 
In order to enhance resolution and contrast and thus to improve the resulting nanotomography 
volume image, we applied the bimodal concept for imaging. Figure 4.2 shows a comparison 
between the phase image of (a) the first and (b) the second eigenmode measured with bimodal 
excitation after the first etching step. Dividing the average phase value of all data points 
within one image by its standard deviation clearly showed that the second eigenmode phase 
images exhibited (on average) an 1.3 ± 0.4 times higher signal-to-noise ratio than those of the 
first eigenmode phase. This particular relation was found for the whole sequence of images. 
The only exception was the very first image which was captured on the native surface just 
before the start of the etching process. The reduced resolution observed on the native surface 
is attributed to the thin amorphous layer covering the specimen. This surface layer screened 
the properties of the layer beneath so that the motion of the cantilever’s second eigenmode 
was less sensitive to material variations beneath this layer.  




Figure 4.2: Comparison of phase images of the (a) first and the (b) second eigenmode after the first etching step 
on ePP. The arrows indicate features which can only be resolved in the second eigenmode image (b). (phase 
range 0° – 36°) 
 
Comparing the images of the etching sequence obtained with both eigenmodes, the phase 
image of the first mode always appeared a bit more blurred compared to that of the second 
eigenmode. The second eigenmode phase images showed more sharply defined features. The 
white arrows in Fig. 4.2 indicate positions where two or more crystallites can hardly be 
distinguished in the first eigenmode phase image [Fig. 4.2(a)] but are clearly visible in the 
second eigenmode image [Fig. 4.2(b)]. This enhanced sensitivity to compositional changes 
has been predicted by Rodríguez and García [7] and observed by Stark et al. [8] on SiO2 
surfaces. This effect was seen in all images of our etching series which is a great advantage 
for nanotomography imaging. The resulting volume image which was reconstructed from the 
series of second eigenmode phase data is shown in Fig. 4.3(a). The black arrow indicates the 
position of the cross section through the x-z plane that is shown in Figs. 4.3(b) and 4.3(c). The 
white arrows mark the positions where gaps between crystals appear clearer in the second 
eigenmode volume image [Fig. 4.3(c)] than in the first eigenmode image [Fig. 4.3(b)].  
 




Figure 4.3: (a) Nanotomography volume image (512 × 512 × 14 voxels) of ePP displayed as isosurface. The 
image was captured by using bimodal AFM where the height image is simultaneously measured with the second 
eigenmode phase signal. The threshold between amorphous and crystalline phase was set to 0.32 (see marker at 
the color bar). The boundary box faces were colored according to the phase values. (b) Cross section through the 






In summary, we have shown that energy dissipation curves allow for clearly distinguishing 
between amorphous and crystalline regions of semicrystalline polypropylene. On the latter, an 
< 10 nm thick amorphous layer was found which was removed by wet-chemical etching. 
After etching, considerably less energy was dissipated on the rather stiff crystalline regions 
than on the embedding amorphous phase. Here, the shape of dissipation curves indicates 
viscoelastic dissipation between the tip and the sample. Even after having removed 140 nm of 
the polymer by stepwise wet-chemical etching, the shape of the curves remained almost 
constant. This shows that the mechanical properties of the polypropylene surface were not 
significantly changed by the etching procedure.  
 
Furthermore, we demonstrated that the spatial resolution and the signal-to-noise ratio of the 
nanotomography images can be enhanced by using bimodal AFM. We expect that the 
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structural investigation of other multicomponent materials will also benefit from the 
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Surface Properties of Elastomeric 
Polypropylenes Studied with Scanning 
Force Microscopy1 
 
The energy dissipated between tip and sample during dynamic scanning force microscopy 
(SFM) is a sensitive measure of local surface properties. We mapped the surface properties of 
crystalline and amorphous regions in thin films of different kinds of elastomeric 
polypropylene (ePP) with 10 nm lateral resolution. The dissipated energy as a function of the 
amplitude setpoint displays discriminative shapes for both polymer regions. Differences in the 
shape as well as in the maximum amount of dissipated energy are interpreted as different 
amounts of amorphous material on top of crystalline regions. A successive wet-chemical 
etching experiment revealed a < 10 nm thick amorphous layer on top of crystalline regions. 
Indentation experiments at different amplitude setpoints resulted in unexpectedly large 
indentation depths of the SFM tip up to 30 nm. No relationship between the indentation depth 
into the sample surface and the maximum difference in dissipated energy between crystalline 
and amorphous regions was found.  
                                                 
1
 A revised version of this chapter has been published as ‘Surface Properties of Elastomeric Polypropylene 
Studied with Atomic Force Microscopy’ by C. Dietz, M. Zerson, C. Riesch, M. Franke, and R. Magerle in 
Macromolecules. 




Polyolefins such as elastomeric polypropylene (ePP) [1], a semicrystalline polymer, receive 
increasing attention in material sciences due to their comparatively simple synthesis and their 
elastomeric properties. Mechanical properties of polymer surfaces play an important role in 
applications such as adhesives [2–4] as well as for the haptic and tribological properties of the 
material [5,6]. Information about the surface properties of a material could help designing 
new applications. The interface to air plays also an important role in structure formation 
processes at the surface. Extrapolating physical parameters of the bulk material is in most 
cases not a proper method for understanding the surface properties. An example for these 
difficulties is the discussion about the glass transition temperature at the surface and in thin 
films [7–9]. 
 
Atomic force microscopy (AFM) [10–13] and particularly its dynamic methods [14] turned 
out to be a suitable instrument for investigating surfaces of a wide range of materials and 
multicomponent polymers in particular [12,15–19]. Force-displacement curves and the 
application of the AFM tip as a nanoindenter made it possible to measure elastic properties 
and other surface parameters [20–23]. Tao et al. [24] and Radmacher et al. [25] used this 
principle to determine mechanical surface properties of biological materials. Using 
microspheres instead of sharp AFM tips for the indentation local strains of the surface of soft 
materials can be avoided [4]. In this context, mathematical and physical models have been 
developed to assess the Young’s modulus and other mechanical material properties [26–33].  
 
Recently, dynamic AFM methods have been developed to determine surface properties 
quantitatively. Based on the relationship between tip-sample energy dissipation Edis and phase 
shift φ  between the cantilever’s oscillation and excitation [34,35], García et al. [36] have 
proposed a method for identifying dissipation processes at the nanoscale. Measuring 

















and plotting these values as a function of the oscillation amplitude with respect to the free 
amplitude A/A0 results in characteristic energy dissipation curves [36]. In this equation, Eext 
and Emed are the excitation energy and the energy dissipated into the medium, respectively, k 
is the force constant, Q is the quality factor of the cantilever, ω is the excitation frequency, 
and ω0 is the cantilever’s resonance frequency. The shape of those curves and particularly 
their derivative can reveal the dissipation mechanism between the AFM tip and the sample 
and hence the dominant type of interaction force as recently demonstrated on silicon, on 
polystyrene in a polystyrene/polybutadiene blend [36] and on elastomeric polypropylene [19]. 
In Ref. 36, three different types of interaction mechanisms between tip and sample were 
considered: surface energy hysteresis, long-range interfacial interactions for a silicon surface, 
and viscoelasticity for polystyrene. 
 
In the present study, we apply this methodology to different kinds of ePP, which only vary in 
the degree of crystallinity and chain length. We map the local surface properties of crystalline 
and amorphous regions of ePP with 10 nm lateral resolution. Sakai et al. [37] claim the 
presence of an amorphous layer on top of crystalline regions at the surface of isotactic 
polypropylene. With successive etching we have recently confirmed the presence of such an 
amorphous layer [19]. Moreover, APD measurements offer the opportunity to determine the 
indentation depths of the AFM tip into the polymer [33,38]. In this work, we present a 
systematic study of energy dissipation on ePP and tip indentation into the sample surface.  
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5.2 Experimental Section 
 
We studied three different kinds of elastomeric polypropylene (ePP) samples ePP26, ePP30, 
and ePP36 with weight-average molecular weights of Mw = 153, 110, and 160 kg mol-1, 
respectively [1]. In this article the samples are signified with respect to the [mmmm]-pentade 
(m = meso conformation) contents. ePP26, ePP30, and ePP36 correspond to a [mmmm]-
pentade content of 26%, 30% and 36%, respectively. All samples were dip-casted from a  
5 mg/ml ePP solution in decaline onto a gold coated silicon substrate resulting in thin films 
with a thickness of ~ 150 nm. Film thicknesses were determined with the AFM after 
scratching the film as described elsewhere [16]. In most cases, samples were used for 
measurements one day after preparation and were never older than 5 weeks. Within this 
period of time no changes of the surface properties were observed. For the etching 
experiments, we successively removed thin layers of ~ 10 nm thickness of the polymer by 
wet-chemical etching with a solution of 50 mg/ml potassium permanganate in 30 wt.-% 
sulfuric acid for one minute followed by rinsing first with 10 wt.-% sulfuric acid then with 
hydrogen peroxide, distilled water, and finally with acetone. After etching, the sample was 
remounted into the AFM and the position of interest was imaged. For all measurements we 
used a Nanowizard I AFM (JPK Instruments AG, Berlin, Germany) and standard silicon 
cantilevers (Pointprobe® NCH, NanoWorld AG, Neuchâtel, Switzerland) with resonance 
frequencies  ω0 ~ 284 kHz, quality factors Q ~ 200, spring constants k ~ 9.5 N/m, and tip radii 
of approximately 10 nm, at a free amplitude of A0 ≈ 35 – 40 nm. The spring constants k of the 
AFM cantilevers were determined from measurements of the resonance frequency ω0 and the 
quality factor Q using a method of Sader et al. [32]. APD curves were measured by oscillating 
the AFM cantilever at its flexural resonance frequency while the AFM tip approaches the 
sample surface at a vertical rate of 2 Hz. The oscillation amplitude A and the phase shift φ  
between excitation and oscillation were recorded during approaching and retracting. The 
approach data were used to calculate the dissipated energy by applying equation (5.1). 
Measurements were accomplished under ambient conditions. In this work, values for the 
phase shift φ  were treated in their original physical sense and not by the convention of the 
manufacturer of the AFM used in this work. Therewith, a cantilever driven at its resonance 
involves a phase lag of φ  = 90° between the excitation signal of the driving piezo and the 
actual AFM tip movement. Phase lags above 90° correspond to an AFM measurement 
performed in the attractive and values below 90° in the repulsive regime [14,39]. 
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5.3 Results and Discussion 
 
5.3.1 Distribution of Measured Dissipation Curves  
 
Figure 5.1(a) shows an AFM phase image measured on a thin film of ePP36. In Fig. 5.1(b) the 
dissipated energy is plotted as a function of the cantilever’s oscillation amplitude for  
100 points located along one line with a lateral distance between two adjacent points of 10 nm 
indicated by the dashed line across the specimen in the phase image of Fig. 5.1(a). The two 
crosses mark the positions where the lowest (left cross) and the topmost (right cross) energy 
dissipation curves of Fig. 5.1(b) were measured. Curves with a maximum larger than 120 eV 
were measured on amorphous regions.  
 
They show the typical shape when viscoelastic forces dominate the dissipation process 
between AFM tip and sample [36]. Most of the curves shown in Fig. 5.1(b) fall in this 
category since the total area of amorphous regions on the sample surface is substantially 
larger than that of the crystalline. On the latter ones, the shape of the dissipation curves as 
well as the maximum amount of dissipated energy was strongly dependent on how close the 
AFM tip was located to the center of the crystalline region during the APD measurement. The 
more central the tip was located on a crystal the lower was the maximum amount of dissipated 
energy and the larger was the deviation from curves obtained on amorphous regions. The 
energy dissipation determined from APD curves measured at about 50 different positions on 
amorphous regions scattered by 10%. On crystalline regions the scatter was about 40%. On 
these regions the energy dissipation curves display a kink [see Fig. 5.1(b)] which becomes 
more distinctive and acute-angled, the smaller the maximum value of Edis was. A clear trend is 
visible for the maximum amount of dissipated energy highlighted by the dashed line with the 
arrow in the diagram of Fig. 5.1(b). The position of the local maximum shifts to higher 
amplitude setpoint ratios A/A0 and to a lower dissipated energy the closer to a crystalline 
region of the polymer the curve was measured. For the lowest curve in the diagram the 
dissipated energy reduces to only 10 eV at amplitude ratios between A/A0 ≈ 0.3 – 0.5. This is 
attributed to a higher stiffness of the crystalline regions compared to the amorphous regions. 
Hence, non-conservative interactions between AFM tip and sample surface become negligible 
for the damped cantilever oscillation compared to the viscoelastic forces acting on amorphous 
regions [40].  




Figure 5.1: (a) AFM phase image of an ePP36 sample. Bright (dark) corresponds to crystalline (amorphous) 
regions. (b) Distribution of energy dissipation curves measured on amorphous and crystalline regions of ePP36. 
Each curve in the diagram represents one dissipation curve measured pointwise along the dashed line shown in 
(a). The smaller the maximal dissipated energy Edis,max is the more central the tip was located on a crystalline 
region. The energy dissipation curves with a maximum larger than 120 eV correspond to measurements on 
amorphous polymer regions. 
 
The energy present in the cantilever-sample system is transferred from the cantilever to the 
sample and back to the cantilever during one oscillation cycle with only little loss of energy in 
terms of dissipation. 
 
 
5.3.2 Detection of an Individual Crystal through Energy Dissipation 
 
We applied the same technique in the vicinity of an individual crystalline lamella in ePP36. 
Figure 5.2(a) shows an AFM phase image with 15 crosses marking the positions where APD 
curves were measured. In order to gather all information obtained from the measurement in a 
single diagram, we converted the dissipated energy into gray scale values and plotted them as 
a map with the position where the APD curve was measured as ordinate and the amplitude 
ratio A/A0 as abscissa.  




Figure 5.2: (a) AFM phase image of two crystalline lamellae (bright) embedded into the amorphous region 
(dark) of ePP36 measured at a amplitude ratio A/A0 = 0.67. The numbered crosses indicate the positions where 
APD curves were measured. (b) Corresponding gray scale map of the dissipated energy. Each horizontal line 
represents an energy dissipation curve at the indicated position with the dissipated energy plotted as gray scale 
versus the amplitude ratio A/A0. (c) Dissipated energy as a function of the position at an amplitude ratio  
A/A0 = 0.5 [corresponding to the dotted line in (b)]. 
 
The map clearly exhibits a decline in dissipated energy for amplitude ratios A/A0 between 0.35 
and 0.65 [marked by the dashed frame in Fig. 5.2(b)] exactly at positions [black crosses in 
Fig. 5.2(a)] where crystalline material is present. Small deviations in the position may arise 
from thermal drift during the measuring process.  For all other setpoint ratios outside of the 
marked frame, however, the different polymer regions can hardly be distinguished.  
 
Additionally, the diagram reveals a maximum difference in the amount of dissipated energy 
between amorphous and crystalline regions for a setpoint ratio A/A0 ≈ 0.5. Energy dissipation 
curves measured on other specimens confirm this observation as can be seen in Fig. 5.1,  
Fig. 5.4, and Fig. 5.5.  Figure 5.2(c) shows the amount of dissipated energy as a function of 
the position at the amplitude ratio A/A0 = 0.5. The values vary between 180 eV on amorphous 
regions and 30 eV on the crystalline regions of ePP corresponding to a difference in dissipated 
energy of ∆Edis = 150 eV. Thus, the shape of the curve (Edis vs. position) reflects the lateral 
distribution of differences in the sample stiffness. 
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5.3.3 Indentation Experiments on Polypropylene 
 
For further investigations of the surface properties of elastomeric polypropylene, we 
determined the indentation depth of the AFM tip into the polymer surface using the method of  
Höper et al. [33] and Knoll et al. [38]. The position z0 where the AFM tip touches the sample 
surface for the first time is assumed to be at that point where the phase shift between the 
cantilever oscillation and its excitation starts to increase to higher values (above 90°) during 
the approach, i.e., where the attractive regime starts to dominate [Fig. 5.3(a)]. We would like 
to emphasize that this assumption is only valid for free amplitudes A0 larger than ~ 10 nm 
[14,39] which is the case for the range of free amplitudes (35 – 40 nm) used in our 
experiments. z0 is the largest tip-sample separation, where the derivative of the phase shift 
with respect to the z-position of the piezo scanner is larger than 0.1°/nm. On an infinitely stiff 
sample (without any indentation) the amplitude of the oscillating cantilever would be reduced 
by the same amount as the z-position of the piezo scanner shifts towards the sample, resulting 
in a linear decrease in amplitude. At a given setpoint the distance in z-direction between the 
amplitude-distance curve measured on the compliant ePP sample and the assumed amplitude-
distance curve of an infinitely stiff sample is the indentation depth ∆z of the AFM tip into the 
sample surface [Fig. 5.3(a)]. We analyzed the APD measurements across the crystalline 
region [shown in Fig. 5.2(a)]. For each APD curve indentation depths were calculated at 
different amplitude ratios A/A0 ranging from 0.999 to 0.300 and plotted versus the lateral 
position at the sample surface [Fig. 5.3(b)]. The indentation depth between the amorphous and 
the crystalline region differs only little but it is always lower on the crystalline one. Even for 
very small amplitude ratios, ∆z does not deviate more than 4 nm between both polymer 
regions. The indentation depth reaches values up to 32 nm on the amorphous region at an 
amplitude ratio of A/A0 = 0.3. Consequently, the AFM tip is in mechanical contact with the 
polymer surface for more than half of its oscillation cycle under the assumption of a 
sinusoidal cantilever movement [34]. Moreover, the observation of similar indentation depths 
on both types of polymer regions is an further indication for the existence of an amorphous 
layer on top of crystalline regions of ePP36. It corroborates the findings of Ref. 37. For  
A/A0 ≥ 0.9 the indentations are smaller than 10 nm and deviate less than 2 nm between both 
polypropylene regions. Differences larger than 2 nm are observed only for A/A0 ≤ 0.8. We 
conclude that the AFM tip has first to indent into the amorphous top layer present at the 
whole sample surface, before crystals beneath this layer induce a notable resistance against 
further penetration.  




Figure 5.3: (a) Amplitude-phase-distance (APD) curves for an ePP36 (compliant) sample and an infinitely stiff 
sample. z0 marks the onset of the attractive regime. It is the position where mechanical contact between AFM tip 
and sample surface occurs for the first time while approaching the surface (i.e. moving from left to right in the 
diagram). ∆z is the indentation depth of the AFM tip into the polymer surface with respect to an infinitely stiff 
sample, shown for A/A0 = 0.7. (b) Indentation depth ∆z versus the position where APD curves were taken for 
different amplitude ratios A/A0 = 0.999, 0.995, 0.900, 0.800, 0.700, 0.600, 0.500, 0.400, and 0.300. The dashed 
lines enclose the area of the measurement where the crystalline region is observed in the AFM phase image. The 
positions where APD curves were measured correspond to that shown in Fig. 5.2. 
 
At this point, we would like to emphasize that an individual crystal at a polypropylene surface 
can be resolved more precisely and at considerably higher amplitude ratios by calculating the 
amount of dissipated energy per oscillation cycle between AFM tip and sample surface [Fig. 
5.2(b) and 5.2(c)] than by considering the indentation depths. The thin amorphous layer 
screens the interaction between the AFM tip and the material beneath it. Together with the 
limitation of the lateral resolution due to the AFM tip radius the individual crystalline 
lamellae appear broader than their natural width of 10 nm [16,31]. 
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An alternative method for measuring the tip indentation depth is to measure the height profile 
of a scratch in a thin film with respect to the substrate with different amplitude ratios A/A0. 
Since on the solid substrate the indentation is approximately independent of A/A0 [38], 
differences in the apparent step height correspond to the tip indentation. The measured height 
difference between the polymer surface of ePP36 and the gold coated substrate remained 
constant within 1 nm while decreasing A/A0 from 0.9 to 0.3. In contrast, the indentation depth 
determined from APD measurements increased from ≈ 10 nm to ≈ 25 – 30 nm when 
decreasing A/A0 from 0.9 to 0.3 (Fig. 5.3). This observation gives rise to the notion that the 
contact mechanics of the TappingMode™ AFM during scanning is fundamentally different 
from the one prevailing during the stationary approach of the tip by accomplishing an APD 
curve. We attribute the main difference to the hydrodynamic buoyancy caused by the lateral 
motion of the AFM tip. 
 
 
5.3.4 Successive Wet-Chemical Etching 
 
Figure 5.4(a) shows the dissipation curves of ePP36 before and after successive steps of wet-
chemical etching during a nanotomography experiment [19]. On average 10 nm thick layers 
were removed during one etching step and the APD curves were measured after several 
etching steps. The upper five curves enclosed by the blue bracket correspond to the 
dissipation curves obtained on an amorphous region of ePP before ablation, and after 1, 5, 10, 
and 15 etching steps, respectively. The lower curves marked with the red bracket were 
measured on crystalline regions, correspondingly. The data points were obtained by averaging 
three energy dissipation curves of each polymer region measured at the positions indicated by 
crosses in the inset. The corresponding standard deviation is indicated by the error bars for 
every tenth data point. On the amorphous region, the curves measured after the first and the 
subsequent etching steps were all very similar to the curve measured prior to etching. The 
variation was within the scatter mentioned above. The shape of the curves resembled a 
dissipation process in which viscoelastic forces between tip and sample prevail [36]. The 
slight decrease in the maximum amount of energy can be ascribed to a change of the tip apex 
which is likely to become blunter during the measurement. There was no drastic change 
neither in the amount of energy dissipation nor in the shape of the curves.  
 
 




Figure 5.4: (a) Averaged dissipation curves measured on amorphous and on crystalline regions of ePP36 before 
(open symbols) and after 1, 5, 10, and 15 etching steps (closed symbols, red, green, blue, and purple, 
respectively). The inset shows the corresponding phase image (phase range 0° – 31°). The positions where APD 
curves were measured are marked with crosses. The black arrow indicates the transition from the attractive to the 
repulsive regime. For clarity, error bars are only shown for every tenth data point. (From Ref. 19, © 2008 The 
American Institute of Physics). (b) Averaged indentation depth on amorphous (blue dots) and crystalline regions 
(red dots) at a setpoint ration A/A0 = 0.5 before etching (closed symbols) and after 1, 5, 10 and 15 etching steps 
(open symbols), respectively. 
 
Thus, we concluded that the mechanical properties on amorphous regions of the surface were 
not significantly altered during etching. The dissipation curve measured on the crystalline 
region before etching was very similar to dissipation curves measured on the amorphous 
regions.  
 
After the first etching, the curve shape corresponding to the crystalline region changed and the 
maximum amount of dissipated energy decreased by about 1/3. We attribute this effect to a 
decrease of viscoelastic dissipation and an increase of the stiffness of the surface. The 
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similarity of the shape of both dissipation curves before etching indicates the presence of a 
thin (< 10 nm thick) amorphous layer on top of the crystalline region, which was removed 
during the first etching step. After subsequent etching steps, the variation of the curves 
remained within the typical scatter. 
 
The diagram of Fig. 5.4(b) reveals the relationship between the differences in indentation 
depths ∆z between amorphous (blue dots) and crystalline regions (red dots) and the etching 
step at a setpoint ratio of A/A0 = 0.5. Indentation depths on crystalline regions remain almost 
constant before ablating (open symbols) and after successive etching steps (closed symbols) at 
a mean value of ∆z = (15.7 ± 0.6) nm. On amorphous regions indentation depths increased 
from 14 nm to 17 nm after the first etching step and remained constant with successive 
etching. This is an indication for a slightly different amorphous surface layer before etching 
the sample surface. The etching process could chemically modify the surface layer of ePP by 
the diffusion of molecules into the polymer structure and the oxidation of polymer chains. 
The result is a thin layer consisting of a mixture of short atactic and isotactic chain parts and 
the heterogeneities in the specimen can only be detected beneath this layer by the AFM tip. 
This might be an explanation for the relative large indentation depth even on crystalline 
material after etching.  
 
It is reasonable to assume that the further etching process has no significant influence on the 
mechanical properties of the sample surface because the indentation depths of the AFM tip 
into the ePP surface, the shape of the energy dissipation curves, as well as the maximum 




5.3.5 Surface Properties for Different Materials and AFM Tips 
 
As already shown in Section 5.3.1 it is essential that the AFM tip hits the crystalline region at 
its center during the APD measurement in order to obtain a dissipation curve that differs 
significantly from that of an amorphous region. Figures 5.5(a)–(c) show averaged dissipation 
curves measured on amorphous regions (closed symbols) of different ePP specimens as well 
as distinctive types of dissipation curves measured on crystalline regions (open symbols). The 
data presented in Figure 5.5(a) was obtained on ePP36.  




Figure 5.5: (a)–(c) Energy dissipation curves measured on amorphous (closed symbols) and crystalline (open 
symbols) regions of ePP36 [(a), (b)], and ePP30 (c). The insets show AFM phase images with crosses marking 
the positions where the energy dissipation curves were measured. Black (white) crosses indicate positions on 
crystalline (amorphous) regions. (d)–(f) Indentation depths of the AFM tip into the sample surface versus 
amplitude ratio A/A0 for amorphous and crystalline regions of ePP. 
 
The curves are very similar to those of Fig. 5.1. The positions where the APD curves were 
measured are indicated with black and white crosses on the phase images shown as inset in 
Fig. 5.5(a). Both curves were averaged from 20 dissipation curves. They have a characteristic 
shape and differ considerably in the amount of dissipated energy except for amplitude ratios 
in the range of A/A0 ≈ 1.00 – 0.95 where the curves resemble.  
 
Attractive interactions between the AFM tip and the surface dominate in the latter range. The 
transition to the repulsive regime is marked by an arrow in the diagram. Edis measured on the 
amorphous phase of the polymer increases with decreasing A/A0 to a maximum amount of 
dissipated energy Edis,max = 200 eV at a setpoint ratio A/A0 ≈ 0.3 and a local maximum at  
A/A0 ≈ 0.5. The dissipation curves measured on amorphous regions are within the scatter for 
the data sets shown (compare Fig. 5.1). In contrast, the dissipation curve measured on the 
crystalline phase is almost constant in energy for amplitude ratios A/A0 ≈ 0.95 – 0.65. It 
decreases rapidly for ratios around 0.5, and increases again at lower setpoint ratios  
(A/A0 ≤ 0.35). On crystalline regions of ePP the amount of dissipated energy is always lower 
than that on the amorphous regions. An example for an averaged dissipation curve (obtained 
from 3 curves measured on distinctive sample positions) measured on a crystalline domain 
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but with less deviation to the dissipation curve obtained on amorphous regions can be seen in 
Fig. 5.5(b). The curves correspond to the etching experiment of section 5.3.4 of the ePP36 
sample before etching. They reveal only very small differences in both dissipation curves with 
respect to the maximum amount of dissipated energy. In this case, even the shape of both 
curves is similar and is typical for viscoelastic materials [36]. A third example for energy 
dissipation curves obtained on crystalline and amorphous regions of an ePP30 sample can be 
seen in Fig. 5.5(c). Although the specimen has a different degree of crystallinity, the curves 
look very similar to that of Fig. 5.5(b). A further APD measurement has been accomplished 
on an ePP26 sample. The obtained dissipation curves for crystalline and amorphous regions 
differed by ~ 125 eV at maximum. The corresponding indentation depths of the AFM 
cantilever into the ePP samples as a function of the amplitude ratio A/A0 are shown in Figures 
5.5(d)–(f) for crystalline (open symbols) and amorphous (closed symbols) regions.  
Figure 5.5(d) shows that the indentation monotonously increases with decreasing A/A0 and 
reaches up to 30 nm on amorphous regions for the ePP36 sample shown in Fig. 5.5(a). A 
correlation to the kink appearing at an amplitude ratio of A/A0 = 0.65 in the energy dissipation 
curve [Fig 5.5(a)] cannot be found in the indentation diagram. In case of the ePP36 sample of 
Fig. 5.5(b) and the ePP30 sample of Fig. 5.5(c) the indentation depths are about 16 nm and 24 
nm at A/A0 = 0.3, respectively. There is little difference in indention depths between the 
amorphous and the crystalline region. For amplitude ratios A/A0 < 0.3 the indentation depths 
decrease again with decreasing amplitude setpoint [Fig. 5.5(e), (f)]. Even in the attractive 
interaction regime indentation depths up to 10 nm were observed. 
 
With these and the observations from the previous sections, we can draw the following 
conclusions. Indentation depths were in the range between 10 – 30 nm for amplitude ratios 
between 0.7 – 0.2 for all measurements independent of the specimen’s degree of crystallinity. 
Moreover, the indentation increases with decreasing A/A0 and decreases again at low ratios  
(< 0.3). We suppose that the AFM tip additionally performs a lateral movement during the 
oscillation parallel to the sample surface at low amplitude ratios due to strong damping forces. 
However, a detailed discussion of this issue is beyond the scope of this work. Interestingly, 
only small deviations in indentation depths were observed for APD curves measured on 
crystalline and on amorphous regions for very low amplitude ratios. This is consistent with 
the indentation experiments of section 5.3.3 for the individual crystal where only 4 nm 
difference in the tip indentation were found between both polymer regions at an indentation 
depth of ~ 30 nm corresponding to  A/A0 = 0.3 [Fig. 5.3(b)]. Up to now, we have no 
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quantitative explanation for the relatively large indentation depths measured with APD curves 
particularly obtained on crystalline regions. 
 
One result of the etching experiment from the previous section is that a thin amorphous layer 
(thickness < 10 nm) covers crystalline regions at the sample surface of ePP. A reason for the 
observed variations of the energy dissipation curves measured on crystalline regions could be 
differences in the thicknesses of this amorphous cover layer. Sakai et al. [37] claimed to have 
found a 3 nm thick amorphous layer on top of isotactic polypropylene (iPP). Only isotactic 
chains of polypropylene can form crystalline regions. Since we used elastomeric 
polypropylenes with a low degree of crystallinity which contains much more atactic material 
the amorphous cover layer might be considerably thicker than 3 nm. The thicker this 
amorphous layer is the smaller is the interaction between the AFM tip and the crystalline 
material and the larger is the viscoelastic interaction and the similarity of the dissipation curve 
to the curve measured on pure amorphous region. In cases of large differences between the 
dissipated energy measured on the amorphous and the crystalline region, the total absence of 
such an amorphous top layer appears reasonable. An observed difference ∆Edis ~ 150 eV in 
the amount of dissipated energy per oscillation cycle at an amplitude ratio A/A0 = 0.5 of both 
polymer regions for the samples used in section 5.3.1 as well as in section 5.3.4 (after the 
etching) would corroborate this hypothesis [compare ∆Edis ≈ 180 eV in Fig. 5.5(a)].  
 
It is worth noting that shape and maximum amount of dissipated energy varied considerably 
for different cantilevers. We attribute these effects to differences of the tip apex since tip 
shape and radii can vary drastically for different cantilevers which in turn influences the 
geometry of the contact between tip and sample and hence the effective force. Apart from the 
free oscillation amplitude of the cantilever the Q-factor mainly controls the maximum amount 
of dissipated energy which varied considerably for the different measurements [see Eq. (5.1)]. 
We also neglected a possible influence of an existing water meniscus between the AFM tip 
and the sample surface which could arise under ambient conditions. According to Ref. 38 it 
could contribute to only 3 – 5 nm of the indentation depth. Considering the approach during 
the APD measurement, an open question is the relaxation mechanism of ePP at the sample 
surface. After one oscillation cycle of the cantilever movement, only the total relaxation of the 
sample surface into the initial state would result in the same boundary condition for the next 
oscillation cycle. Otherwise, a hollow at the sample surface would be formed with the 
ongoing approach of the AFM tip due to the compliance of the material. This could explain 
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the large indentation depths we observed in APD measurements compared to those during 
scanning. The indentation process would stop at that moment when the compressed material 
beneath can resist against the further penetration. Since we never observed a remanent hollow 
after the measurement of APD curves, we conclude that the relaxation takes place within less 
than a minute, which is the time needed to image the surface after performing an APD 




5.3.6 Energy Dissipation and Indentation Depth 
 
It could be argued that differences in the Edis curves between crystalline and amorphous 
regions of polypropylene originate from different indentation depths of the AFM tip into the 
polymer. In order to test this hypothesis, we determined the averaged indentation depth at a 
setpoint ratio of A/A0 = 0.5 for all measurements on ePP26, ePP30, and ePP36 with the 
method from Refs. 33 and 38. Interestingly, the standard deviation of the averaged indentation 
depth for one measurement did not exceed a value of 2.2 nm although APD measurements 
were performed on both amorphous and crystalline regions. Figure 5.6 shows the maximum 
difference in the amount of dissipated energy between amorphous and crystalline regions as a 
function of the averaged indentation depth at a constant setpoint ratio A/A0 = 0.5. Open 
symbols indicate measurements of etched samples. The Square, triangles, and dots in the 
diagram correspond to measurements of unetched ePP26, ePP30, and ePP36, respectively. 
The data points in the diagram are distributed rather arbitrary. Hence, we conclude that there 
is no correlation between the maximum difference of the dissipated energy for both polymer 
regimes and how deep the AFM tip is indenting into the sample within the scope of the 
applied measurement parameters.   
 
In order to figure out how the energy per oscillation cycle of the AFM tip is transferred into 
the surface layer, we estimated the volume of the tip apex indenting into the polypropylene 
surface. Only that volume can absorb the dissipated energy. The assumption of a spherical tip 
cap with a typical radius Rtip of approximately 10 nm together with an indentation depth of  
10 nm, corresponds to a sphere that immerses with half of its total volume into the ePP 
surface. The bulk density of ePP is (0.90 ± 0.03) g/cm3 depending on the type and crystallinity 
of the material [41] resulting in a total number of monomer units per hemisphere of about 
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27.103. Each monomer unit contains 9 chemical bonds. In our measurement the typical 
amount of dissipated energy per oscillation cycle is in the order of 100 eV for the used 
cantilevers at an amplitude setpoint ratio A/A0 = 0.5.  
 
Thus, the dissipated energy per oscillation cycle and per chemical bond transferred to the 
surface layer of the specimen is approximately 0.4 meV. Comparing this value with the 
thermal energy under ambient conditions (T = 300 K) the dissipated energy converted to each 
chemical bond of the specimen is lower by a factor of 63. This shows that the transferred 
energy of the cantilever into the sample surface alone could not be sufficient for breaking 
chemical bonds in the material. We suppose that the indentation mechanism itself could cause 
deformation and flow in the material and thus can lead to the observed indentation of the tip 




Figure 5.6: Maximum differences in amount of dissipated energy ∆Edis between crystalline and amorphous 
regions as a function of the averaged indentation depth of the AFM tip at a constant setpoint ratio A/A0 = 0.5. 
The standard deviation from the averaged indentation depth is shown by the error bar at each data point. In total 
16 measurements from different specimens taken with different cantilevers (of the same type) are shown. Closed 
circles indicate measurements of unetched ePP36 whereas open circles indicate measurements of etched ePP36 
samples. Measurements of unetched ePP26 and ePP30 are indicated by a square and triangles, respectively. 
 




We mapped the dissipated energy between the AFM tip and the sample surface as a function 
of the amplitude ratio on distinctive regions of ePP specimens with a lateral resolution of  
10 nm. The dissipated energy as a function of the oscillation amplitude showed characteristic 
shapes for crystalline and amorphous regions of ePP. The largest differences in the amount of 
dissipated energy for both polymer regions occurred for amplitude ratios of the cantilever 
between 0.35 – 0.65. The indentation depths of the AFM tip into the ePP surface were  
≈ 10 – 30 nm and revealed only small differences between crystalline and amorphous regions 
at low amplitude ratios. No correlation was found between the indentation depth of the AFM 
tip into the sample surface and the maximum difference in dissipated energy between both 
polymer regions. A successive etching experiment led to the conclusion that a thin amorphous 
layer (< 10 nm) covers the crystalline regions of ePP. Further etching of the specimen did not 
change the mechanical properties of the sample surface. Dissipation curves obtained on 
crystalline regions of ePP exhibited considerable variations in their shape. This could be 
ascribed to differences in shapes and radii of AFM tips as well as to differences in the 
thickness of the thin amorphous layer on top of crystalline regions. Moreover, the shape of the 
dissipation curves strongly depended on how close the AFM tip was located to the center of 
the crystalline region during the APD measurement. 
 
In summary, we conclude that the determination of the dissipated energy as a function of the 
cantilever’s oscillation amplitude is a sensitive probe for the detection of local mechanical 
surface properties of polymeric materials. This opens ways to study surface properties of a 
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Frequency Modulated Torsional 
Resonance Mode Atomic Force 
Microscopy on Polymers1 
 
In-plane mechanics of polymers can be probed by integrating frequency modulation and 
torsional resonance mode atomic force microscopy. We investigated a thin film of 
polystyrene-block-polybutadiene diblock copolymer. To gain more insight into image contrast 
formation, we examined displacement curves on polystyrene homopolymer surfaces of 
different molecular weights focusing on energy dissipation and frequency shift. Data suggest 
that the transition from a highly motile surface layer to the bulk material depends on the 
molecular weight of the polymer. This, in turn, indicates that the tip is slightly oscillating 





The atomic force microscope (AFM) has become a standard instrument for imaging and 
characterization of polymers with nanometer resolution. Various AFM imaging techniques 
allow for mapping material properties to topographic surface features. Depending on the 
                                                 
1
 This chapter has been published as ‘Frequency Modulated Torsional Resonance Mode Atomic Force 
Microscopy on Polymers’ by A. Yurtsever, A. M. Gigler, C. Dietz, and R. W. Stark in Applied Physics Letters 
92, 143103 (2008). © 2008 American Institute of Physics. 
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scheme of excitation, these techniques can be categorized as nonresonant methods, such as 
pulsed force mode [1,2], or resonant methods such as phase imaging [3], frequency 
modulation [4,5], and time-resolved AFM [6,7]. All of these techniques are based on a 
flexural oscillation of the cantilever sensing forces perpendicular to the surface. The probe 
only interacts with the sample at the lower turning point of the cantilever oscillation and, thus, 
is far away from the surface for most of the oscillation cycle. In order to probe the in-plane 
mechanical properties of materials, the tip can also be driven to a small lateral instead of 
vertical oscillation. Such a lateral oscillation is used in imaging modes where the specimen is 
characterized by shear force interactions. Shear force imaging can be realized by applying a 
lateral modulation to a tip or sample with an amplitude of a few nanometers either while the 
tip is scanned across the specimen [8] or during approach retract curves (displacement curves)  
[9,10]. Using higher excitation frequencies close to the torsional resonances (TR) of the 
cantilever [11], in-plane conservative (elasticity under shear) as well as dissipative (friction) 
properties can be determined. Even without the need for active driving of the TR, in-plane 
elastic properties can be extracted from the thermomechanical oscillations of the force sensor 
in contact with the surface [12].  
 
In order to achieve a well-defined lateral tip oscillation, the TR mode has been introduced 
where two piezoelectric elements force the cantilever to a torsional oscillation [13]. To 
provide high sensitivity together with stable imaging, frequency modulation techniques can be 
applied to TR mode [14,15]. However, the fundamental mechanisms of image formation in 
this mode demand further investigation. We therefore discuss frequency modulated TR mode 
AFM (FM-TR-AFM) for imaging thin polymer films in the following.  
 
 
6.2 Experimental Setup 
 
The experiment was set up using a Dimension 3100 AFM with a NanoScope IV controller 
equipped for TR-mode operation (Veeco Metrology Inc., Santa Barbara, CA). The control 
loop was extended by a phase-locked loop electronics (Easy-PLL, Nanosurf AG, Liestal, 
Switzerland), as shown in Fig. 6.1. Silicon cantilevers (ZEIHR, Nanosensors, Neuchâtel, 
Switzerland) with torsional resonant frequencies below 1 MHz were used (flexural resonance 
of 117 kHz, TR of 910 kHz, and flexural spring constant 27 N/m).  
 




Figure 6.1: Scheme of frequency modulated torsional resonance mode AFM. A positive feedback of the 
photodiode signal is used to drive the dither piezos for torsional excitation. Frequency shift, energy dissipation, 
and oscillation amplitude can be concurrently measured with the topography. 
 
A positive feedback of the lateral signal of the photodiode together with an automatic gain 
control was implemented for driving the cantilever into a stable torsional oscillation. The 
detuning (∆f) of the TR was utilized for topographic feedback. Two different modes of 
operation were used: constant amplitude (CA) mode for imaging and constant excitation (CE) 
mode for displacement curves. In CA mode, the energy needed to maintain the torsional 
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6.3 Sample Preparation 
 
To demonstrate the capabilities of the frequency modulation technique in TR mode AFM, we 
imaged a thin film of polystyrene-block-polybutadiene (SB) diblock copolymer (Polymer 
Source Inc., Dorval Montreal, Canada) with molecular weights MW,PS = 13.6 kg/mol and 
MW,PB = 33.7 kg/mol (PS is polystyrene and PB is polybutadiene). For sample preparation, the 
polymer was dissolved in toluene (concentration 30 mg/ml) and spin coated onto pieces of a 
silicon wafer. Prior to coating, the substrates were cleaned by sonication with acetone, 
ethanol, and toluene for 15 min each and dried in a stream of nitrogen afterwards. Spin 
coating at 1000 rpm resulted in a 150-nm-thick film of SB with a structure of cylinders of PS 




6.4 Results and Discussion 
 
For imaging of SB, the CA scheme of the FM-TR mode was used. The cantilever was 
oscillated with small amplitude (below 2 nm) parallel to the sample surface. In order to 
elucidate the effect of the detuning set point on image contrast, the set point was varied 
stepwise from 20 to 60 Hz. Figure 6.2(a) shows the topography together with representative 
cross sections [Fig. 6.2(b)] for each region of interest. Since the PB block is more compliant 
compared to the PS block, PS appeared higher (brighter color) in the topography image. The 
topographic image showed the typical structure of cylinders oriented parallel to the substrate 
[16]. The height difference between PS and PB increased from 2 nm (20 Hz set point), 3 nm 
(30 Hz), 4 nm (45 Hz), to 5 nm (60 Hz), since the material was increasingly compressed due 
to the effective average force exerted by the tip. As the frequency shift was used as a control 
parameter for the z-feedback loop, Fig. 6.2(c) reflects the feedback response only. Energy 
dissipation [Fig. 6.2(d)], however, allows discerning of the polymer blocks. It correlates with 
the amount energy needed to maintain the oscillation amplitude constant (CA mode). With the 
increase in frequency shift set point, we observed a shift to higher values of dissipation, i.e., 
the PB domains appeared brighter in this image since more deformation energy was turned 
into heat.  
 
 




Figure 6.2: Dependence of image contrast on the detuning set point in CA mode. The detuning set point was 
varied in steps (20, 30, 45, and 60 Hz from bottom to top). Representative cross sections from each region are 
shown in (b). (c) Frequency shift (error) image and (d) energy dissipation image. 
 
Lacking a rigid theoretical description of the indentation process of a torsionally vibrating tip 
into a polymeric material, we attempted to understand the image formation from an 
experimental point of view.  
 
Hence, displacement curves of the torsional resonance detuning versus z position as well as 
torsional oscillation amplitude versus z position were conducted on PS homopolymer surfaces 
(Polymer Source Inc., Dorval Montreal, Canada) with different molecular weights  
(Mw = 34.3, 119.6, and 354.0 kg/mol). Similar to the SB samples, the polymer samples were 
prepared by spin coating from a toluene solution with a concentration of 20 mg/ml onto 
freshly cleaned pieces of a silicon wafer, which resulted in a film thickness of 150 nm for all 
samples. Cleaning equaled the procedure described above.  




Figure 6.3: Detuning vs. distance plots of the torsional oscillation acquired in CE mode on PS homopolymers 
with Mw = 34.3 kg/mol (black), 119.6 kg/mol (blue), and 354.0 kg/mol (red). The inset shows a typical 
displacement curve on PS (119.6 kg/mol) with frequency shift and amplitude of the torsional oscillation as a 
function of z-actuator displacement, respectively. Approach (red) and retract (black) are also indicated by the 
arrows. The asterisk marks the jump of the AFM tip to contact with the sample. 
 
Displacement curves (frequency shift and amplitude change versus z position recorded in CE 
mode), as shown in the inset of Fig. 6.3, revealed details of the interaction between the tip and 
the sample. At close proximity, the tip snapped into contact with the surface (asterisk). The 
snap in was accompanied by a sharp change in amplitude and detuning. Over the next 2 nm, 
amplitude and frequency slowly varied. At a displacement of more than 3 nm, both amplitude 
and frequency rapidly changed. Upon retraction, a hysteresis of frequency shift and amplitude 
prevailed. We observed a positive frequency shift and decreased amplitude due to contact 
stiffening. The initial slope of the frequency shift plot was rather linear. This can be explained 
by mobile polymer coils close to the polymer/air interface. Indenting further, the tip 
penetrated through the first layer exerting shear stress on the bulk polymer. With the 
6.4 Results and Discussion 
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increasing indentation, more and more material was involved in tip-sample interaction. This 
lead to an increased frequency shift which may be attributed to polymer entanglements 
[17,18], limiting the chain mobility in the bulk.  
 
In order to assess this effect of the polymer chain length, displacement curves focusing on 
frequency shift were measured on different PS homopolymers (Mw = 34.3, 119.6, and  
354.0 kg/mol) as shown in Fig. 6.3. For all specimens, two regimes were observed in the 
displacement curves: Firstly, a rather compliant surface layer was probed; secondly, the less 
mobile bulk of the polymer was sensed by the oscillatory motion of the tip. The position of 
the kink between the two regimes strongly correlated with the molecular weight of the 
homopolymer.  
 
The approach-retract response of amplitude reduction and frequency shift of the torsional 
oscillation can be related to the mechanical properties of the thin film. As we observed two 
distinct regions of different mechanical behavior in terms of periodic shear stress, a mobile 
thin layer followed by a more rigid bulk seems a reasonable assumption. The apparent 
stratification of the film may be caused by the segregation of short and long chained 
molecules at the interfaces of a film, since short chains (low Mw) are repelled from the bulk 
(higher Mw) due to entropic forces. Even purified homopolymers yet having a finite 
polydispersity of 1.05, such as the polymers used in our experiments, result in a superficial 





In summary, FM-TR-AFM is a powerful tool for imaging polymeric samples with spatially 
varying mechanical properties. The indentation experiments clearly show that the tip is 
oscillating within the motile top layer of the polymer surface even for detuning on the order of 
10 Hz. For the diblock copolymer, this means that while imaging in FM-TR-AFM, the tip is 
also compressing the different polymer blocks according to their compliance. This effect 
causes an apparent increase of topography with the detuning set point. Furthermore, we 
investigated frequency shift versus distance curves on PS, which revealed two different 
interaction regimes. Depending on the molecular weight, we observed a distinct change in the 
signature of the distance curves. Hence, we propose a stratified structure due to the 
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segregation of shorter chains from longer chains and, thus, a resulting two layer behavior. Our 
findings show that FM-TR mode spectroscopy enables discerning of polymer samples by their 
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In this thesis, a variety of new scanning force microscopy methods have been developed and 
demonstrated on different kinds of polymeric materials. First of all, a setup for automated 
nanotomography based on scanning force microscopy has been developed. Imaging and 
etching of the specimen was accomplished in situ in the microscope without removing the 
sample from the SPM using a liquid cell of the SPM. Image displacements between two 
successive images arising from thermal drift as well as drift of the piezo scanner have been 
successfully corrected with a cross correlation program implemented in the SPM software. 
This concept was exemplified on a bone sample where imaging was done in water and thin 
layers of the sample were removed by filling the liquid cell with hydrochloric acid for a 
certain time. Thereby, a data acquisition rate of about 3 min / layer including drift correction 
has been achieved. 
 
It was also demonstrated that energy dissipation processes in scanning force microscopy can 
be identified by plotting the dissipated energy as a function of the cantilever’s oscillation 
amplitude. The shape of these curves and in particular its derivative with respect to the 
amplitude is characteristic for the respective dissipation process at the nanoscale. These 
curves could be simulated by calculating the forces responsible for the dissipative interaction 
between the SPM tip and the sample surface. Experiments and simulation on silicon samples 
and on polystyrene in a polystyrene/polybutadiene blends were in excellent agreement. 
Furthermore, the method was applied to different samples of elastomeric polypropylene 
consisting of crystalline and amorphous regions. While the shape of dissipation curves 
measured on the amorphous regions were very similar to curves obtained on the polystyrene 
regions in the PS/PB blend, curves measured on the crystalline polypropylene showed a rather 
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plane shape with less amount of dissipated energy. A relationship between the maximum 
difference in the amount of dissipated energy between amorphous and crystalline regions and 
the indentation depth of the SFM tip into the sample surface could be excluded. Indentation 
depths were found to be up to 30 nm at a low amplitude setpoint ratio of A/A0 = 0.3 
independent of the polymer region. A successive etching experiment revealed a thin 
amorphous layer on crystalline regions. The mechanical surface properties below this layer 
remained constant with ongoing etching. 
 
Moreover, the bimodal approach first proposed by T. Rodríguez and R. García has been 
successfully combined with nanotomography at the example of elastomeric polypropylene. 
Phase images measured between successive etching steps corresponding to the cantilever’s 
second eigenmode exhibited a 1.3 times higher signal-to-noise ratio on average and showed 
more sharply defined features. In addition, crystals appeared more clearly separated in the 
obtained volume image. 
 
Frequency modulated torsional resonance mode has been introduced. Results revealing the in-
plane characteristics of a polystyrene-block-polybutadiene diblock copolymer sample were 
demonstrated. Frequency and amplitude versus distance curves measured on polystyrene 
samples with different molecular weights yielded the finding of a mobile surface layer 
compared to the bulk material which is originated by a segregation of shorter polymer chains 
from the longer ones. 
 
In summary, the results obtained with the developed methods led to new insights into the 
surface and volume properties of such materials. In particular, the development of an etching 
device for the automated nanotomography is attractive and promising for future use. The 
concept allows for fast data analysis to routinely investigate the volume structure of a variety 
of materials. A combination of the demonstrated methods, e.g. the combination of the 
bimodal approach in liquids with automated nanotomography, would further improve the 
possibilities for high resolution imaging of polymeric materials. 
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