The classical notion of a Lévy process is generalized to one that takes values in an arbitrary model of a first order language. This is achieved by defining a convolution product and the infinite divisibility with respect to it.
outside. In other words, instead of random variables, we work purely with probability laws. Moreover, our measure algebra already has ω 1 -saturation built in, hence we are able to avoid technicalities such as finite additivity vs. σ-additivity and liftings/standard parts. Obviously, since we are moving away from R, a lot of analytic techniques such as Fourier transforms have to be given up. One needs to find algebraic (model-theoretic) and combinatorial replacements in order to obtain useful results.
Other equivalent formulations of our Lévy processes should be possible: for example by defining hyperfinte random walks on A or by starting from nonstandard compound Poisson processes. But we will not take such routes here. Interestingly, it is unclear at this point what corresponds to a Brownian motion on a general A.
For further investigation, perhaps one should also study Markov processes on an arbitrary A.
We first introduce our definitions in the next section. Then the convolution product with respect to a special formula is given in §3. We will show that such a product is well-defined for probabilities close to definable ones, in particular for any probabilities in case the model does not have the independence property.
The role of Borelness is played by definability in our context. In §4, infinitely divisible probabilities and Lévy processes are developed. In our context, a Lévy process can be regarded as an evolution along a "straight line of probabilities" from a fixed deterministic element to a fixed infinitely divisible probability. The process is indexed by various types of timelines. In order to define continuous time indexed Lévy processes, convolution exponentials are used and the Lévy-Khintchine property is formulated.
basic notion and assumptions
The reader is assumed to have some familiarity with model theory, stochastic analysis and nonstandard analysis. Notation, definitions and basic results from [4] , [1] and [11] are used liberally throughout.
We consider a fixed countable first order language L and a model A = (A, . . . ) for a theory in L. We use R to denote the real closed ordered field (R, +, ·, ≤, 0, 1). We work with a fixed ω 1 -saturated nonstandard universe. Elements in the nonstandard universe are referred to as internal objects and every standard object X is extended to an internal one * X. Note that * A is an ω 1 -saturated extension of A and it replaces the saturated model used in [5] .
We work with formulas in L A , i.e. in the expanded language of L having a new constant symbol for each element of A. Hence, with the obvious interpretation, A is also regarded as a model in L A . Satisfaction of such formulas refers to satisfaction in
where n is the arity ofx. Given n ∈ N, the set algebra of L A -formulas in n variables is denoted by B(A n ) and the σ-algebra it generates by σB(A n ). Elements in σB(A n ), n ∈ N, are said to be Borel over A. A function f :
i.e. for every r ∈ Q,
We mainly work with the algebra B = B(A) instead of the more general notion of fragments in [5] .
Given an internal finitely additive probability measure µ on * B, the standard part • µ is a finitely additive probability measure on B given by (
• µ(φ(x) and has a unique σ-additive extension on σB, by the Loeb measure theory. Every standard finitely additive probability measure µ on B has a unique σ-additive extension on σB given by the Loeb measure of * µ and every σ-additive one on σB can be obtained in this way. Consequently we only need to work with finitely additive probability measures.
A be an infinitesimal and let δ a denote the delta measure at a, i.e. for φ(
Unless otherwise specified, by a probability we mean either a standard finitely additive probability measure on B or an internal one on * B. In either case, we also simply call it a probability on A.
Intuitively, one regards a probability on A as a random element of A, while deterministic ones are identified with delta measures δ a , a ∈ A.
Given probabilities µ and ν on A we write µ ≈ ν, µ ν, |µ − ν| < r ∈ R
. That is, we consider the infinitely closeness relation under the uniform topology on probabilities. Note that for standard µ and ν, the above relations still hold for their unique extensions on σB with φ(x) replaced by elements in σB.
definable probabilities and the convolution product
We first use a modification from [5] to define a definable probability. 
We say that µ is definable over A, or simply definable, if such a scheme exists. Proof. By the definition of a random variable and σB(R n ) = σB(R) n , for each formula ψ(x,ȳ) (with n equals the arity ofȳ ) in the language of R there is a Borel function R n → [0, 1] given byā → µ ψ(x,ā) . By considering its nonstandard extension, we see that it is Borel over R.
We say that (the first order theory of) A has the independence property if
there is an L-formula φ(x, y) and a n ∈ A, n ∈ N, such that every non-trivial finite Boolean combinations from φ(x, a n ), n ∈ N, is non-empty. This notion was introduced by Shelah in order to classify first order theories and it represents those least manageable theories, therefore one usually deals with theories that do not have the independence property instead.
Proposition 5. If A does not have the independence property, then every probability µ on A has an extensionμ on some A ≻ A such thatμ is definable over
A.
Proof. By [5] Theorem 3.16, if
A does not have the independence property, then every probability has a smooth extension, so we obtain an extension which is definable over some elementary extension of A.
The o-minimal models, a well-studied class of models, are examples that do not have the independence property. They are models A that defines a linear order and every φ(x) is equivalent to a finite combination of intervals. Important examples include R and its expansions equipped with the exponential function or restricted analytic functions.
Corollary 6. If A is an o-minimal model, then every probability has an extension over some elementary extension of A which is definable.
It is worth mentioning that p-adic fields are not o-minimal but does not have the independence property either.
But we do not know whether the lack of the independence property or o-minimality or elimination of quantifiers imply the definability of every probability over the original model.
We are actually more interested in probability µ such that µ ≈ ν for some * definable probability ν, as this will become clear in a moment.
A useful fact is the following that definable probabilities are closed under convex combinations. The verifucation is easy.
Proposition 7. Let µ and ν be definable probabilities on A. Let r ∈ [0, 1]. Then the probability rµ + (1 − r)ν is also definable.
Then the following is defined and
Proof. From the definition, the integrals are clearly well-defined. The commuta- The following is similar to Keisler's nonforking product in [5] .
, their nonforking product relative to the given defining schemes is a probability on B(A 2 ) given by the formula
We have the following commutative and associativity results:
Proof.
(1) is a corollary of Theorem 8.
(2) is similar to Corollary 6.14 in [5] . Now we will define a special formula and the convolution product of two definable probabilities with respect to it.
We assume that there is a formula θ(x, y, z) such that the following are satisfied
For our purpose, we will mostly use θ to define an iterated convolution product of a fixed probability with itself, hence commutativity is actually not essential; but the notation becomes somewhat simplified and natural with this assumption. • If A includes a commutative semigroup structure with binary operation +, such as R, then we can take θ(x, y, z) to be x + y = z.
• Conversely if θ(x, y, z) defines a function of the pair (x, y), then θ defines an commutative semigroup structure in A.
• Suppose that A defines a poset in which there is a least element and any two elements have a (not necessarily unique) least upper bound. Then we can take θ(x, y, z) to be the formula saying that z is a least upper bound of x and y.
Henceforth we fix a θ satisfying the above and denote the unique neutral element in A by 0. Note that δ 0 , the delta measure at 0 is definable.
Then the θ-convolution product, or simply the convolution, of µ and ν relative to the given defining schemes is the probability on B given by
Moreover, it is straightforward to check that (µ ⋆ ν) F µ is a probability on A.
Proof. (1): One can obtain a defining scheme for (µ ⋆ ν) F µ from F µ and F ν .
(2): From the commutativity of θ and Lemma 10.
hence the result follows from Lemma 10 and the associativity of θ and by some choice of
(4) is straightforward. Proof. The claim follows from Lemma 13.
The fact that A is a model avoids the clumsy dependence on a defining scheme for the convolution product. As the following shows. 
Proof. First note that for each φ(x),
where ψ(x, y) is the formula ∀u θ(x, y, u) → φ(u) .
Note also that the set S = {a ∈ * A | F 1 ψ(x,y) (a) = F 2 ψ(x,y) (a)} is Borel over A. Therefore it suffices to show that S has µ-inner measure 0. But for every L Aformula ρ(x) ⊂ S, since F 1 ψ(x,y) and F 2 ψ(x,y) both agree on A, we must have A |= ¬∃x ρ(x), therefore the claim follows.
Proof. This follows from Lemma 15 and polarization. That is, one uses Proposition 7, Lemma 13 and
Corollary 17. Let µ, ν be probabilities on A such that µ, ν extend to some probabilities definable on some elementary extensions of A. Then there is a unique probability on A which is the restriction on B(A) of (μ ⋆ν) Fμ , for any given ex-
Due to this corollary, the following is well-defined:
Definition 18. Let C(A) denote the set of internal probabilitiesμ on * A such that µ has an extension to some internalμ which is an * definable probability on somȇ A ≻ *
A. Then we let C(A) denote the set of standard probabilities µ on A such that µ ≈μ for someμ ∈ C(A).
For µ, ν ∈ C(A), with the above notation, we define µ ⋆ ν to be the restriction
For µ ∈ C(A) and each n ∈ N we write µ n⋆ for µ ⋆ · · · ⋆ µ n times
. Similarly for µ ∈ C(A) and n ∈ * N. When n = 0, µ n⋆ is defined to be δ 0 . 
Infinitely divisible probabilities and Lévy processes
In the this section, we will only work with probabilities from C(A) or C(A).
Hence it includes all probabilities on A in the case A does not have the independence property.
We will study the infinite divisibility of a probability and the Lévy processes corresponding to such probabilities. For the case A = R classical treatment of such can be found in [3] , [10] and [11] , while nonstandard ones can be found in [2] , [7] and [9] .
Definition 20. A probability µ ∈ C(A) is said to be infinitely divisible if for every n ∈ N there is µ n ∈ C(A) such that µ n⋆ n = µ.
Proposition 21. The following are equivalent for a probability µ ∈ C(A) :
(1) µ is infinitely divisible;
N and some ν ∈ C(A).
(1) ⇒ (2) follows from the transfer principle and ω 1 -saturation.
(2) ⇒ (3) is trivial.
for some infinite N ∈ * N and some
Now we define a Lévy process along a timeline. Let µ ∈ C(A) be infinitely divisible. By a Lévy process corresponding to µ with respect to I we mean a mapping X : I → C(A) such that
The Lévy process above can be regarded as an evolution along a "straight line of probabilities" from the deterministic element 0 to the random element µ.
Question: How unique is the µ n in Definition 20?
In the case A = R classical result shows that the µ n are indeed unique, and, intuitively, one expects that in general unless the geometry is complicated, there should be only one unique "straight line" between 0 and µ. 
Proof. By Proposition 21, let µ = • ν N ! ⋆ for the given infinite N ∈ * N. Then for
(1), we simply define X :
As for (2), for n/m ∈ Q∩[0, 1], where n, m ∈ N, we let X(n/m)
In the case A = R one can show for example by [9] that the definition of the Lévy processes above do not depend on a particular choice of ν. But we don't know whether this still holds for general A.
The more difficult problem is to find Lévy processes with respect to the continuous timeline I = [0, 1]. This leads us to the notion of convolution exponential.
Definition 24. Let ν ∈ C(A), r ∈ R + then we define the convolution exponential of rν as
We similarly use the same formula to define e r(ν⋆ − 1) for an internal probability ν ∈ C(A) and r ∈ * R + .
Proposition 25.
(1) Let ν ∈ C(A), r ∈ R + then e r(ν⋆ − 1) ∈ C(A).
(2) Suppose ν ∈ C(A) and r ∈ * R + is finite. Then e r(ν⋆ − 1) ≈ e
• r(
• ν⋆ − 1) .
In particular,
• e r(ν⋆ − 1) ∈ C(A).
(1) is easy to check.
(2) follows from r being finite and hence e r(ν⋆ − 1) ≈ e We need the following little fact before proving the next lemma.
Proposition 26. Let µ and ν be internal probabilities on A. Then µ ν implies
Proof. Suppose µ ν and there is S such that µ(S) ≨ ν(S). Consider the
Lemma 27. Let ν ∈ C(A) and let r ∈ * R + . Then for all large enough K ∈ * N there is λ ∈ C(A) such that e r(ν⋆ − 1) ≈ λ K⋆ . Moreover, we can take
Proof. First consider arbitrary K ∈ * N and let λ (depending on K) be given by equation (1) .
By Proposition 7, λ ∈ C(A). Then
Note that
Note also that for all large enough K ∈ * N we have
Moreover, for such K it is easy to check that
Hence it follows that for such K we have In particular, e r(ν⋆ − 1) is infinitely divisible when ν ∈ C(A) and r ∈ R + .
Proof. Apply Proposition 21 to the above Lemma 27. The remark follows from Proposition 25.
In fact, up to infinitesimal, the nth root can be chosen explicitly.
Corollary 29. Let ν ∈ C(A), r ∈ * R + . Then for each n ∈ N, e r n (ν⋆ − 1) n⋆ ≈ e r(ν⋆ − 1) .
Proof. By Lemma 27 and ω 1 -saturation, let K ∈ * N, be large enough so that for
(We "factor" out the constant for notational convenience.) by Lemma 27 again.
Proof. Apply Lemma 27 for large enough
Proof. For notational convenience, we extend our definitions slightly and considered signed measures. First note that (1) µ is infinitely divisible;
(2) µ ≈ e r(ν⋆ − 1) for some ν ∈ C(A) and r ∈ * R + .
Now we have immediately the following from Theorem 32. We also isolate the following property for an infinitely divisible probability which requires the roots be concentrate at 0 sufficiently. Note that by Proposition 21, the µ above has to be infinitely divisible.
From classical results such as those in [11] one can show that every infinitely divisible probability on R has the concentration property.
Our main interest of the property is the following:
Theorem 36. Suppose that every infinitely divisible probability in C(A) has the concentration property. Then A has the Lévy-Khintchine property.
Proof. Let µ ∈ C(A) be infinitely divisible, with the λ, K and r given as in Definition 35.
Define an internal probability ν on * Conjecture: p-adic fields have the Lévy-Khintchine property.
