The Timetable Problem is one of the complex problems faced in any university in the world. It is a highly-constrained combinatorial problem that seeks to find a possible scheduling for the university course offerings. There are many algorithms and approaches adopted to solve this problem, but one of the effective approaches to solve it is the use of metaheuristics. Genetic algorithms were successfully useful to solve many optimization problems including the university Timetable Problem. In this paper, we analyse the Genetic Algorithm approach for graph colouring corresponding to the timetable problem. The GA method is implemented in java, and the improvement of the initial solution is exhibited by the results of the experiments based on the specified constraints and requirements.
INTRODUCTION
The university timetable problem is composed of a set of courses offered during the academic semester, a set of instructors teaching specific courses, a fixed number of room location and a list of students registered to a number of courses.
The problem is about assigning all of this input into available timeslots. However, the timetable must satisfy a set of requirements and the solution must be clash-free where all the offered courses are scheduled. This paper discusses this problem and proposes an approach to find a near optimal solution that minimizes the clashes in a proposed timetable.
The University Timetabling problem is known to be NP and a hard optimization problem [1] . It cannot be solved in polynomial time by a deterministic algorithm. The input is large and it includes the list of students registered in the courses, the list of instructors teaching the offered courses, a list of the physical rooms with its capacity, the available timeslots and all the courses. In addition, there are a number of hard and soft constraints to be satisfied. Hard constraints are very sensitive in the sense that the absence of one such constraint can lead to the failure of the scheduler. Whereas soft constraints come at a rather more flexible level and can be treated with some tolerance at the time of failure. Our objective is t o satisfy every single hard constraint while minimizing the violations to the soft ones as much as possible. A feasible solution is any possible assignment of courses (each with its instructor and student identifiers) to a possible timing and location without violating any of the hard constraints [2] .
Our goal is to have the near optimal solution. Scheduling a timetable can be represented as a graph colouring instance. Each course will be represented by a node. Any conflict between two courses is represented by an edge connecting the nodes corresponding to the classes in the graph. So if two nodes are connected then the courses they stand for are conflicting and cannot be assigned to the same timeslot. Two classes are conflicting if a student is registered in both of the classes, or if the classes are co-requisites and should be registered together in the same semester by a student.
The list of hard constraints includes:
• No student can attend more than one lecture at the same time (penalty of 10000).
• No lecturer can teach more than one lecture at the same time (penalty of 10000).
• No room can be assigned a lecture with more students than its capacity (penalty of 10000).
• Some courses are co-requisite for others; therefore, they must take place in different slots (penalty of 10000).
The list of soft constraints includes:
• For each student, the major and minor required courses should be scheduled in non-overlapping slots (penalty of 20).
• A student does not have has a single course on a day (penalty of 30).
• Each instructor must teach at most three classes in a day (penalty of 40).
The problem data consists of courses with the set of registered students and to be taught by a specific instructor, classrooms with a capacity, and timeslot with a fixed number of study days in a week (usually five from Monday till Friday). Each day is equally split into a fixed number of times slots (usually eight).
The rest of the paper is organized as follows: section II presents the different possible approaches to solve the course offering problem. In section III, we illustrate the proposed algorithm and representation, and we provide an interpretation of the results in section IV. Finally, section V sums up the m a i n ideas discussed in this paper, and presents future direction.
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LITERATURE REVIEW
Different approaches have been proposed to solve the university timetable problem. These methods include cluster algorithms [3] , sequential algorithms [4] , constraint-based [5, 6] approaches, and meta-heuristics [7, 8, 9] .
Cluster approach to the course timetabling problem dates back to 1978 where it was modeled by Desroches et al [10] . The solution usually can be decomposed into three phases: grouping the timeslots to come up with a feasible solution, evaluating existing permutations of timeslots in an attempt to reduce conflicts of order two, and then trying further improvement to the quality of the solution obtained so far.
Although simple, and seem to be effective in reaching out for feasible solutions, sequential algorithms are hybridized with other approaches in order to improve their efficiency. Among the most widely adopted sequential methods is the graph coloring approach. Graph coloring has been among the widest approaches to solving the course timetabling problem due to the similarity in modeling between the two [11] . Basically, the vertices or nodes stand for courses and the colors assigned to each represents the timeslot chosen. Obviously, edges between nodes represent the existence of clashes or conflicts. The allocation criterion is to exploit coloring to remove conflicts between allocated courses. Broder (1964) is considered to be the oldest in that field where he worked on minimizing violations rather than eliminating them completely so once a color caused a conflict, the color would be chosen to minimize the penalty and not eliminating [12] . Border, remarkably used the "largest degree first coloring method". Later on, Wood [13] used matrices to improve the coloring approach and he was followed by Matula, Marble and Isaacson [14] . With time, improvements emerged from different scientists and researchers. The problem; however with sequential heuristics, is that they do not lead to high quality solutions and again researchers tried improving this issue by using hybridization [15, 16] .
A wide range of scientists adopted this method in their implementation where the problem is treated as a collection of variables within a limited containing domain. Then values or numbers are associated with values relative to their violations to constraints. It is important to note that the solutions attained by constraint-based approaches alone are usually hard to improve. That is why they are used in hybridization methods along with other local search approaches. Merlot et al (2003) [1 6 ] used constraint programming to generate a feasible timetable and then they combined it with local search.
Meta heuristics are usually inspired by natural phenomena and they are remarkably gaining interest in solving optimization problems as they are promising in terms of finding good solutions without intensively exerting computation efforts. When it comes to the university timetabling problem, different approaches have been proposed in order to solve the problem. Usually, the g e n e r a l approach is to generate an initial solution using a regular heuristic and then use meta heuristics methods to improve the solution. Authors of [17] used swarm optimization to satisfy the hard constraints and minimize violations to soft ones. Nonetheless, they tried to hybridize their work by using Particular Swarm Optimization (PSO) local search and hybrid PSO constraint based reasoning. In another attempt, Al Milli [18] used genetic algorithms and simulated annealing together in solving the problem whereas Bhatt and Sahajpal [19] relied on genetic algorithm hybridization only. Many other researchers tried using different approaches in genetic algorithms such fuzzy genetic algorithm and combinations of genetic algorithms with other search methods [20] .
GENETIC ALGORITHMS AND GRAPH COLORING
Genetic algorithms (GA) are optimization approaches inspired by the biological evolution. They are very effective in solving complex problems. The main idea behind GA is to start with an initial population and to generate a new population using genetic operators like the selection, crossover and mutation. In this paper, we will be using genetic algorithms to serve as the metaheuristic for approaching t h e university Timetable Problem. The general algorithm is: In our algorithm, we start from infeasible timetables, and try to get feasible ones. The initial population is a random assignment of timeslots (day and hour) to each class. Room assignment is done in such a way where the room capacity fits the total number of registered students in a class.
The main goal behind GA is to improve the overall fitness of the population. A generation is usually composed of a population or collection of solutions. Moreover, each single individual is a particular possible solution in the search space. Solutions are supposed to go through a phase of evaluation and the fittest is to survive. Usually, the fitness value of the parents is an indicator to how probable it is to obtain offspring from them. The successive generation will become more suited to their environment. This can be done by selecting the best parent among the population and let them undergo a crossover mutation that will lead to better offspring. The above process is repeated until a termination condition is met or upon a certain number of generations reached. Different representation and data structures can be used to represent a timetable. Each of these representations can have its own advantages and disadvantages in terms of memory and performance of GA. A timetable is a chromosome. One possible representation could be a matrix where each cell corresponds to a room and a timeslot, and classes are assigned to each slot. This type of representation introduces the possibility of assigning the same class to two different timeslot. In their paper, Sigl, Golub, and Mornar [21] , explain how they use a three-dimensional structure to represent the timetable where days (x-axis), timeslots (y-axis) and rooms (z-axis) are the dimension of the timetable. In our proposed algorithm, the timetable is an array of classes, where each class stores information about the instructor, the room and the timeslot. This is depicted in figure 1 . This representation ensures that each course will appear only once. Hence, for each cell of the array is a gene. Consequently, each gene corresponds to a specific course that should be scheduled. Thus, an object having instruction id, room id and a pair of day and timeslot is assigned to each c l a s s . By choosing this representation, we reduced o n e o f t h e i m p o r t a n t v i o l a t i o n s that i s scheduling a single course in different slots.
Under this representation each course can be assigned one of the R available rooms and o ne of the T slots. We mean by T the product of number of day and the number of times available. For example, if classes can be schedules from Monday till Friday and from 9 am till 4 pm then the number of available slots would be 5 x 8 = 40 different slots. Since we have R rooms, then there are R different courses schedules at slot t at the same time. Author name / Procedia Computer Science 00 (2018) Having N courses, the total search space is: N x R x T Color (Instructor, Room, Timeslot) Moreover, the use of graphs will make the conflict detection easier. For this purpose, we deployed the idea of graph coloring for checking out for conflicts. We used a graph to represent the classes and the corresponding conflicts. Classes represent the nodes, and edges stand for the conflicts between classes. A conflict could be a student registered in two classes or an instructor giving two classes (so two nodes connected by an edge cannot be scheduled at the same time). Detection of hard and soft constraints can be easily done by checking if two adjacent nodes are scheduled at the same timeslot.
The adjacency matrix corresponding to the graph, as depicted in figure 2, will carry three possible values at each entry: 0: represents the absence of conflicts.
1: at least one student's allocation is conflicting. 2: at least one instructor's allocation is conflicting. This representation will serve in detecting the conflict type in order to evaluate the fitness value of each individualtimetable-efficiently.
The fitness function evaluates each individual with the corresponding scheduling data and returns a penalty value for that chromosome for each constraint's violations. The scheduling data is simply an object that contains information about the instructor of a given course, the rooms, and the timeslot assigned. In other words, the fitness function is penalty-based. Thus, given a solution with k types of constraints, let " be the associated weight for that relative constraint. Let " (T) be the collection of all the violations attributed to type i constraints. As a result, let the quality of this timetabling solution be P(T) = ∑ " % "&' " . The fitness function is F(T) = 1/P(T).
As for the selection operator, we will be using the fitness proportionate selection known as the roulette wheel selection. This operation is used to select potential parents that are useful for combination and are most probably going to produce better offspring. The quality of the individuals is used to map a probability of selection for each individual. Even though candidate solutions with a higher fitness will have lesser probability to be disregarded, there is still a chance that they might not be selected.
The crossover operation is a process in which two or more parents are combined to produce a better child. If the parents are good, it is more possible that their children will also be good. For this kind of problem, we choose a crossover that seeks to produce children that minimize the violations of constraints present for the parents. For instance, the algorithm picks two parents. It looks for two courses that conflicts and that are scheduled at the same time. Say course n and m conflict. The crossover exchanges the timeslot of the course m of the first parent and replaces it by the slot of course m of second parent. We apply the same operation to the second parent. In this way, we produced two offspring that minimize the violation of constraints compared to their parents. In fact, by recombining portions of good individuals, this process is likely to create even better individuals. However, this combination might create other type of violations. The solution to this problem will solved by the repair function mentioned in the upcoming section.
For the sake of maintaining diversity and preventing premature convergence, we apply the mutation o p e r a t i o n w i t h a l o w p r o b a b i l i t y . We randomly select two genes of the chromosome -in our case two classes of a timetable and we swap the timeslots allocated to each.
Based on the representation of genes adopted in our algorithm, and after applying the explained crossover, some offspring that are outside the search space might be generated. In fact, each of the parents timetable should contain one instance of each course and a unique combination of timeslot room pair. A child produced by a crossover might violate these constraints leading to multiple assignments of same timeslot room pair to different courses. Such timetables are considered to be outside the search space. Thus, repair strategies could be used to remap the unacceptable offspring to the search space. In particular, the repair function will go through the list of courses and check if the pair of timeslot and room is uniquely assigned to the courses for a single individual. In other words, it ensures that no two rooms can be occupied by two different courses at the same time. The procedure will be applied to each timetable generated. The repair strategy will help our algorithm converge more quickly to the optimal solution.
INTERPRETATION OF THE RESULTS
For experimental purposes, we generated our own data including list of classes, list of students each registered in at most five courses, a list of major-minor courses, a list of co-requisites courses, and a list of rooms each with its capacity. The parameters used in the experiments are as explained in table 1. The algorithm improves the solution iteratively. In each run -a generation -we keep track of the best local timetable having the best fitness value. And at the end of each run, we compare the global best to the local best solution of the generation and update the value of the global best. When the maximum number of iterations is reached, the global best will be the optimal solution for the problem. In fact, the solution is a timetable -a possible scheduling of the courses. The solution provides the list of courses along with the room allocated to each, the day, and the time assigned.
Starting with a random initial population, within 150 generations each made up of 100 individuals, our algorithm reduces the average cost of penalties by approximately 70%. While the average fitness value of the initial randomly generated population was 2932300, the fitness is reduced to 846300 after 150 runs.
Genetic operators play an important role in improving the solution. From one side, selection alone makes the population become filled up with copies of the best individual from the population. Implementing both selection and crossover operators will cause convergence on a good but sub-optimal solution. Mutation alone is traversal for the search space; however, it does not provide a good improvement to the solution. Experiments showed that with mutation alone the average fitness value is improved by only 10% from the initial population after 150 generations.
CONLCUSION
Many approaches exist to solve the u niversity Timetable Problem. In this paper, we used the g enetic algorithm implementation approach. Moreover, the different operators including selection, mutation and crossover along with their effectiveness are discussed. In addition, the repair function is also explained to map each infeasible solution into a feasible one. The proposed algorithm starts with an infeasible random population and improves the solution.
For future work, we plan to apply the exchange of timeslot resulting from the crossover for each pair of conflicting courses for an individual instead of applying it to only one pair of conflicting courses. This way, the solution will be improved quickly where possibly the number of conflicts for an individual is reduced further in a single iteration. However, we cannot ignore the fact that crossover operator might resolve certain conflicts but can lead to other ones as well.
We also plan to introduce conditions on the mutation operation. If the mutation operation will lead to the violation of constraints, then the swap is reset and the process is repeated for another two genes until a mutation that does not introduce a violation occurs. In order to escape from an infinite loop, we can specify a number of trials for the mutation.
