P systems are a class of computational models inspired by the structure and the functioning of a living cell. In the semantics of P systems, there exists a global clock, which marks the time for the system, and the execution time of each rule takes exactly one time unit. However, in living cells, the execution time of different biochemical reactions is depended on many uncontrollable factors, and it is hard to know precisely the specific execution time of a reaction. In this work, with this biological inspiration, we consider the class of P systems with active membranes that are "robust" against the execution time of rules.
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Introduction
Membrane computing is a vigorous branch of natural computing introduced by Gh. Pȃun [13] . The computation models in the field of membrane computing are known as P systems, which are parallel and distributed computation models. P systems are based upon the membrane structure of living cells and inspired 5 from the cellular-level information processes involving different biochemical reactions, which can be viewed as computing processes. Roughly speaking, there are three main classes of P systems that have been considered until now: celllike P systems [13] , tissue-like P systems [7] , neural-like P systems [6] . A recent coverage of membrane computing can be found in [16] , and for the most up-10 to-date information for this area, readers can refer to the P systems web site:
http://ppage.psystems.eu. The present work focuses on a class of cell-like P systems, called P systems with active membranes, introduced in [14] .
P systems with active membranes were proved to be Turing universal by using the rules in various strategies, such as maximal parallelism, asynchronous, 15 sequential, minimal parallelism [16] . P systems with active membranes were also used to solve computationally hard problems efficiently (in polynomial time or in linear time) [1, 9, 10, 11] With this biological fact, timed P systems were proposed in [2] , where an 25 integer that represents the execution time is associated with each rule. Timefree P systems are a particular class of timed P systems in the sense that such P systems always generate (or accept) an identical family of vectors of natural numbers, independent of the value assigned to the execution time of each rule.
Time-free P systems were proved to be universal by simulating non-synchro-30 nized P systems [2] . In [12] , time-free spiking neural P systems (SN P systems, for short) were investigated, where a time mapping of rules is added in general SN P systems to identify the execution time of the rules, and by simulating register machines, it was proved that such time-free systems can compute any set of Turing computable natural numbers.
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Time-free solutions to computational hard problems were formulated as open problems in [5] . In [19] , a family of P systems with active membranes was designed for a time-free solution to the SAT problem in the sense that the execution time of the involved rules has no influence on the correctness of the solution.
The P systems designed in [19] were semi-uniform, that is, there exists a de-
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terministic Turing machine working in polynomial time which constructs the system from the instance. It was formulated as open problem how we can give a uniform time-free solution to the SAT problem in the sense that P systems are constructed from the size of instances of the problem (that is, a P system can solve a family of instances with an arbitrarily given size) [19] .
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In this work, we present a time-free solution to the SAT problem by a family of P systems with active membranes in a uniform way, which answers the corresponding open problem formulated in [19] . We also prove that any Turing computable set of numbers can be produced by a time-free P system with active membranes. 50 
Preliminaries

Formal language theory
In this subsection, we only introduce some basic notions and notations from formal language theory. One can refer to [18] for more details.
An alphabet Σ is a finite and nonempty set of symbols. An ordered finite 55 sequence of Σ forms a string (or word ), which is obtained by juxtaposing symbols of Σ. The length of a string u, denoted by |u|, is the number of occurrences of symbols it contains. By |u| a we denote the number of occurrences of symbol a in u. The empty string is denoted by λ. The set of all strings over an alphabet Σ is denoted by Σ * and by Σ + = Σ * \ {λ} we denote the set of all non-empty 60 strings. A subset of Σ * is called a language over Σ.
We denote by N the set of non-negative integers. A multiset m over a set A is a pair (A, f ) where f : A → N is a mapping. If m = (A, f ) is a multiset, then its support is defined as supp(m) = {x ∈ A | f (x) > 0}. A multiset is finite if its support is a finite set. If m = (A, f ) is a finite multiset over A, and supp(m) = {a 1 , . . . , a k }, then it will be denoted as m = a 
Register machines
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In the proof given in this work, we will use the characterization of N RE (the family of sets of numbers which are Turing computable) by means of register machines (also called counter machines, program machines, etc.).
Definition 1.
A register machine is a tuple M = (m, H, l 0 , l h , I), where:
• m is the number of registers;
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• H is a set of labels;
• l 0 , l h ∈ H are distinguished labels, where l 0 is the initial, and l h is the halting one;
• I is a set of labelled program instructions of the following forms: The registers 3 to β + 2 are never decremented.
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We use the following convention. When comparing the power of two number computing devices, the number zero is ignored. Thus, when we say that a set Q is in N RE, we do not care whether or not 0 ∈ Q (this corresponds to the usual practice of ignoring the empty string when comparing the power of two grammars or automata). 
P Systems with Active Membranes
P systems with active membranes
In this subsection, we recall the definition of P systems with active membranes, which was proposed in [14] . 
(object evolution rules; associated with membranes and depending on the label and the charge of the membranes); 
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The following rule can be considered as the extended form of type (e): The above rules are applied according to the following principles:
• The rules are applied in a non-deterministic maximally parallel way, with the following details: each object which appears on the left-hand side of applicable evolution, communication, or division rules must be subject to 165 exactly one of them; the same holds for each membrane which can be involved in a communication or division rule. When more than one rule can be applied to an object or a membrane, the actual rule to be applied is chosen nondeterministically.
• All objects and membranes not specified in a rule are passed unchanged to the next step. For instance, if a membrane with the label h is divided by a rule of type (e) which involves an object a, then all other objects from membrane h which do not evolve are introduced in each of the two resulting membranes h (this is the case of object d in Figure 1) . Similarly, when dividing a membrane h 0 by means of a rule of type (f), the neu-175 tral membranes are reproduced in each of the two new membranes with the label h 0 , unchanged if no rule is applied to them (in particular, the contents of these neutral membranes are reproduced unchanged in these copies, providing that no rule is applied to their objects) -this is the case of membrane h 4 in Figure 2 .
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• If at the same time a membrane h is divided by a rule of type (e) and there are objects in this membrane which evolve by means of rules of type (a), then in the new copies of the membrane we introduce the result of the evolution; that is, we suppose that first the evolution rules of type (a) are used, changing the objects, and then the division is produced, so 185 that in the two new membranes with label h we introduce copies of the changed objects. Note that this process takes only one step. The same assertions are applied to the division by means of a rule of type (f): we always assume that the rules are applied from "bottom-up", in one step, but first the rules of the innermost region are used and then level by level 190 until the region of the skin membrane.
• The skin membrane can never divide. A configuration of a P system with active membrane is described by the current membrane structure (together with the polarizations) and all multisets of objects present in its compartments. The initial configuration is given by encoded by the objects present in the output membrane, or emitted from the skin membrane when the system halts.
Timed and time-free P systems with active membranes
Timed and time-free P systems were proposed in [2] . We here recall timed and time-free P systems with active membranes [19] . 
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A timed P system with active membranes Π(e) works in the following way:
an external clock is assumed, which marks time-units of equal length, starting from instant 0. According to this clock, the step t of computation is defined by the period of time that goes from instant t − 1 to instant t. If a rule r from types (a) -(f) and (e ′ ) is selected to be executed, then execution of such a
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rule takes e(r) time units to complete. Therefore, if the execution is started at instant j, the rule is completed at instant j + e(r) and the resulting objects and membranes become available only at the beginning of step j + e(r) + 1.
When a rule r from types (b) -(f) and (e ′ ) is applied, then the occurrences of symbol-objects and the membrane subject to this rule cannot be subject to 225 other rules from types (b) -(f) and (e ′ ) until the implementation of the rule completes. At one step, a membrane can be subject to several rules of type (a).
In a timed P system with active membranes, the application of rules also follows the bottom-up manner. For instance, at time instant j a membrane with label h is divided by a rule
in this membrane evolves by a rule r 2 :
h , and suppose that e(r 2 ) > e(r 1 ), then at time instant j + e(r 1 ) the implementation of rule r 2 is still in process; by the "bottom-up" manner, at time instant j + e(r 1 ), the implementation of rule r 1 does not complete; until time instant j + e(r 2 ) (that is, the implementation of rule r 1 completes), the evolution result v is introduced 235 in the new two copies of membrane with label h, and the implementation of rule r 1 completes (that is, the implementation of rule r 1 actually takes e(r 2 ) steps).
The number of objects generated in the output region at the moment when a timed P system with active membranes Π(e) halts is considered to be the result of the computation. By collecting the results of all computations possible in 
Recognizer timed P systems with active membranes
In this subsection, we first present the definition of recognizer P systems with active membranes, which is slightly different from the usual recognizer P systems proposed in [17] , then the notion of recognizer timed P systems with active membranes is given. • The tuple (O, H, µ, w 1 , . . . , w m , R, i out ) is a P system with active membranes.
• Σ is an (input) alphabet strictly contained in O.
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• The initial multisets w 1 , . . . , w m are over O \ Σ.
• i in ∈ {1, . . . , m} is the label of a distinguished (input) membrane.
• The working alphabet contains two distinguished elements yes and no.
• All the computations halt.
• If C is a computation of the system, then either object yes or object no
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(but not both) must appear in the environment when the system halts.
For recognizer P systems with active membranes, we say that a computation is an accepting computation (resp., rejecting computation) if the object yes (resp., no) appears in the environment associated with the corresponding halting configuration.
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For each multiset w over the input alphabet Σ, the computation of P systems with active membranes Π with input w starts from the configuration of the form (w 1 , . . . , w iin +w, . . . , w m , µ), that is, the input multiset w has been added to the contents of the input membrane i in . Therefore, we have an initial configuration associated with each input multiset w (over the input alphabet Σ) in this kind 275 of systems.
Definition 6. A recognizer timed P system with active membranes of degree
, where Π is a recognizer P system with active membranes and e is a time-mapping of Π.
Time-free uniform solutions to decision problems by P systems with active
membranes
In a timed P system with active membranes, the execution time of a rule is determined by the time-mapping e, and it is possible the existence of rule whose execution time is inherently exponential, therefore, when solving the computationally hard problems, we use the number of rule starting steps (RS-285 steps, for short) to character how "fast" the system solves a decision problem by timed P systems with active membranes [19] .
Definition 7. In timed P systems with active membranes, a computation step is called an RS-step if at this step at least one rule starts its execution, that
is, steps in which some objects "start" to evolve or some membranes "start" to 290 
change (membrane structure and their polarizations).
Let us recall that a decision problem X is a pair (I X , Θ X ) such that I X is a language over a finite alphabet (whose elements are called instances) and Θ X is a total Boolean function (that is, predicate) over I X .
steps by a family Π = {Π n | n ∈ N} of recognizer P systems with active membranes in a time-free and uniform manner, if the following holds:
• the family Π is polynomially uniform by Turing machines, that is, there exists a deterministic Turing machine working in polynomial time which constructs the system Π n from n ∈ N.
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• there exists a pair (cod, s) of polynomial-time computable functions over
-for each instance u ∈ I X , s(u) is a natural number and cod(u) is an input multiset of the system Π s(u) .
-the family Π is time-free sound with respect to (X, cod, s); that is, for 305 any time-mapping e, the following property holds: if for each instance of the problem u ∈ I X such that there exists an accepting computation of Π s(u) (e) with input cod(u), we have Θ X (u) = 1.
-the family Π is time-free complete with respect to (X, cod, s); that is, for any time-mapping e, the following property holds: if for each 310 instance of the problem u ∈ I X such that Θ X (u) = 1, every computation of Π s(u) (e) with input cod(u) is an accepting computation.
-the family Π is time-free polynomially bounded with respect to (X, cod, s); that is, there exists a polynomial function p(n) such that for any time-mapping e and for each u ∈ I X , all the computations in 315 Π s(u) (e) with input cod(u) halt in, at most, p(|u|) RS-steps.
We also say that the family Π is a time-free uniform solution to the decision problem X.
A Time-free Uniform Solution to the SAT Problem by P Systems with Active Membranes
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The SAT problem is a well known NP-complete problem [4] , which can be described as follows: given a Boolean formula in conjunctive normal form (CNF), determine whether or not it is satisfiable, that is, whether there exists an assignment to its variables on which it evaluates to true.
The following theorem provides a uniform and polynomial RS-steps solution 325 to the SAT problem by a family of P systems with active membranes in a timefree manner. Proof. Suppose we have a propositional formula ϕ = C 1 ∧ · · · ∧ C m , with The instance ϕ is encoded by multiset as follows:
where for 1 ≤ i ≤ m, 1 ≤ j ≤ n, we have:
if ¬x j appears in C i ;
if x j and ¬x j do not appear in C i .
The encoding cod(ϕ) will be used as input to the P system Π ( m,n ) constructed in what follows.
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For the given number of variables n and the given number of clauses m, we construct the P system
where:
is the working alphabet,
• H = {1, 2, . . . , n + m + 2} is the set of labels of the membranes,
is the initial membrane structure, • w n+m+1 = a 1 is the initial multiset contained in membrane n + m + 1,
• w n+m+2 = no is the initial multiset contained in membrane n + m + 2,
• i out = 0 is the output region,
• i in = 1 is the input membrane,
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and the set R contains the following rules:
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In what follows, we show that the P system Π ( m,n ) can solve the instance ϕ in polynomial number of RS-steps. The computation process can be divided into three phases.
• Generation phase: using non-elementary membrane division rules to divide the membrane n + m + 1, for each copy of membrane n + m + 1,
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we will generate two copies of membrane n + m + 1 with polarizations positive and negative, respectively. By using the in communication rules, the polarization of membrane i (1 ≤ i ≤ n) in positive (resp., negative) membrane n + m + 1 changes to positive (resp., negative) if the system assigns truth-assignment of variable x i . A membrane i having polariza-400 tion positive (resp., negative) represents the truth value true (resp., false)
to variable x i . Finally, 2 n copies of membrane n + m + 1 will be produced and in each copy of membrane n + m + 1, there are some of the objects r 1 , r 2 , . . . , r m that correspond to the clauses satisfied by the truth assignment;
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• Checking phase: checking whether there is a truth-assignment that makes the boolean formula evaluate to be true;
• Output phase: the system sends to the environment the right answer according to the results of the previous phase.
Let e be any time-mapping from R to N, representing the execution time
410
for the rules from R. We will check how the above constructed system works in each phase.
Generation phase.
At the beginning of the system, membrane 1 contains the input multiset, membrane n+m+1 contains object a 1 , and membrane n+m+2 contains object 415 no. The object a 1 corresponds to variable x 1 . At step 1, rule G 1,1 is applied, producing the objects b 1,1 and c 1,1 , which are placed in the membrane n + m + 1 having polarization positive and membrane n + m + 1 having polarization negative, respectively. For any given time-mapping e, the execution of rule G 1,1
completes in e(G 1,1 ) steps. Besides, at step 1, the application of rule O 1 also 420 starts, and from step 2 to step e(G 1,1 ), there is no rule starting. Thus, during the execution of rule G 1,1 (i.e., from step 1 to step e(G 1,1 )), there is one RSstep. Note that the number of RS-steps during the execution of rule G 1,1 is independent on the time-mapping e.
When the execution of rule G 1,1 completes, the applications of rules G 2,1,n 425 and G 3,1,n start at the same time, but they may complete at different steps due to the fact that the execution time associated with rules G 2,1,n and G 3,1,n can be different. By applying the rule G 2,1,n (resp., G 3,1,n ), object b 1,1 (resp., c 1,1 ) enters the membrane with label n. When the execution of rule G 2,1,n (resp., G 3,1,n ) finishes, rule G 2,1,n−1 (resp., G 3,1,n−1 ) is enabled and used, object b 1,1
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(resp., c 1,1 ) enters the membrane with label n − 1. Rule G 2,1,k (resp., G 3,1,k ) (2 ≤ k ≤ n) can be applied one by one until the object b 1,1 (resp., c 1,1 ) enters the membrane 2. Note that all the rules G 2,1,k−1 and G 3,1,k−1 (3 ≤ k ≤ n) may start at different steps, because the executions of rules G 2,1,k and G 3,1,k may finish at different steps.
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When the object b 1,1 (resp., c 1,1 ) appears in membrane 2, the application of rule G 4,1 (resp., G 5,1 ) starts, object b 1,1 (resp., When the execution of rule G 4,1 (resp., G 5,1 ) completes, membrane 1 with positive charge (resp., negative charge) contains the object b 1,1 (resp., c 1,1 ).
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The rules in G 6,i,1 (resp., G 7,i,1 ) (1 ≤ i ≤ m) and rule G 8,1,1 (resp., G 9,1,1 )
are enabled and applied at the same step, but they may complete at different steps because the execution time associated with rules in G 6,i,1 (resp., G 7,i,1 ) and rule G 8,1,1 (resp., G 9,1,1 ) can be different (note that only when membrane 1 contains some of the objects
, the corresponding rules in G 6,i,1
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(resp., G 7,i,1 ) can be used). The applications of rules in G 6,i,1 (resp., G 7,i,1 ) correspond to a process looking for the clauses satisfied by the truth-assignment true (resp., false) of variable x 1 . By using the rules in G 6,i,1 (resp., G 7,i,1 ), if the membrane 1 has the objects d i,1 (resp., d ′ i,1 ), then objects r i , e i are produced; otherwise, the object e i is produced. By applying the rule G 8,1,1 (resp., G 9,1,1 ), 455 object b 1,1 (resp., c 1,1 ) evolves to b Note that when the execution of rule G 8,1,1 (resp., G 9,1,1 ) finishes, the system starts to check whether object e 1 appears in membrane 1 (i.e., checking whether the execution of rule G 6,1,1 (resp., G 7,1,1 ) has completed).
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Rule G 10,1 is enabled only when the object e 1 appears in membrane 1 and the polarization of membrane 1 is positive, that is, rule G 10,1 can be applied only when the applications of both rules G 6,1,1 (resp., G 7,1,1 ) and G 8,1,1 (resp., G 9,1,1 ) have completed. By using the rule G 10,1 in corresponding membrane 1, object e 1 evolves to e (resp., G 12,1,1 ) is enabled and used, object b If the object b 2,1 (resp., c 2,1 ) presents in membrane 1, rule G 8,2,1 (resp., G 9,2,1 ) can be used. Similar to the case of checking whether object e 1 appears in corresponding membrane 1, the system continues to check whether 480 objects e 2 , e 3 , . . . , e m appear in corresponding membrane 1 by using the rules G 8,i,1 , G 10,i , G 11,i,1 (resp., G 9,i,1 , G 10,i , G 12,i,1 ) (2 ≤ i ≤ m) one by one. When the object b m+1,1 (resp., c m+1,1 ) appears in membrane 1, which means that the applications of all the rules in G 6,i,1 (resp., When the execution of rule G 11,m,1 (resp., G 12,m,1 ) completes, the application of rule G 13,1 (resp., G 14,1 ) starts, the membrane 1 having polarization positive (resp., negative) is dissolved, all the membranes (membranes with labels n + 1, n + 2, . . . , n + m) and all the objects (
and possible r i ) in membrane 1 having polarization positive (resp., negative) are left free in membrane 2. The rules G 13,1 and G 14,1 may start at different steps since the objects b m+1,1 and c m+1,1 may present in corresponding membrane 1 at different steps.
With the appearance of object b m+1,1 (resp., c m+1,1 ) in membrane 2, rules 500 G 15,1,k (resp., G 16,1,k ) (2 ≤ k ≤ n) can be used one by one until the object When the object b m+1,1 (resp., c m+1,1 ) presents in membrane n + m + 1 having polarization positive (resp., negative), the application of rule G 17,1 (resp., G 18,1 ) starts, object b m+1,1 (resp., c m+1,1 ) exits the membrane n+m+1, chang-510 ing the polarization from positive (resp., negative) to negative (resp., positive).
Rules G 17,1 and G 18,1 may start at different steps due to the objects b m+1,1 and c m+1,1 may present in corresponding membrane n + m + 1 at different steps.
Rule G 19,1 is enabled only when the object c m+1,1 presents in membrane n + m + 2 and there is a membrane n + m + 1 having polarization negative, • If the execution of rule O 1 has completed, then the polarization of membrane n+ m+ 2 changes to positive, and by applying the rule G 21,1 , object c m+2,1 evolves into two copies of object a 2 . Then rule G 22,2 is applied and each object a 2 enters a membrane n + m + 1, changing its polarization 530 from positive to neutral (this is due to the fact that there are two copies of object a 2 and two membranes n + m + 1 with positive polarization in membrane n + m + 2, and the system works in a maximally parallel manner).
• If the execution of rule O 1 is not yet completed, then the system contin-535 ues the execution of the rule O 1 . Only when the execution of rule O 1 completes, the rules G 21,1 and G 22,1 will be enabled and applied.
In general, when the object a 2 presents in membrane n + m + 1, the computation takes at most 4n + 6m + 6 RS-steps.
With the appearance of object a 2 in membrane n + m + 1, the system starts 540 to assign truth-assignment of variable x 2 , and looks for the clauses satisfied by the truth-assignment of variable x 2 .
As the object a 2 appears in membrane n + m + 1 at the same step, rule G 1,2
is enabled and applied in membrane n + m + 1 at the same step. Similar to the case of x 1 , the system continues to assign the truth-assignment of variable x 2 545 and looks for the clauses satisfied by the truth-assignment of variable x 2 , which takes at most 4n + 6m + 2 RS-steps (in this process, the membranes with label 1 have already been dissolved, and the membranes with label 2 will be dissolved).
When the execution of rule G 22,2 completes, the system continues to assign the truth-assignment of variables x 3 , x 4 , . . . , x n and looks for the clauses satisfied 550 by the truth-assignment of variables. Hence, we can deduce that if we consider the processes of assigning truth-assignment as well as looking for the clauses satisfied by the truth-assignment of variables x 1 , x 2 , . . . , x n in the worse case, then with the increasing of the system assigns truth-assignment as well as looks for the clauses satisfied by the truth-assignment of variable from x i to x i+1
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(1 ≤ i ≤ n − 1), the number of RS-steps decreases by 4. Hence, it is easy to know that the generation phase takes at most 2n 2 + 6nm + 8n RS-steps.
We mention an important fact that in the process of the system assigns the truth-assignment of variable x j (2 ≤ j ≤ n) and looks for the clauses satisfied by the truth-assignment of variable x j , there are 2 j copies of membrane with label 560 n + m + 1: 2 j−1 copies of them have the positive polarization, the other 2
copies of them have the negative polarization. The 2 j−1 copies of membrane n + m + 1 with positive polarization (resp., negative polarization) have the same membrane structures, the same rules and the same objects. Therefore, objects and membranes evolve synchronously in 2 j−1 copies of membrane n+m+1 with 565 positive polarization (resp., negative polarization). As a result, 2 j−1 copies of object b m+1,j (resp., c m+1,2 ) will appear in membrane n + m + 2 at the same step. The number of object c m+1,j is equal to the number of membrane n+m+1
with negative polarization which contains the object b m+1,j before, this property guarantees that all the membranes n + m + 1 will have the positive polarization 570 after the execution of rule G 19,j completes. As a consequence, object a j+1 will appear in all membranes n + m + 1 at the same step, and the system starts to assign the truth-assignment of variable x j+1 in all membranes n + m + 1 at the same step.
When the object a n+1 appears in membrane n + m + 1, which means that 575 the generation phase completes, 2 n separate copies of membrane n + m + 1 are generated, all of which are placed in the membrane with label n + m + 2, each membrane with label n + m + 1 contains m neutral membranes with labels n + 1, n + 2, . . . , n + m (see Fig. 3 for the membrane structure at the moment when the generation phase completes). Checking phase.
When the generation phase completes, each neutral membrane n + m + 1 contains some of objects from the set {r 1 , r 2 , . . . , r m }, whose elements denote the corresponding clauses satisfied by the truth assignments of variables. If there is at least one membrane n + m + 1 that contains all the objects r 1 , r 2 , . . . , r m ,
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which means the corresponding truth assignment in that membrane satisfies all clauses, hence formula ϕ is satisfiable; if there is no membrane n + m + 1 that contains all the objects r 1 , r 2 , . . . , r m , the formula ϕ is not satisfiable.
When the execution of rule G 22,n finishes, all copies of the object a n+1 enter membrane n + m + 1, changing the polarization from positive to neutral at the 590 same step (there are 2 n copies of object a n+1 and 2 n copies of membrane with label n + m + 1; each object a n+1 enters a membrane n + m + 1 by using the rule G 22,n in a maximally parallel manner). The object a n+1 appears in each membrane n + m + 1 at the same step, and membranes with label n + m + 1 have neutral polarization, since the execution of rule G 22,n in all membranes
When the object a n+1 presents in membrane n+m+1, rule C 1 is enabled and applied, object a n+1 evolves to g 1 . When the execution of rule C 1 completes, the system starts to check whether object r 1 appears in each membrane with label n + m + 1.
600
By using the rule C 2,1 , object g 1 evolves to g ′ 1 , and object g ′ 1 enters the membrane n + 1, changing the polarization of membrane n + 1 from neutral to negative. If object r 1 exists, the rule C 3,1 is enabled and applied, by which object r 1 evolves to r ′ 1 , and object r ′ 1 enters the membrane with label n + 1, changing the polarization from negative to neutral. When the execution of rule 605 C 3,1 completes, the application of rule C 4,1 starts, object g ′ 1 evolves to g 2 and object g 2 exits membrane n + 1. The appearance of object g 2 means that the clause C 1 is satisfied, and the system starts to check whether the object r 2 appears in a membrane n + m + 1 (i.e., checking whether the corresponding truth assignment satisfies the clause C 2 ). Note that at the generation phase,
610
we use the membranes n + 1, n + 2, . . . , n + m having polarization positive to check whether the object e i has appeared; and at the checking phase, we use the membranes n + 1, n + 2, . . . , n + m having polarization negative to check whether the object r i exists in membrane n + m + 1, this ensures that the object r i (if exists) can not enter the membrane n + i at the generation phase.
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The system continues to check whether the objects r 3 , r 4 , . . . , r m appear in membranes n + m + 1. For any membrane n + m + 1 that does not contain the object r j , j = 1, 2, . . . , m, the computation in this membrane stops at the time when C 3,j is supposed to be applied.
In general, the checking phase takes at most 3m + 1 RS-steps.
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Output phase.
At step 1, rule O 1 is applied, where object no exits the skin membrane n + m + 2, changing its charge from neutral to positive.
When the checking phase finishes, if no object g m+1 appears in any membrane with label n + m + 1, then rules O 3 and O 4 cannot be applied, thus,
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rule O 2 cannot be applied. In this case, when the computation halts, object no remains in the environment, which means the formula is not satisfiable.
When the checking phase finishes, if there exists at least one membrane with label n+m+1 that contains object g m+1 , then the rule O 3 will be implemented, where object g m+1 evolves to yes, and object yes exits the membrane n+m+1.
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When the execution of rule O 3 completes, rule O 4 is enabled and used (note that the polarization of membrane n + m + 2 has already been changed to positive when the generation phase completes). By applying the rule O 4 , object yes exits the membrane with label n + m + 2, changing its charge from positive to negative. Therefore, the other copies of object yes (if they exist) will be 635 "blocked" in membrane n + m + 2. When the execution of rule O 4 finishes, rule O 2 is enabled and applied, object no enters membrane n + m + 2. In this case, when the computation halts, one copy of yes appears in the environment, which means the formula is satisfiable. This process takes three RS-steps.
By the above checking of the computation process, we have the following 640 facts.
• For any time-mapping e : R → N, the object yes appears in the environment when the computation halts if and only if the formula ϕ is satisfiable; and the object no appears in the environment when the computation halts if and only if the formula ϕ is not satisfiable. Thus, the family Π is time-645 free sound and time-free complete with regard to Π ( m,n ) .
• For any time-mapping e : R → N, if the formula ϕ is satisfiable, the computation takes at most 2n 2 + 6nm + 8n + 3m + 4 RS-steps (generation phase takes at most 2n 2 + 6nm + 8n RS-steps; checking phase takes at most 3m+ 1 RS-steps; output phase takes at most 3 RS-steps), the system 650 halts. If the formula ϕ is not satisfiable, the computation takes at most 2n 2 + 6nm + 8n + 3m + 1 RS-steps (it takes no RS-step at the output phase), and the system halts. Thus, the family Π is time-free polynomially bounded with regard to Π ( m,n ) .
It is easy to check that the rules of a system Π ( m,n ) of the family are defined -the total number of objects is 7nm + 4n + 6m + 4;
-the number of initial membranes is n + m + 2;
-the number of initial objects is 2;
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-the total number of evolution rules is 2n 2 + 10nm + 9n + 4m + 5;
-the maximal length of a rule (the number of symbols necessary to write a rule, the membranes, and the polarizations of membranes involved in the rule, both its left and right sides) is 9.
Therefore, a deterministic Turing machine can build Π ( m,n ) in polynomial 665 time with respect to n and m.
We omit the detailed construction due to the fact that it is straightforward but cumbersome as explained in the proof of Theorem 7.2.3 in [15] .
Hence, the SAT problem can be solved in polynomial RS-steps by a family of recognizer P systems with active membranes in a time-free uniform manner.
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Universality of Time-free P Systems with Active Membranes
In this section, we prove that time-free P systems with active membranes are universal by simulating register machines. Let M = (m, H, l 0 , l h , I) be a register machine with three registers that has the properties specified in subsection 2.2. Specifically, the generated numbers are stored in register 1, register 1 is never decremented, and registers 2 and 3 are empty when the machine M halts. We construct the P system Π to simulate register machine M in a time-free manner. Π = (O, H, µ, w 1 , . . . , w 4 , R, i out ), where:
• H = {1, 2, 3, 4};
;
and the set R of rules constructed as follows with the explanation of the use of rules (with each register r = 1, 2, 3 of M , we associate a membrane with label r,
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the number of copies of object a presented in membrane r represents the value of the corresponding register r).
Let e be any time-mapping from R to N, representing the execution time of the rules in R.
• For each ADD instruction l i : (ADD(r), l j , l k ), r = 1, 2, 3, of M , we intro-690 duce in R the rules
An ADD instruction l i is simulated in system Π in the following way. At some step, rule 1 is applied, object l i evolves to l ′ i , and object l ′ i enters the correct membrane r. For any time-mapping e, the object l ′ i will appear in membrane r, which is independent on the execution time of rule 1.
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With the appearance of object l ′ i in membrane r, rules 2 and 3 are enabled and one of them is used non-deterministically. By using rule 2 (resp., rule 3), one copy of a is introduced in membrane r as required by the ADD instruction l i . For any time-mapping e, the execution time of the rule 2 (resp., rule 3) has no influence on the appearance of the objects l j , a 700 (resp., l k , a) in membrane r.
When object l j (resp., l k ) appears in membrane r, rule 4 (resp., rule 5) is used, object l j (resp., l k ) exits the membrane r, and it appears in membrane 4. So, the system starts to simulate an instruction with label l j (resp., l k ). Clearly, for any time-mapping e, the appearance of object 705 l j (resp., l k ) in membrane 4 is independent on the execution time of rule 4 (resp., rule 5).
We remark that in the simulation of an ADD instruction, the rules may have different execution time for different time-mapping e, however, before the execution of the current rule completes (before the corresponding 710 objects generate or the polarization of membrane changes by the current rule), the follow-up rules cannot be used, this guarantees the robustness of the system in the sense of time-independency, which is also used in the following simulations of SUB instructions.
• For each SUB instruction l i : (SUB(r), l j , l k ), r = 1, 2, 3, of M , we introduce 715 in R the rules
A SUB instruction l i is simulated in system Π in the following way. At some step, rule 6 is applied, object l ′ i will appear in membrane r. When the execution of rule 6 completes, rule 7 is enabled and used, object l ′ i evolves to l ′′ i , and object l ′′ i exits the membrane r, changing its polarization from 720 neutral to positive. Note that for any time-mapping e, the object l ′ i (resp., l ′′ i ) will appear in membrane r (resp., membrane 4), which is independent on the execution time of rule 6 (resp., rule 7) . In what follows, we have the following two cases.
-There is at least one copy of object a in membrane r when the simula-
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tion of the SUB instruction l i starts. In this case, when the execution of rule 7 finishes, the applications of rules 8 and 9 start at the same step, of course, the executions of rules 8 and 9 may complete at different steps due to the fact that the execution time associated with rules 8 and 9 can be different. By using the rule 8, object a exits 730 the membrane r, changing its polarization from positive to negative. Rules 9 and 10 are used one by one, and object l ′′′ i will be produced in membrane 4. At this moment, if the execution of rule 8 is not yet finished, then no rule can be applied in the system (note that in this case, rule 12 cannot be used no matter whether the execution of rule 735 8 has completed or not, because if the execution of rule 8 is not yet finished, the membrane r subjects to rule 8, where this membrane cannot be subject to rule 12; if the execution of rule 8 has completed, then the polarization of membrane r is changed to negative). Rule 11 can be used only when the executions of both rules 8 and 10 have 740 completed. By using rule 11, object l ′′′ i evolves to l j , and object l j enters the membrane r, changing its polarization from negative to neutral. When the object l j appears in membrane r, the application of rule 13 starts, object l j exits the membrane r. In this case, one copy of object a is consumed in membrane r, and the system starts 745 to simulate the instruction l j . In this process, we can check that for any time-mapping e, only when the generation of corresponding ob-jects and the change of membrane polarizations finish, the follow-up rules can be applied, and the appearance of object l j in membrane 4 is independent on the execution time of rules 8, 9, 10, 11 and 13.
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-There is no copy of object a in membrane r when the simulation of the SUB instruction l i starts. In this case, when the execution of rule 7 finishes, only rule 9 can be applied, object l ′′ i evolves to l ′′′ i , which exits the membrane 4. When the execution of rule 9 finishes, rules 10, 12, 14 are applied one by one, and object l k will appear in 755 membrane 4. Hence, the system starts to simulate the instruction l k . In this process, the rules 9, 10, 12, 14 are used one by one, and the appearance of object l k in membrane 4 does not depend on the execution time of rules 9, 10, 12, 14.
Hence, the SUB instruction of M is correctly simulated by system Π.
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When the object l h appears in membrane 4, the computation stops. The content of membrane 1 clearly corresponds to the value of register 1 of machine M , hence N (M ) = N (Π). This completes the proof.
Conclusions and Remarks
In this work, we have investigated the computational efficiency and univer-765 sality of timed P systems with active membranes. Specifically, we have given a time-free uniform solution to the SAT problem by using P systems with active membranes, where the constructed P system can solve a family of instances with an arbitrarily given size, and the execution time of the involved rules has no influence on the correctness of the solution. We also proved that any Turing 770 computable set of numbers can be generated by a time-free P system with active membranes. In this work, we have already proved that the NP-complete problem, the SAT problem, can be solved by P systems with active membranes in a timefree and uniform manner. It is of interest to construct P systems with active membranes to solve PSPACE-complete problems in a time-free manner. 
