In this paper we study a second order stochastic differential equation of the type: Then we will study the Markov property of the solution assuming that W is the trajectory of a Brownian motion. We recall the following types of Markov property:
(1) We say that a stochastic process {X 1 [s, t] are conditionally independent, given the germ o--field n€>O o-(Xu, u E (s -€, s +€)u (t -€, t + €)).
Our main result is the following. The solution of (0.1) is a Markov process if f is an affine function, and is not a germ Markov field otherwise. The main tool to study the Markov property is an extended version of the Girsanov theorem dueto Kusuoka [2) , which allows us to compute conditional expectations under a law under which the Markov property is known to hold.
A similar negative result for first order stochastic differential equations with a more general boundary condition has been obtained in the companion paper [5) . See also DonatiMartin [1) for related results concerning another class of stochastic differential equations with boundary conditions. The organization of the paper is as follows. Section 1 is devoted to show the existence and uniqueness theorems assuming sorne smoothness and monotonicity conditions on the function f. In section 2 we compute the Radon-Nikodym derivative using Kusuoka's theorem, and finally we study the Markov property in section 3.
l. Existence and uniqueness of a solution
We denote by C 0 ([0, 1)) the set of all continuous functions on [O, 1) which vanish at zero. Suppose we are given a locally bounded and measurable function f : IR-2 -4 1R, an element W E C 0 ([0, 1)), and two real numbers a, b E lR. Our aim is to find a solution for the integral equation (1.1) with the boundary conditions X o a, X 1 = b. Observe that the equation (1.1) can be formally written as Xt + J(Xt, Xt) = Wt and, therefore, it can be regarded as a nonlinear second order differential equation.
In the sequel we set e = b -a and we denote by Yi(W) ( We are going to present sorne sufficient conditions on the function f for the transformation T to be bijective. For any x E 1R we consider the differential equation
By a comparison theorem for ordinary differential equations and using the monotonicity properties of f we get that the mapping x ~ ½ ( It is also possible to show that T is bijective assuming that f is Lipschitz and the Lipschitz constant of f is small enough:
Proof: As in the proof of Proposition 1.2 we denote by ½(x) the solution of equation (1.5).
Then it suffices to check that the mapping x ~ 1: ½( x) dt has a unique fixed point, which is true because under our assumptions this mapping is a contraction:
To conclude this section we discuss the particular case of an affine function f ( 1 -e).
)
=/-l. coincides with det (J -B) exp ( trB). We refer to [10] for a survey of the main properties of this determinant.
Computation of a Radon-Nikodyn1 derivative
On the other hand let us recall briefly the notions of derivation on Wiener space and of Skorohod integral. Let S denote the subset of L 2 (n) consisting of those random variables of the form:
where n E 1N; h1, ... , hn E L 2 (0, 1 ); f E Cb(lRn). For FE S, we set and we denote by JD 
Therefore, if f is a continuously differentiable function, conditions (ii.1) and (ii.2) of Theorem 2.1 are satisfied, and by the chain rule we get 
From (2.13) we deduce
and, therefore, the Carleman-Fredholm determinant of -DKn is equal to that of the Jacobian matrix of wn composed with the vector (W(e 1 
n i=I n which converges as n tends to infinity to -fo Then, multiplying the first n-1 columns of the matrix M by é1, é2, ... , én-1 and addding the result to the last column we obtain that
= (1-: 2 (a:+/3:)) + (-2+ : 2 (a:+n/3:))én-1 /3:: Q.E.D.
The Markov property.
In this section we want to study the Markov properties of the process {Xt} solution of equation (1.1 ), where {Wt} is a standard Brownian motion. As a solution of a second order stochastic differential equation we might conjecture that this process is 2-Markovian (see, for instance, Russek [9] ), that means, the two dimensional process {(X 1 , X 1 )} is a Markov process. We first show that this is true for the process {Yt} i.e., when f = O. 
Proof: Consider the subspace K of H = L 2 (0, 1) spanned by the derivatives of the generators of the a-algebra 9t. This is the so-called tangent space of the a-algebra 9t and, in our case, it is the deterministic subspace spanned by (see the expressions (2.2) and (2.3)) (8), (3.2) and
Thus, K is the three-dimensional subspace generated by 81¡o,t](8), l¡o,tj(B) and (8 -l)l¡t,1](8). Then the fact that the a-algebra 9t is generated by a finite number of random variables of the first chaos allows to apply Lemma 4.5 of [5] and to conclude that D F belongs to K a.s. on G, which gives the result.
Q.E.D.
Remark 3.4. Let <I>(t) be the solution of the linear system (2.5). Then, the components of the matrix <I> ( t) satisfy the relations 4>11(t) = -/Jt4>11(t) -Ot4>21(t), 4>21(t) = <I>11(t), 4>12(t) = -/Jt4>12(t) -Ot4>22(t), 1>22( t) = <I>12(t). 
Proof of Theorem 3.3. Let Q be the probability measure on on Co([0, 1]) given by Theorem 2.3. From the results of Section 2 we know that the law of the process {Xt} under P is the same as the law of {Yi} under Q. Therefore, we can replace the process {(Xt, Xt)} by {(Yi, Yt)} and the probability P by Q in the statement of the theorem. By Proposition 3.1
we already know that {(Yi, Yt)} is a Markov process under P and now we have to study the Markov property with respect toan equivalent probability measure Q. 
that means,
In the sequel we will denote by F the conditional expectation of the random variable F under P •ith respect to the u-algebra 9t. The random variables Zt and Zt are Ftmeasurable and, on the other hand, 4>2 1 (1, t), and 4>22(1, t) are Ft-measurable. Thus, from (3.4) and (3.6) and applying the Markov field property of (Yi, Yt) under P we deduce that and by our hypotheses this expression is 9t-measurable. Therefore we obtain the following equation which is valid for any FJ-measurable random variable e integrable with respect to Q. ,ve are going to apply this equation to the following random variables 
From (3. 7) and (3.8) we deduce (3.9) Observe that the processes A~ and B; are 9t-adapted. For any t E (O, 1) we define the set (3.10) Note that on Gt we also have Bf = B; = O because Zt > O for t E (O, 1). Then the rest of the proof will be done into several steps.
Step 1: The random variables lat :~~g::~ and laf ::~m are 9t-measurable. 
is 9t-measurable.
Step 2: Two basic inequalities [(3.18 ) and (3.19) below). (3.19) would follow exactly the same steps. To avoid repetitions we omit the details of this proof.
Step 3: The second derivative J;'y is identically zero.
Proof of Step 9:
The equations (3.18) and (3.19) 
