This paper introduces a novel method of continuous verification of simulation software used in decision-support systems for nuclear emergency management (DSNE). The proposed approach builds on methods from the field of software reliability engineering, such as N-Version Programming, Recovery Blocks, and Consensus Recovery Blocks. We introduce a new acceptance test for dispersion simulation results and a new voting scheme based on taxonomies of simulation results rather than individual simulation results. The acceptance test and the voter are used in a new scheme, which extends the Consensus Recovery Block method by a database of result taxonomies to support machine-learning. This enables the system to learn how to distinguish correct from incorrect results, with respect to the implemented numerical schemes. Considering that decision-support systems for nuclear emergency management are used in a safety-critical application context, the methods introduced in this paper help improve the reliability of the system and the trustworthiness of the simulation results used by emergency managers in the decision making process. The effectiveness of the approach has been assessed using the atmospheric dispersion forecasts of two test versions of the widely used RODOS DSNE system.
Introduction
An atmospheric dispersion simulation code (ADSC) is a computer program, which implements an atmospheric dispersion model (ADM).
In the aftermath of the Chernobyl nuclear accident in 1986, atmospheric dispersion models and simulation codes were used to assess the radiological situation in Western Europe, which was one of the worst affected areas. On this occasion, at least two important aspects concerning ADMs and ADSCs became evident.
Firstly, atmospheric dispersion models can be used for (1) assessing the radiological situation any time after the release of nuclear trace species, (2) supporting decision-makers in the process of deciding upon and implementing appropriate counter-measures, such as the distribution of iodine tables or the evacuation of severely affected areas, while the accident is unfolding, and (3) training for nuclear emergencies (i.e., drills). These systems produce forecasts of the atmospheric dispersion of radioactive materials using input data from various sources, including nuclear power-plants, weather forecast centers, and radiological measurement stations. Dispersion forecasts are used by government emergency response committees and nuclear power-plant operators in preparing for and managing nuclear emergencies. Secondly, the forecasts of different ADMs, as well as the results of different ADSCs implementing even the same model, differ to a great extent qualitatively and quantitatively. In response to this situation, the International Atomic Energy Agency (IAEA) recommended the review and inter-calibration of the models and simulation codes for the short-ranged and longranged atmospheric transport of radioactive nu-clides. More recently, the European Commission also funded a project, called ENSEMBLE [1] with the aim of developing a methodology for assessing the reliability of several medium and long-range atmospheric dispersion models currently in use in the European Union and other countries of the world. The outcome of this work was a multi-model approach, called ensemble dispersion modeling (EDM). The system aggregates results produced by different ADSCs implementing various models, and outputs a unified result based on selecting the p th percentile result from the ensemble for each time step and each location of the monitored area.
Motivation
Germany, as well as other countries, in case of a significant release of radioactive materials into the atmosphere, the decision on which countermeasures to take and which sectors of the monitored area to evacuate first is taken based on these forecasts. Thus, simulationbased decision-support software systems must be regarded as safety critical. Therefore, it is necessary to investigate the reliability of such systems from a software reliability point of view. Section 4.1.1.2 of the NASA-STD-8719. 13B standard for safety-critical software [2] provides a list of criteria for determining whether a software component or system must be considered safety critical. Accordingly, it suffices for the software component in question to meet just one of the listed criteria in order for it to be regarded as safety critical. Paragraph 4.1.1.2.a. states that as soon as the software "processes data or analyzes trends that lead directly to safety decisions", it must be considered safety critical. Moreover, note 4 − 1 from the same standard specifies that "if data is used to make safety decisions (either by a human or the system), then the data is safety-critical, as is all the software that acquires, processes, and transmits the data". Decision support systems for managing nuclear emergencies (henceforth referred to as DSNE systems) are in use in all European countries producing nuclear energy -see for example [1] for a comprehensive list. They are safety critical because erroneous dispersion simulation results could lead to false assumptions about the dispersion of radioactive pollutants and may thus bias evacuation priorities.
Proposed Approach
Considering the simple fact that ensemble forecasting systems are a paradigmatic example of the software design diversity principle, the primary aim of this work is to assess the possibility of detecting latent software faults in the dispersion models participating in ensemble forecasting systems using a new software design diversity method. The current approach helps improve the reliability of ADSCs by allowing the effective automated continuous verification [3] of these simulation codes. The proposed approached is based on combining the N-Version Programming (NVP) [4] and Recovery Blocks (RB) [5] methods while developing a completely new voting scheme as well as a new acceptance test for dispersion simulation results.
The remainder of the paper is organized as follows. We first briefly review the ADMs implemented in the RODOS system [6] and then provide a literature review on verification methods for atmospheric dispersion simulation codes. We then review the current debate concerning software design diversity methods and argue that they are well suited for the case of dispersion forecasting systems. We introduce a new acceptance test and taxonomy-based voter, which enable the application of the NVP and RB methods for the continuous verification of dispersion simulation codes. Finally, we evaluate the approach using two ensembles of artificially generated data and discuss the results of the evaluation.
Materials and Methods

Atmospheric Dispersion Modeling
The atmospheric dispersion of trace species is governed by meteorological events. Wind and turbulence are the most influential forces in the dispersion process. In the following, three wellestablished ADMs will be briefly reviewed. All these models share the property that they represent analytical or numerical solutions to the diffusion-advection (also called transport) equation [7] -the most common physical model used to simulate the atmospheric dispersion of trace species. This property is an essential prerequisite for the applicability of the software design diversity methods proposed in this work to the simulation codes implementing any of the models considered here.
The Gaussian Plume Model
The Gaussian Plume Model (GPM) is the oldest dispersion model with practical applicability. The model is based on an analytical solution to the transport equation, which accounts for the airborne transport of trace species. This transport occurs through the mean air flow (i.e., wind), in which case it is called advection, and through turbulent movement. Turbulence can disperse trace species in all three directions of space represented by the three axes of the Cartesian system. This process is called diffusion. Any dispersion of substances which does not take place along the main flow is referred to as turbulent diffusion. The substances contained within an air volume are quantified by their concentration per unit volume, c[kg m −3 ].
The Lagrangian Particle Model
The Lagrangian particle dispersion model (LPDM) [8] was adopted by the scientific community and regulatory authorities by the end of the 90s as the field's de facto standard [9] . The DIPCOT [10] simulation code, which is used in an operational DSNE system, represents an implementation of the Lagrangian particle model. In this model, an ensemble of particles is used to represent a much higher number of molecules of substance per particle released into the atmosphere (i.e., trace species). The particles also reflect the physical properties of the trace species they stand for. The monitored area is divided into a 3-dimensional regular grid for which a wind field is computed at the beginning of each time step. Then, according to the wind velocity and direction, within one time step each particle can move from one grid cell to another whereby its location is updated. In addition to the change of position, the particle will suffer a change in its mass due to gravity (dry deposition) and/or precipitation (wet deposition). Through dry and wet deposition the air concentration of the trace specie(s) represented by some particle will decrease according to first order differential processes.
Puff Models
Puff dispersion models are more accurate than Gaussian-Plume models and less time-consuming than the Lagrangian particle model. These models simulate the dispersion of trace species using a series of Gaussian puffs of different sizes. A puff contains a quantity of pollutant (characterized by its concentration) which is subject to turbulent diffusion and advection by a wind field in a way that is similar to how particles are transported. RIMPUFF [11] and AT-STEP [12] are the two codes implementing puff models used to evaluate the current approach.
The Verification and Validation of Atmospheric Dispersion Simulation Codes
Much like any other software product, dispersion simulation codes must undergo a thorough verification and validation phase prior to being integrated into production systems. [13] provide an extensive overview of the best practices and methods for the verification and validation of simulation codes from the fields of computational engineering and physics. According to [13] , code to code comparisons are only accepted as verification procedures provided that traditional and well accepted verification and validation procedures have been undertaken as well. An equivalent method to code to code comparisons has been used for comparing commercial seismic data processing software. In an extensive N-version programming study (called the T-experiments) [14] , the authors show that the different versions of the scientific software participating to the study compared led to overwhelming disagreement between results due to software problems.
The VDI guideline number 3945 [9] for environmental meteorology and atmospheric dispersion models proposes a comprehensive list of verification tests for codes implementing the Lagrangian particle model described in the guideline. These tests are aimed at verifying "whether the algorithm has been correctly implemented in a computer program (verification)". All tests are to be repeated 101 times with a different sequence of random numbers. One drawback of this set of verification tests is that it targets particle models only. That is, most of the tests cannot be applied to Puff models. Also, these tests can only be performed during the test and integration phase of the system because they require extensive preparation, many repetitions, and qualitative assessment of the results. Moreover, none of the tests can be easily automated. This makes them unsuitable for detecting errors in arbitrary dispersion simulation results produced by operational DSNE systems. In practice, the de facto standard method of verification is that of plausibility checks through visual inspection.
In [15] the authors propose simple processes and tests for improving the reliability and usefulness of models, while in [16] which also provides a good review of other relevant work targeting the software engineering practices within the EMS community, the authors recommend a comprehensive 10-step development and evaluation process for environmental models. Scientific software often has a lifetime of several decades and therefore the evolution of scientific software needs to be studied more thoroughly [17] . Different studies have pointed out that a quality-oriented software development culture may be considered less important in research institutes than model developments and refinements, considering that researchers are generally more interested in producing and publishing state-of-the-art research results than highquality software [14, 18] .
In [19] the authors define verification as "the determination that the code solves the chosen model correctly" and validation as "the determination that the model itself captures the essential physical phenomena with adequate fidelity". The same authors further argue that verification must always precede validation since otherwise any agreement between its results and experimental data is likely to be a product of chance.
In the field of atmospheric dispersion modeling, validation generally prevails over verification in most published studies. Perhaps, this is because most codes are old and verification is usually done only once in the early testing phase. Benchmarking (i.e., comparing the output of the code being verified to the outputs of wellestablished codes) is the most common verification method used in published work. Different experimental data sets are also available from the HARMO website 1 along with validation and verification guidelines. Within the atmospheric dispersion modeling community there is a strong credo that verification must always imply comparisons with measurement data. In this context, considering that in software testing the aim is to also cover possibly unlikely input cases to the end of finding software faults, as for example in random testing [20] , a paradox becomes evident: while measurement data from experiments and accidents, such as the ones from Chernobyl and Fukushima, provide a gold standard for the evaluation of dispersion models, these datasets are limited in number. From a software testing perspective, this also limits the number and variety of input test cases considered for verification purposes. This practice contrasts with the software testing principles based on test case coverage criteria [21] . Test coverage criteria aim at stressing the limits of the software being tested to the end of finding more faults rather than making the software behave as expected for a limited set of input cases.
In [22] and [17] the authors point out that there are very few published methods and studies aimed at finding and removing pure code faults (or mistakes) from scientific software. They propose a new type of testing activity, called code scrutinization, which is to be carried out before verification and validation. The authors show that random and mutation testing can successfully be used for code scrutinization. This white-box testing method is well suited for the developers of stand-alone dispersion simulation codes. However, for DSNE systems, which incorporate several functionally redundant dispersion simulation codes developed by different institutes, the source code may not be available. Therefore, in the case of DSNE systems, most of the time only gray and black-box testing can effectively be carried out. The results of these testing activities are communicated to the developers of the respective codes in the form of the input cases that triggered disagreement between the codes implemented in the DSNE system.
Validation and Benchmarking Studies with the RODOS System
The RODOS system encompasses three dispersion codes-ATSTEP, DIPCOT, and RIMPUFFdeveloped at different research institutes around the world. RODOS is used in several European countries (including Germany) as the official decision support system for nuclear disaster management. All three dispersion simulation codes used in RODOS have been subjected to validation using measurement data and to comparisons with other systems [23, 24, 25, 26] . In the most recent validation study targeting the codes used in the RODOS system based on inter-code comparisons and comparisons with experimental data the author states that "the models should deliver similar results under [the considered] circumstances," while some results proved to be definitely wrong and some cases revealed significant discrepancies in the results of different models [27] . RODOS has also been evaluated using data from the Fukushima accident and compared to other similar systems on the basis of the Fukushima case [28, 29] .
One study also discusses the modifications that needed to be made to the RODOS system in order to support several release phases spread over several weeks, as was the case of the Fukushima accident [30] . This type of release had not been foreseen by the creators of the system before the Fukushima accident.
After the Fukushima accident, a large benchmarking study which comprised 9 atmospheric dispersion models, including the three RODOS models, used in Germany and Switzerland has been carried out [31] . In this study, 8 artificially generated input cases starting from simple meteorological conditions to realistic weather situations were formulated to define the boundary conditions for the calculations. This experiment is noteworthy not only because it uses many atmospheric dispersion codes, but also because 7 of the 8 input cases are artificially generated. Only one case, deemed more realistic by the authors, uses weather data predicted by the COSMO model of the German Weather Service.
All these studies show that, while RODOS is a well-regarded validated DSNE system, there are improvements to be made whenever a new data set becomes available or new codes are used in the comparison. This underpins the idea that continuous verification and better test coverage, which also includes unlikely input cases, can only improve the system over time.
Multi-Model Ensemble Forecasting Systems
Multi-model ensemble dispersion forecasting systems represent the state of the art approach in the ensemble dispersion forecasting community. In this approach, several functionally redundant simulation codes are used to produce an aggregated result, which is in fact selected using a voting scheme. While there is consensus in the community that ensemble systems produce better results than single version systems [32] , there is a lively debate in literature about how to identify the models, which have a bad influence on the other members of the ensemble to the end of using a more reliable reduced ensemble of models. One strategy is to eliminate those results from aggregation which are deemed redundant with respect to their bias [33] . This strategy contrasts with the software design diversity principle discussed in the next section of this paper. Current best practices in multi-model dispersion forecasting ensembles suggest that model diversity and accuracy are key to providing more realistic and trustworthy results [34] . Here diversity is believed to be beneficial within a reduced ensemble when it produces a better result with respect to the gold standard (i.e., measured data). However good diversity relies on the accuracy of individual models, which must be assessed beforehand. The reduced ensemble approach is complementary to the weighting approach, where the results of all ensemble members are weighted prior to being used in computing an aggregated result [35] .
Software Design Diversity
The Software design diversity principle is based on developing dissimilar functionally redundant software versions starting from the same basic set of requirements. It is conjectured that the more diverse the solutions, the lower will be the likelihood of common-cause failures. However, until now it was not possible to prove that failure-independence in functionally equivalent software components can be assured through the practice of independent development [36, 37] . It has been argued that failure correlation strongly depends on the application of software engineering methods and best practices during the software development process, hence, the possibility of reducing the probability for failure correlation by improving the software development processes [38] . In [39] the authors proposed a model for why different developer teams tend to make the same mistakes based on the notion of "variation of difficulty" over the demand space. This model states that greater variation of difficulty increases the failure dependence between functionally redundant software versions. Another approach is to force diversity into the development process of the different versions -an approach which has been used for the Airbus A320 flight control software [40] .
Currently, software design diversity methods are generally considered to improve the overall reality of the system, albeit at a cost that cannot be easily determined a priori [41] . The ongoing debate concerning the effectiveness of software design diversity is focused on the costs it involves over the costs of developing a reliable single version system [42] . In the case of atmospheric dispersion forecasting software, the cost issue is not at stake because dozens of independently developed simulation codes already exist and have been integrated in ENSEMBLE systems. Here, the problem lies in the way that simulation results are being compared.
Once several functionally redundant versions, of a program are available, it is possible to develop a new software design diversity method based on existing patterns from the domain of software reliability engineering, such as Recovery Blocks (RB) [5] or N-version programming (NVP) [43] . Such methods require an acceptance test and a voting scheme, both of which will be introduced in the following sections.
A New Acceptance Test for Atmospheric Dispersion Simulation Results
The acceptance test proposed in this paper can be regarded as both an accounting check and a reasonableness test -see [44] 
The normalized version of the RSS metric can be used with the results of arbitrary dispersion codes, since all of them produce matrix-based outputs. The use of a normalized metric also guarantees that the distances between arbitrary result spaces will be preserved (i.e., isometry). Since dispersion simulations are iterative, after each time step a new result matrix becomes available. When comparing intra-model results, one can choose to include any number of time steps in the calculation of the normalized RSS metric. In statistics it is common practice to perform transformations on the data prior to analyzing them. In the case of dispersion simulation results, applying a power transformation with a power 0 < p < 1 will smoothen and level the data since very large values will become smaller and sub-unitary values will increase. Given a power 0 < p < 1 and two dispersion simulation results r 1 and r 2 defined on an N by M cell monitored area for a number of TS time steps, the generalized RSS distance is given by:
The advantage of this metric over other metrics is that it provides a high level of flexibility by letting the practitioner select the most suitable value of p.
The Reference Input Case Ensemble
The reference input case ensemble will serve as the basis for the evaluation of the methods introduced in this work. The main requirements to the reference input case ensemble are the following: − It shall cover the entire monitored area surrounding the chosen point of emission; − Input cases shall be defined such that from one case to another all of the following input parameters are varied: wind direction (WD), wind speed (WS), accident category (AC), and diffusion category (DC); − The variation shall be equidistant (where applicable); − The wind direction shall be varied such that neighboring plumes overlap to some extent; − The number of simulation steps and the simulated time shall not be varied from one input case to another. The "each-used" test case coverage criterion [21] yielded the list of input cases shown in Figure 1 . The names of the cases are coded as follows: the first letter represents the turbulent diffusion category (A to F), the next three digits represent the wind direction, the number following the letter 'S' stands for the wind speed in m/s, and the number following the letter 'F' represents the release (or accident) category according to the DSRA risk study [50] . Table 1 contains information about the amount and type of radioactive substance that is released into the atmosphere depending on the release category. The categories are ordered with respect to the total activity of the released radionuclides. In consideration of the previously stated requirements to the reference input case ensemble, the point of emission was chosen to be the KKP-2 (Philippsburg 2) reactor in Germany and the radius of the monitored area 16 km. The area surrounding the Philippsburg 2 reactor is rather flat, so the topography of the monitoring area does not have great influence. The simulation duration was chosen to be 2 hours divided into 12 time steps of 10 minutes each. The time window of 2 hours was chosen in accordance with the modeling area of 16 km in radius, which is also within the scale of the Fukushima evacuation area. At the highest considered wind speed of 8 m/s (28.8 km/h), the trace species emitted at t = 0 would reach the boundary of the modeling area in less than 30 minutes. This is sufficient to activate software faults related to erroneously posed boundary conditions, which may occur after part of the trace species exit the monitoring area. Ill-posed boundary conditions can lead to a violation of the mass conservation principle. This principle is fundamental in the numerical simulation of partial differential equations, such as the transport equation, and thus provides a suitable verification criterion. The data used in the reference input case ensemble are generated using the meteorological preprocessor of the RODOS system and are thus artificial. It is a common practice in running "what if" simulation scenarios for users of Table 1 . The eight release categories and corresponding amounts of radioactive materials with respect to the total amount present in the reactor according to the DSRA risk study [50] . A star marks the release categories corresponding to core meltdown accidents. the system to manually input the wind speed and direction, as well as the precipitation rate and the turbulence parameters.
Release category
The released activity which is given by the release category is taken into account when computing the GRSS metric for two arbitrary dispersion simulation results. The p parameter of the GRSS metric allows one to control the influence (or weight) of the amount of released activity (i.e., concentration of substance) upon the reference taxonomy of results. For 0.4 > p > 1, the weight of the activity is greater than that of the wind direction. It is therefore justified to vary the release categories, and thus the amount of released activity among the input cases from the reference ensemble. The phylogram has the topology of a caterpillar tree which reflects the order relations within the sample. The results are first ordered by the amount of the released radioactive materials specified by the release category (denoted "F1" to "F8" in the names of the input cases). The second ordering criterion appears to be the atmospheric stability class.
The Reference Taxonomy of Results
Considering a set of
Comparing Taxonomies of Results
Dispersion simulation codes fulfill the two basic requirements of the N-version programming paradigm: (1) they are developed and maintained by completely independent developer teams, and (2) they implement dispersion models which all approximate the solution to the transport equation. Hence, they start from the same basic functional requirement -solving the transport equation numerically. However, due to the inherent differences in the numerical schemes used for solving the transport equation, the results of the various dispersion codes will differ to such an extent that finding suitable thresholds and tolerance values to be used by voters can be rather difficult.
The aim of the current approach is to assess the degree of similarity (or dissimilarity) between the results of two or more arbitrary dispersion codes C 1 . . . C n by first constructing a taxonomy of results for each of them starting from the same ensemble of input cases P = {p 1 , . . . , p n } and then by comparing the resulting taxonomies rather than individual results. Using P as the input case ensemble, each dispersion code C k will produce an ensemble of results R(
. . , n. The next step is to build taxonomic trees for each result ensemble.
In order to build a taxonomy T{R(C k )} from the members of some result ensemble R(C k ), the pair-wise distances between all of its members need to be computed using the metric of choice d which gives a distance (or dissimilar- 
A dispersion code is considered to correctly implement a numerical scheme for solving the transport equation if and only if it conserves its mathematical properties (i.e., determinism, strict monotonicity, and continuity). Failing to do so is taken to be an indication of the presence of residual software faults in the code caused by the misinterpretation of the model or some other programming or computing error. The same principle applies to post-processing steps, such as the gamma submersion and effective dose calculation. Assessing the similarity between taxonomic trees requires a metric defined on the tree space. The Robinson-Foulds (RF) symmetric difference [51] between two taxonomic trees counts the number of branches in the first tree which are not present in the second tree plus the number of branches in the second tree which are not present in the first tree. For a tree of N leaves, the maximal RF distance is 2N-4 if the trees are rooted and 2N-6 otherwise. Figure 3 shows the taxonomic trees corresponding to the three codes implemented in the RO-DOS system. The RF distances between these trees are as follows (values in brackets represent percentages from the maximum RF distance for N = 24):
• AR (p = 0.6) = RF (ATSTEP, RIMPUFF, GRSS p=0.6 ) = 16 (38%), and
This time, the GRSS distance with p = 0.6 was used to compute the distance matrix. The 0.6 (optimal) value of p was found to give the smallest inter-tree RF distance for the three dispersion codes implemented in the RODOS system. 
New Software Design Diversity Method for the Continuous Verification of Simulation Results
The workflow supporting the continuous verification of dispersion simulation results depicted in Figure 4 is based on the consensus recovery block algorithm [52] , which combines the NVP and Recovery Block methods in one module. The novelty of the proposed method consists in using a database of result taxonomies in order to enable a machine learning process.
The method works as follows: the preprocessing step in the workflow from Figure 4 involves all computations which are usually required for preparing a dispersion simulation (wind and precipitation field computation, source term calculation, etc.) After preprocessing the input case and data, the simulation is performed by two or more functionally redundant dispersion codes. The adjudicator receives the results from all N ≥ 3 dispersion codes and fetches the reference taxonomies corresponding to each of them from the database; then, it computes the distance between the new result and the ones in the reference ensemble and reconstructs the taxonomic trees starting from the extended distance matrix. The new result is now regarded as a member of the reference ensemble. Next, the adjudicator computes the RF distance between the extended taxonomic trees. The following situations can arise:
-Strict consensus: the RF distances between all taxonomic trees are zero. All results are subjected to an acceptance test. The results passing the acceptance test are forwarded for post-processing; -Majority consensus: the RF distance is zero within a group containing (N/2 + 1) taxonomic trees (called majority consensus group). Only the results in the majority consensus group are subjected to an acceptance test. The results passing the acceptance test are forwarded for post-processing;
-Disagreement: consensus groups only contain N/2 or fewer trees. The user is informed about the disagreement and is asked to make a decision as to which result to take into consideration. This can be done by visual inspection, by analyzing the placement of the new results in the taxonomic trees, or by subjecting all results to the acceptance test.
In this context, a consensus metric can be defined as follows: the number of results (i.e., taxa) present in all the trees divided by the number of results contained in the reference input case ensemble provides an indicator (or metric) for the level of agreement between the participating simulation codes. For the current reference input case ensemble, the consensus agreement level (CAL) between ATSTEP, DIPCOT, 
and RIMPUFF is given by CAL (ATSTEP, DIP-COT, RIMPUFF) = (20*100) / 24 = 83.33%.
The sub-tree that is identical for all participating codes will be referred to as the consensus tree (or taxonomy). Continuous verification is achieved by implementing the tasks depicted in Figure 4 in the dispersion simulation workflow. Whenever a new simulation is carried out using 2 or more simulation codes, the results are added to the result taxonomies of each code stored in the taxonomy database in Figure 4 . This way, for each new result the user can be informed whether or not the new result leads to more disagreement among the simulation codes (i.e., by computing the CAL metric). If it does, the user can mark and comment the input case for further investigation by the creators of the simulation codes in question. Thus, the system helps identify input cases, which might reveal software faults upon a more detailed investigation. The results that do not lead to more disagreement between the codes are permanently added to the reference taxonomy database.
Experimental Validation of the Approach
In order to validate the Kolmogorov-Smirnov acceptance test (KS-AT) and the result-taxonomy-based voter for dispersion simulation results, two versions of the RODOS decision support system have been used. In the following, these two test versions of the system will be referred to as RODOS v1 and RODOS v2, respectively. Taking into account that each code implements a different numerical scheme, the RODOS systems is suitable for proving the validity and practical applicability of the conjecture from section 2.6.4 and its implications. Another argument in favor of this choice is the fact that RODOS is being used in several European countries (including Germany) as the official decision support system for nuclear disaster management [53] . The tests using the first version of the RODOS system revealed a number of flaws in the results produced by the three dispersion codes implemented in the RODOS system, notably:
-The gamma dose levels computed by all three RODOS dispersion codes is not invariant with respect to the wind direction even when the topology of the monitored area is leveled;
-For certain input cases, ATSTEP yields zerolevel gamma doses for the first few time steps despite that radioactive materials were released in that time as well;
-DIPCOT computes much smaller doses than ATSTEP and RIMPUFF.
On the basis of these results the developers of the RODOS system admitted to have identified a fault in the ATSTEP dispersion code and carried out improvement works which concerned DIPCOT as well. These works eventually lead to a new release of the system (i.e., RODOS v2) which was afterwards made available to the authors. Using the two versions of the systems the exact same set of simulations has been carried out. These simulations were performed using two input case ensembles. The first one is represented by the reference input case ensemble introduced earlier in this work. The second input case ensemble that was used is summarized in Table 2 . It contains 24 input cases which represent random combinations of the 24 reference input cases. Two simulated hours are divided in 12 ten-minute time steps. After one simulated hour, the wind direction and speed change while all other parameters stay the same. Using a second input case ensemble with varying wind direction is motivated by the problems that dispersion models typically exhibit in rotating wind situations.
For both versions of the system, the corresponding reference taxonomy was used to verify the input cases from the second input case ensemble described in Table 2 . Each input case from this ensemble was regarded as a new simulation result to be verified given the existing operational taxonomy. The procedure employed for accomplishing this task is the one depicted in Figure 4 . 
Results
For each version of the RODOS system the KS test was first run on the basis of the two input case ensembles. The KS test can be applied at a significance level (alpha) 0.01, 0.05, 0.1, 0.15, etc. In practical terms, using alpha=0.01 provides a less strict assessment than using alpha=0.05. Tests using alpha=0.05 lead to the rejection of more input cases than for alpha=0.01 and it would have been more difficult to find correlations between the output of the voter and that of the acceptance test. However, we do recommend using a significance level of 0.05 if a more scrutinizing assessment of the trustworthiness of simulation results is aimed at, especially when the number of passing cases is getting closer to 100%.
The results of these tests are summarized in Table 3 (figures in boldface indicate an improvement from one version of the simulation code to another). They show that the KS test is sensitive to the improvements brought to the RODOS v2 system. The only exception is produced by the DIPCOT simulation code for the reference input case ensemble. In this case, the developers might have introduced a new fault while attempting to correct others. Notably, the net improvement of ATSTEP v2 over ATSTEP v1 reflects the efforts of the developers to remove the flaws revealed by our previous verification analysis of the system. Next, the consensus taxonomies for the two versions of the systems were inferred on the basis on the reference input case ensemble. This is a prerequisite for performing the tests on the input case ensemble with rotating wind direction. This yielded a 20-leaf consensus tree for the RODOS v1 simulation codes and a 21-leaf consensus tree for the RODOS v2 simulation codes. In other words, the consensus agreement level for the two versions of the system was CAL (ATSTEP v1, DIPCOT v1, RIMPUFF v1) = 83.33% and CAL (ATSTEP v2, DIPCOT v2, RIMPUFF v2) = 87.5%, respectively.
These high consensus agreement levels themselves support the argument that the conjecture from section 2.6.4 holds for the dispersion codes implemented in both versions of the RODOS system. Moreover, the increase in the consensus agreement level between the codes from the second version of the system provides evidence that the CAL metric is sensitive to the removal of software faults from the simulation codes under investigation. Table 4 summarizes the consensus recovery block's output for the results of the two versions of the RODOS system for the 24 input cases from the test ensemble with varying weather conditions. In order to ensure equity for the comparison, an 18-taxon consensus tree (i.e., a sub-taxonomy of the consensus trees corresponding to the two versions of the system) correlated with the KolmogorovSmirnov test results was used with both versions of the RODOS system. The taxonomy based voter output clearly reveals an improvement of RODOS v2 over RODOS v1. While the total RF distance for the pair ATSTEP-DIPCOT (AD) remains constant from one version to another, the pairs ATSTEP-RIMPUFF (AR) and DIPCOT-RIMPUFF (DR) yield smaller total RF distances (i.e., summed up over all input cases). The improvement for the pair DR is quite significant. While the improvements brought to the ATSTEP code were clearly reflected by the KS test results, the smaller total RF distance for the pair DIPCOT-RIMPUFF reflects the improvements in DIPCOT v2 over DIPCOT v1. 
RODOS v1 RODOS v2
Input Figure 5 shows the exact percentages of the cases when each of the three possible outcomes (i.e., strict consensus / majority consensus / disagreement) is produced by the taxonomybased voter for RODOS v1 and RODOS v2. Thanks to removing some of ATSTEP's and DIPCOT's software faults, the results for RO-DOS v2 no longer yield any cases of disagreement. The 8% disagreement share is split up in two fractions; one of them is gained by the strict consensus share, and the other one by the majority consensus share. There also appears to be no improvement/deterioration pattern for the voter's output except for the absence of disagreement cases from RODOS v2's results. Figure 6 shows the percentage ratios of the 4 possible output types of the consensus recovery block (i.e., AT&VOTE column in ) for both versions of the system: -Consensus (labeled "ADR" in Table 4 ): the results from all three codes are forwarded for post-processing; Figure 5 . Strict consensus / majority consensus / disagreement percentage ratios resulting from the taxonomy-based voter for the two RODOS versions for the 24 input cases with varying weather conditions. Figure 6 . Consensus / 2 out of 3 / 1 out of 3 / disagreement percentage ratios resulting from the output of the consensus recovery block (i.e., AT&VOTE column in Table 4 ) for the two RODOS versions for the 24 input cases with varying weather conditions.
-2 out of 3 (labels "AD" for the pair ATSTEP-DIPCOT, "AR" for ATSTEP-RIMPUFF, and "DR" for DIPCOT-RIMPUFF): the results from two out of three codes are forwarded for post-processing; -1 out of 3 (labeled "A" for ATSTEP, "D" for DIPCOT, and "R" for RIMPUFF): the result from one out of three codes is forwarded for post-processing;
-Disagreement (labeled "-"): the result from none of the codes is automatically forwarded for post-processing. The user is asked to make a decision.
Once again, for RODOS v2 the consensus recovery block's output does not yield any cases of disagreement. For RODOS v2, in 79.17% of the cases the user gets a consensual or "2 out of 3" recommendation from the system. This positive evolution for RODOS v2 is due to a better correlation of the voter's output with the acceptance test results compared to RODOS v1's case.
Conclusion
In this paper we argued that DSNE systems are safety-critical and should thus be treated as such throughout their lifecycle. For this reason, means for the continuous verification should be in place for as long as the system is being developed, maintained, and used. To this end, we introduced a new software design diversity method for continuous verification, which adds a machine learning capability to a consensus recovery block method from the field of software reliability engineering. To enable the machine learning capability, we developed a new acceptance test and a new taxonomy-based voting scheme for dispersion simulation results. The Consensus Recovery Block method was also modified to support the machine learning capability of the voting system using a database of result taxonomy. The experimental validation of these methods was based on the widely used RODOS DSNE system. By using two consecutive versions of the RODOS systems we showed that the acceptance test and the taxonomy based voter clearly reflect the improvements brought to the RODOS simulation codes from one version to another, thus being able to signal the existence of latent software faults in simulation codes. The proposed approach thus helps finding further latent software faults in existing DSNE systems, such as the RODOS and the ENSEMBLE systems.
Considering that real data is the only gold standard in the evaluation of atmospheric dispersion simulation software, we intend to repeat the experiment using the post-Fukushima version of the RODOS and possibly other systems based on a reference input case ensemble, which includes the Fukushima data sets. For example, input case ensembles can be generated by varying different parameters of the Fukushima data set. Such a study builds upon the approaches used in [31] and [30] , while providing additional means for the application of verification criteria (such as the Gaussian boundary condition, the mass conservation principle, etc.) using the methods introduced in this work.
