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Resumo 
Nosso principal objetivo neste trabalho é desenvolver métodos para re-
construir valores discretos de uma função f ( x) com suporte compacto a 
partir de um número finito de seus coeficientes finitos de Fourier, evitando 
o chamado fenômeno de Gibbs. Primeiramente, estabelecemos algumas 
relações aproximadas entre a transformada de Fourier discreta e os co-
eficientes de Fourier da função f(x). Em seguida, usando estas relações, 
apresentamos alguns algoritmos para a reconstrução de funçôes. Compara-
dos com os métodos de filtragem mais usados podemos reduzir fortemente 
o fenômeno de Gibbs na função reconstruída. Como uma aplicação direta 
destas relações, apresentamos um algoritmo eficiente para calcular os co-
eficientes de Fourier de f(x). Obtemos as estimativas do erro aproximado 
dos coeficientes de Fourier e a função reconstruída. Discutimos também a 
reconstrução de um sinal com ruído a partir dos momentos ortogonais e 
chegamos a uma melhor estimativa do erro. Algumas simulações numéricas 
ilustram as vantagens de nossos novos métodos. 
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Abstract 
Our main goal in this dissertation is to develop methods for the re-
construction of the discrete values of a compactly supported function f ( x) 
from its finite Fourier coeflicients, avoiding the so-called Gibbs phenomenon. 
First, we establish some approximated relations between the discrete Fourier 
transform and the Fourier coefficients of f(x). Then, nsing these relations, 
we present severa! algorithms for reconstructing the function. Compared 
with the traditional filtering methods, we can greatly reduce the Gibbs 
phenomenon in the reconstructed function. As a direct application of these 
relations, we present an efficient algorithm to calculate the Fourier coeffi-
cients of f(x). We obtain the error estimations ofthe approximated Fourier 
coeflicients and the reconstructed function. We also discuss the reconstruc-
tion of a noisy signal based on its orthogonal moments and get a better 
error estimation. Severa! numerical simulations illustrate the advantages of 
our new approach. 
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Capítulo 1 
Introdução 
Nosso principal objetivo neste trabalho é introduzir novos e mais eficientes métodos para 
reconstruir os valores discretos de uma função com suporte compacto f(x) a partir de finitos 
coeficientes de Fourier. Para isto, estabelecemos primeiramente algumas relações aproxi-
madas entre a transformada de Fourier discreta e os coeficientes de Fourier da função f(x). 
Em seguida, usando estas relações, deduzimos algoritmos para a reconstrução. Comparando 
os métodos de filtragem conhecidos com nossos métodos, conseguimos reduzir significati-
vamente a influência do fenômeno de Gibbs na função reconstruída. Como uma aplicação 
direta destas relações, apresentamos um algoritmo eficiente para calcular os coeficientes de 
Fourier de f(x). Para os métodos anteriores obtemos as estimativas do erro na aproximação 
dos coeficientes de Fourier e da função reconstruída. Trabalhamos também no problema da 
reconstrução de um sinal com ruído a partir dos momentos ortogonais e obtemos uma melhor 
estimativa do erro cometido. Em todos os casos, verificamos as vantagens de nossos novos 
métodos com simulações numéricas. 
1.1 Reconstrução de Uma Função com Suporte Com-
pacto a Partir dos Coeficientes de Fourier 
É muito conhecido que uma função f(x) com suporte compacto em [0,1] pode se expressar 
como uma série de Fourier por 
1 
+oo 
/(x)"' ~ }.ei2k.x, O:::; x:::; 1, 
k=-00 
onde os coeficientes de Fourier A são definidos como 
1 
J. = j f(x)e-•2•'"dx, k = 0,±1,±2, ... 
o 
(1.1) 
(1.2) 
Lembremos agora os resultados sobre a convergência da série de Fourier. Daqui em diante, 
uma função definida em [0,1], que é estendida em R periodiamente, é chamada periódica se 
/(0) e /(1) existem e são iguais. Se f(x) é contínua, periódica e de variação limitada em 
[0,1], então, a série de Fburier em (1.1) é uniformemente convergente a f(x). Se f(x) é 
de variação limitada em [0,1], ela converge a Hf(xo-) + /(xo+)] em cada ponto para todo 
x E [0, 1] (f(o-) = /(1-)), onde f(xo-) e f(xo+) denotam respectivamente os limites da 
função a esquerda e a direita do ponto x0 . 
Em muitas aplicações práticas, encontraremos o problema: dados N coeficientes de 
Fourier }. de uma função desconhecida definida em [0,1] (assumimos que N é par), para 
-N/2 -:; k :::; N/2- 1; como podemos reconstruir exatamente os valores da função? Um 
método direto é construir uma soma de Fourier clássica como (1.1): 
N/2-1 
fN(x) = Í: }kei2k1rx 1 O S x S 1, (1.3) 
k=-N/2 
o que é diferente da discussão teórica da série de Fourier truncada: 
N/2 
fN(x) = E }kei2k1rx, O$ X S 1, (1.4) 
k=-N/2 
mas (1.3) corresponde diretamente à forma como a aproximação é calculada na prática. Este 
é um bom caminho para reconstruir os valores da função se f(x) é suficientemente suave e 
periódica. De fato 1 se f(x) é analítica e periódica, é conhecido que a série de Fourier converge 
exponencialmente, isto é: 
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Contudo, se f(x) é descontínua ou não periódica, !N(x) não é uma boa aproximação de 
f ( x). Neste caso, a série de Fourier (1.3) converge muito lentamente (convergência sublinear) 
dentro do intervalo como função de N, com taxa O(N- 1), e não converge uniformemente em 
intervalos que contém as descontinuidades, sendo aí onde as grandes oscilações ocorrem. 
A incapacidade para recuperar valores de uma função descontínua ou não periódica a 
partir dos coeficientes de Fourier é o chamado fenômeno de Gibbs. Isso parece significar que 
é inerentemente impossível obter as informações locais exatas (os valores da função) a partir 
do conhecimento de propriedades totais (os coeficientes de Fourier) de uma função suave 
por partes. Isto é mais urna conseqüência do fato de as funções harmônicas terem o suporte 
estendido a toda a reta. 
A conclusão anterior tem conseqüências importantes, do ponto de vista numérico: muitos 
fenômenos físicos são representados por urna função suave por partes. Por exemplo, os prob-
lemas em engenharia aeronáutica e do espaço envolvem escoamento de fluidos que incluem 
ondas de choque, isto é, há descontinuidades no campo da pressão. Na previsão numérica do 
tempo considera-se a face do globo que tem declives grandes em regiões montanhosas [12]. 
No cálculo numérico de equações diferenciais parciais pelo método de Fourier-Galerkin [28], 
se há descontinuidade numa solução exata da equação, então, a solução de Fourier-Galerkin 
é caracterizada pelas fortes oscilações globais. Em conseqüência, a convergência do erro 
piora numa região suave longe da descontinuidade. Para resolver equações não lineares, o 
problema é mais complexo porque aquelas oscilações podem induzir instabilidade [20]. O 
fenômeno de Gibbs parece limitar os métodos baseados na aproximação global para tais 
problemas. Outro exemplo é a compressão de dados. É essencial ter urna boa representação 
de dados para decidir como compacta-los, isto é, qual é a informação que deve ser mantida. É 
importante saber se a representação de dados de Fourier é adequada para sinais não suaves. 
Muitas metodologias foram pesquisadas para resolver este problema. Dentre elas destacam-
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se 05 métodos de filtragem [30] e o método de Fourier-Gegenbauer (ou FG) [12], [13]. Há 
dois tipos de métodos de filtragem: a aproximação no espaço de Fourier (modificando os 
coeficientes da expansão) e a aproximação no espaço físico. Ambos os métodos são bem-
sucedidos a respeito da precisão, mas longe da descontinuidade apenas. O método de Fourier-
Gegenbauer é bem-sucedido na remoção completa do fenômeno de Gibbs, mas ainda existem 
algumas dificuldades práticas para sua implementru;ão. A quantidade de cálculoo em alguns 
casos é tão grande que não podem ser efetuados pelos computadores atuais. 
Problemas semelhantes também aparecem em outro método de transformada de Fourier 
(FT). Por exemplo, em reconstrução de imagens a partir de um conjunto de integrais sobre 
uma reta de densidade do objeto, obtemos as amostras discretas da transformada de Fourier 
pelo teorema do corte (ou teorema de projeção) de Fourier [17]. Precisamos reconstruir os 
valores de densidade discreta do objeto. É claro que podemos reconstruir exatamente uma 
função com suporte compacto a partir de todos os valores da transformada de Fourier. Mas, 
quando conhecemos apenas um conjunto discreto de valores da transformada de Fourier, a 
questão é como recuperamos alguns valores discretos da função original? Por simplicidade, 
discutimos o caso em que a função é de uma variável e com o suporte em [0,1]. Mas a 
extensão a dimensões maiores é imediata. A transformada de Fourier e a transformada de 
Fourier inversa são respectivamente definidas por 
+oo 1 
Í(w) = f f(x)e-nxxwdx =f f(x)e-;''"wdx (1.5) 
-oo O 
e 
+oo 
f(x) = f ](w)e;''"wdw, a.e. (1.6) 
-oo 
Como f(x) é uma função com o suporte compacto em [0, 1], j(w) é suficientemente suave 
(Teorema de Paley-Wiener, ver [3]). Notemos que, neste caso, o suporte de j(w) é R. 
4 
Sejam 
e 
Ü = Xo <XI < · · · < XN-1 < XN = 1, 
1 
ll.x; = xi+J - x; = Ll.x = N 
f; = /('7;), j =O, ... , N- 1 com 1J; = x; + 6, 
onde O ::; d ::; Llx é uma constante. 
(!. 7) 
(1.8) 
Como podemos utilizar a transformada de Fourier discreta para aproximar a transfor-
mada de Fourier contínua? Em [5], mostra-se que podemos desenvolver a transformada de 
Fourier corno um caso particular da transformada de Fourier contínua, usando uma amostra 
da função no domínio do tempo e da freqüência. Se {}(k), k = -N/2, ... , N/2 -1} em (1.5) 
são dados, então, 
N/2-I 
f;~ L j(k)ei2k1rx;, j = 0,-... ,N -1, (!.9) 
k=-N/2 
onde, notemos que j(k) = fk· Da fórmula acima, observamos que este problema é um caso 
particular da aproximação da série finita de Fourier. Então, aparece o fenômeno de Gibbs. 
No que segue, através de aproximação da integral, consideramos este problema nova-
mente. 
Para obter os valores aproximados de{!,;, j =O, ... , N- 1}, suponhamos que, se ]w] é 
suficientemente grande, i.e., existe uma constante positiva W tal que se ]wl 2: W, o intervalo 
correspondente na integral (1.-6) pode ser ignorado. Então, temos 
w 
J(x)"' j }(w)e"'"wdw, O~ x ~L 
-w 
Aproximando a integral (L !O) pela soma de Riemann, temos [8] 
M-l 
fi~ L ](w~;)e121ffJiWJ.f::t..w~;, j =O, ... , N -1, 
k=O 
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(1.10) 
(1.11) 
onde 
-W;:::: Wo < W1 < '· · < WM-1 < WM = W, e 
Pelo fato de que a integral (1.10) é aproximada pela soma de Riemann (1.11), podemos 
obter uma boa aproximação somente para t!:J.w pequeno, logo, M tem que ser grande para a 
constante fixa W. Então, precisamos uma amostra muito grande de j(wt)· Por outro lado, 
preferimos utilizar a transformada rápida de Fourier para reduzir a quantidade de cálculos 
e isto significa que tomamos a freqüência máxima W = 2.iz e escolhemos M = N. No 
caso em que o suporte de f(x) é [0, 1], D.w = 2; = 1, então, isto produz um erro grande 
quando utilizamos a soma de Riemann em (1.11). Também, observamos que wk = k- N/2, 
k =O, ... , N -1, e j(wk) = j.. Neste ca.o, (1.11) é mesmo como (1.3), então, este problema 
é equivalente à aproximação com a série de Fourier finita e o fenômeno de Gibbs ocorre. 
Se tomamos D.w = O(D.x) = O(k) e W = 2lx• a ordem dos cálculos será O(N3) e isso é 
proibitivamente grande para N grande, especialmente no caso de dimensões maiores. É claro 
que, se o suporte de uma função f(x) é [a,b] com a distância A= b- a grande, o erro na 
soma de Riemann em (1.11) pode ser pequeno, mas a aproximação (1.10) será pior ainda, 
pois W = 2lz é pequeno. Alguns tipos de filtro (ou função de janela) são utilizados para 
reduzir o erro [30]. 
No nosso trabalho, consideramos o fenômeno de Gibbs para funções que aparecem CO--
mumente na prática. Portanto faremos as seguintes suposições, não muito fortes, sobre a 
função: 
Suposições. A função f(x) satisfa2 
1. f(x) é definida para x E R, f E L2(R); f(x) =O para x fi [0, 1] e SUPxE[O,lJ]f(x)] :S C, 
onde C > O é uma constante. 
2. f(x) tem um número finito de pontos de descontinuidade z1,· • ·, Zt conhecidos à priori. 
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3. Para x <t Z = {z~o .. · ,z1}, f'(x) existe e sup,~zlf'(x)l <:C. 
AB Suposições 1-3 são perfeitamente aceitáveis para funções que aparecem nos problemas 
práticos. Se o suporte de f(x) é no intervalo [a, b] # [0, I], podemos fazer a transformação 
Ç =:=:e mudar o suporte para [0, 1]. Também, notemos que os pontos de descontinuidade, 
quando não são dados do problema, podem ser localizados a partir dos coeficientes de Fourier, 
e então, podemos assumir que os pontos de descontinuidade sempre são dados. No Teorema 
3.3 do Capítulo 3, precisamos a seguinte suposição: 
4. Para x <t Z = {z~o .. ·,zr}, existe f"(x) e sup,~zlf"(x)l <:C. 
Nossa abordagem para reduzir o fenômeno de Gibbs pertence ao conjunto de métodos 
de filtragem. Mas, obtemos os novos filtros usando um ponto de vista completamente novo 
e diferente dos métodos tradicionais. Deduzimos uma nova relação entre a transformada de 
Fourier discreta de valores discretos de f ( x) e os seus coeficientes de Fourier. Usando esta 
relação, obtemos um novo filtro e apresentamos um algoritmo eficiente para reconstruir uma 
função original a partir dos coeficientes de Fourier (ou de amostras discretas da transformada 
de Fourier). Assim, podemos utilizar a FFT e obtemos uma precisão muito maior que a 
obtida com os outros métodos na literatura. 
1.2 Cálculo dos Coeficientes de Fourier Complexos 
Em muitos problemas práticos, temos que calcular os coeficientes de Fourier de uma 
função real e não periódica f(x) (xE[a,b]). Como não se conhece uma fórmula fechada para 
calcular os coeficientes de Fourier temos que aproximá-los de algum modo. É por causa desta 
aproximação que muitos métodos numéricos que usam a série de Fourier perdem uma boa 
parte da sua precisão. 
Existem muitos métodos práticos para calcular os coeficientes de Fourier. A transformada 
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rápida de Fourier (FFT) é extensamente utilizada, por causa do seu cálculo simples e rápido 
[5}. Neste caso, a transformada de Fourier é usada como uma aproximação dos coeficientes 
de Fourier. Mas, esta aproximação para a integral induz um erro fundamental. Por outro 
lado, usando este método, podemos calcular apenas N coeficientes de Fourier a partir de N 
amostras. M. A. Slonim et al., apresentaram um método descontínuo (DM) em [25], onde os 
coeficientes de Fourier são calculados como uma função de valores dos saltos nos pontos de 
descontinuidade (e derivadas para algumas funções). Este método é muito eficiente para uma 
função escada, exponencial e senoidal por partes, que sempre aparecem em sistemas elétricos. 
Mas não é bom para uma função suave por partes. De fato, podemos ter a fórmula exata para 
calcular os coeficientes de Fourier destas funções elementares. E. Neuman [23] apresentou o 
algoritmo para calcular os coeficientes de Fourier usando funções Spline naturais. Aproximou 
a função f(x) pelas funções Splines de grau ímpar s(x) com nós arbitrários e grau (2q-1), 1 S 
q, então, os coeficientes exatos de Fourier de s(x) servem como aproximação dos coeficientes 
de Fourier de f(x). Ele apresentou uma estimativa do erro desta aproximação no caso em 
que a função é suficientemente suave e os nós da função Spline natural s(x) são equidistantes. 
Este método funciona bem para uma função suficientemente suave e os coeficientes de Fourier 
jk podem ser calculados para qualquer inteiro k. Mas a quantidade do cálculo é enorme. M.T. 
Abuelma'atti [1] apresentou um algoritmo simples baseado apenas em operações matemáticas 
básicas. As amostras da função não precisam ser equidistantes e podemos calcular todos 
os coeficientes. Este método consiste na interpolação da função entre as amostras por uma 
função linear por partes, calculando depois a inclinação de cada segmento. Mas, este método 
não funciona bem para uma função descontínua. Por outro lado, é muito difícil estender estes 
métodos para dimensões maiores (exceto quando é possível usar a FFT). 
O método apresentado no Capítulo 4 é deduzido em um modo natural a partir de definição 
dos coeficientes de Fourier. Mostramos que este método consegue uma melhor exatidão que 
outros existentes e com menos cálculos. 
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1.3 Análise da Reconstrução de um Sinal com Ruído 
Baseada nos Momentos Ortogonais 
Vários tipos de momentos têm sidos regulamente usados em reconhecimento de modelos, 
análise de imagens, compressão de dados e redução de ruído [24] [4] [27[. Existem momentos 
geométricos, complexos, Fourier-Melin, radiais e ortogonais. As suas propriedades podem 
ser encontradas na literatura. Mas, os problemas fundamentais sobre a robustez com relação 
ao ruído e à digitalização raramente são discutidos. Quando reconstrufmos um sinal com 
ruído como podemos recuperar 'exatamente' o sinal original a partir de um conjunto finito 
de momentos? É claro que, quanto maior a ordem dos momentos, maior informação sobre o 
sinal eles fornecem, mas, também é maior a degradação que sofrem por causa do ruído. Em 
[24[, discute-se a reconstrução de imagens a partir de dados discretos com ruído pelo método 
dos momentos e apresenta-se a estimativa do erro mínimo quadrático que consiste numa 
relação entre a ordem de momentos, a suavidade de imagem, a taxa da amostragem e as 
características do ruído. Mas a estimativa do erro é muito grosseira, especialmente para um 
numero grande (de momentos) N. No Capítulo 6, !fielhoramos o resultado apresentado em 
[24]. O principal resultado é uma estimativa correta do erro 'tight', e mostramos que o erro 
da reconstrução para um sinal sem ruído ou com ruído não tende a infinito se a discretização 
do sinal é fixa. 
Por simplicidade, no Capítulo 6, discutimos somente o problema de recuperação de sinal 
em uma dimensão, mas todos os resultados podem ser facilmente estendidos para dimensões 
maiores. Como em [24], somente escolhemos polinômios de Legendre para momentos or-
togonais. Usando os dados discretos do sinal com ruído, apresentamos três algoritmos de 
reconstrução e obtemos a estimativa do erro de reconstrução correspondente. Esta estima-
tiva revela correta e claramente uma relação entre a ordem dos momentos, a suavidade de 
sinal, a taxa da amostragem e as características do ruído. Também mostramos algumas 
simulações que são consistentes com nossa análise. Por outro lado, somente consideramos 
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um ruído aditivo. 
Esta tese está organizada como segue. No Capítulo 2 revisamos alguns métodos de fil-
tragem e outros trabalhos sobre o fenômeno de Gibbs. No Capítulo 3, deduzimos algumas 
novas relações aproximadas entre os coeficientes de Fourier Ít da função f(x) (ou a trans-
formada de Fourier com freqüência k) e a transformada de Fourier discreta l,c da amostras 
discrela.'i {f;, j =O, 1, · · ·, N -1}, se consideramos que f(-) é definida em seu suporte [0, 1], e 
a partir dela, deduzimos um novo filtro. No Capítulo 4, apresentamos um algoritmo eficiente 
para calcular os coeficientes de Fourier. No Capítulo 5, apresentamos nossos algoritmos para 
a reconstrução de {f;,j = 0,1, · · ·, N -l} a partir dos coeficientes de Fourier (ou dos valores 
da transformada de Fourier){],, k = -N/2,···,N/2 -1}. Nos Capítulos 4 e 5, alguns 
experimentos numéricos ilustram as vantagens dos novos métodos. No Capítulo 6 discuti-
mos a reconstrução de um sinal com ruído baseada nos momentos ortogonais, e deduzimos 
uma melhor estimativa do erro. No Capítulo 7, conculímos nosso trabalho com algumas 
observações. 
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Capítulo 2 
O Fenômeno de Gibbs 
Neste capítulo, descrevemos os principais métodos existentes para superar o fenômeno 
de Gibbs e explicamos porque este fenômeno aparece na aproximação de uma função por 
uma série de Fourier finita. Apresentamos urna recapitulação sobre os métodos de filtragem 
para reduzir este fenômeno, que estão relacionados com nosso trabalho. Também, revisamos 
alguns resultados sobre o método de Fourier-Gegenbauer que, teoricamente, supera comple-
tamente o fenômeno de Gibbs, porém com um custo computacional elevado. 
2.1 Sobre o Fenômeno de Gibbs 
Primeiramente, vejamos um exemplo: 
{ 
1, 1/4 <X :'Ó 3/4, 
j(x) = 0, 0 <X :'Ó 1/4, 3/4 <X :'Ó 1. 
Os coeficientes de Fourier desta função são: 
{ 
1/2, 
j(k) = o, 
(-l)(k-1)/2 
.. , 
k =o, 
k #O, par, 
k #O, ímpar. 
(2.1) 
(2.2) 
O gráfico da série de Fourier truncada desta função aparece na Fig. 2.1. Há algumas os-
cilações se comparada com a função original Quando N aumenta, a amplitude das oscilações 
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aumenta numa vizinhança da descontinuidade apesar de tender pontualmente a um limite 
finito (que não é o valor da função original na descontinuidade). A convergência da série não 
é uniforme. Este é o fenômeno de Gibbs . 
.. 
• D.' :;~ / 
', "::.. ....... V.• '.V: .. _..:v 
.,,~1 ~'-~.-.,?-~,~~,.~~,~~ .. ~~,,-~ .. ~~ •• ~ 
Figura 2.1: Aproximação da série de Fourier truncada da onda quadrada com diferentes 
valores de N: N = 8 (· · ·), N = 16 (_)e N = 32 (-.-.). 
Este comportamento pode ser explicado facilmente em termos da representação da inte-
gral singular da série de Fourier truncada. De (1.2) e (1.4), temos 
N/2 A 
= E A el2kn 
k=-N/2 
N/2 1 1 N/2 
= L: f f(y)e-;2k""dyem'" =fi L: e;'>.(x-y)]f(y)dy. 
k=-N/2 O O k=-N/2 
Então, a expressão integral de !N(x) é como segue 
1 
!N(x) = j DN(x- y)f(y)dy, 
o 
onde DN(~) é o núcleo de Dirichlet 
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(2.3) 
N/2 
DN({) = 1 + 2 L: cos(2k7rÇ) 
k;;;ol 
{ 
,;n N+l • < d Z 
= 8in71'€) ''lo?= 1 
N + 1, Ç E Z. 
(2.4) 
O gráfico do núcleo de Dirichlet no intervalo [-1/2, 1/2] é mostrado na Fig. 2.2. O núcleo 
de Dirich1et pode ser considerado como a projeção ortogonal da distribuição Delta no espaço 
dos polinômios trigonométricos de grau N/2, com o produto interno canônico em L2 . DN(€) 
é uma função par que muda de sinal nos pontos{{;= jf(N + 1)} e satisfa>: 
I f DN({)dl; = 1, (2.5) 
o 
o que pode ser obtido, fazendo f = 1 em (2.3). Além disso, quando N --+ oo, DN tende 
uniformemente a zero em cada intervalo fechado (excluindo os pontos singulares e E Z, onde 
Z é o conjunto dos inteiros). Isto implica que, para todo ó > O e todo € > O , existe um 
inteiro N (o, ') > O tal que 
]DN(Ç)]<<, se N>N(<,Ii) e /i:s;Ç:s;1-li. (2.6) 
Voltemos agora à onda quadrada mostrada na Fig. 2.1. Por simplicidade, mudaremos a 
origem para o ponto de descontinuidade, isto é, consideraremos uma função periódica 
</>(x) = { ~: 
A série de Fourier truncada de cP é 
0 S X < 1/2, 
1/2 S X < 1. 
X X 0 -1/2 
<f>N(x) = f DN(y)dy =f DN(y)dy + f DN(y)dy + f DN(y)dy. 
x-1/2 O -1/2 x-1/2 
(2.7) 
Se x não está próximo de 1/2, por (2.6), a última integral no lado direito é arbitrariamente 
pequena, quando N é suficientemente grande. A segunda integral, por (2.5), é igual a 1/2, 
então, 
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211 -----,------,-------,------,-------,------,-------,--,------,---
" 
• ' 
' 
Figura 2.2: Núcleo de Dirichlet para N = 8 (--)e N = 16 (_). 
X 
</>N(x) "" 1/2 +f DN(y)dy, se N ~ oo. 
o 
Esta fórmula explica o fenômeno de Gibbs para a onda quadrada. Se x > O está suficiente-
z 1/2 
mente longe de O, então, f DN(y)dy"" f DN(y)dy = 1/2 por (2.5) e (2.6), portanto r/JN(x) 
o o 
X 
está próximo de 1. Mas, a função x -t f DN(y)dy tem os máximos e os mínimos alternados 
o 
nos pontos onde DN torna-se nula, e; = jf(N + 1); isto explica o comportamento oscilatório. 
O máximo absoluto ocorre em 6 = 1/(N + 1), onde, para N suficientemente grande, 
1/(N+l} :n- • 
f 1fsmt DN(y)dy"" ;; - 1-dt = 0.58949 ... 
o o 
Então, a seqüência { <!>N(e;)} tende a 1.08949 ... > 1 =</>(O+), se N ~ oo. Equivalentemente 
lim sup r!JN(x) > 4>(0+). 
N-too,z---+0+ 
Igualmente, para x negativo, obtemos 
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lim sup <!>N(x) < </>(0-). 
N -+oo,x-+0-
Esta é a caracterização matemática do fenômeno de Gibbs. 
Se f(x) é uma função de variação limitada em [0,1], e há uma descontinuidade tipo salto 
em x = xo, obtemos 
x-;:r;o 
fN(x) "' ~[f(xri) + f(xõ)] + [f(xri)- f(x0)] j DN(y)dy, N--> oo. (2.8) 
o 
Isto mostra que a seqüência {/N(x)} sofre o fenômeno de Gibbs em x = xo com a mesma 
estrutura do caso da onda quadrada [7]. 
2.2 Filtros no Espaço de Fourier 
A filtragem no espaço de Fourier está relacionada com nosso trabalho. Consideraremos 
a projeção de Fourier-Galerkin (1.3) de uma função suave (ou analítica) por partes f(x), 
O :5, x :5. 1. A razão da convergência lenta (e não uniforme) de f N ( x) para f ( x) deve-se 
a dois fatos: o decaimento lento dos coeficientes de Fourier A e a natureza global da série 
de Fourier, onde os coeficientes de Fourier são determinados no intervalo total (incluindo os 
pontos de descontinuidade). Aumentando a taxa da decaimento dos coeficientes de Fourier, 
sem perder a exatidão, pode-se reduzir o fenômeno de Gibbs. Esta é a idéia do método 
de filtragem no espaço de Fourier. Mas, é óbvio que o decrescimento nas freqüências altas 
provocará perda de informação no caso de uma função descontínua. Então, este método não 
funciona bem numa vizinhança da descontinuidade. Descreveremos o método como segue. 
Assumiremos que são dados N coeficientes de Fourier de uma função suave (ou analítica) 
por partes. Sem perda de generalidade, podemos considerar apenas um ponto de descon-
tinuidade x = ~· Gostaríamos de recuperar os valores de f(x),O::::; x::::; 1, multiplicando os 
coeficientes de Fourier pelo fator a(~), tal que a soma modificada 
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N/2-1 k 
f'f<(x) = L ],a('!_)e'"'", 
•=-N/2 N 
{2.9) 
convirja mais rapidamente que a soma original (1.3). 
Corno na fórmula (2.3), também, podemos rescrever (2.9) como uma convolução no espaço 
físico: 
1 
f'k(x) = j >li N(x- y)f(y)dy, (2.10) 
o 
onde a função do núcleo >l!N({) é a representação do filtro a(~) no espaço físico. 
N/2-1 2k 
WN(() = L a(-)em•<, OS ( S 1. (2.11) 
•=-N/2 N 
Para entender por que o método de filtragem é eficiente para reduzir o fenômeno de Gibbs, 
introduziremos a definição geral do filtro dada por Harve H. Vandeven [30], que caracteriza 
o comportamento de a(7J) como uma função do seu argumento. 
Definição 2.1 (Filtro no espaço de Fourier de ordem p) Uma função real e suave a : R---+ R 
é chamada wn filtro de ordem p se 
1. a(0)=1,alli(O)=O; 1$l$p-1, 
2. a(~) =O, 1 S 1~1, 
3. a ECP- 1 . 
Desta definição, concluímos que o filtro não modifica as freqüências baixas, mas apenas 
a::; altas. Notemos que, pelas condições 2 e 3, temos que 
Mas, somente omitir as freqüências altas não é suficiente. É essencial que a(ry) seja uma 
função suave de TJ· Cortar as freqüências altas sem modificar o resto (isto é, usando a(17) = 1, 
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para 1~1 :S 1Jo e a(~)= O para 1~1 > ?Jo) não melhora a convergência, pois somente fica a soma 
original com os poucos termos. Por outro lado, se f(x) é uma função periódica (f E GP- 1), 
então, multiplicando os seus coeficientes de Fourier pelo filtro que satisfaz a condição 1, não 
muda a ordem da exatidão. Isto, é as condições 2 e 3 são fundOIUentaís, se f(x) é apenas 
suave por partes. 
Há muitos exemplos de filtros que tem sido usados durante anos. Mencionaremos alguns 
no que segue. 
L Em 1900 Fejér sugeriu utilizar a soma média parcial em vez da soma original. Isto é 
equivalente a um filtro de primeira ordem, 
(2.12) 
2. O filtro de Lanczos é formalmente um filtro de primeira ordem, 
(2.13) 
Mas, notemos que em 1J =O, ele satisfaz as condições do filtro de segunda ordem. Em [16], 
mostra-se que este filtro é obtido somente por médio dos valores da função. 
3. O filtro de segunda ordem é o filtro de Raised-Cosine, 
(2.14) 
4. O filtro de Raised-Cosine afiado é dado por 
(2.15) 
Este é um filtro de quarta ordem. 
5. Um filtro exponencial de ordem p (para p par) é dado por 
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(2.16) 
Notemos que, formalmente, o filtro exponencial não conforma-se como na definição de filtro 
pois a5 (1) = e-a. Na prática, podemos escolher a tal que e-a está dentro do erro do 
computador específico. Este filtro é sempre usado por causa da sua simplicidade e dos bons 
resultados numéricos. 
6. H. Vandeven [30] sugeriu um filtro de ordem p como segue: 
(2p-1)! f" 1 a6 (~) = 1- (p _ 1)!' [t(1- t)JP- dt. 
o 
(2.17) 
Este é essencialmente o filtro induzido pelas wavelets de Daubechies [12]. 
Estes filtros podem ser caracterizados pelo núcleo\]! N(~). De fato, a representação (2.10) 
permite descrever as formas do método com filtro mais geral que (2.11). O núcleo WN(~) 
não precisa possuir a forma particular de (2.11). A única condição é que WN(~) seja um 
polinômio aproximante da função Delta, isto é1 um polinômio trigonométrico de grau N /2 
tal que 
I f\]! N((}d~ = 1 
o 
e tal que para § > O e todo < > O existe um inteiro N ( §, <) > O tal que 
(2.18) 
Sujeitos a estas suposições, podemos repetir os argumentos usados para induzir (2.8), e 
obtemos a fórmula assintótica: 
x-xo 
f);(x)"' ~[f(x6) + f(x0)] + [f(xti)- f(xõ)] f WN(y)dy (2.19) 
o 
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nos pontos pr6ximos dos pontos de descontinuidade de f(x ). Então, o comporta10ento de 
f'N ( x) depende da função 
' 
</>N(z) =f WN(y)dy 
o 
na vizinhaça da origem. Há o fenômeno de Gibbs, se existe uma seqüência {Zn >O}) com 
z,. --+ O, quando N --+ oo, em que 1/2 < "' ~ 4>N(ZN )(para algum "' independente de N), 
neste caso 
No que segue) escrevemos os núcleos de alguns filtros e descrevemos seus gráficos na Fig. 
2.3) comparados com o núcleo de Dirichlet. Notemos que W N(Ç) é uma função peri6dica) e 
descrevemos seu gráfico no intervalo [-0.5)0.5]. 
1. O núcleo W~ gerado pela soma de Cesáro é chamado núcleo de Fejér. A sua expressão 
analítica é dada por 
N/2 
=1+2 I:(1- Nf~+ 1 )cos2k7rÇ k=l 
= N/2+1- sin("rr() ' ~ = .' ~ ) { 1 "sin"![:f.( N'i+S!'f'l•!>.LeJ c -1- 1. · E z N/2 + 1, Ç- J, 1 E Z. 
2. O núcleo 'l'Ãr correspondente ao filtro de Lanczos é dado por 
2 (") _ ~ sin[k(27rÇ + 27r/N)] + sin[k(27rÇ- 27r/N)] 
'l!N> - 1 +~ 2k7rjN 
3. O núcleo W1v(Ç) associado com o filtro de Raised-Cosine é 
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4. O núcleo >li~ correspondente a a6 é descrito na Fig. 2.3 (d) 
(a). Filtro de Fejer 
10,------'.----'------, 
8 
6 
-. 
4 I \ 
2 
0~-~~~~--~~~~~ 
-2 
-4L_--------~--------~ 
-0.5 o 0.5 
(c). Filtro de Raised-cosine 
10,---~-------------, 
8 
6 
4 
2 I 
-' 
' 
o~,L~-r---+-r~~ 
-2 
-·~-------~--------~ 
-0.5 o 0.5 
(b). Filtro de L.anczos 1 o,------.:..:.__ ___________ , 
8 
6 
4 I 
\ 2 
o~-f~~~--~~~~~ 
-2 
~L_--------~--------~ 
-0.5 o 0.5 
(d). 
10 ,---------'-.---'.--------, 
8 
6 
4 
' 
2 I 
0~~~-r---+-f~~ 
-2 
~L---------~--------~ 
--0.5 o 0.5 
Figura 2.3: Comparação do núcleo de Dirichlet dos filtros para N=8. O núcleo de Dirichlet é 
denotado pela curva sólida e os núcleos dos filtros pela curva tracejada. ( d) mostra o núcleo 
do filtro ao com p = 10. 
Em seguida, revemos uma estimativa do erro, usando o método dos filtros. Para quaisquer 
filtros de ordem p, H. Vandeven provou o seguinte resultado [30]: 
Teorema 2.1 Seja f(x) uma função por partes (f(x) E CP) com um ponto de descon-
tinuidade z. Seja a(~) um filtro de ordem p que satisfaz a Definição 2.1. E mais, seja x em 
[0, 1] e d(x) = min ]x- z + k]. Então 
k==-1,0,1 
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onde 
e 
p-l 00 
K(f) =L d(x)'(!li)(z+)- J1'>(z-)) j IGl"-')(ry)ldry 
l=O -00 
G ( ) = a(ry)- 1 l 1J I . 
ry 
(2.20) 
O teorema acima demonstra que o processo filtrado funciona bem longe da descon-
tinuidade, pois todos os termos no lado direito em (2.20) podem ser O(N1-P). Então, a 
ordem p é alcançada para uma função suave por partes. Para qualquer função analítica por 
partes, H. Vandeven [30] demonstrou que, se admitida a ordem p do filtro u6 (7J), então, uma 
exatidão exponencial pode ser obtida nos pontos de descontinuidade. 
Teorema 2.2 Seja f(x) uma fullção analítica por partes com um ponto de descontinuidade z. 
Seja a(~) um filtro o-6 (~) de ordem p = cN~I4 , onde c é uma constante positiva independente 
de N. Então, a seguinte estimativa é válida: 
sup lf(x)- f~'(x)l:::; NP(cN-<12)N'1'. 
xE{O,l],d(x)>N-1+~ 
(2.21) 
para uma constante positiva C independente de N e uma constante positiva {3 independentes 
de ambos de f e N. 
Uma das vantagens do método de filtragem no espaço de Fourier é que não precisa 
cálculos adicionais. O cálculo da soma parcial de Fourier ou da soma filtrada pode ser feito 
com Nlog(N) operações. 
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Todos os filtros mencionados acima são filtros bilaterais, isto é, a região nos dois lados 
em tomo da descontinuidade tem que ser excluída na estimativa do erro. Isto é esperado 
pois utilizam núcleos simétricos WN(~) em (2.11) como o resultado de um)= o-(-~). Em 
geral, é inaceitável para resolver uma equação diferencial parcial não-linear, pois aquelas 
oscilações talvez eventualmente poluem a região suave e/ou produzem instabilidade não-
linear. Podemos utilizar outros tipos de filtros que só satisfazem as condições parciais na 
Definição 2.1. Por exemplo, Wei Cai et al. [6] demonstraram a existência de um filtro 
complexo u(~). Eles apresentaram um filtro unilateral, 
onde 
tJ.- _1_ 
- N1-e' 
(2.22) 
m = Ne/4 
. ' 
tal que para qualquer função analítica f(x) em [0,1], tal que f(O) f /(1), a soma de Fourier 
filtrada (2.9) satisfaz 
(2.23) 
onde 
2 
XR = 1 - Nl (5/4)t" 
e C e {3 são as constantes independentes de N. O filtro a7 (~) é baseado na seguinte idéia 
simples: como a soma de Fourier filtrada bilateralmente /~6 é uma boa aproximação para 
f(x) na região !1 longe de descontinuidade, podemos utilizar a extrapolação a partir dos 
pontos dentro desta região para outros pontos. Este filtro funciona bem assintoticamente, 
milli um inteiro suficientemente grande N é necessário para que m seja de tamanho razoável. 
Eles também apresentaram outros filtros unilaterais usando o método de quadrados mínimos. 
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Outros tipos de filtros são aqueles no espaço físico, que são construídos para localizar as 
informações que determinam os coeficientes de Fourier A. Acham uma função W(x, y) tal 
que 
l I w(x, y)fN(y)dy ~ f(x). 
o 
Notemos que se w(x, y) = w(x-y), voltamos à fórmula (2.10). D. Gottlieb eM. Tadmor [14] 
apresentaram um filtro deste tipo. Mas, como o método de filtragem no espaço de Fourier, 
não consegue uma boa precisão próximo da descontinuidade. 
2.3 O Método de Fourier-Gegenbauer 
Descreveremos brevemente os trabalhos recentes sobre o fenômeno de Gibbs. Em [12], 
[13], D. Gottlieb e C. W. Shu demonstraram que os primeiros (2N + 1) coeficientes de 
Fourier U(k) de uma função analítica mas não-periódica u(x) contêm informações suficientes 
para construir urna função interpolante com a exatidão espectraL Seu conceito básico é 
re-expandir a soma de Fourier que converge lentamente na série de Gegenbauer que con-
verge bem mais rápido (a convergência exponencial desta série do polinômio foi provada nos 
termos limitados). Eles apresentaram um procedimento para eliminar o fenômeno de Gibbs 
completamente, isto é, para obter uma exatidão exponencial na norma do máximo em qual-
quer intervalo de analiticidade, usando as séries de Fourier e de Gegenbauer de uma função 
descontinua mas analítica por partes. Aplicaram este método em vários exemplos. Descreve-
mos o principal resultado no que segue. Corno o polinômio de Gegenbauer é definido em 
[-1,1], nesta seção, por conveniência, assumimos que u(x) é uma função analítica por partes 
mas não-periódica em [-1,1], e sua soma de Fourier truncada é 
N 
UN(x) = L Ukei1rkx. 
k=-N 
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(2.24) 
Definição 2.2 Os polinômios de Gegenbauer C~(x) são explicitamente dados por 
(1- x2)À-!c~(x) = <;.~~ G(>.,n) :;.[(1- x')"+À-!],x E [-1,1], 
onde G(>.,n) é definido por 
G(>. ) = r(>.+ ~)r(n + 2>.) 
, n r(2>.)r(n +À+ ~r 
(2.25) 
Assumindo que os primeiros (2N + 1) coeficientes de Fourier U(k) são dados, estamos 
interessados em recuperar os primeiros m coeficientes na expansão de Gegenbauer de u(x) 
(com exatidão exponencial na norma do máximo): 
00 
u(x) = I;íiÀ(l)C,À(x), 
1==0 
-onde os coeficientes de Gegen bauer são definidos por 
e 
1 
iJÀ(l) =-;fel- x2 )À-!u(x)C,À(x)dx h, 
-1 
À , À r(>.+~) 
h, =,.,c, (l)r(>.)r(t +>.r 
(2.26) 
(2.27) 
Desde que não conhecemos a função exata u(x), mas somente a sua série de Fourier truncada 
(2.24), podemos ter apenas uma aproximação de iJÀ(l), denotada por fiM!), dada por 
1 
!i~(l) =~À f (1- x2 )À-!uN(x)C,"(x)dx. 
' -1 
(2.28) 
Agora um fato notável: que os coeficientes aproximados de g~(l) podem ser expressados 
explicitamente em termoo dos coeficientes de Fourier U(k) como segue: 
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9~(l) = 601il(O) + r(>.)i1(l + >.) L Jl+,(1rk)( 2k)'u(k), 
O<lki:SN 7r 
(2.29) 
onde r(>.) e Jn(x) são a.s funções Gamma e de Bessel respectivamente. A correspondente 
expansão de Gegenbauer, baseada nos coeficientes aproximados g~(l), será 
m 
u~,N(x) = LiiMl)CÇ(x). (2.30) 
I =O 
as equacões (2.29) e (2.30) são conhecidos como a aproximação de FG de f(x). 
A diferença entre a soma parcial de Gegenbauer com m termos da função u(x) 
m 
u~(x) =L u'(I)CÇ(x) (2.31) 
l=O 
e aquela da série de Fourier truncada UN(x) é chamada de erro truncado, 
m 
TE(x,>.,m,N) = lu~(x) -u~,N(x)l = IDu'(l) -g~(l)]CÇ(x)l. (2.32) 
l=O 
Isto mede o erro na expansão de Gegenbauer finita por causa do truncamento de Fourier. 
O erro total da aproximação de FG, 
E(x, À, m, N) = lu(x)- u~.N(x)l, 
pode ser separado em dois componentes como segue: 
= lu(x)- u~(x) + u~(x)- u~N(x)l 
S lu(x)- u~(x)l + lu~(x)- u~,N(x)l. 
O segundo tenno é o erro de truncamento (2.32). O primeiro termo 
oo m 
(2.33) 
RE(x,>.,m,N) = ILil'(l)C.'(x)- Lil'(l)C1'(x)l, (2.34) 
1=0 l=O 
por causa do truncamento da série de Gegenbauer, chama-se erro de regularização. 
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Agora, descreveremos os resultados básicos sobre a convergência do método de FG [12], 
[28]. Estes resultados são válidos para uma função analítica u(x), x E [-1, 1], tal que suas 
derivadas satisfazem a estimativa: 
[d'u(x). C( )k! -~~I dxk I ::; P pk' (2.35) 
onde 1 :S p e C(p) são constantes, independentes de k. 
1. Ambos os erros: o de truncamento e de regulariza<;ão, definidos em (2.32) e (2.34), 
alcançam seus máximos na fronteira x = ±1. 
2. Na fronteira x = 1, o erro de truncamento satisfaz 
TE( À N) A (m + A)r(m + 2.\)r(A) (~)>-! 1
' 'm, :S (m -1)!f(2A) 1rN · 
3. Se À= {me m = (3N onde f, (3 são constantes positivas, então, o erro de truncamento 
decai exponencialmente com N como segue: 
N - ;J'(1 + 2')')1+27 ~ 
TE(1,A,m,N) :S AN'q , q- [ (2 )' J . _ rref 
4. Na fronteira x = 1 o erro de regularização satisfaz 
1 
q= 2p' 
onde A(>., p) é independente de m, o erro decai exponencialmente com m pois q < 1. 
5. Se À = fm, então 
(1 + 21)1+27 
TE(1,A,m,N) :S Aqm, q = 1+2 ( )I' )" p2 7')'7 1 + 'Y +7 
É fácil verificar que q é uma função crescente de 'Y e q < ~ ::; 1 para todo f > O. Então, a 
convergência espectral é mais rápida quando 'Y é pequeno. 
Os resultados acima demonstram a convergência espectral da aproximação de FG no lim-
item -t oo, N -t oo. Em [28] L. Vozovoi apontou que o mínimo número de termos necessário 
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para obter um erro pequeno por causa do fato que q-m (ou q-N) pode ser consideravelmente 
grande, se os coeficientes C(p), e A nas estimativas acima são grandes. Na prática, o cálculo 
da série de Gegenbauer é limitada a m, À rv 100 por causa da funções Gamma e de Bessel 
em (2.29). E ainda, o cálculo dos termos de ordem alta é sujeito ao erro da máquina. L. 
Vozovoi et al. aplicaram o método de FG a EDP [29], e apresentaram algumas técnicas como 
a substração do polinômio para acelerar a convergência. Sobre o método de FG temos as 
seguintes observações: 
1. O fenômeno de Gibbs pode ser completamente evitado, do ponto de vista teórico, 
usando o método de FG. Os resultados de D. Gottlieb et al. são os melhores sobre como 
remover o fenômeno de Gibbs. 
2. A quantidade de cálculos envolvidos no método de FG pode ser muito grande para 
algumas funções. Em alguns casos pode ser proibitivo por causa do número grande m e da 
computação da função de BesseL 
3. Em dimensões maiores o esforço computacional pode ser enorme. 
4. Alguns métodos de FG modificados para acelerar a convergência são eficientes para 
EDP, mas de difícil aplicação em outras áreas. 
Nosso trabalho está somente relacionado com o método de filtragem no espaço de Fourier. 
Nos capítulos seguintes apresentaremos alguns filtros práticos para uma função em C 1 ou 
c'2. Para estas funções, não podemos escolher o filtro de ordem superior a 2. Comparado 
com os outros filtros com a mesma ordem p, p :::; 2, nosso filtro é melhor em dois aspectos: 
a exatidão da reconstrução e os bons resultados numa vizinhança das descontinuidades. 
27 
Capítulo 3 
Uma Nova Relação entre os 
Coeficientes de uma Série de Fourier 
e a Transformada de Fourier 
Discreta. 
O objetivo de nosso trabalho neste capítulo é deduzir uma relação aproximada entre 
a transformada de Fourier discreta {].} e os coeficientes de Fourier {].} de uma funçiW 
f(x), tal que possamos calcular {f;,j = O,···, N- 1} eficiente e exatamente usando a 
transformada rápida de Fourier (FFT) (ver [5)). Baseados nesta relaçiW, conseguimos obter 
um novo filtro no espaço de Fourier para reduzir o fenômeno de Gibbs. Em primeiro lugar, 
realçaremos alguns resultados e motivações das série de Fourier, a transformada de Fourier 
e a transformada de Fourier discreta. Depois, estabeleceremos nossa nova relação. 
3.1 A Série de Fourier, a Transformada de Fourier e 
a Transformada de Fourier Discreta 
No Capítulo 1, já mencionamos alguns conceitos sobre a série de Fourier de uma função 
f(x) com o suporte compacto contido no intervalo [0,1]: 
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f(x) "' I: f•e'"" 
{ 
+oo • 
k=-oo 
• l f• = [ f(x )e-"•••dx 
e a transformada de Fourier contínua e a fórmula inversa: 
{ 
f(x) = 4f ](w)e"•= 
](w) = l~(x)e-i2•=dx 
É claro que a relação entre os coeficientes de Fourier A e a transformada de Fourier j ( k) 
com freqüência k é como segue: 
l 
J. = ](k) = j f(x)e-'"'"dx, k =O, ±1, ±2, ... 
o 
(3.1) 
Nos problemas práticos, somente tomamos a aproximação da série de Fourier finita (1.3), 
ou tomamos os valores discretos da transformada de Fourier contínua. Além disso, precisamos 
obter apenas os valores discretos da função. Embora nós temos duas expressões (1.1) e (1.6) 
de urna função com o suporte compacto para diferentes problemas, podemos ter a mesma 
fórmula do cálculo de (1.3) e (1.9) para x;, j = O, ... , N- 1 (quando o suporte da função 
é [0,1]). Neste caso, portanto, a aproximação da série de Fourier da função é equivalente à 
transformada de Fourier contínua para o cálculo, e em ambos casos ocorrerá o fenômeno de 
Gibbs. 
Recordemos a definição da transformada de Fourier discreta. Dada uma função f ( x) E 
L2 (R), com o suporte em [0, 1] e um inteiro par N > O, sejam {xJ, j =O,···, N} e {fi, j = 
O,···, N- 1} definidos em (1.7) e (1.8) respectivamente. Então, a transformada de Fourier 
discreta de {f;, j =O,···, N- 1} é 
1 N-1 
]. = N L f;e-""i., - N/2 $ k $ N/2 -I 
j=O 
(3.2) 
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e a transformada inversa é: 
N/2-1 
f . - " ; ""* . - O N - l 3 L.... Jke , J , ... , . (3.3) 
k=-N/2 
A transformada de Fourier discreta e a fórmula inversa são as projeções exatas entre N 
números complexos {f;,j =O, ... ,N -1} e N números complexos {!.,k = -N/2, ... , N/2-
1}. Podemos utilizar a transformada rápida de Fourier (FFT) e a transformada rápida 
inversa de Fourier(IFFT) para calculá-los respectivamente. Também, podemos escolher N 
ímpar inteiro. Mas, escolheremos os valores da função J(x) nos pontos 2m (algum inteiro 
m), para poder utilizar a FFT. Neste caso, os valores de {f;,j = O, ... ,N -1} em (3.3) 
serarn complexos, e temos que omitir a parte imaginária. 
Qual é a relação entre a transformada de Fourier discreta e a transformada de Fourier 
contínua? A referência [5] explica claramente que a transformada de Fourier discreta pode 
ser deduzida da transformada de Fourier contínua. Baseados nisto, podemos utilizar a 
transformada de Fourier discreta para calcular aproximadamente a transformada de Fourier 
contínua. Qual é o erro desta aproximação? Comparando (1.9) (ou (1.3)) com (3.3), 
podemos facilmente obter (1.9) apenas substituindo J. por f• em (3.3). Em geral, não 
é possível obter uma melhor aproximação de {f;,j = O, ... , N - 1} em (1.9), a menos 
que f• = J.,k = -N/2, ... ,N/2 -1. Quando nós temos alguma relação mais exata 
entre jk e A. podemos calcular bem {fJ,j = o, ... ,N- 1} a partir da aproximação 
{f., k = -N/2, ... , N/2- 1 }, o que é nossa principal motivação. 
Há uma relação exata entre ft e Ít [7]: 
+oo 
L: fk+Nm, k = -N/2, ... , N/2 -1. (3.4) 
m=-oo,m#O 
+oo A - ~ 
e sabemos que tem o erro L fk+Nm se aproximamos A por fk· 
m=-oo,m#O 
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' 3.2 Uma Nova Relação entre fk e fk 
Nesta seção, deduziremos uma nova relação aproximada entre A e jk· Usando esta 
relação, seremos capazes de apresentar um novo filtro para reduzir o erro quando calculamos 
{!;, j = O,···,N -1} pela FFT. Por outro lado, podemos também obter um algoritmo 
aproximado para calcular eficientemente os coeficientes da expansão de Fourier. Antes de 
tudo, apresentamos o principal resultado da seção. 
Teorema 3.1 Suponhamos que uma função f(x) satisfaz as Suposições 1-3 (Capítulo 1), 
{x;}(i e{!;};;'-' são definidos em (1.7) e (1.8) respectivamente, e Zm E {x;}~-l, m = 1, ... , l. 
Então, 
lf,- a,J.I S C(f)tlx, para qualquer inteiro k (3.5) 
onde 
k =o, 
k "' o, 
(3.6) 
e C(!) é uma constante não-negativa que depende de f somente. 
Demonstração: Primeiramente, fazemos a prova para o caso k =j:. O. Pelas partições dos 
nós {x;, j =O, 1, · · ·, N} definidos em (1.7) e os valores discretos{/;, j =O, 1, · · ·, N- 1} 
definidos em (1.8), temos (notemos que x; =li) 
X!J+! -i2br:t: . -i2ktrjN _ 1 
e-i2k1rzdx =e lzi+l = e-i2k1rN_e_"',---
-i2k1r xi -i2br ' 
e obtemos 
(3.7) 
Xj 
Observamos que a igualdade acima também é válida se k = O. Assim, aproximando f(x) 
pela constane por partes, obtemos 
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N-1 ~J+l N-I ~HI 
J, = ~ I f(x)e-'"""dx = ~f; I e-"'"dx + r,(ll.x), 
J=O 2:j 3=0 Xj 
onde r.~.(~x) é o termo do erro que será especificado mais adiante. Então, 
Usando que 
temos 
1 N-1 
i = _ ~ f·e-i2k1r-k-
Jk N L...J ' , 
i=O 
- N/2 S k S N/2 -1, 
• - N(e-i2h/N- 1) -
J. = J. . k + r,(ll.x) = a.J, + r,(ll.x). 
-t2 7r 
(3.8) 
Agora voltamos para estimar o termo r,(ll.x). Supondo que a derivada de f(x) existe no 
subintervalo (x;,x;+1), para qualquer x E (x;,x;+1) temos que 
f(x) =f;+ J'(€)(x- '7;), para algum € E (x;,x;+!) 
Usando a Suposição 3, obtemos 
••• • •• ] · ] I 1 
I I [f(x)- !;]e-'"""dxl S I sup~l/ (eJII(x- 1/;)ldx S 2C(ll.x)2 , 
., ., 
onde C é definido na Suposição 1. Escolhendo TJ; como x; + ~x/2, o limitante acima será 
~C(ll.x)2 . Da desigualdade acima e de (3.1), (3.2), (3.6), (3.7) e (3.8), obtemos 
A - N-1 Xj+l 
lr,(ll.x)l = I/•- a.J,I S E f lf(x)- J;ldx 
j=O 2:j (3.9) 
S N~C(t.x)2 = C(f)t.x, 
No caso k =O, então, o valor da integral em (3.7) é 1/N. Seguindo a demonstração no caso 
k =J- O, podemos facilmente obter a mesma estimativa com ao = 1. Assim, terminamos a 
prova deste teorema. 
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As seguintes observações são necessárias: 
1. É claro que, se f(x) é aproximada usando funções constantes por partes, então, 
coeficiente exato da sua expansão de Fourier, que é a~çjJt;, será uma aproximação de A. Tal 
idéia é semelhante à aquela no método de Splines·[23]. Mas, nossa expressão mostra a relação 
entre jk e A de maneira que podemos utilizar a FFT nas operações numéricas. Além disto, 
a fórmula é exata para uma família de funções muito comuns. 
2. Seja a(k) = :, , logo, por (3.6), temos que 
{ 
1, 
a(k) = krr/N ikx/N 
sin(k1r/N) e 1 
k=O , 
k f o, 
e podemos verificar que 
1 :::; W) I :::; ~ 
a partir da desigualdade bem conhecida 
2 sinO 
-<--<1 
1f- o -
1f para O < 9 :=:; 2. 
(3.10) 
3. Quando calculamos os valores aproximados de {f;, j = O, 1, · · ·, N- 1} pela FFT 
inversa, podemos utilizar os valores aproximados de fk: 
j,""a(k)j,, k=-N/2,···,N/2-1. (3.11) 
Notemos que a(k) é um filtro no espaço de Fourier, compararemos este filtro com aqueles na 
seção 2.2: 
1). O filtro de Fejér 
2). O filtro de Lanczos 
k= o, 
kf o. 
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3). O filtro de R.aised-Cosine 
aa(~) = 1 +cos~2ktr/N) 
Todos os filtros acinla são reais. Uma razão essencial para introduzir estes filtros é reduzir 
as oscilações numa vizinhança da descontinuidade, e além disto, a meticulosidade é a segunda 
consideração. Na nossa simulação numérica, achamos que os filtros sem o fator 2, u2 (~) e 
a3(;), devem ser melhores. Também comparamos com o filtro seguinte. 
4). 
" 
(2k)- {2p-1)! j""l ( )]p-1 a6 N - 1 - (p _ 1 )!' t 1 - t dt. 
o 
A magnitude do filtro a(k) {3.10) é a inversa do filtro de Lanc20s, e ainda, tem uma 
mudança de fase eiktr/N em a(k). Podemos reivindicar o fato de que nosso filtro é bem 
melhor no sentido de que estabelecemos uma relação mais exata entre A e A via a fórmula 
(3.5). Além disso, conseguimos obter uma melhor aproximação para uma função f(x) que 
tem pontos de descontinuidade ou /(1) "! f(O). 
4. Nos dois casos particulares, obtemos resultados surpreendentes (a reconstrução exata 
de {f(11i) = f;}g;-1), que mostramos nos seguintes corolários. 
Corolário I. Suponhamos que f(x) é uma função escada com o suporte em [0,1]. Sejam 
{ x1 }: e {f1 }~ -l definidos por (1. 7) e (1.8) respectivamente, tal que todos os pontos interiores 
no subintervalo (x;, Xj+I) não são os pontos de descontinuidade, para j =O, 1, · · ·, N -1. Se 
f; = !(~;) = f(x; + 6) com O < 6 < t.x, então 
a.],= j,, k = -N/2, · · ·, N/2 -1. (3.12) 
Aplicando a FFT inversa de {a(k)}k}~~1;1 podemos reconstruir os valores {h}:-l exata-
mente. 
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Demonstração: Sob as condições do corolário, temos C = O na estimativa de rk(~x) na 
fónnula (3.9), logo, r,(L:.x) =O. Então 
j, = a(k)j, k = -N/2, .. ·, N/2 -1, 
completando a prova deste corolário. 
Corolário 2. Suponhamos que f(x) é uma função com o suporte em [0, 1], tal que f(x) = 
ax + (3 para x E [0, 1]. Sejam {x;};;' e {f;};;'-1 definidos por (1.7) e (1.8) respectivamente. 
Se f;= f(l'J;) = f(x; + ll.x/2), então 
j, = a.j,, k = -N/2,·· ·,N/2 -1, (3.13) 
e aplicaado a IFFT de {a(k)]k}~~;\ podemos reconstruir os valores {f;};;'-1 exatamente. 
Demonstração: Sob as condições do corolário, integrando por partes, temos 
:Z:j+J j [f(x)- !;]e-nhxdx = B,ae-;>bjfN, 
Xj 
{ o, Bk = '[cos(k1r/N) _ sin(h/N)J ~ 2kN1r 4k:JN1r2 ' 
k =o, 
k #0. 
para k = -Nf2,···,N/2- 1. Notemos que Bk é independente de j. Substituindo a 
identidade acima dentro da fórmula de rk(~x) na prova do Teorema 3.1, obtemos, para 
k=-N/2, .. -,N/2-1, 
o que prova este corolário. 
- - N-!Xi+l . 
= f•- a,J. = ~ f [f(x)- f;]e-'"'"dx 
j=O :Z:j 
N-1 
= Bka E e-i2hi/N = O, 
j=O 
Observamos que os resultados acima também são válidos no caso em que o suporte de 
f(x) é [a, b]. 
Assumindo as condições do Teorema 3.1, suponhamos que os pontos da descontinuidade 
de f(x) coincidem com alguns nós Xj- Mas, para uns problemas mais práticos, precisamos 
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considerar o caso de que os pontos de descontinuidade estão situados em qualquer lugar. Por 
conveniência, vamos supor que f(x) possui apenas um ponto de descontinuidade no intervalo 
(0,1), denotado por z, e Xp < z < Xp + 1/N, O< p < N- L Agora, utilizaremos as novas 
partições não-uniformes dos nós tal que a derivada de f(x) existe em cada subintervalo. 
Sejam 
e 
0 = Xo < X1 < ·' • < Xp < Z < Xp+2 < · · · < XN-1 < XN = 1, 
D.x; = x;+t- x; = .6.x = ~~ j I p,p+ 1, D.xp = z- xp, 6-.xp+l = Xp+2- z, 
f;=f(ij;), j=O, ... ,N-1 com ij;=x;+8;,j#p,p+1 
f.= f(xp + 8.), fP+I = f(z + 8p+J) 
(3.14) 
(3.15) 
(3.16) 
onde O :S 8; = 8 :S ruo, j =O, ... ,N -1, j # p,p+ 1; O :S 8• :S Ll.xp e O :S 8p+I :S Ll.xp+I são 
constantes. 
Obtemos uma relação aproximada entre A e h como segue. 
Teorema 3.2 Suponhamos que uma função f(x) satisfaz as Suposições 1-3, e f(x) possui 
apenas um ponto de descontinuidade interior z. As partições dos nós no intervalo [0,1] e 
{!;}ti-' são as definidas em (3.14)-(3.16) respectivamente. Então 
(3.17) 
onde 
(3.18) 
e C (f) é uma constante não-negativa que somente depende de f. {a~.:} é a mesma do Teorema 
3.1. 
Demonstração: A prova é semelhante à aquela do Teorema 3.1. Primeiramente, consid-
eraremos o caso k ;f:. O. Usando a regra dos retângulos para a aproximação da integral, 
obtemos 
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onde e,~;(.ó..x) é o termo do erro. A fim de utilizar os resultados do Teorema 3.1, rescrevemos 
a iguaJdade acima como 
N-l Zj+J Zp+l Zp+J 
f,= L:!; f e-m••ctx- f. f e-m.-dx + fp+t f e-"""dx +e,(L'lx). 
1=0 3!J z z 
De acordo com o Teorema 3.1, temos 
(3.19) 
Analogamente, podemos facilmente obter a estimativa de e,(t>.x) 
e 
3:p+2 Xp+2 
I f [f(x)- JP+,]e-"''"dx[ :S f sup1[j' (~)[[x- ~p+l[dx :S ~C(xp+2- z)' :S 2C(t>.x)2. 
• • 
Logo, obtemos 
[e,(L'>.x)[ = [/,- a,f,- (f,- f,+I)g,[ 
N-1 Xj+l z ;l:p+2 
< L f [f(x)- f;[dx +f [f(x)- /p[dx + f [f(x)- f.+,[dx (3.20) 
j=Oj;f;p,p+l ;l:j Xp z 
<:: (N -1HC(t>.x)2 + 2C(t>.x)2 = C(J)L'lx. 
No caso k = O, temos 
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' j dx = z - Xp+l = 90 . (3.21) 
Seguindo a prova no caso k =F O, podemos obter a mesma estimativa (3.20) com a0 = 1. E 
completamos a prova do teorema. 
Já sabemos que o erro da aproximação será menor se aproximamos f(x) pela função linear 
por partes. Então, daremos uma relação mais exata baseada nesse tipo de aproximação. 
Aqui, utilizaremos os valores da função nos nós Xj,j =O, ... , N, isto é, seja c5 =O em (1.8): 
e denotamos 
e 
f; = f(x;), j = O, ..• , N 
fT = lim_f(x), j ~ 1, ... ,N 
:,1;--tX; 
Jf= lim J(x), j=O, ... ,N-1. 
x--tx+ 
' 
(3.22) 
(3.23) 
(3.24) 
Teorema 3.3 Suponhamos que uma função J(x) satisfaz as Suposições 1,2 e 4, com {x1}:, 
{JT}f e unr:-1 definidos por (1.7), (3.23) e (3.24) respectivamente, e Zm E {x;}~,m = 
1, ... ,l. Então 
(3.25) 
-(1) - -(2) - - + . -onde{!, ,k--N/2, ... ,N/2-1)e{f. ,k--N/2, ... ,N/2-1}saoasDFTde{f; ,J-
0, ... , N- 1} e {!j ,j = 1, ... , N) respectivamente e 
1/2, 
N + N' ( -i2k1r/N 1) 
i2h (i2k1r)2 e - ' 
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k-0 
- ' 
k #o, (3.26) 
e 
(') { I (2, k = O, 
ak = _...l:!..__e-i2k1r/N _ N 2 (e-i2h/N _ l) k-" 0 
i2k1r (i2k'lr)'l ' r ' 
(3.27) 
e C (f) é uma constante não-negativa Que somente depende de f. 
Demonstração: Em primeiro lugar, consideraremos a prova no caso k # O. Usando as 
partições dos nós {x;, j =O, l,···,N} definidas em (!.7) e os valores discretos {!T}f e 
un:-l definidos em (3.23) e (3.24), obtemos 
!l:j+l 
f (x _ x. )e-t2k1rxdx = _ 1 e-i21rx; _ 1 e-i2n; (e-i2k1r/N _ l) Xj J+l í2k1rN (í2k1r)2 
e 
Xj+J 
f (x- x-)e-i2k1rxdx =- 1 e-i2:n-.:ti+I- 1 e-i21rxi(e-i2k1r/N -1) , ' í2k1rN (í2k1r) 2 
' 
usando que 
Xj+! (1) 
f -x_-_x_,,'-'+.:..1 -12k'll"xd ak -12k1t..L e x= -e "" x·-x"+l N 
Xj J J 
(3.28) 
e 
(3.29) 
Notemos que as igualdades (3.28) e (3.29), também são válidas se k = O. Em seguida, 
utilizamos a regra dos trapézios para a aproximação da integral em (3.1) e obtemos 
onde r• ( Ll.x) é o termo do erro. 
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Usando o fato de que 
e 
temos 
1 N-1 fl1) =- L; Jfe-"'=f., - N/2 :": k :S; N/2 -1, 
N i=O 
1 N-1 
/;(2) - - "' f- -i2hf. k - N L i+Ie , 
j=Q 
- N/2 :<:: k :<:: N/2- 1, 
(3.30) 
Agora, estimaremos o termo r,(t.x). Suponhamos que a derivada segunda de f(x) existe 
no subintervalo (x;, Xj+1), logo, temos que 
para qualquer x E (x;, x.i+l), e pela Suposição 4, obtemos 
Xj+! 
/
1 11 2 1 3 
< 2sup,jj (()j(x- x;) dx :": 6c(t.x) , 
Xj 
onde C é definida na Suposição 1. A partir da desigualdade acima e usando (3.1), (3.2) e 
(3.26)-(3.30), obtemos 
jr,(t.x)l =I f,- aL1) Jll)- aL') Jl'll 
N-1 Xj+l t+( ) ,- I ) 
:": L f lf(x)- . . X-XJ+> - i+' x-x, jdx 
j=O Xj :r.] XJ+l XJ+l :f-1 (3.31) 
:": N~C(t.x)' = C(f)(t.x)' 
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No caso k =O, os valores das integrais (3.28) e (3.29) são iguais a 2~. Seguindo a prova no 
caso k #O, podemos facilmente obter a mesma estimativa (3.25) com a,\'1 = 1/2 e a,\'1 = 1/2. 
Então, completamos nossa prova. 
Como no Teorema 3.1, suponhamos que os pontos da descontinuidade de f(x) coincidem 
com alguns nós x; no Teorema 3.3. Se os pontos de descontinuidade situam em qualquer lugar 
em [0,1], usando a mesma idéia do Teorema 3.2, utilizamos as novas partições não-uniformes 
dos nós de maneira que a segunda derivada de f(x) exista em cada subintervalo. Então, 
podemos generalizar o Teorema 3.3 à função com os pontos da descontinuidade situados em 
qualquer lugar. 
Observamos que se j'"(x) existe em cada (x2;,x2;+2),j =O, 1, ... ,N/2, podemos aprox-
imar f(x) pela função quadrática e conseguimos obter uma melhor aproximação de j.. 
Para calcular os coeficientes de Fourier J. de f ( x) usando valores discretos de f ( x) nos 
pontos escolhidos, já obtemos algumas expressões aproximadas de Ík pelos Teoremas 3.1-3.3 
acima. Considerando as diferentes características da função, podemos calcular eficientemente 
os coeficientes de Fourier de f(x) em [0,1] pela FFT. 
DoTeorema3.3, sabemos que precisamos {ff,j =O, ... ,N-1} e {!T,j = 1, ... , N} para 
calcular os coeficientes de Fourier {A}. É claro que não conseguimos reconstruir {f/, j = 
O, ... ,N -1} e U;-,j = 1, ... ,N} pela relação (3.25), se somente são dados {/.,-N/2 :S 
k :S N/2- 1}. Então, precisamos mais coeficientes de Fourier A. Nas aplicações, uma 
função possui apenas poucos pontos de descontinuidade. Temos fi/" = fk, se f(x) é contínua 
em Xj- Por necessidade da reconstrução de funções, precisamos rescrever a relação (3.25). 
Por conveniência, suponhamos que uma função possui apenas um ponto de descontinuidade 
de f(x), denotado por Xp, 1 < p :S N- 1. Então, 
(3.32) 
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onde 
(3.33) 
(3.34) 
(3.35) 
Temos (N +2) valores desconhecidos {/o, ... , f,_, f;, J:, fP+2• ... , IN} da função em (3.32) 
(incluindo especialmente os limites esquerdo e direito no ponto de descontinuidade). Se esper-
amos recuperar N valores desconhecidos da função em (3.32), podemos deduzir a seguinte 
fórmula. Sem perda de generalidade, continuamos supondo que há apenas um ponto de 
descontinuidade de f(x) em [0,1], denotado por z, = x, + 8,, onde, 8• é uma constante, 
O S 8, < fi, p E {0, 1, ... , N- 1} (Notemos que z, pode não ser um nó). 
Teorema 3.4 Suponhamos que uma função f(x) satisfaz as Suposições 1,2 e 4. {x;}!i' e 
{!;}!i definidoo em (1.7) e (3.22) respectivamente. Há apenas um ponto de descontinuidade 
de f(x) em [0,1], denotado por Zp = Xp + 8p, onde, 8p é uma constante, O :S 8p < ~~ 
p E {0, 1, ... , N- 1}. Se 8,=0, tomamos f, como f;. Então: 
onde 
e 
• (1) - (2) (2) (4) (5) ) ( )' f, =c, f,+ c, f,+ c, !N-1 +c, f,+ c, /p+l + C(f O L'.x , 
k =o, 
k "" o. 
(3.36) 
(3.37) 
(3.38) 
c~2) é o complexo conjugado de c~2) e C (f) é uma constante não-negativa que depende de f. 
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Aqui, somente expressamos a f6nnula aproximada de integral em (3.1) como segue: 
Logo, podemos facilmente obter (3.36). Omitiremos a prova detalhada. Analisando a 
fórmula (3.36), achamos que os coeficientes ci2), ci3), ci4) e ci5l são pequenos, comparados 
com ci1). Isto coincide com os resultados numéricos mais adiante. Podemos pensar o termo 
cil) jk como uma parte principal, e o resto como uma parte corrigida. Uma relação semel-
hante aparecia no Teorema 3.2, onde Ôk também é pequeno. Isto é proveitoso para nossa 
reconstrução no Capítulo 5, desde que implica que nosso método de reconstrução iterativo 
será convergente. 
Neste capítulo, principalmente estabelecemos algumas relações entre a transformada de 
Fourier discreta {i.} e os coeficientes de Fourier {i.} de uma função f(x ). Usando estes 
resultados, podemos substituir {A} por expressões de {A} se for necessário, ou vice-versa. 
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Capítulo 4 
Cálculo dos Coeficientes de Fourier 
Complexos 
No Capítulo 3, estabelecemos algumas relações entre {]., -N/2 S k S N/2- 1} e 
{!., -N/2 S k S N/2-1 }. Usando estas relações, apresentamos neste capítulo um algoritmo 
eficiente para calcular os coeficientes de Fçmrier complexos. Com o novo algoritmo podemos 
usar a transformada rápida de Fourier e chegamos a uma melhor exatidão que com os outros 
métodos encontrados na literatura. Mostramos alguns exemplos numéricos para ilustrar o 
comportamento do novo algoritmo. 
4.1 Algoritmos Eficientes para Calcular os Coeficientes 
de Fourier Complexos 
Já tendo as relações aproximadas (3.5),(3.17) e (3.25) obtidas no capítulo anterior, pode-
mos facilmente calcular os coeficientes da expansão de Fourier de f(x) usando os valores 
da função no conjunto finito de pontos escolhidos. Apresentaremos agora três algoritmos, 
para aproximar f(x) satisfazendo as condições dos Teoremas 3.1, 3.2 e 3.3 respectivamente. 
Quando f(x) satisfaz as condições do Teorema 3.1, temos 
Algoritmo 4.1 Dados {f;,j =O, ... ,N- 1}, 
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Passo I. Calcular 
usando a FFT. 
Passo 2. Calcular 
{f.,k = -N/2, ... ,N/2 -1} 
Rj. := a.J. para k = -N/2,···,N/2-1, 
onde ak satisfaz (3.6) e Rjk é a aproximação de J.. 
Observamos que são necessárias apenas O(Nlog2 N) operações para aplicar a FFT no 
passo 1 e N multiplicações no passo 2. Então, a quantidade de cálculos neste algoritmo não 
é grande. Além disso, (3.6) é ainda válido para todo inteiro k, e podemos calcular todos os 
coeficientes de Fourier Rjk usando N valores da função. Aqui, A será uma função periódica 
com período N. Resultados semelhantes, também, são válidos para os Algoritmos 4.2 e 4.3. 
Por outro lado, quanto maior N, menor é o erro da aproximação. Quando f(x) satisfaz as 
condições do Teorema 3.2, (3.17) é válido e podemos utilizar o algoritmo como segue. 
Algoritmo 4.2 Dadas as partições dos nós no intervalo [0,1] e {/;},j"-1 definidos em (3.14) 
- (3.16) respectivamente, 
Passo I. Calcular 
usando a FFT 
Passo 2. caJcular 
{f.,k = -N/2, ... , N/2- 1} 
Rj• := a.J• + (Jp- fp+I)g., 
onde a. e li• satisfazem (3.6) e (3.18) respectivamente. 
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Em geral, temos que eacolher uma partição uniforme no intervalo [0,1] como (1.7). Mru;, 
o Algoritmo 4.2 mostra que podemos escolher arbitrariamente a partição do intervalo (0,1]. 
Isto é uma vantagem para o caso de uma função descontínua. 
De mesmo jeito, de (3.25) do Teorema 3.3 deduzimos o Algoritmo 4.3. 
Algoritmo 4.3 Dados {ff,j =O, .. . ,N -1}, {!;-,} = 1, ... ,N}, 
Passo 1. Calcular 
-(1) -{f, ,k- -N/2, ... ,N/2 -1} 
e 
-(2) -{f, ,k- -N/2, .. . ,N/2 -1} 
usando a FFT 
Passo 2. Calcular 
Ri.:= ai1)jp) +ai')Jk') para k = -N/2,· · · ,N/2 -1, 
onde a~l) e ai') satisfa.em (3.26) e (3.27), Ri. é a aproximação de j.. 
Algumas observações importantes são as seguintes: 
L Nossos algoritmos são tão rápidos quanto o método da FFT, mas, obtemos uma melhor 
aproximação. O método da FFT precisa N pontos equidistantes igualmente espaçados, mas, 
o Algoritmo 4.2 mostra que isto não é necessário, desde que os pontos de descontinuidade 
pertençam à partição. Por outro lado, podemos calcular apenas N coeficientes de Fourier 
pelas N amostras usando a FFT, mas, conseguimos calcular todos os coeficientes de Fourier 
]~;;, pelo nosso método, para qualquer inteiro k. Os exemplos mostram que o erro será grande 
quando lkl torna-se grande (N/2 ~ lkl). 
46 
2. Se f(x) E C•[O, 1], 1 < q, o método dos Splines é um bom algoritmo. Ma.s, nosso 
algoritmo será melhor para uma função suave por partes. Por outro lado, são necessárias 
O(N') para N coeficientes de Fourier usando o método dos Splines quando tomamos N nós 
em [0,1]. Assim, a quantidade de cálculos será grande quando este método é estendido para 
dimensões maiores. No Algoritmo 4.3, também, utilizamos a interpolação linear da função, 
mas, a diferença com o método dos Splines é que não calculamos diretamente os coeficientes 
de Fourier da base linear. Além disso, utilizamos os limites a esquerda e a direita nos pontos 
de descontinuidade da função. 
3. Usando a mesma idéia, podemos estender os algoritmos a dimensões maiores. 
4.2 Exemplos Numéricos 
Nesta seção, mostraremos os resultados de alguns experimentos numéricos para ilustrar o 
comportamento dos algoritmos deste capítulo. Todos os cálculos, nesta tese, foram realizados 
usando o pacote MATLAB numa estação SunSparc no IMECC, Universidade Estatual de 
Campinas, SP, Brasi1. A precisão da máquina é u f"V 10~ 16 . O suporte da função é o intervalo 
[0,1) neste e nos próximos capítulos, isto é, f(x) =O, x fi [0, 1). 
Aplicamos os algoritmos às três funções com N = 128. Realizamos os cálculos para o 
exemplo 4.1 usando o Algoritmo 4.1, para o exemplo 4.2 usando os Algoritmos 4.1 e 4.2, e 
para o exemplo 4.3 usando os Algoritmos 4.1 e 4.3. Comparamos também, o erro entre Rfk 
e j,, e o erro entre f, e f,, k = -N/2, ... , N/2- 1, como segue: 
(4.1) 
e 
(4.2) 
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o que é mostrado nas Figuras 4.1-4.3. Para todas as figuras, mostramos os erros como função 
de k. 
Exemplo 4.1 Função JI(x): 
fi(x) =X, X E [0, 1) 
Notemos que fi(x) é linear em [0,1). 
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Figura 4.1: Erros: ê, = log10IRJ.,- j1,l em (a) e ê, = log10IJ.,- A, I em (b) 
(4.3) 
Da Fig. 4.1 (a), observa.roos que o erro do nosso método é da ordem 0(10- 16) causado 
apenas pelo erro da máquina. Isto é devido ao fato de que ! 1 (x) é linear em [0,1], verificando 
o Corolário 2 no Capítulo 3. Comparando a Fig. 4.1 (b) com (a), observamos que êk é maior 
que êk· 
Exemplo 4.2. Função / 2 (x): 
h(x) = { ~: X E [0, 0.5 + 1/256), X rt [0, 0.5 + 1/256). (4.4) 
Em seguida, aproximamos os coeficientes da expansão de Fourier da h ( x), usando os 
Algoritmos 4.1 e 4.2. 
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Figura 4.2: Erro ê, = logwiR],,- ],,I (R],, calculado pelo Algoritmo 4.1) em (a) . Erro 
e,= logwlf,,- ],.I em (b)o Erros ê, = logwiR],,- ],.1 (R],, calculado pelo Algoritmo 
4.2): (c) para -N/2 s; k s; N/2 -1 e (d) para Os; k s; No 
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Se calculamos Rj, pelo Algoritmo 4.1, a Fig. 4.2 (a) e (b) mostra que o erro e, é menor 
que ê,. A Fig. 4.2 (a) e (c) mostra que Rj,. calculado pelo Algoritmo 4.2 é mais exato que 
aquele pelo Algoritmo 4.1. A Fig. 4.2 ( d) mostra que podemos calcular todos os coeficientes 
de Fourier para qualquer k) mas, o erro é grande quanto k toma-se grande. 
Exemplo 4.3. Função fs(x): 
{ 
x' fs(x) = co~(x), X E [0, 0.5), X <t [0, 0.5). (4.5) 
Aplicamos os Algoritmos 4.1 e 4.3 para aproximar os coeficientes da expansão de Fourier 
de fs(x). 
Se calculamos os coeficientes da expansão de Fourier Rj3k pelo Algoritmo 4.1, a Fig. 4.3 
(a) e (b) mostra que o erro êk é menor que êk. A Fig. 4.3 (a) e (c) mostra que Rj,. pelo 
Algoritmo 4.3 é mais exato que aquele pelo Algoritmo 4.1, o que coincide com os resultados 
do Teorema 3.3. A Fig 4.3 (d) mostra que conseguimos obter uma melhor aproximação 
dos coeficientes de Fourier Ík para k = N /2, ... , N. Achamos que o erro será grande se 
calculamos J., para k = N/2, ... , N, pelo Algoritmo 4.1. Isso é semelhante à Fig 4.2 (d). 
Os exemplos acima ilustram a eficiência de nosso método para calcular os coeficientes 
da expansão de Fourier. Conseguimos uma precisão muito maior que outros métodos na 
literatura, e mais, o esforço computacional é pequeno, pelo fato de estar usando a FFT 
eficientemente. 
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Figura 4.3: Erro êk = logiO!R],.- J,.! (R},. calculado pelo Algoritmo 4.1) em (a). Erro 
i\ = logiO!J,.- ],.I em {b). Erros êk = logiO!R],.- J,.! (R},. calculado pelo Algoritmo 
4.3): (c) para -N/2 <:: k <:: N/2- 1 e (d) para O<:: k <:: N. 
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Capítulo 5 
A Recontrução de {fj,j O,l,···,N-1} 
a Partir dos Coeficientes de Fourier {A, k=-N/2,···,N/2-1} 
No Capítulo 3, estabelecemos algumru; relações entre {i., -N/2 :$ k :::; N/2 - 1} e 
{]., -N/2 :$ k :$ N/2- 1 }. Usando estas relações, apresentaremos agora alguns algoritmos 
para a reconstrução de funções. Corno antes, nossos métodos permitem adotar a transfor-
mada rápida de Fourier conseguindo baixo custo computacional e mais precisão que outros 
algoritmos similares encontrados na literatura (particularmente nos pontos próximos dos 
pontos de descontinuidade). Também estimaremos o erro da função reconstruída. 
5.1 Algoritmos para a Reconstrução de Funções 
Já estabelecemos algumas relações aproximadas entre a transformada de Fourier discreta 
e os coeficientes de uma função f(x) no Capítulo 3, e obtivemos alguns algoritmos eficientes 
para calcular os coeficientes de Fourier no capítulo anterior. Mas, nosso principal objetivo 
é reconstruir o conjunto discreto {/j,j =O, 1 ... ,N -1} de uma função f(x) a partir dos 
coeficientes de Fourier {/., k = - N /2, · · · , N/2- 1} (ou a transformada de Fourier de f(x) 
com a freqüência k). Apresentaremos diferentes algoritmos para os caaos nos quais f(x) 
satisfaz as condições dos Teoremas 3.1, 3.2 e 3.3. Se f(x) satisfaz aa condições do Teorema 
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3.1, então, temos 
Algoritmo 5.1 Dados {j,, k = -N/2, ... ,N/2 -1}, 
Passo 1. Inicializar 
f,:= <7(k)j, para k = -N/2, · · ·, N/2- 1, 
onde <7(k) satisfaz (3.10). 
Passo 2. Calcular 
N/2-l . 
R!'. = "' i,e""i.. · O N 1 w ;, para J = , ... , -
k=-N/2 
usando a IFFT, onde {Rf;,j = O, ... ,N -1} são os valores reconstruídos da função em 
{~;,j=O, ... ,N-1}. 
Precisamos apenas N multiplicações no passo 1 e O(Nlog2 N) para as operações da IFFT 
no passo 2, e então, a quantidade de cálculos não é gyande neste algoritmo. Se f(x) satisfaz 
as condições do Teorema 3.2, então, aplicamos a fórmula (3.17), e temos 
<7(k)j,"' f,+ (fp- /p+!)r>(k)g,, k = -N/2, ... , N/2- 1 
Denotando as transformadas de Fourier inversas de {r>(k)j.}~l]1~1 e {r>(k)g.}~l]j;1 como 
{h;}~- 1 e {g;}~- 1 respectivamente, obtemos 
(5.1) 
Para obter {/;}~- 1 , basta resolver o sistema de equações (5.1). Como {ií.} é pequeno, {g;} 
também o será. Claramente, o sistema de equações (5.1) tem solução. O algoritmo é descrito 
corno segue: 
Algoritmo 5.2 Dados {j,, k = -N/2, ... , N/2- 1} e {fi,, k = -N/2, ... , N/2- 1), 
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Passo 1. Inicializar 
ii, := a(k)/, para k = -N/2, · · ·, N/2 -1, 
g, := u(k)g, para k = -N/2, · · ·, N/2 -1, 
onde o-(k) satisfaz (3.10). 
Passo 2. Calcular 
pela IFFT. 
N/2-1 . 
h'. = "' h",ei
21c7r-Jr a · O N 1 L....J praJ=, ... , -, 
k=-N/2 
N/2-1 . 
9; = L 9kei2k1rk para j =O, ... , N- 1, 
k=-N/2 
Passo 3. Achar a solução do sistema de equações (5.1) como segue 
Passo 3.1 
PaBSO 3.2 
Rf; =h;- (Rf,- Rf,+,)g;, j =O, ... ,N -l,j # p,p+ 1. 
(5.2) 
(5.3) 
Precisamos apenas 2N multiplicações no passo 1, O(Nlog2N) operações para as duas 
IFFTs no passo 2, e algumas poucas operações para achar a solução do sistema de equações 
(5.2) e (5.3) no passo 3 (no passo 3.1, podemos achar diretaroente aB soluções de Rf, e Rfp+l> 
e em seguida, inserimos elas em (5.3)). Então, a quantidade do cálculos neste algoritmo é 
da mesma ordem do Algoritmo 5.1. Se há muitos pontos de descontinuidade de f(x) que 
possuem mesma característica como z, podemos desenvolver um algoritmo semelhante. Neste 
caso, precisamos mais operações por causa da IFFT no passo 2 e calculamos a solução de 
(5.2) e (5.3) por um método iterativo. Pela estrutura da matriz, o método iterativo converge 
muito rapidamente. 
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Usando a mesma idéia, podemos generalizar os Algoritmos 5.1 e 5.2 para dimensões 
maiores. Mostraremos alguns exemplos em duas-dimensões. 
Para obter uma melhor reconstrução, precisamos uma relação. mais exata entre A e jk 
como (3.32) e (3.36). Se f(x) satisfaz as condições do Teorema 3.3, e supondo que há apenas 
um ponto de descontinuidade de f(x), Xp, 1 ~ p ~ N- 1, então, aplicamos a fórmula (3.32), 
e temos 
i (2) (3) 
f-(1) _ Jk ck (' f ) c• (f+ 1_) k "" ("i)- ("i) JO- N - """"[i) p - p . 
ck ck ck 
(5.4) 
A c(ll) c(3) (O) N 1 (1) N 1 Denotando as transformadas de Fourier inversas de :rtr• ::In- e ::In- por {h; }0 - , {h; }0 -
c, c~ c~ 
e {hY)}:-1, respectivamente, obtemos 
{ J; =h]'>- h]I>u,- fNl- hJ>>u:- J,;l. j =o, ... ,N -l,j -1 p, (5.5) 1: =h~'>- h~I>(J,- !N)- h~'>u:- !,;). 
Agora, temos (N + 2) variáveis desconhecidas {f;,j =O, ... , N,j # p, f,; ,f:}. Mas, apenas 
N equações em (5.5), e ainda precisamos outras duas equações. Sejam k = N/2, N/2 + 1 
em (5.4), temos 
- _ (I) ~-(I) (2) ( 1 f ) (3) (j+ f-) fN/2- CN/2 N/2 + CN/2 JO- N + CN/2 p - p (5.6) 
e 
(5.7) 
Como 
iN/2 = i-N/2• 
-(1) -(I) fN/2 = ~-N/2 
e 
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temos 
f- _ (I) 1-(1) (2) (1 ) (3) ( + _) -N/2 - CN/2 -N/2 + CN/2 JO- fN + CN/2 fp - fp (5.8) 
e 
(5.9) 
Notando que as duas equações acima são complexas, pegaremos então a parte real da primeira 
e a parte imaginária da segunda. Finalmente, podemos achar as (N + 2) variáveis descon-
hecidas a partir das (N + 2) equações. 
• • (!) Algoritmo 5.3 Dados {J.,k = -N/2, ... ,N/2+1}, {c, ,k 
{c~2),k = -N/2, ... ,N/2 -1} e {c~'), k = -N/2, ... ,N/2- 1}, 
Passo 1. Inicializar 
e 
Passo 2. Calcular 
k=-Nf2, ... ,N/2-1, 
k = -N/2, ... ,N/2 -1 
k = -N/2, ... ,N/2 -1. 
N/2-l 
hy) = L hi1)ei2k1r1r, j =O, ... , N- 1, 
k=-N/2 
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-N/2, ... , N/2 - 1}, 
e 
pela IFFT. 
N/2-1 . 
h]2) = L hi2)ei2k1rir, j =O, ... ,N -1 
k=-N/2 
N/2-1 . 
hj3l = L iíi3) e'2k1rk, j = O, ... , N - 1, 
k=-N/2 
Pa.sso 3. Achar as soluções {f;,j = O, ... ,N,j # p,f;,fi} do sistema de equações (5.5), 
(5.8) e (5.9) por um método iterativo. 
Como na resolução de (5.1), podemos afirmar que o método iterativo terá convergência 
rápida e obterá uma solução em poucos passos. 
Quando utilizamos o resultado do Teorema 3.4, podemos obter um sistema de equações 
semelhautes ao sistema de equações (5.5), (5.8) e (5.9) e também utilizar um método iterativo 
para achar a solução . 
Para todos os nossos algoritmos, podemos utilizar a FFT, e portanto, o esforço computa-
cionaJ será pequeno. 
5.2 Estimativa do Erro da Função Reconstruída 
Discutiremos a seguir o erro da reconstrução. Em primeiro lugar, descrevemos o gráfico 
da função do núcleo KN(I;) 
N/2 
KN(I;) = :L u(k)e'"'', O~ Ç ~ 1, (5.10) 
k=-N/2 
que é uma função periódica com período 1. Ela não possui a mesma característica de (2.18) 
no Capítulo 2, isto é, para 6 > O, e todo t: > O existe um inteiro N(ó,t:) > O tal que 
IKN(Ç)I <E, se N > N(ó, E) e li~ Ç < 1- li. Mas, veremos que os valores da função KN(I;) 
serão grandes somente em poucos subintervalos, e pequenos (não suficientemente pequenos) 
nos outros subintervalos. A Fig. 5.1 mostra esta característica de KN(e). 
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(a)_ N=B 
15,------------
10 
5 
o 
{c). N:::128 
0.5 
{b).N=64 ~r-----~~--------, 
60 
40 
20 
~o L------~----~ 
-0.5 o 0_5 
(d). N=256 
40 o 
30 o 
20 o 
10 o 
o 
-10 o 
-0.5 o 0.5 
Figura 5.1: Função do núcleo KN(() para diferentes valores de N (N = 8, 64,128 e 256). 
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Da Fig. 5.1, podemos provar que existem algumas constantes M, c1 e c2 tais que 
IKN(x)l ~ c1N, 
IKN(x)l ~c,, 
para x E [x1, x1+l], l =O, ... , M- 1 e l = N- M, ... , N- 1, 
para x E [x1, xH1], l = M, ... , N- M.- 1. (5.11) 
Baseados nesta propriedade, podemos cliegar à seguinte estimativa do erro da função 
reconstruída. 
Teorema 5.1 Suponha que uma função f(x) satisfaz as condições do Teorema 3.1. Então 
I/;- R!; I ~ C(f)b.x, j =O, ... , N- 1 
onde C(!) é uma constante não-negativa que depende somente de f. 
Demonstração: De (3.8) e (3.9), obtemos 
N-1 .l:J+l 
j, = a(k)i. + a(k) L j /'(6)(x -111)e-i2kwxdx, 
1=0 .l:j 
para -N/2 ~ k ~ N/2- 1. Inserindo (5.12) em (3.3), temos que 
N/2-l _ i. iJ = 2: fkei2k1r N 
k=-N/2 
N/2-1 _ N/2-1 N-1 Zl+l 
= L u(k)f•ei2kxf, + L u(k)[ L f f'(~,)(x- ~,)e-i2xkxdx]ei2k•Ji. 
k=-N/2 k=-N/2 l=O :1:1 
(5.12) 
(5.13) 
Pelo Algoritmo 5.1, o pri~eiro termo é R/j, e denotamos o segundo termo (do erro) como 
ei, então 
f;= RI; +e;. 
Agora, estimaremos o termo e.i, onde 
N/2-l N-1 :t"J+I 
e; = L a(k)[ I: f f'(~,)(x- ~,)e-""'"dx]e"'•i< 
k=-N/2 1=0 X! 
N-I :t"!+l N/2-l . 
= L f f'(6)(x -111) L: u(k)e-12"1•-Jildx 
1=0 X! k=-N/2 
=e?) +e)2l. 
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Denotamos 
N-1 X!+! 
ej'1 = L f !'(6)(x- ry,)K~(x)dx, 
l=O x1 . 
onde 
e 
Como em (3.9), podemos obter a estimativa de e)2>: 
I (2)1 c . ei :S 2.ó.x, para J. 
Seguidamente, estimaremos e)1). Já sabemos que KN(x) é uma função periódica corn período 
1. Então, todas as funções {K~(x),j = O ... ,N- 1} possuem a mesma característica 
como KR.-(x) = KN(x). Sem perda da generalidade, somente estimaremos ~1 ); as outras 
estimativas são semelhantes, 
N-1 X!+! 
e~' I= L f !'(6)(x- ry,)KN(x)dx. 
l=O X/ 
É claro que 
XI+! f lx- mldx S l/2(t.x)2 , 
x, 
para l = O, ... , N- 1. Pela Suposição 3 no Capítulo 1, temos l/'(~1 )1 S C, e por (5.11 ), 
ternos que 
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I e~!) I :S sup /'(() NfJ sup IKN(x)I"J' lx- ~Mx 
{E[O,I) l=O :cE[a:i,:tl+t) ZJ 
M-1 N-M-1 N-1 XJ+t 
= sup /'(()( ~ + ~ + ~ ) sup IKN(x)l f lx- ~cldx 
{E[O,l] l=O l=M l=N-M xE[x1,:tl+d Xt 
:S C[2Mc1N(LI.x)2 + (N- 2M)c2 (LI.x)2 ]. 
Como Ll.x = 1/N, temos que 
leol :S le~ 1 1 + 1•~'1 1 :S G(f)LI.x, 
onde C(!)= G[2Mc1 +c,]+ G/2 é independente de N. 
Completamos assim nossa prova. Observamos que O::=; 2Mcz + c2 ~ 6 se N = 128. 
O Teorema 5.1 mostra o erro entre/; e Rf;, j =O, ... , N -1. Usando os outros métodos 
existentes de filtragem, eles chegam a uma melhor reconstrução com filtros de ordem alta 
somente nos pontos que estão longe da descontinuidade. Nós podemos alcançar uma melhor 
aproximação dos valores da função em todos N pontos, incluíndo os muitos próximos da 
descontinuidade. Analogamente, podemos conseguir estimativas semelhantes para outros 
Algoritmos. 
5.3 Exemplos Numéricos 
Apresentaremos alguns exemplos para ilustrar a reconstrução dos valores da função. De 
acordo com as diferentes características da função, efetuaremos o cálculo pelos Algoritmos 
5.1, 5.2 e 5.3 respectivamente. Tomamos N como 64, 128 e 256 respectivamente. Usando 
os diferentes filtros a(k) e O"m(~),m = 1,2,3,6, compararemos o erro em cada ponto pelo 
método da reconstrução. Escolhemos p = 10 em a5(~). Além disso, calcularemos o erro 
médio quadrático definido por: 
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1 N-l 
e= N L I!;-Rf;l'· 
j=Q 
(5.15) 
Em todos os exemplos, calcularemos {f;= f(x;+Ax/2),j =O, ... , N -1} quando utilizamos 
os Algoritmos 5.1 e 5.2, e {f;= f(x;),j =O, ... , N -1} quando utilizamos o Algoritmo 5.3. 
Exemplo 5.1 Função f, (x): 
j,(x) = x, X E (0, 1]. (5.16) 
Notemos que no intervalo (0, 1), J,(x) é analítica e J,(O) "# J,(1). 
(a) 
-14~-~-~'-'-~-~--, 
(b) 
o 
-15 r----....,~ 
-16 """'\ -2 
-17 
-18 
-4 f\___ _/ 
-19 '---:----,--'--c~-:".,---'. 
o 0.2 0.4 0.6 0.8 
-6 
o 0.2 0.4 0.6 0.8 
(c) (d) 
O r--------------, o 
-2 -2 
-4 i~ _/ -4 
-6 
o 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 
(e) 
o 
-1 
-2 
-3 
-4 
o 0.2 0.4 0.6 08 1 
Figura 5.2: Erro lag10IRJ,(x)- J,(x)l em cada ponto com N = 256 e diferentes filtros: 
{a(k)} em (a) e {am(~),m= 1,2,3,6} em (b)-(e). 
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As Fig. 5.2 (a)-(e) mostram os gráficos do erro em cada ponto usando os filtros {a(k)} 
e {um(~), m = 1, 2, 3, 6} respectivamente com N = 256. 
Da Fig. 5.2, observamos que o erro da função reconstruída é quase 0(10-16) causado 
apenas pelo erro da máquina. Por causa de que !1 (x) é linear em [0,1], isto é assim no 
exemplo 4.1. 
A Tabela 5.1 mostra o erro médio quadrático para os métodos de reconstrução usando 
os diferentes filtros com N = 64, 128 e 256. 
Tabela 5.1 Erro médio quadrático para f 1(x) 
N a(k) a, u, (]3 a. 
64 1.7408x10-'" 2.0253x10-' 2.3987x1o-' 4.8369x1o-' 6.4480 X 10 _, 
128 2.0529x10-'" 1.4317x10-' 1.6957x1o-' 3.4700x1o-' 4.5760x10-' 
256 6.0281 x 10-'" 1.o123 x 10-' 1.1990 X 10-' 2.4717x1o-' 3.2416x10-' 
Exemplo 5.2. Função f<(x): 
f<(x) = { 1, X E 1 = [0, 1/4) U [1/2,~/8) U [3/4, 7/8), 
O, caso contrano. (5.17) 
Notemos que h(x) é uma função com 6 pontos de descontinuidade. 
Na Fig. 5.3, (a)-( e) são os gráficos do erro em cada ponto nsaodo os diferentes filtros 
{a(k)} e { am(~), m = 1, 2, 3, 6} respectivamente com N = 256. 
Da Fig. 5.3, observamos que nosso erro da função reconstruída é quase 0(10- 16) causado 
apenas pelo erro da máquina, o que verifica o Corolário 1 do Capítulo 3. 
A Tabela 5.2 mostra o erro médio quadrático para os métodos de reconstrução usando 
os diferentes filtros com N = 64, 128 e 256. 
Tabela 5.2 Erro médio quadrático para f 4 (x) 
N a(k) a, a, a3 a, 
64 1.1510x10 1' 4.9144x1o-' 5.8302 X 10 _, 1.!888x10-' 1.5922x10 1 
128 !.7342x 10 -w 3.4986x10-' 4.1457x10-' 8.5176x1o-' 1.1250x10-' 
256 2.4355x 10 _,, 2.4781 x 10-' 2.9355x1o-' 6.0614x10-' 7.9548x10-' 
63 
(a) (b) 
o 
-2 
-4 
0.2 0.4 0.6 0.8 1 
-6 
o 0.2 0.4 0.6 0.8 
(o) (d) 
o o 
-2 -1 
-4 -2 
-S -3 
o 0.2 0.4 0.6 0.8 1 o 0.2 0.4 0.6 0.8 
(e) 
o 
-5 
Figura 5.3: Erro loglOjRJ,(x) - J,(x)i em cada ponto com N = 256 e diferentes filtros: 
{a(k)} em (a) e {am(;_:),m = 1,2,3,6} em (b)-(e). 
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Exemplo 5.3. Função J.(x): 
fs(x) = x2 ,x E [0, 1]. (5.18) 
Notemos que no intervalo (O, 1), f0 (x) é analítica e / 5 (0) "f / 5 (1). 
(a) (b) 
-3 o 
-3.5 
-4 -2 
-4.5 
-4 
·"'-- ./ -5 
-5.5 -6 
o 0.2 0.4 0.6 O.B o 0.2 0.4 0.6 O.B 1 
(c) (d) 
o o 
-2 -2 
-4 f~ / -4 
-6 
o 0.2 0.4 0.6 O.B 1 
-6 
o 0.2 0.4 06 0.8 
(e) (Q 
o -5.5946 
\ vy) -5.5946 -5 -5.5946 
-10 ,, 
-, -5.5946 
-15 -5.5946 
o 0.2 0.4 0.6 0.8 o 0.2 0.4 0.6 O.B 
Figura 5.4: Erro log10 [Rf5(x)- f5 (x)[ em cada ponto com N = 256 e diferentes filtros: {a.} 
em (a) e {am(J:'), m = 1, 2, 3, 6} em (b)-(e). (f) mostra o erro pelo Algoritmo 5.3. 
Na Fig. 5.4, (a)-(e) são os gráficos do erro em cada ponto usando os filtros {a(k)} e 
{ am(~), m = 1, 2, 3, 6} respectivamente com N = 256. (f) mostra o erro em cada ponto pelo 
Algoritmo 5.3. 
Da Fig. 5.4, observamos que o nosso erro da função reconstruída usando o filtro u(k) 
nos pontos próximos de x = O e x = 1 é bem menor que aquele erro usando quaisquer 
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outros filtros. Então, podemos reduzir fortemente w:; oscilações do fenômeno de Gibbs na 
função reconstruída. Notemos que já omitimos os pontos 1Jo e 1JN-l quando calculamos 
o erro médio quadrático de f,(x), f 4 (x) e f5 (x) pelo filtro a6 . Por outro lado, podemos 
reconstruir (N + 1) valores da função se utilizamos o Algoritmo 5.3. Se N = 256, os valores 
reconstruídos das fronteiras são Rj,(xo) = -2.5431 X w-• e Rf,(xN) = 9.9999 X w-1• 
Os valores verdadeiros são O e 1 respectivamente. Quando utilizamos o filtro a6 , obtemos 
apenas Rf,(xo + /).x/2) = 4.9833 X w-l e Rf,(xN-1 + /).x/2) = 4.9874 X w-l Seus valores 
verdadeiros são 1.5259 X 10-5 e 9.9220 X lQ-l respectivamente. 
A Tabela 5.3 mostra o erro médio quadrático para os métodos de reconstrução usando 
os diferentes filtros com N = 64, 128 e 256. 
Tabela 5.3 Erro médio quadrático para fa(x) 
N a(k) a, a, a, a• Algoritmo 5.3 
64 4.14x1o-• 2.02x 10-" 2.40x10-" 4.84x1o-• 1. 76x1o-" 4.06x1o-• 
128 1.46x w-• 1.43x1o-" 1.69x1o-" 3.47x1o-• 1.24x1o-• 1.01x10-' 
256 5.19x10-' 1.01x1o-• 1.20x1o-• 2.47x1o-• 8.83x1o-• 2.54x1o-' 
Também, fizemos a simulação para o filtro a6 com diferentes valores de p (p=2,4,7,10). 
Achamos que o erro da função reconstruída é bem menor nos pontos relativamente afastados 
dos pontos de descontinuidade (ou dos pontos da fronteira), quando tomamos p grande. Mas, 
o erro da função reconstruída é maior nos pontos próximos às descontinuidades, quando a 
ordem p aumenta. A Thbela 5.4 mostra o erro da função reconstruída nos 6 pontos próximos 
dos pontos da fronteira. A Fig. 5.5 mostra os gráficos do erro da função reconstruída pelos 
filtros a 6 com diferentes valores de p (p = 2, 4, 7, 10). 
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(a) (b) 
o o 
-1 
-2 
-2 
-4 
-3 
-6 
-4 
-5 -8 1 -6 -10 
-7 -12 
o 0.2 0.4 0.6 0.8 1 o 0.2 0.4 0.6 0.8 
(o) (d) 
o o 
-2 -2 
-4 -4 
-6 -6 
-8 -8 
-10 -10 
-12 -12 
-14 -14 
o 0.2 0.4 0.6 0.8 1 o 02 0.4 0.6 0.8 
Figura 5.5: Erro logwiRf5(x)- /s(x)l em cada ponto usando u6 com N = 256 e diferentes 
valores de p: (a)-(d) sãD para p=2,4,7 e 10 respectivamente. 
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Tabela 5.4 Erros da função reconstruída nos 6 pontos 
p X1 x, x, x, x, x, 
2 9.37x lO-' 2.09xlo-• 3.7lxlo-• 3.00xl0-' 8.16x w-• 8.7lxl0-5 
4 8.10xl0-' 3.82xlo-' 1.07xlo-' 1.18xl0-' 9.04xw-• 1.54xlo-• 
7 7.44xl0-' 5. 77xlo-' 1.47xlo-' 8.14xl0-' 2.20x1o-• 2.3lx 1o-• 
10 7.15x10-' 6.64xlo-' 1.52xlo-' 1.55x10-' 4.00x10-' 2.09x w-3 
Exemplo 5.4. FUnção f 6(x): 
f, ( ) { 
x2, X E [0,0.5), 
,x= () d(005) COSX, X -,c , .. (5.19) 
Neste caso, no intervalo (0, 1), há um ponto de descontinuidade de fs(x). 
A Fig. 5.6, (aHe) mostra os gráficos do erro em cada ponto usando os filtros {o-(k)} 
e {am(~),m = 1,2,3,6} respectivamente com N = 256. (f) mostra o erro em cada ponto 
para o Algoritmo 5.3. 
Na Fig. 5.6, observamos que o erro da reconstrução usando o filtro a(k) nos pontos 
próximos de x = O, x = 1 e x = 1/2 é bem menor que usando quaisquer dos outros 
filtros. Então, podemos reduzir fortemente as oscilações do fenômeno de Gibbs na função 
reconstruída. Notemos que omitimos os pontos {1J; (ou x1),j = O,N/2,N- 1} quando 
calculamos o erro médio quadrático de J5 (x) pelo filtro a5 . Além disso, podemos reconstruir 
(N + 2) valores da função quando utilizamos o Algoritmo 5.3. Os valores nas fronteiras e os 
limites a esquerda e a direita no ponto de descontinuidade da função são Rf,(xo) = -2.8830x 
w-•, Rf6(xN) = 5.4030 x w-1, Rf6(xr.1,) = 2.5000 x w-1 e Rf,(xt1,) = 8.7760 x w-1, 
e seus valores verdadeiros são O, cos(l) "' 5.4030 x w-1 , 0.25 e cos(l/2) "'8.7758 x w-1 
respectivamente. Se utilizamos o Algoritmo 5.1 pelo filtro a6, Rf6(x0 + Ãx/2) = 2.7085 x 
w-1, Rj,(xN/2 + 6.x/2) = 5.6255 X w-1, e os valores verdadeiros são 4.9833 X w-1 e 
8.7570 X w-1 respectivamente. Não conseguimos obter os valores de J,(xN), J,(x"N;,) e 
fs(xt;,) . 
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(a) (b) 
-3 o 
-3.5 
-2 
-4 
-5 -6 
o 0.2 0.4 0.6 08 o 0.2 0.4 0.6 0.8 1 
(c) (d) 
o o 
-2 -1 
-4 -2 f\_ / 
-6 -3 
o 02 0.4 0.6 0.8 o 0.2 0.4 0.6 0.8 
(e) (fj 
o -'1.8 
-5 
-5.2 
-5.4 
----------
-10 -5.6 
o 0.2 0.4 06 0.8 o 0.2 0.4 0.6 0.8 
Figura 5.6: Erro loglOIRf,(x)- j,(x)l em cada ponto com N = 256 e diferentes filtros: {a.} 
em (a) e {am(;,;),m = 1,2,3,6} em (b)-(e). (f) mostra o erro pelo Algoritmo 5.3. 
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A Tabela 5.5 mostra o erro médio quadrático para os métodos de reconstrução usando 
os diferentes filtros com N = 64, 128 e 256. 
Tabela 5.5 Erro médio quadrático para f 6(x) 
N u(k) 
"• 0"2 "' "' 64 3.53x 10 _, 1.67xl0-' 1.98xl0-' 4.05x1o-• 1.46x1o-• 
128 1.25xl0 _, 1.18xl0-' 1.40x1o-• 2.89x1o-• 1.03xl0-' 
256 4.42xw-• 8.38xw-• 9.29x1o-• 2.05xl0-' 7.34x1o-• 
Exemplo 5.5. Função h(x): 
h(x)={ ~: X E [0, 0.5 + 1/256], X <t [0, 0.5 + 1/256]. 
Algoritmo 5.3 
3.08x1Q-' 
7.68x1Q-' 
1.91 x1o-o 
(5.20) 
Dividimos o intervalo [0,1] em 128 subintervalos típicos (N = 128) como (3.14)-(3.15) 
(onde p = 64), e apenas (N -2) subintervalos são equidistantes; ou seja,. este exemplo satisfaz 
as condições do Teorema 3.2. 
A Fig. 5.7 mostra os gráficos da função reconstruída. Na Fig. 5.8, (a)-(d) são os gráficos 
do erro em cada ponto -pelo Algoritmo 5.1 com quatro filtros {u(k)} e {um,m = 1,2,3} 
respectivaroente e (e) mostra o erro pelo Algoritmo 5.2 com filtro {u(k)}. Da Fig. 5.8, 
observamos que os erros da função reconstruída são quase iguais pelo Algoritmo 5.1 com 
quatro filtros {a(k)} e {am,m = 1,2,3}, e seus erros médios quadráticos são 4.9869 x 
10-2, 4.7283 X 10-2, 4.7745 X 10-2 e 5.8743 X 10-2 respectivaroente. Mas, O erro da função 
reconstruída é quase 0(10-16 ) causado pelo erro da máquina usando o Algoritmo 5.2 com 
os quatro filtros, seu erro médio quadrático é 1.1654 x 10-15 . 
Exemplo 5.6. Função f 8 (x): 
{ 
x2, 
fs(x) = cos(x), x E [0, 0.5 + 1/256], X <t [0, 0.5 + 1/256]. (5.21) 
Como no Exemplo 5.5, dividimos o intervalo [0,1] em 128 subintervalos típicos (N = 128). 
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(a) (b) 
1 1 
0.5 O. 5 
o o 
o 0.2 0.4 06 0.8 o 0.2 0.4 0.6 O.B 
(c) (d) 
1 
0.5 0.5 
o o 
o 02 0.4 0.6 0.8 o 0.2 0.4 0.6 0.8 
(e) (f) 
1 
0.5 0.5 
o o 
o 0.2 0.4 0.6 0.8 o 0.2 0.4 0.6 O.B 1 
Figura 5.7: Gráfico original de h(x) em (a) e das reconstruções pelo Algoritmo 5.1 com 
diferentes filtros: {a(k)} e {am,m = 1,2,3} em (b)-(e) respectivaJilente. (f) mostra a 
reconstrução pelo Algoritmo 5.2 com { a(k)}. 
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(a) (b) 
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(e) 
Figura 5.8: Erro log10 IRfr(x)- fr(x)l em cada ponto com N = !28 pelo Algoritmo 5.1 com 
diferentes filtros: {a(k)} e {am, m =I, 2, 3} em (a)-(d) respectivamente. (e) mostra o erro 
pelo Algoritmo 5.2 com {a(k)}. 
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Figura 5.9: Gráfico original de f8 (x) em (a) e das reconstruções pelo Algoritmo 5.1 com 
diferentes filtros: {a(k)} e {<rm,m = 1,2,3} em (b)-(e) respectivamente. (f) mostra a 
reconstrução pelo Algoritmo 5.2 com {a(k)}. 
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Figura 5.10: Erro log101Rf8(x)- fs(x)l em cada ponto com N = 128 pelo Algoritmo 5.1 com 
diferentes filtros: { u(k)} e { <Ym, m = 1, 2, 3} em (a)-(d). (e) mostra o erro pelo Algoritmo 
5.2 com {a(k)}. 
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A Fig. 5.9 mostra o gráfico original da função e a reconstrução. Na Fig. 5.10, (a)-
(d) são os gráficos do erro em cada ponto usando Algoritmo 5.1 com quatro filtros {u(k)} 
e {um,m = 1,2,3} respectivamente e (e) mostra o erro pelo Algoritmo 5.2 com o filtro 
{u(k)}. Da Fig. 5.10 observamos que os erros da função reconstruída são quase igoais 
para o Algoritmo 5.1 com os quatro filtros {u(k)} e {um, m = 1, 2, 3}, e seus erros médios 
quadráticos são 3.0958 X 10-2, 2.8930 X 10-2, 2.9071 X 10-2 e 3.4523 X 10-2 respectivamente. 
Mas, usando o Algoritmo 5.2 com nosso filtro, o erro da função reconstruída no ponto próximo 
de x = 0.5 + 1/256 é bem menor que aquele erro usando o Algoritmo 5.1 com quatro filtros, 
sendo seu erro quadrático é 2.0141 x w-4 . Isto mostra que podemos reduzir fortemente as 
oscilações do fenômeno de Gibbs. 
Os exemplos numéricos acima mostram que o filtro a(k) introduzido no Capítulo 3 é o 
melhor para reconstruir uma função com o suporte compacto que possui pontos de descon-
tinuidade e/ou é não periódica no intervalo do suporte. É óbvio que temos que utilizar os 
Algoritmos 5.1 e 5.2 respectivamente, de acordo com os pontos de descontinuidade típicos 
de f(x). Se utilizamos o Algoritmo 5.3, obtemos um resultado melhor. 
Em seguida, mostramos dois exemplos em duas dimensões. Assumimos que o suporte 
da função é [-0.5,0.5] x [-0.5,0.5], isto é, f(x,y) =O, se (x,y) f/. [-0.5,0.5] x [-0.5,0.5]. 
Podemos estender os Algoritmos 5.1 e 5.2 a duas-dimensões. Fizemos o cálculo pelo Algo-
ritmo 5.1 com N = 64 para o exemplo 5. 7, e pelos Algoritmos 5.1 e 5.2 para o exemplo 5.8. 
Além disso, comparamos o erro da função reconstruída em cada ponto pelos métodos com 
oo diferentes filtroo u(k, k2), um(k, k,), m ~ 1, 2, 3. Tomamoo u(k1 , k2) como u(k1)u(k2), e 
Um(k, k,) = Um(k,)um(k,), m = 1, 2, 3. 
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Exemplo 5.7 Função fg(x,y): 
{ 
-x+1.5, 
-y + 1.5, f•(x, y) = x + 1.5, 
y+ 1.5, 
O::::; x S 0.25, -x ~ y::::; x, 
0 S: X S: 0.25, -y S: X S: y, 
-0.25 :S x :S O,x :S y :5 -x, . 
-0.25 S: y S: 0, y S: X S: -y. 
(5.22) 
Como em dimensão um, dividimos [-0.5, 0.5] X [-0.5, 0.5] em N" malhas. Notamos que 
há alguns pontos de descontinuidade da função , mas f(x, y) é contínua em cada malha. A 
Fig. 5.11 mostra o gráfico original de f9 (x, y). A Fig. 5.12 mostra os gráficos do erro em cada 
ponto usando os filtros u(k1,k2 ) e {um(k"k,),m = 1,2,3} respectivamente com N = 64. 
Da Fig. 5.12, observamos que nosso erro na função reconstruída pelo filtro a(k1, k2 ) nos 
pontos próximos da descontinuidade é bem melhor que os erros dos outros filtros. Também, 
calculamos o erro quadrático. Se N=64, eles são 3.04 X w-•, 2.25 X w-2 , 2.23 X w-2 e 
2.42 X 10-2 respectivamente. Se N = 128, eles são 1.05 X w-•, 1.59 X w-2, 1.58 X 10-2 e 
L 70 x 10~2 . Então, podemos reduzir eficientemente as oscilações do fenômeno de Gibbs. 
Figura 5.11: Gráfico original J,(x, y) 
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(a) (b) 
0.5 0.5 
--0.5 -0.5 -0.5 --0.5 
(o) (d) 
o 
0.5 0.5 
-0.5 --0.5 
Figura 5.12: Erro IRJ9 (x, y)- j,(x, Y)l em cada ponto com N = 54 pelo Algoritmo 5.1 com 
diferentes filtros: {u(k.,k2)} e {um(k,,k2),m = 1,2,3} em (a)-(d) respectivamente. 
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Exemplo 5.8 Função f 10 (x, y): 
fw(x ) = { O, -0.25 :5 x + y :5 0.25, -0.25 < x- y :5 0.25, 
'y 1, caso contrário (5.23) 
Notamos que esta função é constante por partes. Dividiremos [-0.5, 0.5] x [-0.5, 0.5] em 
NJ. malhas, tal que seja constante em cada malha. Então, chegaremos a uma resconstrução 
exata. 
A Fig. 5.13 mostra o gráfico de f 10 (x,y). A Fig. 5.14 mostra os gráficos do erro 
em cada ponto usando os filtros a(k"k:,) e {am(k,,k2), m = 1,2,3} pelo Algoritmo 5.1 
respectivamente com N = 64. A Fig. 5.15 mostra o erro da função reconstruída em cada 
ponto pelo Algoritmo 5.2 com a(kb k2). Da Fig. 5.14, observamos que os erros da função 
reconstruída são quase os mesmos pelo Algoritmo 5.1 com os outros quatro filtros a(kt, ~) e 
{am, m = 1, 2, 3}. Se N = 64, os erros médios quadráticos são 7.46 X w-2,6.55 X w-2 , 6.53 X 
w-2 e 8.04 X w-2 respectivamente. Se N = 128, eles são 5.40 X w-2, 4.54 X w-2, 4.52 X w-2 
e 5.63 x 10-2 respectivamente. A Fig. 5.15 mostra que o erro da função reconstruída é cerca 
de 0(10-16) causado pelo erro da máquina usando o Algoritmo 5.2 com filtro a(k" k2), e seu 
erro médio quadrático é 9.96 X lQ-16, 
Figura 5.13: Gráfico original f 10 (x, y) 
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Figura 5.14: Erro IRf10(x,y)- fw(x,y)l em cada ponto com N = 64 pelo Algoritmo 5.1 
com diferentes filtros: {a(k1,k2)} e {om(k1,k2),m = 1,2,3} em (a)-(d) respectivamente. 
79 
Figura 5.15: Erro IR!IO(x, y)- !IO(x, y)l em cada ponto com N = 64 pelo Algoritmo 5.2 
com filtro {a(k1 , k2)}. 
Neste capítulo, apresentamos alguns algoritmos eficientes para a recontrução de funções 
a partir de uma amostra discreta da transformada de Fourier. Alguns exemplos numéricos 
ilustram como, com a nossa metodologia, podemos adotar a transformada rápida de Fourier 
e também alcançar melhores resultados que os encontrados na literatura. 
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Capítulo 6 
Análise da Reconstrução de um Sinal 
com Ruído Baseado nos Momentos 
Ortogonais 
Suponha que temos um conjunto de dados discretos de um sinal com ruído e que recon-
struímos o sinal original a partir dos seus momentos ortogonais, baseados nos polinômios de 
Legendre. Neste capítulo, deduziremos uma nova estimativa do erro do sinal reconstruído, 
que revela as conexões entre o número de momentos, a suavidade do sinal e a taxa de 
discretização. Apresentamos simulações numéricas consistentes com nossa análise teórica. 
A Seção 6.1 é uma revisão das propriedades básicas dos polinômios de Legendre e a Seção 
6.2 apresenta os algoritmos de reconstrução. Na Seção 6.3 deduzimos a estimativa do erro do 
sinal reconstruído e na Seção 6.4 apresentamos exemplos numéricos para ilustrar o resultado. 
6.1 Resultados Preliminares 
Nesta seção, introduzimos os polinômios de Legendre e mostramos suas propriedades 
principais. 
Definição 6.1 Em [11] o polinômio de Legendre de grau n,P.(x), é definido pela solução 
da seguinte equação diferencial: 
81 
d dP. (x) 
dx[(1-x2) ;x ]+n(n+1)P.(x)=O, -15:x5:1 (6.1) 
que satisfaz Pn(1) = 1. 
Então, P0 (x) = 1, P1(x) = x, P2(x) = ~(3x2 -1), e assim sucessivamente. Os polinômios 
de Legendre satisfazem a relação da ortogonalidade: 
1 2 f P.(x)P.·(x)dx = --Ó·· com ' 1 2i+1'1 
-1 
"·. = { 1, i = j, 
"'' o ·J_ • ,'t-;-J· 
Ai; seguintes propriedades são válidas (ver [ ll]): 
e 
Definindo 
(n + 1JPn+1(x) = (2n + 1)xP.(x)- nPn_1 (x), 
Pn(±1) = (±1)", 1';,(±1) = (±1)"- 1 ~n(n + 1), 
I P.(x) 15: 1, I P~(x) 15: ~n(n + 1), 'lx E [-1, 1] 
(2J+l. 
P;(x) = y ~P;(x), J =O, 1, ... 
temos que {pj(x)}go é o sistema ortonormal de Legendre. 
(6.2) 
(6.3) 
(6.5) 
Neste capítulo, supomos que o sinal J(x) é definido no intervalo [-1,1] e J(x) E HP[-1, 1]. 
Se J(x) é definido em [a, b] f [-1, 1], podemos aplicar uma mudança de variáveis~= 2",-_-:,-• 
para mudar o domínio para [ -1, 1 J. Aqui, o espaço H•[-1, 1 J é definido como HP[-1, 1 J = 
{flf,f', ... ,f(P-1) E C[-1,1J,J(pl E L2[-1,1]}. O produto interno de J(x) com g(x) é 
definido por 
1 
(f(x),g(x)) =f f(x)g(x)dx (6.6) 
-1 
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e a norma de f(x) é dada por 
1 
11/112 =f f(x) 2dx. (6.7) 
-1 
É bem conhecido que {p;(x)}ii" constitui uma base ortonormal do espaço L2 [-1, 1]. Por-
tanto, toda função f(x) E H•[-1,1] com p 2: O,f(x) pode se expressar como combinação 
linear infinita de {p;(x)}ii", 
00 
f(x) =L a;p;(x), (6.8) 
j=O 
(converge na norma 2) onde o momento a; é dado por 
1 
a; = f f(x)p;(x)dx. (6.9) 
-1 
O algoritmo de reconstrução empregando um número finito de ajs é 
N 
!N(x) = :La;p;(x), (6.10) 
j=O 
que é a melhor aproximação na norma 11/11 em span{P<J(X),p1(x), ... ,PN(x)}, isto é, 
[[g- /NII = min []g- !li· 
gEspan{po(!!: ),p, (x), ... ,JlN (x)} 
1 
De (6.8), para/(·) E L2 [-1, 1], o erro quadrático do sinal reconstruído f (!N(x)- f(x))'dx 
-1 
tende a zero quando N --t oo. É claro que podemos fazer o erro arbitrariamente pequeno, 
usando os momentos de ordem maior. Mas, a situação será diferente quando o sinal é 
contaminado por ruído efou apenas poucas observações finitas estão disponíveis. Neste 
caso, mostramos que o erro diminui inicialmente (não necessariamente de modo monótono) 
e aumenta quando N -+ oo. Mas, mostraremos que o erro é sempre limitado para qualquer 
N, e a melhor escolha do número de momentos depende da suavidade do sinal, da taxa de 
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amostragem (discretização) e do tamanho do ruído. Isto difere essencialmente dos resultados 
relatados em [24]. 
6.2 Algoritmos de Reconstrução 
Seja h(x) uma medida de um sinal f(x) degradado com ruído aleatório, ou seja, assumimos 
que: 
h(x) = f(x) + n(x) 
onde n(x) é um ruído satisfazendo as seguintes condições: 
{ 
<r2w(x) E(n(x)) =O e cov(n(x),n(x')) = O, ' 
(E denota a esperança e cov a covariância) com 
O<:: w(x) <:: W, Vx E [-1, 1]. 
x = x', 
x#x'. 
(6.11) 
(6.12) 
(6.13) 
Precisamos recuperar f(x) a partir de (m + 1) dados medidos {h(x;)}, -1 = xo < x, < 
... < Xm = 1. Denotamos 
D.-= D.i = xi+l- x,, i= O, 1, ... ,m-1. 
(6.14) 
(6.15) 
Sem perda de generalidade, assumimos aqui que o intervalo [-1)] está dividido em m subin-
tervalos iguais. A análise para subintervalos diferentes é semelhante. Sejam 
para i= O, 1, ... , m- 1; e 
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(6.16) 
(6.17) 
JC2l(x) = (6.18) 
X E [X2i, X2i+2], 
para i= 0,1, ... ,m1 -l. Em (6.18), por simplicidade, assumimos quem= 2m'. fl'l(x), 
para k = O, 1, 2, são as aproximações constante, linear e quadrática por partes de f(x) 
respectivaruente, interpelando nos pontos dados em [31]. AJ; funções fil'l(x) e n<'l(x) são 
definidas analogamente. Em seguida, definimos 
~)(x) = }: ã)'lP;(x) com ãj'l = } f<'l(x)p;(x)dx, 
i=O -1 
li~l(x) = }: bj'lp;(x) com bj'l = f fil'l(x)p;(x)dx, 
1=0 -1 
(6.19) 
n~l(x) = }: ~k)P;(x) com ~•l = } n<'l(x)p;(x)dx, 
i=O -1 
onde j =O, 1, .. . ,N e k = 0,1,2. 
Na próxima seção mediremos a diferença entre a aproximação h~\x) e f(x) na norma 
de L2, 
T(N, k, .6.) = llli~1 (x)- f(x)ll· (6.20) 
6.3 Erro do Sinal Reconstruído 
Para deduzir a estimativa do erro, precisamos os seguintes lemas, que são válidos para 
k =O, 1, 2. Primeiraruente, aplicando diretamente as definições de f<'l(x), fil'l(x) e nl'l(x), 
temos 
Lema 6.1 
(6.21) 
Lema 6.2 
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E(]]lí~1 - !li')= 11Ji:1- /li'+ E(lln~1 11')- (6.22) 
Demonstração: Observamos que para cada k = 0,1,2, {nC'I(x)} e {n~)(x)} são as com-
binações Hneares (para fixo x) de {no,nl,···,'nm}, que são variáveis aleatórias com as pro-
priedades (6.12), então, usando (6.12) e o Lema 6.1, temos 
Aplicando a esperança a ( 6.20) temos 
E(l]li~1 -/]I') = E(]]n~1 + Ji:l - /]]2 ) 
= E[lln~1 li' + 11Ji:1 - !li' + 2(n~1 , Ji:1 - f) I 
= E(lln~1 11') + ll.fl:1- /li'; 
Na última igualdade, usamos o fato de que 
E((n~ 1 ,.fl: 1 - f))= O. 
para chegar no resultado desejado. 
Lema 6.3 
lili:1 -/li s II!N- !li+ 2]1!''1- /11-
Demonstração. Aplicando a desigualdade triangular, temos que 
ll.fl:1- /li = il.fl:1 - fC'I + JC'I- /li S li.fl:1- !''111 + llf''1 - /li 
s 11/N- 1''111 + 111''1- !li s II!N- /li+ 211!''1- !li 
(6.23) 
onde já utilizamos que IIJi:l- fC'I]] S ]]IN- JC'I]], pois Ji:l é a melhor aproximação para 
JC'i em span{p0(x), · · · ,pN(x)}. 
Usando a ortonormalidade de {p;(x), j = 0,1, ... ,N} e a fórmula de Parseval, é fácil 
obter o lema seguinte. 
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Lema 6.4 
N 
lln~1 11' = Dc\'1)' ~ llnl'111'· 
f=O 
Os dois lemas seguintes apresentam as estimativas para E(llnl'ill2 ) e E(llii~lll 2). 
Lema 6.5 
{ 
2, k =o, 
Ellnl'ill' ~ tJl'lu'W com tJl>J = i· k = 1, 
5' k=2. 
(6.24) 
(6.25) 
Demonstração: Da definição de nl'l, fazendo alguns cálculos e usando (6.12)-(6.15), temos 
que 
m-1 :.:;+! m-1 
Ellnl'ill' =E{ L f n1dx} = L u'w,ll. <; 2u'W, 
i=O x; i=O 
e 
O seguinte lema mostra a taxa do decréscimento para os coeficientes de nCk). 
Lema 6.6 Para j =O, 1, · · ·, 
{ 
1, 
E(if'1)2 < al'lu2Wll. onde al'l = i 
) - ' ~~ 
lõ' 
k =o, 
k= 1, 
k= 2. 
E mais, para j suficientemente grande, existe uma constante C tal que, 
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(6.26) 
(6.27) 
Demonstração: Basta provar o resultado para o caso k = O. As provas para k = 1, 2 são 
::;;(k) ..(O) m-1 Xi+! 
semelhantes. Da definição de c; , temos c; = .L n; f p;(x)dx. Logo, 
•=0 Xi 
m-1 Xi+l 
E(cj0l)z = L u2w;( f p;(x)dx)2 • 
t=O Xi 
(6.28) 
Aplicando a designaldade de Cauchy-Schwartz, obtemos 
X;+I Z,;+l Zi+I Zi+l (f P;(x)dx)2 $ (f 12dx)( f P;(x)2dx) = ~ f p;(x)2dx, 
Zi X; Z; X; 
e de (6.28), temos que 
I 
E(cj01 )' $ u'W ~f P;(x)2dx = u'W ~. 
-1 
Para j suficientemente grande, podemos utilizar a expressão assintótica de Pi(x) em 
(6.4)-(6.5) e, aplicando o teorema de lliemann para integrais com a mudança de variável 
apropriada, obtemos 
onde C1 é uma constante positiva. A desigualdade acima é uma conseqüência do fato de que 
a integral é limitada por t Pela estimativa acima e (6.28) obtemos, para j suficientemente 
' 
grande, 
m-1 Xi+l C 
E(cj'l)z = L u2w;( f P;(x)dx)' :': -,, 
t=O Xi J 
onde C é outra constante positiva; completando assim a demonstração. 
Agora, estamos prontos para apresentar o principa1 resultado teórico deste Capítulo. 
Teorema 6.1 Seja f(x) E H•[-1,1],0 <; w(x) $ W,x E [-1,1] comp;,. k+l. Então, para 
N pequeno, 
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e para N --+ +oo, 
(6.30) 
onde j3(k) e a<k) são as constantes respectivamente definidas nos Lemas 6.5 e 6.6, C(f,p) >O 
é uma constante que somente depende de f e p, e D(J, k) >O uma constante que só depende 
de f e k. 
Demonstração: Aplicando diretamente os Lemas 6.2 e 6.3 temos 
E(]]h~)- /]]2) = lifl:l- /]]2 + E(l]n~) ]]') :=; (lifN- f li+ 2il.f'l- f]])'+ E(]]n~) ]]'). (6.31) 
Agora, basta provar que II!N -!li :=; c~;") Sejam 
onde 
Fo(x) = f(x), Fzn+l (x) = (1- x2) .!F2n(x), 
F2n+2 (x) = !F2n+1(x) para O:=; n S 2IH 
p p p p-1 ' 
l2l = 2 para p par e l2l = - 2- para p 1mpar, 
(6.32) 
De (6.32) deduzimos que F,(·) E H'-'l-1, 1] e Fzn-1 (±1) = O. Usando (6.1), (6.5) e 
(6.9), para j > N, e integrando por partes de novo, obtemos 
I I 
a; =f f(x)p;(x)dx = -;0~1) f Fo(xJ!I(1- x')!P;(x)]dx 
-1 -1 
=- ili~l) (Fo(x)[(1- x')!p:(x)]]':.1 -1 Fl(x)!P;(x)dx) 
=- ili~l) (FI(x)p;(x)]':.1 + ~ F,(x)p;(x)dx) 
I 
= ;iJ~l) f F,(x)p;(x)dx. 
-I 
Continuando este procedimento, temos que, para l ~ [~], 
-1 I d 1 I 
a;= (-j(j + 1))1 f F21-1(x) dxP;(x)dx = (-j(j + 1))' f F21 (x)p;(x)dx. (6.33) 
-1 -l 
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Da fórmula acima, para j suficientemente grande e usando o teorema de Riemann, temos 
que aj ~ ~~fj;l para alguma constante C1 (f,p). Agora, utilizamos a limitação anterior para 
estimar a limitação do erro aproximando f por JN, 
II!N -!11 = +oo ' L a~ s; C1(f,p)' +oo 1 < C(f,p) L J"2p+l - NP ' j=N+l j=N+l 
onde já utilizamos o fato de que para p > O, 
ool +ool ool f x"+I dx < . L j2p+I < f x2P+I dx 
N+l J=N+I N 
+oo 1 C • • Assim, L 3P+T = NP para alguma constante positiva C. 
j=N+l J 
Em seguida, provaremos llf''l - f li s; D(f, k )t:.'+I. Pelo fato de que, em cada subinter-
valo, f''l(x) é a k-ésima interpolação de Lagrange de f(x) em [31], temos que 
f(x)- fC0l(x) = (x- x;)J'(y), x, y E [x;, xHI), 
f(x)- Ji'l(x) = (x- x;)(x- XHI)J"(y)/2, x,y E [x;,X;+I[, 
f(x)- f''l(x) = (x- x,;)(x- X2HI)(x- X>;+,)/"'(y)/6, x, y E [x,;, X2H2]· 
Das fórmulas acima, é fácil obter a desigualdade 
llf''l- /li s; D(f, k)t:.'+l 
A limitação para o segundo termo em (6.30) segue dos Lemas 6.4, 6.5 e 6.6. 
Agora, apresentamos algumas observações que podem ser deduzidas das estimativas do 
Teorema 6.1: 
L De (6.33) deduzimos que C(f,p) = O(jjF,jl). Se f(-) E coo, podemos escolher p como 
qualquer número positivo, mas, C(J,p) aumenta muito rapidamente quando p aumenta. 
Então, se N é relativamente pequeno, não podemos escolher p tão grande, mas, se N é 
suficientemente grande, podemos escolher qualquer p > O. Além disso, se N é suficientemente 
grande, llfN- !li -->O exponencialmente. 
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2. Do Teorema 6.1 deduzimos que o erro do sinal reconstruído depende dos parâmetros 
.ó., N, u, p e k. Do Teorema 6.1, temos que, para N pequeno, 
[[!i~l- fll =O (c~~P) +D(J,k)f:1k+l +a}rxl•lWl>.(N + !)) , 
e para N -t +oo, 
(6.34) 
(6.35) 
Para obter a melhor reconstrução, um compromisso é necessário entre os valores de todos os 
parâmetros. 
3. Se o sinal f(x) é suave por partes e há finitos pontos de descontinuidade, então, p =O. 
Isso significa que, com ou sem ruido aleatório, sempre ocorre o fenômeno de Gibbs. Neste 
caso, o erro 11/N- /li domina o erro do sinal reconstruído, e assim, os algoritmos na seção 6.2 
fracassam na obtenção de um bom resultado. Este efeito é demonstrado nos experimentos 
numéricos descritos na próxima seção. 
6.4 Exemplos Numéricos 
Nesta seção, apresentamos alguns experimentos numéricos para ilustrar os resultados 
teóricos da seção anterior. Escolhemos m = 256 e então .6 = 1~8 . 
Para o primeiro conjunto de experimentos, a função dada é 
então f(·) E C 00 [-1, 1]. 
J(x) = - 1- + sin(27rx) para x E [-1, 1], 
2-x 
(6.36) 
A Figura 6.1 mostra a relação entre N e II!N- !li para a reconstrução sem ruído. Clara-
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Figura 6.1: Erro II!N- !li como função do número de momentos N. 
mente, quando N aumenta, IIJN- fll decresce com uma taxa exponencial. Temos 
II!N- !li~ 
r.J w-1, 
,...., w-2, 
,..., w-a' 
I"V w-4, 
........ w-5, 
,..., 10-7 , 
....., w-s, 
< 10_,, 
- , 
su, 
para O~ N ~ 6, 
para7<N~8, 
para 9 ~ N ~ 10, 
para 11 ~ N ~ 12, 
para 13 ~ N < 14, 
para 15 ~ N ~ 16, 
para 17 ~ N ~ 18, 
para 19 ~ N, 
para 26 ~ N. 
(6.37) 
A Figura 6.2 mostra o comportamento do erro 111J:1- /li em função de N (N = O, ... , 25), 
para diferentes valores k (k =O, 1, 2). Considerando 
para k =O, 
para k = 1, 
para k = 2. 
junto com (6.37) e a Figura 6.1, observamos que se N 2 19, então II!N- /li« llfl•l- !li, 
e deduzimos 
{ 
0(10-2), para k =O, 
IIJI•I- !li= 0(10-4), para k ~ 1, 
0(10-7), para k = 2. 
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(6.38) 
\ 
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' 
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Figura 6.2: Erro II!J:l- !li em função de N para diferentes valores de k: k =O (-), k = 1 
(-.-.) e k = 2 (- -). 
Agora, tomando {n;} como um conjunto das variáveis aleatórias com Wj = W = 1 para 
j = O, - - -, 256 com várias a, que são independentes e normalmente distribuídas, calculamos 
llli~)- !li para alguns valores de N e k = 0,1,2. 
AB Figuras 6.3 (a)-(e) mostram a relação entre u = 10-5,10-3 ,10-2 ,10-1,0.5, N 
-w . O, 1, ... , 25, e llhN -/li para k =O, 1, 2, respectivamente. 
Seu= 10-5 , o erro mínimo é llii~l- !li = 3.20 x 10-6 , em N = 15 e k = 2. Quando 
15 s; N s; 25, para k =O, 1, 2, o erro quase não muda. 
Se a = 10-3, o erro mínimo é llh~l - /li = 3.52 x 10-4 em N = 13, para k = 1, 2. 
Quando 13 s; N s; 20, para k = 1, 2, llli~) - fll também quase não muda. 
Se a = 10-2 , o erro mínimo é llii~l - /li = 3.01 x 10-a em N = 11, para k = 1, 2. 
Quando 11 s; N s; 15, para k = 1, 2, llii~l -!li é da mesma ordem. 
Se a = 10-1 , o menor erro é alcançado para N = 9, para k = 1, 2, com llli~l - !li = 
2.31 x 10-2. Quando 9 s; N s; 12, para k = 1, 2, llli~) -!li é da mesma ordem. 
Se a= 0.5, vemos que precisamos escolher N = 7, para k =O, 1, 2 para atingir o menor 
erro, com li h~) -/li = 7.87 x 10-1 
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Figura 6.3: Erro llií~ 1 - !11 em função de N para diferentes valores de k: k ~ O (--·-), 
k ~ 1 (-.-.)e k = 2 (--)e diferentes valores a: (a)- (e) para a= 10-5,10-3,10-2,10-1,0.5 
respectivamente. 
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Ail Figuras 6.3 (a)-(e) mostram as reconstruções do sinal f(x) suficientemente suave; o 
menor erro llh~)- /li depende de todos os parâmetros N, k eu. Para k =O, 1, 2, quando 
a decresce, o melhor N (com o menor erro !Ih~) -!li) aumenta. Como prevíamos, k = 2 
fornece sempre a melhor reconstrução, especialmente para a pequeno. Portanto, k = 2 deve 
ser a escolha para os cálculos. 
O segundo sinal f ( x) testado foi 
f(x) = { ~: para x E [-1,0), para x E [0, 1]. (6.39) 
Neste caso, f(x) não é contínua no ponto x =O; então, o fenômeno de Gibbs aparece como 
no capítulo anterior. A Figura 6.4 mostra os gráficos de f(x) e Ji:'l(x) com N = 8, 20, 30. A 
Figura 6.5 mostra f(x) e li~'(x) com N = 8, 20, 30, k = 2, e o ruído dado por N(O, 0.1). 
' .. 
,. 
" f 
'• I 
'• ~ 
' I /I 
i 
Figura 6.4: Sinal reconstruído /h) como função de x para diferentes valores de N: N = 8 
( x x ), N = 20 (-.-.),e N = 30 (-- ). Sinal original é representado por "-". 
Ail Figuras 6.4 e 6.5 mostram o efeito do fenômeno de Gibbs. Como o erro 11/N - /li 
domina o erro da reconstrução, o algoritmo apresentado na Seção 6.2 fracassa na obtenção 
dos resultados exatos neste caBo, o que indica a necessidade de algum tipo de filtro. 
Neste capítulo, apresentamos três algoritmos diferentes (k = O, 1, 2) para recuperar um 
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Figura 6.5: Reconstrução h~1 do sinal com ruído (u = 0.1) em função de x para diferentes 
valores de N: N = 8 (xx), N = 20 (---.),e N = 30 (--).Sinal original é por"-"-
sinal com ruído a partir de momentos ortogonais de Legendre. Analisamos o erro quadrático 
do sinal reconstruído pelo método dos momentos, e provamos que este erro depende da 
suavidade do sinal, da taxa de amostragem, da ordem da interpolação, do nível de ruído, e do 
número de momentos usados. Nossa estimativa, dada pelo Teorema 6.1, apresenta uma nova 
relação entre todos esses parâmetros. Como indicamos na Introdução, uma conseqüência 
importante desta estimativa é que o erro do sinal reconstruído não tende a infinito quando 
o número de momentos aumenta. Alguns experimentos ilustram este resultado. A exatidão 
deste resultado para dimensões maiores é direta. De mesma forma, podemos utilizar outro 
tipo de polinômios ortogonais em [27]. 
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Capítulo 7 
Conclusões 
Neste último capítulo da dissertação resumimos brevemente os resultados obtidos, a sua 
importância e originalidade e descrevemos algumas direções que podem ser a continuação 
natural de nosso trabalho e que são conseqüência das inúmeras perguntas surgidas ao longo 
desta pesquisa. 
Para reconstruir os valores discretos de uma função com suporte compacto f ( x) a partir 
de um número finito dos seus coeficientes de Fourier, no Capítulo 3, deduzimos algumas 
relações aproximadas entre a transformada de Fourier discreta e os coeficientes de Fourier 
da função. No Capítulo 5, usando estas relações, apresentamos alguns algoritmos para a 
reconstrução de funções. No Capítulo 4, como uma aplicação direta daquelas relações, apre-
sentamos um algoritmo para calcular os coeficientes de Fourier de f(x). Obtemos estimativas 
do erro aproximado dos coeficientes de Fourier (Teoremas 3.1-3.3) e a função reconstruída 
(Teorema 5.1). Também) discutimos a reconstrução do sinal com ruído a partir dos mo-
mentos ortogonais e obtivemos a uma estimativa do erro muito melhor (Teorema 6.1) que 
as jà existentes, o que pode permitir uma melhor escolha do número de coeficientes e da 
discretização nas aplicações. 
É um problema essencial superar o fenômeno de Gibbs que aparece na aproximação de 
J(x) da série de Fourier finita. Os métodos tradicionais são: o método de filtragem (tanto 
no domínio das freqüências c-omo no tempo) e o método de Fourier-Gegenbauer. Teorica-
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mente, o fenômeno de Gibbs pode ser completamente evitado, usando o método de FG. Os 
resultados de D. Gottlieb et al. em [12] são os melhores sobre como remover o fenômeno de 
Gibbs. Mas a quantidade de cálculos envolvidos no método de FG pode ser muito grande 
para algumas funções. Em alguns casos pode ser proibitivo para os computadores atuais 
(especialmente para dimensões maiores). Os métodos de filtragem são um caminho mais 
simples e prático. No nosso trabalho, os novos filtros introduzidos tem propriedades em 
alguns aspectos melhores que os existentes e podem abrir uma nova perspectiva no desen-
volvimento de filtros alternativos ainda melhores para eliminar o fenômeno de Gibbs com 
um custo computacional aceitável. 
Os métodos de filtragem comuns baseam-se na seguinte idéia: aumentando a taxa da 
decaimento dos coeficientes de Fourier, sem perder a exatidão, reduz o fenômeno de Gibbs. 
Claramente, o decrescimento nas freqüências altas provocará perda de informação no caso de 
uma função descontínua. Porém esses métodos com o filtros de ordem p grande funcionam 
bem longe da descontinuidade; o erro da reconstrução é muito grande numa vizinhança da 
descontinuidade (ver o Teorema 2.1). Por outro lado, usar filtros de ordem maior depende 
da su~vidade da função reconstruída. E ainda mais, verificamos que o erro da função recon-
struída aumenta nos pontos próximos às descontinuidades, quando a ordem p aumenta (ver 
a Fig. 5.5). 
No nosso trabalho, obtemos os filtros partindo de um novo ponto de vista, diferente 
daquele dos métodos tradicionais. Deduzimos uma nova relação entre a transformada de 
Fourier discreta de valores discretos de f ( x) e os seus coeficientes de Fourier (ver o Teo-
rema 3.1 e suas extensões nos Teoremas 3.2 e 3.3). Pelo Teorema 3.1, obtemos um novo 
filtro. Usando estas relações, apresentamos os algoritmos para a reconstrução de funções. 
O Teorema 5.1 mostra o erro da função reconstruída. Comparado com o Teorema 5.1 e 
2.1, verificamos que, usando o filtro da mesma ordem p, p ::; 2, nosso filtro é melhor em 
dois aspectos: a exatidão da reconstrução e os bons resultados numa vizinhança das descon-
tinuidades (ver Exemplo 5.2, 5.4 e etc). Podemos reduzir fortemente o fenômeno de Gibbs 
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na função reconstruída pelo nosso método. 
É natural apresentar um algoritmo eficiente para calcular os coeficientes de Fourier pe-
los Teoremas 3.1-3.2. Comparados com outros métodos, nossos algoritmos são tão rápidos 
quanto o método da FFT, mru;; obtemos uma melhor aproximação. As amostras da função 
não precisam ser equidistantes desde que os pontos de descontinuidade pertençam à partição 
(ver o Algoritmo 4.2). E conseguimos calcular todos os coeficientes de Fourier j. pelo 
nosso método, para qualquer inteiro k. Se f(x) E C•[O, 1], I $ q, o método dos Splines é 
um bom algoritmo. Mas, nosso algoritmo será melhor para uma função suave por partes. 
Para um função descontínua, utilizamos os limites a esquerda e a direita nos pontos de de--
scontinuidade. Por outro lado, precisamos O(!fl) operações para N coeficientes de Fourier 
usando o método dos Splines quando tomamos N nós em [0,1]. Igualmente, a quantidade de 
cálculos será grande quando generalizamos este método para dimensões maiores. Também, 
fizemos simulações para duas dimensões. Dada uma função de duas variáveis, conseguimos 
obter seus Nl (N = 256) coeficientes de Fourier rapidamente (não mostrada neste trabalho). 
Este resultado não é viável com outros algoritmos (combinação de velocidade e precisão) 
Sobre a reconstrução de um sinal com ruído a partir dos momentos, apresentamos três 
algoritmos e suas estimativas do erro do sinal recontruído. No Teorema 6.1 deduzimos que 
o erro do sinal reconstruído revela correta e claramente uma relação entre a ordem dos 
momentos, a suavidade de sinal, a taxa da amostra e a característica do ruído. Além disso, 
mostra que o erro da reconstrução para um sinal sem ou com ruído não tende a infinito se 
a discretização do sinal é fixa. Se o sinaJ f(x) é suave por partes e há finitos pontos de 
descontinuidade, sem ou com ruído aleatório, sempre ocorre o fenômeno de Gibbs. Neste 
caso, o erro II!N- f li domina o erro do sinal reconstruído, e assim, os algoritmos na seção 
6.2 fracassam na obtenção de um bom resultado. 
Apresentamos na tese uma amostra representativa das muitas simulações numéricas efe-
tuadas que evidenciam as vantagens de nossos novos métodos. 
Ao longo de nosso trabalho de pesquisa apareceram idéias e perguntas que podem ser uma 
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continuação dos resultados aqui apresentados. Seguem alguns exemplos que consideramos 
interessantes. 
1. O Teorema 3.2 pode originar uma metodologia para detectar descontinuidades. A sim-
ulação (não apresentada na tese) mostra que a eficiência do filtro depende da distância 
das descontinuidades à fronteira do intervalo de discretização, então, detectar as pon-
tos de descontinuidade se torna essencial para aumentar a resolução. É possível então 
desenvolver um algoritmo iterativo para detectar as descontinuidades de uma função. 
2. Se J(x) é uma função analítica por partes, podemos estimar o erro da reconstrução de 
funções novamente. Melhoraria a reconstrução numa vizinhança de descontinuidade. 
3. Extensão dos resultados neste trabalho para o caso bidimensional, o que apresenta al-
gumas complicações próprias pelo fato de ter que lidar com curvas de descontinuidades, 
e não apenas com pontos. 
4. Considerar a possibilidade de combinar a FFT com wavelets para obter melhores re-
sultados. 
5. Aplicação dos novos algoritmos para resolver problemas reais em reconstrução de im-
agens e em processamento de sinais. 
6. Aplicação dos novos algoritmos para resolver equações diferenciais parciais por métodos 
espectrais. 
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