Abstract. In order to sample from a given target distribution (often of Gibbs type), the Monte Carlo Markov chain method consists in constructing an ergodic Markov process whose invariant measure is the target distribution. By sampling the Markov process one can then compute, approximately, expectations of observables with respect to the target distribution. Often the Markov processes used in practice are time-reversible (i.e., they satisfy detailed balance), but our main goal here is to assess and quantify how the addition of a non-reversible part to the process can be used to improve the sampling properties. We focus on the diffusion setting (overdamped Langevin equations) where the drift consists of a gradient vector field as well as another drift which breaks the reversibility of the process but is chosen to preserve the Gibbs measure. In this paper we use the large deviation rate function for the empirical measure as a tool to analyze the speed of convergence to the invariant measure. We show that the addition of an irreversible drift leads to a larger rate function and it strictly improves the speed of convergence of ergodic average for (generic smooth) observables. We also deduce from this result that the asymptotic variance decreases under the addition of the irreversible drift and we give an explicit characterization of the observables whose do not see their variances reduced, in terms of a nonlinear Poisson equation. Our theoretical results are illustrated and supplemented by numerical simulations.
Introduction
In a wide range of applications it is often of interest to sample from a given high-dimensional distribution. However, often, the target distribution, sayπ(dx), is known only up to normalizing constants and then one has to rely on approximations. In practice, one often relies on approximations using Markov processes that have the particular target distributions as their invariant measure, as for example in Monte Carlo Markov Chain methods. Closely related, in steady-state simulations one is often interested in quantities of the form E f (x)π(dx), where E is the state space and f is a given function. When closed-form evaluation of such integrals is prohibitive, one considers a Markov process X t which hasπ as its invariant distribution and under the assumption that X t is positive recurrent, the ergodic theorem gives
for all f ∈ L 1 (π). Hence, the estimator f t ≡ 1 t t 0 f (X s )ds can be used to approximate the expectationf ≡ E f (x)π (dx) .
Standard criteria to analyze the degree of efficiency of a simulation method relies on the ergodic properties of the Markov process. The spectral gap of the semigroup in L 2 (π) (or in other functional settings), which provides a bound for the distance between the distribution of X t and π, as well as the asymptotic variance of f t are commonly used, see for example [1, 3, 5, 8, 9, 14, 16, 15, 18, 19, 20, 22, 23, 24, 25, 26, 28] . A couple of years ago, in [13, 12] , the theory of large deviations, specifically the rate function for the empirical measure, has been proposed as a comparison tool to assess Monte-Carlo methods and used to analyze the swapping algorithm. In this paper we use this criterium as a guide to design and analyze non-reversible Markov processes and compare them with reversible ones. We show that the rate function increases under the addition of an irreversible drift. This is shown to improve the convergence properties of the ergodic average f t for generic (smooth) observables. We prove as well that a fine analysis of the large deviation rate function allows us to show that the asymptotic variance for generic smooth observables decreases.
In this paper, we specialize to the diffusion setting: to sample the Gibbs measureπ on the set E with density e −2U (x) dx E e −2U (x) dx one can consider the (time-reversible) Langevin equation (1.2) dX t = −∇U (X t )dt + dW t , whose invariant measure isπ. There are however many other stochastic differential equations with the same invariant measure. We may consider instead the family of equations (1.3) dX t = [−∇U (X t ) + C(X t )] dt + dW t where the vector field C(x) satisfies the condition div(Ce −2U ) = 0.
This constraint ensures thatπ remains the unique invariant measure, but then the Markov process is time-reversible only if C = 0. There are many possible choices for the vector field C(x). Indeed, since div(Ce −2U ) = 0 is equivalent to div(C) = 2C∇U , we can choose for example C to be both divergence free and orthogonal to ∇U . In any dimension one can for example set C = S∇U where S is an (arbitrary) anti-symmetric matrix S. More generally, by Theorem 5.3 of [4] any divergence free vector field in dimension d can be written, locally, as the exterior (or wedge) product C = ∇V 1 ∧ · · · ∇V n−1 for some V i ∈ C 1 (E). Therefore for our purpose we can pick C of the form C = ∇U ∧ ∇V 2 · · · ∇V n−1 .
for arbitrary V 2 , · · · V n−1 ∈ C 1 (E), and this guarantees that C∇U = 0 by the properties of the exterior product.
The main result in [20] is that the absolute value of the second largest eigenvalue of the Markov semigroup in L 2 (π) strictly decreases under a natural non-degeneracy condition on C (the corresponding eigenspace should not be invariant under the action of the added drift C). More detailed results on the spectral gap are in [6, 14] where the authors consider diffusions on compact manifolds with U = 0 and a one-parameter families of perturbations C = δC 0 for δ ∈ R and C 0 is some divergence vector field. In these papers the behavior of the spectral gap is related to the ergodic properties of the flow generated by C (for example if the flow is weak-mixing then the second largest eigenvalue tends to 0 as δ → ∞). Further, a detailed analysis of linear diffusion processes with U (x) = 1 2 x T Ax and C = JAx for a antisymmetric J can be found in [19, 22] where the optimal choice of J is determined.
We consider here the same class of problems but we take the large deviations rate function as a measure of the speed of convergence to equilibrium and deduce from it results on the asymptotic variance for a given observable. While the spectral gap measures the distance of the distribution of X t compared to the invariant distribution, from a practical Monte-Carlo point of view one is often more interested in the distribution of the ergodic average t −1 t 0 f (X s ) ds and how likely it is that this average differs from the average f dπ.
It will be useful to consider in a first step the empirical measure
δ Xs ds which converges toπ almost surely. Let us assume that we have a large deviation principle for the family of measures π t , which we write, symbolically as
Here denotes logarithmic equivalence (the formal definition is given in Definition 2.1). Then, the rate function I C (µ) which is non-negative and vanishes if and only if µ =π quantifies the exponential rate at which the random measure π t converges toπ. Clearly, the larger I C is, the faster the convergence occurs.
Our first key result here is that if µ(dx) = p(x)dx has a smooth density p and satisfies the non-degeneracy condition div(pC) = 0, the large deviation rate function strictly increases, I C (µ) > I 0 (µ), when one adds a non-zero appropriate drift C(x) to make the process X t irreversible, see Theorem 2.2. Moreover, specializing to perturbations of the form C(x) = δC 0 (x) for appropriate C 0 (x) and δ ∈ R, we find that the rate function for the empirical measure is quadratic in δ ∈ R, see Theorem 2.3.
The information in I C (µ) can be used to study specific observable: from the large deviation for the empirical measure we have a large deviation for principle for observables f ∈ C(E; R),
and we show that thatĨ f,C ( ) >Ĩ f,0 ( ) unless f and satisfy the non degeneracy condition given in Theorem 2.4, see also Remark 2.5. Moreover, as it is known in large deviations theory, the expansion of the rate function around its minimum allows to make statements asymptotic variances. In particular, the second derivative of the rate functionĨ f,C ( ) evaluated at =f is inversely proportional to the asymptotic variance of the estimator, denoted by σ 2 f,C . Based on this relation, we show that the asymptotic variance strictly decreases σ 2 f,C < σ 2 f,0 for generic observables. The paper is organized as follows. In Section 2 we recall some well-known results about large deviations due to Donsker-Varadhan and Gärtner and we present our main results. Proofs of statements related to the rate function for the empirical measure are in Section 3. In particular, we prove Theorems 2.2 and 2.3 by using a representation of the rate function I(µ) due to Gärtner [17] . Proofs related to the rate function for a given observable and the results for variance reduction are in Section 4. In particular, we use the results of Section 3 to deduce the results on the rate function and asymptotic variance for observables, i.e. Theorems 2.4 and 2.6. In Section 5 we present a few simulation results to illustrate the theoretical findings.
Main results
Let us first recall the definition of the large deviations principle for a family of empirical measures π t . Let E be a Polish space, i.e., a complete and separable metric space. Denoting by P(E) the space of all probability measures on E, we equip P(E) with the topology of weak convergence, which makes P(E) metrizable and a Polish space. Definition 2.1. Consider a sequence of random probability measures {π t }. The family {π t } is said to satisfy a large deviations principle (LDP) with rate function (equivalently action functional) I : P(E) → [0, ∞] if the following conditions hold:
• For all open sets O ⊂ P(E), we have lim inf
• For all closed sets F ⊂ P(E), we have lim sup
• The level sets {µ :
If the random measures π t are the empirical measures of an ergodic Markov process X t (see (1.4)) with invariant distributionπ then I(µ) is a nonnegative convex function with I(π) = 0 and thus I(µ) controls the rate at which the random measure π t concentrates toπ.
For convenience we will assume that the diffusion process X t which solves the SDE (1.3) takes values in a compact space and that the vector fields are sufficiently smooth. We fully expect, though, our result to still hold in R d under suitable confining assumptions on the potential U to ensure a large deviation principle. Throughout the rest of the paper we assume that (H) The state space E is a connected, compact, d-dimensional smooth Riemann manifold without boundary, and there exists an α ∈ (0, 1) such that the potential U ∈ C (2+α) (E) and the vector field C ∈ C (1+α) (E). Moreover, we assume that div(Ce −2U ) = 0 so that the measureπ is invariant.
From the work of Gärtner and Donsker-Vardhan, [17, 10] , under condition (H), the empirical measures π t satisfy a large deviation principle which is uniform in the initial condition, i.e. the rate function is independent of the distribution of X 0 ∼ µ 0 . Let us denote by L the infinitesimal generator of the Markov process X t and by D its domain of definition. The rate function I(µ) (usually referred to as the Donsker-Vardhan functional) takes the form
An alternative formula for I(µ), more useful in the context of this paper, is given in terms of the Legendre transform
where λ(f ) is the maximal eigenvalue of the Feyman-Kac semigroup T f t h(x) = E x [e t 0 f (Xs)ds h(X t )] acting on the Banach space C(E; R). As shown in [17] for nice µ this formula can be used to derive a useful, more explicit, formula for I(µ) which will be central in our analysis (see Theorem 3.1 below).
In the sequel and in order to emphasize the dependence on C of the rate function we will use the notation I C (µ). Our first two results show that adding an irreversible drift C increases the Donsker-Varadhan rate function pointwise. Theorem 2.2. Assume that C = 0 is as in Assumption (H). For any µ ∈ P(E) we have I C (µ) ≥ I 0 (µ). Let µ(dx) = p(x)dx be a probability measure with positive density p ∈ C (2+α) (E) for some α > 0 and µ =π. Then, we have
where ψ C is the unique solution (up to a constant) of the elliptic equation
Moreover, we have I C (µ) = I 0 (µ) if and only if the positive density p(x) satisfies div (p(x)C(x)) = 0. Equivalently such p have the form p(x) = e 2G(x) where G is such that G + U is an invariant for the vector field C (i.e., C∇(G + U ) = 0).
To obtain a slightly more quantitative result let us consider a one-parameter family C(x) = δC 0 (X) where δ ∈ R and C 0 . We show that for any fixed measure µ the functional
Theorem 2.3. Assume that C = δC 0 = 0 is as in Assumption (H) and consider the measure µ(dx) = p(x)dx with positive density p ∈ C (2+α) (E) for some α > 0. Then we have
where the functional K(µ) is strictly positive if and only if div (p(x)C 0 (x)) = 0. Moreover, the functional K(µ) takes the explicit form
where ξ is the unique solution (up to a constant) of the elliptic equation
For f ∈ C(E) the contraction principle implies that the ergodic average 1 t t 0 f (X s )ds satisfies a large deviation principle with the rate functioñ
Note thatĨ f,C ( ) can also be expressed in terms of a Legendre transform
The eigenvalue λ(βf ) is a smooth strictly convex function of β so that if belongs to the range of f we haveĨ Theorem 2.4. Assume that C = 0 is as in Assumption (H). Consider f ∈ C (α) (E) and ∈ (min x f (x), max x f (x)) with = f dπ. Then we havẽ
Moreover if there exists 0 such that for the vector field C,Ĩ f,C ( 0 ) =Ĩ f,0 ( 0 ) then we must have
where G is such that G + U is invariant under the particular vector field C.
The following remark is of interest.
Remark 2.5. Letting L 0 denote the infinitesimal generator of the reversible process X t defined in (1.2), we get that (2.1) can be rewritten as a nonlinear Poisson equation of the form
where
Recalling Theorem 2.2 (see the proof of Theorem 2.4), an alternative condition that givesĨ f,
A standard measure of efficiency of a sampling method for an observable f is to use the asymptotic variance. Under our assumptions the central limit theorem holds for the ergodic average f t and we have
and the asymptotic variance σ 2 f,C is given in terms of the integrated autocorrelation function, see e.g., Proposition IV.
This is a convenient quantity from a practical point of view since there exists easily implementable estimators for σ 2 f,C . On the other hand the asymptotic variance σ 2 f,C is related to the curvature of the rate function I f,C ( ) around the meanf (e.g., see [7] ): we havẽ
From Theorem 2.4 it follows immediately that σ 2 f,C ≤ σ 2 f,0 but in fact the addition of an appropriate irreversible drift strictly decreases the asymptotic variance. Theorem 2.6. Assume that C = 0 is a vector field as in assumption (H) and let f ∈ C (α) (E) such that for some > 0 and ∈ (f − ,f + ) \ f we haveĨ f,C ( ) >Ĩ f,0 ( ). Then we have
Remark 2.7. An examination of the proof of Theorem 2.6 shows that a less restrictive condition is needed for the strict decrease in variance to hold. In particular, it is enough to assume that
where p C (x) = p C (x; ) is the strictly positive invariant density of µ * C (dx) = µ * C (dx; ) such that I f,C ( ) = I C (µ * C ). Let us conclude this section with an example demonstrating that adding irreversibility in the dynamics does not always result in a decrease in the spectral gap, even though the variance of the estimator decreases. The key point is that the imaginary part of complex eigenvalues of the generator for irreversible processes creates oscillations in the autocorrelation function which can dramatically reduce the value of its integral. A related discussion regarding comparison of convergence criteria can be also found in [13] .
Example 2.8. Let us consider the family of diffusions
For any δ ∈ R the Lebesgue measure on S 1 is invariant, but L δ is self-adjoint on L 2 (dx) and thus X t is reversible if and only if δ = 0. A simple computation (using for example Lemma 3.2) shows that for a measure µ(dx) that has positive and sufficiently smooth density p(x) we have
, and in this case I(µ) strictly increases unless µ(dx) = dx. The eigenvalues of L δ are λ n = −n 2 + inδ, n ∈ Z with eigenfunction e inx and thus the spectral gap is −1 for any δ ∈ R. However for any real-valued function f the asymptotic variance decreases: for f with S 1 f dx = 0 with Fourier coefficients c n we have
In this example, even though the spectral gap does not decrease at all, the variance not only decreases, but it can be made as small as we want by increasing δ 2 . The latter is in agreement with both Theorem 2.3 and Theorem 2.6 and illustrates how irreversibility improves sampling.
The Donsker-Vardhan functional
A standard trick in the theory of large deviations, when computing the probability of an unlikely event, is to perform a change of measure to make the unlikely event typical. In the context of SDE's, this takes of the form of changing the drift of the SDE's itself. This is the idea behind the proof of the following result due to Gärtner, [17] . Let µ ∈ P(E), where µ(dx) = p(x)dx is a measure with positive density p ∈ C (2+α) (E) for some α > 0. The Donsker-Vardhan rate function I(µ) takes the form
where φ is the unique (up to constant) solution of the equation
and
In the special case where b = −∇U is a gradient, then φ(x) = 1 2 log p(x) + U (X) + constant and we get
which the usual explicit formula for the rate function in the reversible case. It will be useful to rewrite I(µ) in a different form.
Lemma 3.2. Under the conditions of Theorem 3.1, we have
where ψ is the unique (up to constant) solution of the elliptic equation
Proof. Motivated by the solution in gradient case, let us write φ(x) = 1 2 log p(x)+ψ(x). By plugging φ(x) = 1 2 log p(x) + ψ(x) in (3.1), we get
We claim that I(µ, 2) = 0. Indeed, using φ(x) = 1 2 log p(x) + ψ(x), the constraint (3.2) gives the following chain of equalities
The weak formulation of the latter statement reads as follows
Choosing g = log p, we obtain
which is precisely the statement I(µ, 2) = 0. So we have indeed proven the claim.
With the representation of I C (µ) we can now prove Theorem 2.2.
Proof of Theorem 2.2: Since b(x) = −∇U (x) + C(x), using Lemma 3.2, I C (µ) becomes Using the explicit formula (3.3) for the reversible case we obtain for the difference
The condition div C(x)e −2U (x) = 0 can be rewritten as
Integration by parts gives for the last term in J C (µ)
Hence, we obtain
Using the constraint in its weak form
we can pick freely g ∈ C 1 (E). If we first choose g = ψ C + U , then, (3.5) gives
and thus
Choosing g = ψ C − U and we get from (3.5)
Plugging this in (3.6) we obtain
Clearly We now consider the one-parameter family C(x) = δC 0 (x) and prove Theorem 2.3.
Proof of Theorem 2.3: For notational convenience let us write J δ (µ) instead of J δC 0 (µ) and let us set ϕ δ (x) = ψ δC 0 (x) − U (x). From Theorem 2.2 we have
where ϕ δ is the unique (up to constant) solution of the equation
Let us define ξ δ (x) = δ −1 ϕ δ (x). Then,
and because δ = 0, ξ δ is the unique (up to constant) solution of the equation
The last equation makes it clear that, modulo an additive constant, ξ δ (x) is in fact independent of δ. Thus, there exists a functional K(µ) ≥ 0 such that
Clearly, if µ(dx) = p(x)dx with div(pC) = 0 then K(µ) = 0, otherwise K(µ) > 0.
Large deviation for observables and the asymptotic variance
Let us consider a function f ∈ C(E) with meanf = E f (x)dπ(x). Let us set
By the contraction principlef t satisfies a large deviation principle with action functional given by
where ∈ R and I C (µ) is the Donsker-Vardhan action functional for the empirical measure π t .
In Subsection 4.1 we prove Theorem 2.4, whereas in Subsection 4.2 we prove Theorem 2.6.
Large deviation for observables. Theorem 2.4 is a fairly immediate consequence of Theorem 2.2 and Proposition 4.1.
Proposition 4.1. Let f ∈ C (α) (E), and ∈ (min x f (x), max x f (x)). Then there exists µ * (dx) = p(x)dx with p(x) > 0 and p(x) ∈ C (2+α) (E) such that
Proof. As discussed in Gärtner [17] , the semigroup T t h(x) = E x [h(X t )] is strong-Feller and the strong-Feller property is inherited by the Feynman-Kac semigroup
if f ∈ C(E). Moreover the semigroups T f t are quasi-compact on the Banach space C(E) and by a Perron-Frobenius argument the semigroup T f t has a dominant simple positive eigenvalue e λ(f )t with a corresponding strictly positive eigenvector u(f ) = e φ(f ) . We write λ(f ) and u(f ) instead of λ, u in order to emphasize their dependence on the observable f .
For any f, g ∈ C(E), T f +γg t is a bounded perturbation of T f t . By analytic perturbation theory (see for example Chapter VIII of [21] ) and the simplicity of the eigenvalue λ(f ) this implies that the maps γ → λ(f + γg) and γ → u(f + γg) are real-analytic functions. If we require, in addition, that f ∈ C (α) (E), then the bounded linear operator (L C + f ) that maps C (2+α) (E) to C (α) (E) is invertible with compact inverse. Hence, the relation
implies that λ(f ) = lim t→∞ 1 t log E e t 0 f (Xs)ds is a simple eigenvalue of the operator (L C + f ) in C (α) (E) and that the solution u(f ) is in C (2+α) (E) (see [11] ). This implies
The rate function I C (µ) can be written as
If we pick µ(dx) = p(x)dx with p(x) > 0 and p ∈ C (2+α) (E) then it is shown in [17] that the supremum is attained when f is chosen such that µ is the invariant measure for the SDE with infinitesimal generator
Turning now to the rate function for observables we note first that if ∈ (min x f (x), max x f (x)) then I f,C ( ) is finite. Indeed simply pick any measure µ with a C (2+α) (E) strictly positive density such that f dµ = , then I f,C ( ) ≤ I C (µ) which is finite by Theorem 3. Due to the relation
is a simple eigenvalue of L C + βf in C (α) (E) and as mentioned before u(βf ) is in C (2+α) (E). We can then computeĨ f,C ( ) by calculus and the sup is attained ifβ is chosen such that = ∂ ∂β λ(βf ). With u(βf ) = e φ(βf ) , the eigenvalue equation (4.2) can be equivalently written as
Differentiating (4.3) with respect to β and setting ψ(βf ) = ∂φ ∂β (βf ) we see that ψ(βf ) satisfies the equation
Thus, the constraint f, µ = , implies that in order to have = d dβ λ(βf ) for someβ, µβ should be the invariant measure for the process with generator L C+∇φ(βf ) . Since ∇φ ∈ C (1+α) (E) the corresponding invariant measure µβ is strictly positive and has a density p(x) ∈ C (2+α) (E).
To conclude the proof of the proposition, by [17] we have I C (µβ) = µ(βf ) − λ(βf ). But since µ(f ) = this is also equal to I f,C ( ).
Completion of the proof of Theorem 2.4: Let be such that = f dπ. By Proposition 4.1, there exists measures µ * 0 and µ * C , both with strictly positive densities p 0 , p C ∈ C (2+α) (E) such that
. Let us first assume that div(p C C) = 0. Since I C (µ) > I 0 (µ) for any µ with strictly positive densities p ∈ C (2+α) such that div(pC) = 0, this implies thatĨ f,0 ( ) ≤Ĩ f,C ( ).
By contradiction let us now assume that
Let us first assume that µ * 0 = µ * C . Since div(p C C) = 0, we have
However, this contradicts the fact that we always have
If div(p C C) = 0 then with p = e 2G we must have C∇(G + U ) = 0. As in Proposition 4.1, the density p C is an invariant measure for the SDE with added drift φ C , i.e.,
Also L ∇φ is the generator of a reversible ergodic Markov process and thus p C = e 2(φ−U ) from which we see that φ = G + U . On the other hand e φ is the solution of the eigenvalue equation
Since C∇(G + U ) = 0, we have that C∇e φ = C∇e G+U = 0. Thus, the last display reduces to
We also note that changing f into f + c leaves φ unchanged but changes λ(f ) to λ(f ) + βc. So, for some constant c, we must have
Asymptotic variance.
In this subsection, we prove that adding irreversibility results in reducing the asymptotic variance of the estimator. The existence of the central limit theorem, see (2.2), of the second derivativeĨ f (f ) and of the relation
implies that it is enough to prove that for C = 0 and f ∈ C (α) (E)Ĩ
We recall that by (3),
By Proposition 4.1, it is enough to consider measures that have a strictly positive density in C (2+α) (E). We start by computing the first and second order Gâteaux directional derivatives of J C (µ) for µ(dx) = p(x)dx with p(x) ∈ C (2+α) (E). For notational convenience we shall often write J C (p) instead of J C (µ). Let γ ∈ R and let us define (4.4)J C (γ; p, q) = J C (p + γq), for p, q ∈ C (2+α) (E).
In Subsubsection 4.2.1 we compute first order Gâteaux directional derivative, whereas in Subsubsection 4.2.1 we compute second order Gâteaux directional derivative. Then, in Subsection 4.3 we put things together proving Theorem 2.6. 4.2.1. First order Gâteaux directional derivative. Let p(x), q(x) ∈ C (2+α) (E) and notice that
For every g ∈ C 1 (E), we notice that
Since p, q ∈ C (2+α) (E), it follows (as in Section 3 of [17] ) that there is aψ
We obtain
where, ∀g ∈ C 1 (E) , ∇ψ
It is clear that if the measure µ is the invariant measure, i.e., µ(dx) =π(dx), then denoting bȳ p the density ofπ(dx) =p(x)dx, we have that ∇ψp C (x) = ∇U (x). The latter implies that for any direction q, we get dJ C (p; q) = 0, which is of course expected to be true.
4.2.2.
Second order Gâteaux directional derivative. Next we compute the second order Gâteaux directional derivative. For p(x), q(x), h(x) ∈ C (2+α) (E), we get
As it was done for the computation of the first order directional derivative, we next notice that for every g ∈ C 1 (E),
As in Section 3 of [17] , it follows then that there is aψ
where o 2 (γ) (1+α) → 0 as γ → 0. Let us then denote
We get
where for every g ∈ C 1 (E), ∇ψ p,q,h (x) satisfies
Using the constraint (4.7) with the test function g(x) = ψ p C (x) − U (x), we then obtain 8) and similarly for ∇ψ p,h (x). Thus, selecting h(x) = q(x), we get
where for every g ∈ C 1 (E), ∇ψ p,q (x) satisfies (4.8). Relation (4.9) implies that pointwise in p and for non-zero directions q(x) the second order directional derivative of I C (p) increases when adding an appropriately non-zero irreversible drift C, i.e.,
Of course, this is expected to be true due to convexity. Let us next investigate what happens at the law of large numbers limit. Let us choose µ(dx) to be the invariant measureπ(dx) and let us denote its density byp(x). Then, we notice that in this case ∇ψp C (x) = ∇U (x). So, (4.9) becomes
where, ∀g ∈ C 1 (E), ∇ψp ,q (x) satisfies
In fact, we get for q, C such that div(qC) = 0 that ∇ψ p,q C (x) = 0. Then, by (4.11) and (4.10) we have
In addition, (4.11) shows that if C = 0, or if q, C are such that div(qC) = 0, then
Completion of the proof of Theorem 2.6. Let C = 0 and f ∈ C (α) (E) be such that I f,C ( ) >Ĩ f,0 ( ) for every =f . Then, we want to provẽ
We know by Proposition 4.1 that there exist measures, say µ C (dx; ) and µ 0 (dx; ), that have a strictly positive densities in C (2+α) (E) such that
By convexity and the definitions of µ C (dx; ) = p C, (x)dx and µ 0 (dx; ) = p 0, (x)dx, we have that for all ∈ (min x f (x), max x f (x))
Then, (4.10) implies that when evaluated at the law of large numbers
(dx), (4.13) such that (4.11) holds with q(x) =q(x) =
Then, (4.12) implies
as long as div (qC) = 0. This concludes the proof of Theorem 2.6.
Simulations
In this section we present some numerical results to illustrate the theoretical findings. We study numerically the effect that adding irreversibility has on the speed of convergence to the equilibrium. Consider the SDE in 2 dimensions
where D = 0.1 and, for z = (x, y), C(x, y) = δC 0 (x, y) with C 0 (x, y) = J∇U (x, y). Here, δ ∈ R, I is the 2 × 2 identity matrix and J is the standard 2 × 2 antisymmetric matrix, i.e., J 12 = 1 and
Clearly, in the case δ = 0 we have reversible dynamics, whereas for δ = 0 the dynamics is irreversible. Notice that for any δ ∈ R, the invariant measure is
Let us suppose that we are given an observable f (x, y) and we want to computē
It is known that an estimator forf is given bŷ
where v is some burn-in period that is used with the hope that the bias has been significantly reduced by time v. This estimate is based on simulating a very long trajectory Z s = (X s , Y s ).
In general, a central limit theorem holds and takes the following form
where σ 2 f is the asymptotic variance and is a deterministic constant. Then it is known, e.g., Proposition IV.1.3 in [2] , that
The objective now is to see how σ 2 f scales as a function of δ. For this purpose, we recall that up to constants
whereĨ (f ) is the second derivative of the large deviations action functional evaluated atf .
We have seen already that adding the irreversibility C in the dynamics results in smaller variance σ 2 f , as Theorem 2.6 verifies. Let us demonstrate this through an empirical study. To do so we use the well established method of batch means (e.g., Section IV.5 in [2] ) in order to construct confidence interval forf (t). Let us recall here the algorithm for convenience.
Let us fix a desired time instance t and the number of batches, say m. Then for κ = 1, · · · , m we definef 
where T m−1 is the Student's T distribution with m−1 degrees of freedom. So, a (1−α)% confidence interval is given by
For the simulations that follow we used time step ∆t = 0.001, and number of batches ranging from m = 10 to m = 20 at t gets larger. Also, in order to minimize the bias, we used a burn-in time v = 5.
We present two different examples. In the first example we pick the potential U (x, y) = 1 4 (x 2 − 1) 2 + 1 2 y 2 and the observable f (x, y) = x 2 + y 2 . These dynamics was also considered in [22] . In Figures 1 and 2 we see 95% confidence bounds forf (t). It is clear the adding irreversibility not only speeds up convergence to equilibrium, but it also results in significant reduction in the variance. In Figure 1 we compare the reversible case (i.e., with δ = 0) with the irreversible case with δ = 10. Then, in Figure 2 , we have also included the case δ = 100. For the particular test case, the confidence bounds are even tighter when δ = 100 when compared to δ = 10. This result illustrates Theorem 2.3 and Theorem 2.6.
For illustration purposes, we present in Table 1 , variance estimates for different values of δ and time horizons t in the set-up of Figure 2 . It is noteworthy that the variance reduction for this particular example is about two orders of magnitude.
In the second example we pick again a bimodal potential U (x, y) = (x 2 − 1) 2 + 1 2 (3y + x 2 − 1) 2 and the observable f (x, y) = x 2 + y 2 . In Figure 3 we see 95% confidence bounds forf (t). In Table 50 2, we present numerical data for the variance estimates that are illustrated in Figure 3 . Again, we see variance reduction and it is at the order of about two magnitudes.
We conclude this section with a remark on the optimal choice of irreversibility. Theorem 2.3 suggests that in the generic situation, perturbations of the form C(·) = δC 0 (·) yield better results as the parameter δ increases. However, in practice the higher the δ is, the smaller the discretization step in the simulation algorithm should be, i.e., there is a trade-off to consider here. Thus it makes sense to look for the optimal perturbation C(x) and this could be formulated as a solution to a variational problem that involves minimizing the asymptotic variance of the estimator. Since, the asymptotic variance is inversely proportional to the second derivative of the rate function of the observable evaluated atf , the variational problem to consider is basically maximization over vector fields C that satisfy condition (H) of the quantity (4.13) under the constraint (4.14). We plan to investigate this question in a future work.
Conclusions
In this article we have considered the problem of estimating the expected value of a functional of interest using as estimator the long time average of a process that has as its invariant distribution the target measure. We have argued using large deviations theory, both theoretically and numerically, that adding an appropriate drift to the dynamics of a reversible Langevin equation, results in smaller asymptotic variance for the time average estimator. We characterize when observables do not see their variance reduced in terms of a precise non-linear Poisson equation.
