Over the past decade or so, Particle Swarm Optimization (PSO) has emerged to be one of most useful methodologies to address complex high dimensional optimization problemsit's popularity can be attributed to its ease of implementation, and fast convergence property (compared to other population based algorithms). However, a premature stagnation of candidate solutions has been long standing in the way of its wider application, particularly to constrained single-objective problems. This issue becomes all the more pronounced in the case of optimization problems that involve a mixture of continuous and discrete design variables. In this paper, a modification of the standard Particle Swarm Optimization (PSO) algorithm is presented, which can adequately address system constraints and deal with mixed-discrete variables. Continuous optimization, as in conventional PSO, is implemented as the primary search strategy; subsequently, the discrete variables are updated using a deterministic nearest vertex approximation criterion. This approach is expected to avoid the undesirable discrepancy in the rate of evolution of discrete and continuous variables. To address the issue of premature convergence, a new adaptive diversity-preservation technique is developed. This technique characterizes the population diversity at each iteration. The estimated diversity measure is then used to apply (i) a dynamic repulsion towards the globally best solution in the case of continuous variables, and (ii) a stochastic update of the discrete variables. For performance validation, the Mixed-Discrete PSO algorithm is successfully applied to a wide variety of standard test problems: (i) a set of 9 unconstrained problems, and (ii) a comprehensive set of 98 Mixed-Integer Nonlinear Programming (MINLP) problems.
ii. Include a constraint handling technique to deal with both equality and inequality constraints; and iii. Formulate an explicit diversity preservation technique to avoid the stagnation of particles.
Efficient diversity preservation provides a conducive environment for the first and the second objectives. Hence, the third objective is considered to be the primary contribution of this paper. A method is formulated to characterize the existing diversity in the population and adjust the diversity parameter(s)/coefficient(s) at every iteration. This approach provides a generalized adaptive regulation of the population diversity, which can be implemented in a majority of population-based optimization algorithms and is not restricted to PSO. For example, the concerned diversity parameter can be (i) the mutation probability in genetic algorithms, 10 or (ii) the time-varying acceleration coefficients (TVAC) in PSO 16 or (iii) the window-size of the hypercube operator in Predator-Prey algorithms, 17 or (iv) the random selection rate in Ant Colony Optimization.
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A majority of the existing Mixed-Discrete PSO algorithms are hindered by the effects of differing rates of evolution of the continuous and discrete design variables. To avoid this limiting scenario, continuous optimization is applied as the primary search strategy for all variables, whether they are continuous or discrete. After the particles have moved to their new locations, the discrete component of the design vector for each particle is approximated to the nearest feasible discrete domain location. In this case, nearness is determined using the Euclidian distance in the discrete variable space. As a result, although the variables evolve through continuous search dynamics, system-function evaluations are performed only at the allowed discrete locations. This approach is partly similar to the strategy presented by Laskari et al. 19 A schematic of the proposed mixed-discrete optimization approach for each candidate solution is shown in Fig. 1 . Constraint handling in MDPSO is performed using the principle of constrained non-dominance that was introduced by Deb et al. 11 This method has been successfully implemented in the Non-dominated Sorting Genetic Algorithm-II, 11 Modified Predator-Prey algorithm, 17 and other standard evolutionary algorithms. The MDPSO algorithm involves a set of coefficients that regulate the inertia, the personal behavior, the social behavior, and the diversity preserving behavior of the particles. Parameter selection in PSO is far from trivial, as discussed in the previous section. However, detailed analysis of the selection of PSO parameters, and the ensuing numerical behavior of the particle dynamics are not within the scope of this paper. In this paper, we specifically intend to provide i. the detailed formulation of the Mixed-Discrete PSO algorithm, ii. the underlying hypothesis supporting the proposed modifications, and iii. the performance of this modified algorithm on a wide variety of test cases.
It is important to note that, considering the volume of interesting research in PSO reported in the literature over the past decade, other existing characteristic modifications might further advance the performance of the MDPSO algorithm. For validation purposes, the MDPSO algorithm is applied to (i) a set of standard unconstrained nonlinear optimization problems, 20, 21 and (ii) a comprehensive set of MINLP problems. 22 In the next Section, the formulation of the Mixed-Discrete Particle Swarm Optimization (MDPSO) algorithm is presented. This formulation includes redefining the particle dynamics, addressing discrete variables in optimization, incorporating the constraint management technique, and developing the new diversity preservation technique. Results and subsequent discussions regarding the application of MDPSO to various standard test problems are provided in Section III.
II. Development of the Mixed-Discrete Particle Swarm Optimization (MDPSO)
A. Dynamics of Particle Swarm Optimization
Literature Survey: Dynamics of Particle Motion in PSO
A balance between exploration, exploitation, and population-diversity in PSO requires appropriate quantification of the PSO coefficients, or what is more popularly termed as parameter selection. One of the earliest strategies to balance exploration and exploitation was the introduction of the inertia weight. 6 
Shi and Eberhart
23 investigated the influences of the inertia weight and the maximum velocity on the algorithm performance. Using numerical experiments, they proposed particular values (and/or range of values) for the inertia weight and the maximum velocity, and also suggested the application of time varying inertia weight to further improve the algorithm performance. Trelea 24 used standard results from dynamic systems theory to provide graphical parameter selection guidelines. The applications of control theory by Zhang et al., 25 and chaotic number generation by Alatas et al. 26 are among the recently proposed methods used to establish parameter selection guidelines (for PSO).
Dynamics of Particle Motion in MDPSO
A general mixed-discrete single-objective constrained minimization problem involving m discrete variables and a total of n design variables can be expressed as
.., q where
where p and q are the number of inequality and equality constraints, respectively. In Eq. 1, X is the design variable vector, where the first m variables are discrete and the next n − m variables are continuous. To solve this optimization problem, the PSO algorithm is initialized with N random particles. To this end, the Sobol's quasirandom sequence generator 27 is applied. Sobol sequences use a base of two to form successively finer uniform partitions of the unit interval, and then reorder the coordinates in each dimension. The location of each particle in the swarm is updated using a velocity vector at each iteration; the velocity vector of a particle is variable, and is itself updated at every iteration. In the MDPSO algorithm, the velocity vector update formula is redefined to allow for an explicit diversity preservation term. The modified dynamics of the particle motion can be represented as
where,
• X t i is the location of the i th particle at the t th iteration;
• r 1 , r 2 and r 3 are random real numbers between 0 and 1;
• P i is the best candidate solution found for the i th particle;
• P g is the best candidate solution for the entire population;
• α, β l and β g are the user defined coefficients that control the inertial, the exploitive, and the explorative attributes of the particle motion; and
• γ c is the diversity preservation coefficient for continuous design variables.
The determination of the diversity preservation coefficient (γ c ) is discussed in Section D. The global (P g ) and the local best (P i ) solutions are updated at every iteration using the solution comparison principle. This solution comparison principle is based on the values of the corresponding criterion functions: objective function and constraint functions. This principle is discussed in Section C. The continuous update process (Eq. 2) is applied to all the design variables of a particle. Following this process, the discrete component of the design vector is updated to nearby feasible discrete locations. In this case, feasibility pertains to the constraints imposed by the discreteness of the variable space, and not to the system constraints.
B. Addressing Discrete Variables in PSO
1. Literature Survey: Discrete and Combinatorial PSO Several variations of the PSO algorithm that can solve combinatorial optimization problems have been reported in the literature. Kennedy and Eberhart 28 presented one of the earliest modification of PSO to address binary variables. They defined the trajectories of the binary variables in terms of the change in the probability that a value of one or zero will be taken. Tasgetiren et al. 29 used construction/destruction operators to perturb the discrete component of the variable vector of a particle in solving a Traveling Salesman problem. A similar combinatorial-PSO concept was also developed and used by Jarboui et al 30 for resource-constrained project scheduling. These variations of the PSO algorithm provide efficient and robust performances typically for combinatorial optimization problems that are similar to the corresponding reported applications. A majority of these methods do not readily apply to the broad scope of mixeddiscrete optimization that involves problems with: (i) integers and/or real-valued discrete variables, (ii) non-uniformly spaced discrete variable values (e.g., x ∈ [1, 3, 100, 1000, . . .]) and (iii) widely different sizes of the "set of feasible values" for the discrete variables (e.g., x 1 ∈ [0, 1] and x 2 ∈ [1, 2, . . . , 1000]).
Kitayama et al. 31 developed a more generalized approach to address discrete variables using a penalty function -discrete variables are treated as continuous variables by penalizing at the intervals. However, the additional multimodal constraint in the penalty function-based approach may undesirably increase the complexity of the design problem. Singh et al. 32 presented an interesting approach to address discrete variables by manipulating the random operators in the particle-velocity update step. This approach can be very helpful in maintaining consistency in the rates of evolution of the continuous and the discrete variables. The needed stochastic and mutually independent attributes of the random operators that regulate the PSO dynamics are restricted in this approach.
Updating Discrete Design Variables in MDPSO
In a mixed-discrete optimization scenario, the design space can be divided into a continuous domain and a discrete domain, which correspond to the continuous and the discrete components of the design variable vector, respectively. Following a continuous search PSO step (Eq. 2), the location of a particle in the discrete domain is defined by a local hypercube that is expressed as , can be obtained from the discrete vectors that need to be specified a priori for each discrete design variable. A relatively straight-forward criterion, called the Nearest Vertex Approximation (NVA), is developed to approximate the current discrete-domain location of the candidate solution to one of the vertices of its local hypercube, H d (Eq. 3). The NVA approximates the discrete-domain location to the nearest vertex of the local hypercube (H d ), on the basis of the Euclidean distance. This approximation is represented byX = x 1x2 · · ·x m ,
In Eq. 4,X represents the approximated discrete-domain location (nearest hypercube vertex). Another criterion, related to the shortest normal distance between the latest velocity vector of the particle and the neighboring hypercube vertices, was also tested. However, this Shortest Normal Approximation (SNA) 33 was found to be computationally expensive, when applied to a wide range of test problems; hence NVA was selected for universal application in the MDPSO algorithm. An illustration of the NVA and the SNA in the case of a representative 2-D discrete domain are shown in Fig. 2 . This deterministic approximation seeks to retain the search characteristics of the continuous PSO dynamics, while ensuring that the system-model is evaluated only at the allowed discrete domain locations. Such an approximation strategy can be readily implemented in other non-gradient based continuous optimization algorithms, as a post process to the usual continuous search step at every iteration.
C. Constraint Handling in PSO

Literature Survey: Constraint Handling
The basic dynamics of PSO does not account for system constraints. Several variations of the PSO algorithm that incorporate a constraint handling capability have been proposed: (i) a straight-forward method of considering only feasible particles for global and local best solutions, 34 (ii) the use of conventional dynamic penalty functions, 35 (iii) an effective bi-objective approach where the net constraint serves as the the second objective, 36 and (iv) the use of the efficient constrained non-dominance principles. 37 In this paper, we implement the rules of constrained non-dominance introduced by Deb et al. 10 Interestingly, the constrained non-dominance principle can be perceived as an aspect of natural swarm intelligence: communication of information from particle to particle regarding whether they are beyond the feasible domain boundaries, and/or how far beyond they are.
Solution Comparison and Constraint Handling in MDPSO
Solution comparison is essential in PSO at every iteration, to determine and update the global best for the population and the local best for each particle. The principle of constrained non-domination 11 is used to compare solutions. This principle has been successfully implemented in other major population-based optimization algorithms. According to this principle, solution-i is said to dominate solution-j if, i. solution-i is feasible and solution-j is infeasible or, ii. both solutions are infeasible and solution-i has a smaller net constraint violation than solution-j or,
iii. both solutions are feasible and solution-i weakly dominates solution-j.
In the case of a multi-objective problem, it is possible that none of the above scenarios apply, which implies that the solutions are non-dominated with respect to each other.
The net constraint violation f c (X) is determined by
whereḡ j andh k represent the normalized values of the j th inequality constraint and k th equality constraint, respectively. In Eq. 5, ǫ represents the tolerance specified to relax each equality constraint. The solution comparison approach in MDPSO favors feasibility over the objective function value. This approach has a tendency to drive solutions towards and into the feasible region during the initial iterations of the algorithm. 17, 38 Throughout this initial phase, dominance scenarios I and II are prominently active. When a majority of the particles have moved into the feasible space, scenario III takes over; solution comparisons are then progressively determined by the magnitude of the objective function.
In the case of highly constrained single-objective problems, this solution comparison approach, together with the intrinsic swarm dynamics, can lead to an appreciable loss in diversity. This undesirable phenomenon occurs primarily during the feasibility-seeking process of optimization. To counter this limiting characteristic of the particle motion in the MDPSO, an explicit diversity preservation term, γ c r 3V
D. Diversity Preservation in PSO
Literature Survey: Diversity Preservation
Preservation of the population diversity to avoid premature convergence has been a long standing challenge for PSO. Rapid swarm convergence, which is one of the key advantages of PSO over other population-based algorithms, can however lead to stagnation of particles in a small suboptimal region. Efficient and timevariant parameter selection has been traditionally used as an implicit method to avoid particle stagnation, thereby preserving population diversity. Over the years, the use of explicit diversity preservation techniques have proved to be more effective.
1 Krink et al. 39 introduced a collision-avoidance technique to prevent premature convergence. Particles coming within a defined vicinity of each other were allowed to bounce off; bouncing back along the old velocity vector (U-turn approach) was found to be most effective. Blackwell and Bentley 40 also developed a diversity preserving swarm based on a similar collision-avoidance concept. The collision avoidance schemes however require an intuitive specification of the threshold radius.
A more globally applicable approach was developed by Riget and Vesterstrom, 41 where the usual attraction phase was replaced by a repulsion phase, when the entire population diversity fell below a predefined threshold. In this case, the usual PSO location update formula is applied with the direction reversed. A modification of the standard deviation of the particle locations was used as the measure of diversity. This measure, however, does not readily account for the combined effects of the distribution of the particles and the overall spread of the particles in the variable space. In other words, with their method, 41 infrequent extreme deviations i.e., a higher kurtosis (e.g., [0, 0, 0, 0, 10, −10]) may yield the same measure of diversity as frequent moderate deviations (e.g., [5, 6, 7 , −5, −6, −7]), which is misleading. Other interesting methodologies to address population diversity include: (i) introduction of a predatory particle, 42 and (ii) introduction of the concept of negative entropy from thermodynamics. 43 Nevertheless, the consideration of population diversity in a mixed-discrete/combinatorial optimization scenario (in PSO) has rarely been reported in the literature.
Diversity Preservation in MDPSO
The first step in diversity preservation is to characterize and quantify the existing population diversity with respect to the design variable space. A consistent measure of diversity should simultaneously capture the overall spread and the distribution of solutions in the population. A variable space metric, similar to the performance metric (δ parameter) used to measure the spread of solutions along the computed Pareto front in the objective space, 11 would be an almost ideal choice for diversity characterization. However, the required determination of the nearest-neighbor Euclidian distances for every member of the population is likely to become computationally prohibitive in the case of high dimensional optimization problems. The diversity characterization developed in this paper
• seeks to effectively capture the two diversity attributes: overall spread and distribution of particles , and
• is computationally inexpensive to implement, if required, at every iteration.
Separate diversity metrics and diversity preservation mechanisms are formulated for continuous and discrete design variables. The diversity metrics and the corresponding diversity preservation coefficients, γ c and γ d , are estimated for the entire population at the start of an iteration. These diversity metrics are then updated using a common factor that seeks to account for the distribution of solutions. In the case of continuous design variables, the initial diversity metric is given by the normalized side length of the smallest hypercube that encloses all the particles. This metric is expressed as , respectively, represent the the specified upper and lower bounds of the i th design variable. A likely scenario is the presence of one or more outlier particles, when the majority of the particles are concentrated in a significantly smaller region. Occurrence of this scenario leads to an appreciable overestimation of the population diversity (D c ). To overcome this limiting scenario, as well as to account for the distribution of candidate solutions, the diversity metric is further modified. The number of solutions in a λ fraction of the then occupied variable space is first determined. This λ-fractional domain is formed around the global best candidate solution and considers both continuous and discrete variables. The boundaries of this domain are given byx
, and , respectively, represent the upper and lower bounds of the fractional domain for the design variable x i ; and P g,i is the i th variable of the global best solution. Using the evaluated "number of particles" in the fractional domain, the continuous diversity metric (enclosing-hypercube side length) is adjusted to better account for the distribution of solutions. The adjusted continuous diversity metricD c is given byD
where N λ is the number of particles in the λ-fractional domain. The diversity coefficient, γ c , for continuous variables is then defined as a function of the continuous diversity metric, which is given by
, where
and γ c0 and γ min are specified constants. The order of magnitude of the diversity-scaling constant γ c0 should be one, or in other words comparable to that of the explorative coefficient, β g . In the range 0 to 1 forD c , the diversity coefficient is a monotonically decreasing function. The nature of this function for different orders of magnitude of γ min is shown in Fig. 3 .
In the case of discrete design variables, the diversity is characterized independently for each variable. This approach is adopted because of the following two percepts:
i. The effective diversity in the i th discrete variable depends on (1) the available number of feasible values for that variable and (2) the distribution of these feasible values.
ii. Diversity preservation in discrete variables should seek to avoid the stagnation of particles inside a local hypercube H d .
The initial diversity metric (D d ) for discrete design variables is a vector of the normalized discrete variable ranges that span the current population. This metric is expressed as
where D d,i is the component of the discrete diversity metric corresponding to the i th discrete variable. Subsequently, in order to better account for the distribution of solutions, the discrete diversity metric is adjusted asD
whereD d,i is the adjusted discrete diversity metric. It is important to note how the parameter λ couples the diversity in continuous and discrete design variables. As a result, the diversity preservation mechanisms for continuous and discrete variables are expected to work in coherence with each other. Diversity preservation for discrete variables is accomplished through modification of the discrete update process described in Section B. The otherwise deterministic approximation of the particle to a nearby feasible discrete location is replaced by a stochastic update process. This stochastic update gives a particle the opportunity to jump out of a local hypercube, thereby seeking to prevent the stagnation of the swarm's discrete component. A vector of discrete-variable diversity coefficients, γ d , is defined to further regulate the updating of discrete variables, in order to prevent their premature stagnation. A random number (r 4 ) is generated between 0 and 1, and the stochastic update for the generic i th discrete variable (x i ) of a particle is then applied using the following rules:
i. If r 4 is greater than the diversity coefficient γ d,i , then update the discrete variable using Eq. 4.
ii. If r 4 is less than equal to γ d,i , then randomly approximate
The discrete-variable diversity coefficient, γ d,i , that regulates the stochastic update rules is designed to adapt to the size of the set of feasible values for the i th discrete variable. This approach avoids a false impression of considerable diversity, in the case of discrete variables that take a relatively small sized set of feasible values. The discrete diversity coefficient is defined as
and where M i represents the size of the set of feasible values for the i th discrete variable, and γ d0 is a prescribed constant between 0 and 1. For any estimated value of the population diversity, a higher value of the prescribed parameter, γ d0 , makes the random update of the discrete domain location more likely.
It is important to note that while the continuous-variable diversity coefficient (γ c ) directly regulates the particle motion (in the location update step), the discrete-variable diversity coefficients (γ d,i ), control the updating of the discrete variables as a post-process (during the NVA application) in every pertinent iteration. In addition, the same value of γ c is used for all design variables at a particular iteration, whereas a different value of γ d,i is used for each i th discrete variable. An illustration of the discrete diversity coefficient for different sizes of the set of feasible values is shown in Fig. 3 . 
III. Numerical Experiments
To validate the Mixed-Discrete Particle Swarm Optimization (MDPSO) algorithm, we apply it to two different classes of single-objective optimization problems: (i) standard unconstrained problems, most of which are multimodal, and (ii) Mixed-Integer Non-Linear Programming (MINLP) problems. These two sets of numerical experiments are discussed in the following sub-sections. The values of the prescribed MDPSO parameters for the two sets of numerical experiments are given in Table 1 .
A. Unconstrained Standard Optimization Problems
The new MDPSO algorithm is applied to a set of nine standard unconstrained nonlinear optimization test problems with only continuous variables to compare its performances with that of the basic PSO. For a majority of these test problems, the basic PSO is expected to offer a powerful solution. The MDPSO is specifically designed to address complex constrained and/or mixed-discrete optimization problems. With this set of numerical experiments, we investigate if the additional features in MDPSO, particularly those related to diversity preservation, introduces any unexpected characteristics. The first eight test problems have been taken from the list of sample single-objective optimization problems provided in the MATLAB Genetic and Evolutionary Algorithm Toolbox (GEATbx) Documentation. 20 The GEATbx problems were originally developed and reported by different prominent researchers from the design and optimization community. The last test problem from Table 2 (Miele-Cantrell function) has been taken from the paper by Miele and Cantrell. 21 Details of the standard unconstrained test problems are summarized in Table 2 . The MDPSO algorithm is applied to each test problem, using three different values of the diversity coefficient scaling constant: γ c0 = 0.1, 0.5, 1.0. Each test problem is run 10 times, with a particular γ c0 value, to compensate for the effects of the random operators on the overall algorithm performance. Results for the conventional PSO was obtained simply by specifying the diversity coefficient scaling constant, γ c0 , to be zero, while other basic PSO parameters were fixed at the same values as given in Table 1 . The convergence histories from representative runs of the MDPSO and a representative run of the conventional PSO for the Miele Cantrell test function are shown in Fig. 4 . The actual minimum of the objective function is known for each test problem listed in Table 3 . Using the actual minimum objective function value, an additional algorithm termination criterion is specified, based on the normalized relative error (ε f ). This error is evaluated as Table 3 . Fig. 5 (a) and Table 3 that, neither of the algorithms could provide satisfactory solutions for test problem 6, Michalewicz's function; this test function has extensive flat regions and is also multimodal.
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A selective combination of the prescribed MDPSO parameters may successfully find the optimum for such complex nonlinear functions. A detailed parametric analysis of the sensitivity and the variation of the algorithm performance with respect to the prescribed constants is required for this purpose. Figure 5(b) illustrates that the performance of MDPSO is marginally sensitive to the specified value of the diversity scaling constant (γ c0 ) in the case of these unconstrained continuous problems -the relative errors given by MDPSO for the three different values of the diversity scaling constant are close to each other. The standard deviation in the computed minima obtained from the 10 runs for each test problem (Table 3 ) is observed to be relatively small when compared to the corresponding actual minima. This observation further illustrates the consistency in the performance of the MDPSO algorithm.
B. Mixed-Integer Nonlinear Programming (MINLP) Problems
The MDPSO algorithm is applied to an extensive set of ninety-eight Mixed-Integer Non-Linear Programming (MINLP) test problems; these test problems were obtained from the comprehensive list of one hundred MINLP problems reported by Schittkowski. 22 The problems numbered 10 and 100 in the original list 22 have not been tested in this paper. A majority of these MINLP test problems belong to the GAMS Model Library MINLPlib, 44 and have been widely used to validate and compare optimization algorithms. 22 These MINLP test problems present a wide range of complexities:
• total number of design variables vary from 2 to 50;
• numbers of binary design variables and integer design variables vary from 0 to 16 and 0 to 50, respectively;
• total number of constraints (including equality and inequality) vary from 0 to 54;
• number of equality constraints vary from 0 to 17.
Similar to the previous set of numerical experiments, each MINLP test problem is run 10 times to compensate for the performance effects of the random operators in the algorithm. For each run, the algorithm is terminated when the best global solution does not improve by at least 1.0e-06 times its objective value in 10 consecutive iterations. The normalized relative errors corresponding to the best and the worst solutions among the ten runs obtained for each test problem by MDPSO are illustrated in Figs. 6(a) and 6(b) . Figs. 6(a) and 6(b) also show (i) the number of design variables and (ii) the number of constraints in each test problem, to provide insights into their influences on the performance of the algorithm. A histogram of the relative errors is shown in Fig. 7 . It is helpful to note that, in the case of several MINLP test problems that comprise only discrete variables, a zero relative error is obtained through optimization; the zero error for each of these test problem runs is replaced by an artificial error value of 1.0e-12 in the figures to allow a logarithmic scale representation of the error. , it is expectedly observed that, a higher number of design variables and/or a higher number of constraints generally results in a higher error in the computed minimum. The numbers of design variables and constraints are two key attributes of the complexity of an optimization problem. Future advancements in Mixed-Discrete PSO should focus on reducing the sensitivity of the algorithm performance to the problem complexity attributes. The histogram in Fig. 7 illustrates the distribution of the relative error, on a logarithmic scale, for all the 980 test problem runs, which includes 10 runs for each problem. The same values of the prescribed algorithm parameters have been used for the entire set of MINLP problems. This specification is partly responsible for the high relative error of 10% or more for a significant number of test problem runs (as seen from Fig. 7) . The set of MINLP test problems present a wide variety of non-linear criteria functions and problem complexities; better performance for individual problems can be obtained through appropriate alteration of the prescribed MDPSO parameter values based on the problem complexity. Figure 8 illustrates the net constraint violation (Eq. 5) corresponding to the best and the worst solutions obtained by MDPSO. Figure 9 illustrates the number of function evaluations made by the MDPSO algorithm. Further details, regarding the performance of the MDPSO algorithm, are provided in Tables 4 for MINLP  test problems 1 Tables 4 and 5 , show that the MDPSO algorithm successfully finds the feasible space in a majority of the MINLP test problems. The feasibility success is lower for the test problems that involve 20 or more constraint functions, as seen from Fig. 8 . Expectedly, the standard deviations in the computed minima are observed to be higher in the case of the test problems for which optimization resulted in higher relative errors. For complex engineering design applications, the computational expense of optimization is generally dominated by the expense of system-model evaluations. Therefore, in addition to the ability to successfully find the feasible space, and subsequently the optimum design, the number of function evaluations invested in the process is also an important per- formance attribute for an optimization algorithm. It is observed from Fig. 9 that most of the MINLP test problems used 25,000 or less number of function evaluations to obtain a relative error smaller than 1.0e-06. The required number of function evaluations is observed to scale with the variable-space dimensionality of the problem. Problem specific assignment of the values of the prescribed MDPSO parameters are expected to (i) further advance the probability of finding the feasible space for highly constrained problems, and (i) reduce the required number of system-model evaluations.
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IV. Concluding Remarks
In this paper, a modification of the Particle Swarm Optimization (PSO) algorithm is developed, which can simultaneously address system constraints and mixed-discrete variables for single-objective problems. Constraint handling is performed using the constrained non-dominance principle adopted from evolutionary algorithms. The conventional particle motion step at each iteration is followed by approximating the discrete component of the variable vector to a neighboring feasible discrete space location. This approach ensures that, the system model is always evaluated at feasible discrete variable values without deviating from the basic search characteristics of the standard particle motion. Stagnation of particles owing to the loss of population diversity has been one of the major limitations of the PSO algorithm; this undesirable search attribute becomes more pronounced in the case of constrained single-objective mixed-discrete problems. To address this issue, a new efficient technique is developed to characterize the population diversity at a concerned iteration. Subsequently, in the case of the continuous component of the design variable vector (for each solution), the estimated diversity measure is used to apply a dynamic repulsion towards the global best solution. At the same time, the estimated diversity measure is used apply a stochastic update of the discrete component of the design variable vector for each solution. The generalized diversity measure formulated in this paper can also be used for diversity preservation in other standard population-based optimization algorithms.
The Mixed-Discrete PSO (MDPSO) algorithm performs well, when applied to a set of standard unconstrained problems; a majority of these test functions are multimodal and/or involve extensive flat regions. In order to establish the true potential of the MDPSO algorithm, the algorithm is also be applied to a comprehensive set of ninety-eight MINLP problems. Satisfactory results are obtained, and the algorithm is observed to be particularly successful in driving candidate solutions into the feasible space. It was found that the performance of the MDPSO algorithm (with fixed prescribed parameter values), in terms of the resulting relative error and the computational expense, is sensitive to the number of design variables and the number of constraints. Problem specific assignment of the prescribed MDPSO parameter values can help in obtaining more accurate solutions for such a wide variety of mixed-discrete optimization problems. The MDPSO algorithm is also employed to perform wind farm design, where the selection of turbine-types to be installed (discrete) and the farm layout (continuous) are simultaneously optimized. A remarkable increase in the overall farm power generation (60%) is accomplished, which illustrates the potential of applying the MDPSO algorithm to real life mixed-discrete engineering design problems. Future research in Mixed-Discrete PSO should focus on a comprehensive parametric analysis of the sensitivity of the algorithm performance to the prescribed parameter values. The development of standard guidelines to specify prescribed parameters values based on problem complexity would further enhance the universal applicability of this class of mixed-discrete optimization algorithms.
V. Acknowledgements
Support from the National Science Foundation Awards CMMI-1100948, and CMMI-0946765 is gratefully acknowledged.
