any measurement application fields need to calculate cross bar intersection locations of horizontal and vertical bars. The system we developed and that we present in this paper is an embedded system that measures cross bar positions with sub-pixel accuracy on 1024 Â 1024 pixel images delivered by a camera at a 50 MHz data rate in real time. This is done using an algorithm that looks for intersection areas and then locally calculates two lines representing horizontal and vertical bars. The two line intersection is considered to be the bar intersection. To achieve real time, we developed a hybrid architecture in which low level processes are implemented into FPGAs and others into DSPs. As a result, at the end of the camera scanning (20 ms), all calculations are completed and the results are available.
Introduction
In several areas, like human movement analysis, or in our case TV metrology, a cross bar target is displayed and intersection positions are calculated to obtain information about human movements or about TV screen adjustments. This requires highly accurate measurements and most of the time, high-speed processing for feedback effect. In our case, this means using a 1024 Â 1024 pixel CCD camera with a 50 MHz data rate. Using our system we then reach an accuracy of 50 mm in a 1 m wide screen using a sub-pixel algorithm.
Research has been carried out on real-time measurement systems as in astronomic applications [1] , in object corner positioning [2] and in human movement analysis [3] . These video systems allow validation of the position measurement algorithm implementation at a maximum of 10 MHz pixel data rate.
In order to process the 1024 Â 1024 images in real time, we selected an algorithm which involves as a first step the object location in the image and as a second step a two dimensional object position measurement in this located area.
The location step processes the whole image and is made using low-level image processing while the second step is achieved on all the pixels in the located areas. Thus step comprises centre of mass calculations and using these results a least mean square line regression is carried out to represent horizontal and vertical bars. The intersection of these two lines is considered as being the bar intersection. Thus, this algorithm requires both low level and high level processing. To process data at a 50 MHz data rate, many approaches have been tested. The first approach often met consists of using a Digital Signal Processors (DSPs) board. However, because of speed, this is not easily possible. The second possibility consists of making all the calculations on a dedicated board. The solution we present takes advantages of the two methods and involves implementing one part of the process on programmable electronic components (FPGAs) board and the other one in a DSP board, thereby obtaining an optimum solution.
The algorithm is presented in the next section. The third part of this article describes the algorithm implementation. Figure 1 describes the measurement system which uses a 1024 Â 1024 CCD camera in order to accomplish TV screen adjustments. This camera delivers two video outputs working at a data rate of 25 MHz each (the pixel data rate is 50 MHz). The images obtained with the camera have to be processed using a specific algorithm. The algorithm is composed of two entirely independent steps: 1. A low precision intersection area location. 2. A local representation of the two intersection bars using lines with sub-pixel accuracy.
Sub-pixel Cross Bar Position Metrology Algorithm
The intersection of the two calculated lines is then considered to correspond to the bar intersection. Figure  2 (c) presents a synopsis of this process. The advantage of this decomposition is that the sub-pixel method, requiring a lot of calculations, is not applied to the entire image but only to areas. As interest area windows change from one image to another, each position must be relocated.
Intersection area location
The algorithm consists of sliding a mask to locate interest areas. Because of the simplicity of the observed images and because of the speed at which processes have to be run, only 16 points are tested for each position of the mask. To meet with real time on an embedded system, the window jumps eight pixels horizontally and four pixels vertically between windows tested. This choice has been validated on various images. This is possible because of the width of bars and because the distance between two positions is greater than an intersection area (more than 32 pixels).
This method gives good results and allows the detection of all areas when measurement conditions are well suited.
Lines modelling of bars
Considering, in our case, the TV image size (up to 1 m diagonally), accuracy (50 mm) and camera resolution (1024 Â 1024 pixels) a sub-pixel approach is needed.
Many algorithms exist that use a two dimensional approach but most of them require a very high data rate and make use of the straight line edge hypothesis. This is not the case in intersection areas so we do not use them. Examples of these methods are given by [4] [5] [6] .
We then use a one dimensional sub-pixel approach that involves the approximation of bar positions with a set of points. These points are used for linear regression modeling of horizontal and vertical bars. This is done using the least mean square algorithm. The intersections 
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of these lines are considered to correspond to bar intersections as shown on Figures 2(a) and 2(b). The accuracy of the approximation depends on the precision obtained when modeling bars using points. A 1D sub-pixel algorithm [7, 8] comparative study has been made corresponding to the previously mentioned constraints and thus the centre of mass algorithm was selected.
Algorithm implementation

DSP solution
Implementing the previously described algorithm into a DSP based architecture is not possible in real time without using more than six DSPs and an interface board to store signals from the camera. This develop- ment is complex and at the end of the camera image scanning, results may not be available.
We can give centre of mass calculation time measured as an example. One complete calculation into two DSPs is achieved in 17.5 ms. In this case, one of the two DSPs calculates the numerator and the denominator and the other one calculates the final division in a pipeline mode. As we need to calculate about 32 centres of mass per intersection with more than 100 intersections per image, the maximum time accorded to one calculation is 7.8 ms.
So it is not possible to calculate the centre of mass in two DSPs in real time F we have to consider more DSPs. Moreover, regression line calculations and intersection area location have to be performed and so these operations require more resources.
For all measurements, the chosen DSPs are Texas Instruments TMS320C44 [9] . They have been chosen because they have four communications ports (comports) that permit them to communicate amongst themselves and externally. They also have an internal ALU (Arithmetic Logic Unit), able to process a 40-bit floating point number addition and multiplication in one cycle with a 60 MHz clock. They also incorporate a DMA (Direct Memory Access) coprocessor independent of the ALU and numerous buses that make it possible to access two external memories independently. So when the DMA coprocessor accesses one of these memories the ALU can access the other at the same time. These DSPs also integrate two internal 1 Kword RAMs and a cache.
After various simulations of possible architectures we obtained the results presented in Table 1 [10] and in relation to industrial application, we developed a low cost hybrid architecture. With regard to Table 1 , it appears that it would be interesting to implement lowlevel processing into a dedicated FPGA (Field Programmable Gate Array) board. This is because of all the possibilities they now offer. For example, the Xilinx XC4000 family [11] that we chose for this application incorporates, among other functions, fast integer arithmetic additions, internal RAMs and ROMs.
Finally, the automatic location of windows including intersections and centre of mass calculations are implemented into FPGAs and linear regression calculation is obtained on DSPs. This last process has been kept in the DSPs. A lot of resources would be required for floating point calculations if we tried to implement it into the FPGAs. Moreover, the low data rate is compatible with the DSP time calculation in this step. We now present implementation considerations on centre of mass calculations using FPGAs, and regression line implementation using DSPs.
Centre of mass implementation using FPGAs
The general form of centre of mass is
here C k is the kth centre of mass calculated and where the grey level of pixel i is p k (i). This step requires numerator and denominator calculations before division calculation. The simplest way to implement this equation is to realize a recursive calculation as shown in Figure 3 . This needs an 8 Â 5 multiplier. Many multipliers have been tested (Wallace tree, carry save adder multiplier, . . . [12] ). Whatever the chosen multiplier, limit time calculation on Xilinx XC4000-5 FPGA is greater than 40 ns (25 MHz pixel data rate). To increase time according to one calculation, we then process two pixels at a time maintaining the same access time and the same number of memory components. Thus, this doubles the time accorded to one calculation although it increases requested resources.
It appears then that simplifications are possible and for example when four pixels are processed at the same time, (1) is transformed into The numerator N k can then be written
So,
This is interesting because the calculation requires a 10 Â 3 multiplier. Other additions can then be processed in parallel. This solution is developed in Figure 4 . This operation has been realized making groups of 1, 2, 4 and 8 pixels. Results are presented in Table 2 .
It appears that when grouping more than four pixels at each cycle, the time needed on a Xilinx to process one cycle is less than the maximum time allowed for this cycle and so real-time calculation is possible. Grouping four pixels at each process cycle is the optimal solution because it allows real-time performance using minimum resources. So, the adopted solution consists of grouping 4 pixels at each process cycle and as Figure 4 shows, numerator and denominator calculations are obtained at the same time.
For time reasons, the division is pipelined with previous calculations. The time for one division corresponds to a 32-pixel centre of mass calculation processed with a 25 MHz calculation clock, which means a time of 1280 ns for each division. For this implementation, no timing problem has been encountered and restitution remainder iterative division [12] has been implemented.
We choose to develop a communication through DSPs comports because DSPs are made in such a way that when they wait for data that is not present on the port, they keep waiting until this data is present. This is a simple and powerful way we use to synchronize the DSP with the data that the FPGA sends. This bidirectional communication has been developed integrating the DSP communication protocol on the FPGA and is also used to send data from DSPs to FPGAs at the beginning of the process.
Linear regression implementation on DSPs
Two Texas Instrument TMS320C44 DSPs receive data in the DMA mode. This is done using the DSP characteristic that makes it possible to process data from a memory while storing data in the DMA mode in the other one. At the end of the reception of all the data corresponding to an intersection, a software switch is achieved so that these last data are processed and new data are stored in the other memory. This allows computation during the centre of mass reception. When all centres of mass corresponding to a valid window are received, calculation on these points begins. This is possible because reception time is greater than linear regression calculation time (reception time=time for 32 centre of mass calculations=32 Â 1280 ns; calculation time: 36.8 ms). This last time includes line parameter calculation, communication time to group results in one DSP and line intersection determination.
For linear regression, the algorithm implemented is least mean square algorithm. This involves a k and b k calculations in the equation y(x)=a k +b k .x:
where 
S x
The first step calculates S y , S xy in the two directions on two DPSs (DSP1 for horizontal direction and DSP2 for vertical direction in Figure 5 ) in the same way. Then only terms A k , B k and D k are calculated in each direction and DSP2 sends to DSP1 the A k , B k and D k results. Then DSP1 calculates X 0 , Y 0 , the intersection using the formula given by (8) and (9).
here indices w and h correspond to parameters respectively related to vertical and horizontal lines.
Final architecture and results
The final architecture is shown in Figures 6 and 7 and is composed of 3 FPGAs and 2 DSPs. The process is decomposed as shown in Figure 5 .
Unit 1 slides a mask through the image data sent by the camera. When a window is validated, its position is sent to two FPGAs (units 2 and 3) which compute centres of mass for vertical and horizontal bars in pipeline mode so that processes never stop. During these centre of mass calculations, unit 1 continues sliding the mask through the image and detecting intersection windows. All stages are buffered. Centres of mass are then sent to two DSPs via communication ports, which calculate the horizontal and vertical linear regression at the same time as FPGAs continue their calculations.
In Figure 8 , an original image to be processed automatically with our system is given. Figure 9 shows the areas detected. This figure shows that all areas are detected in real time (less than 40 ms). Several tests have been carried out using a lot of images and have shown that all measurements are obtained with an accuracy of 50 mm in a 1 m wide screen.
This system (electronic boards in Figures 6 and 7) remains very general and the use of these technologies allows us to easily transpose this system to another algorithm that keeps the general block structure presented in Figure 5 . It can also be applied to other patterns.
Conclusion
To increase measurement accuracy in cross bar location, we use a 1024 Â 1024 pixel camera at a 50 MHz data rate using a sub-pixel algorithm. This algorithm is well suited for these applications but requires a high power calculation and is not easily implemented into real-time applications. To combat these constraints, we realized an embedded hybrid calculation system. In this system, low-level step calculations are implemented into FPGAs and high-level step calculations into DSPs. This allows us to perform a complete calculation (about 100 intersections detections, 6400 centres of mass and 200 least mean square regression line calculations on 32 points) and to obtain all the results during the camera scanning (20 ms) for a retrospective action. 
