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Tyo¨ssa¨ ka¨siteltiin epitaktisista monikerrosrakenteista mitatun ro¨ntgendiffraktio-
datan analysointia ka¨yra¨nsovituksella, mita¨ varten kirjoitettiin tietokoneohjelma.
Useasta yhdisteesta¨ koostuvan kerroksen hilavakio ja Poissonin luku lasketaan Ve-
gardin laista. Kerrokset ovat ja¨nnittyneet pinnan suunnassa, mika¨ venytta¨a¨ niita¨
pinnan suunnassa ja kohtisuoraan. Kerrokset voivat olla osittain ja¨nnittyneita¨.
Mielivaltaisen kiteisen aineen aallonpituusriippuvainen sa¨hko¨inen suskeptiivisuus
esiteta¨a¨n Fourier-sarjan avulla, jonka komponentit lasketaan atomien muotoker-
toimista, anomaalisen dispersion huomioivista Ho¨nlin korjaustermeista¨ ja la¨mpo¨ti-
lariippuvuuden huomioivasta Debye-Waller-kertoimesta. Epitaktisten monikerros-
rakenteiden ro¨ntgendiffraktion intensiteetti tulokulman funktiona lasketaan dy-
naamiseen diffraktioteoriaan liittyva¨n Takagi-Taupin-differentiaaliyhta¨lo¨n iteraa-
tiokaavamuotoisella ratkaisulla.
Ro¨ntgendiffraktiomittauksia analysoidaan sovittamalla simuloitu diffraktioka¨yra¨
vastaamaan mitattua diffraktioka¨yra¨a¨. Sovitukseen liittyva¨ inversio-ongelma rat-
kaistiin differentiaalievoluutioalgoritmilla, jossa ka¨yteta¨a¨n pa¨a¨komponenttianalyy-
sia¨ va¨henta¨ma¨a¨n mittausparametrien va¨lisia¨ vuorovaikutuksia.
Mittausdatan analysointiin kirjoitettiin Javalla ja Matlabilla tietokoneohjelma,
jonka ka¨ytto¨liittyma¨ laadittiin ka¨ytta¨jien palautteen perusteella. Ka¨ytto¨liittyma¨l-
la¨ on hyvin helppo laatia kerrosmalli, jonka tarkat ominaisuudet saadaan simu-
loidun ka¨yra¨n sovituksesta mitattuun ka¨yra¨a¨n. Ohjelma osaa ka¨ytta¨a¨ myo¨s GNU
Octavea ja siten toimii vaatimatta mita¨a¨n kaupallisia osia.
Diffraktioka¨yrien simulointikoodin toimivuutta testattiin vertailemalla silla¨ ja kah-
della muulla ohjelmalla simuloituja kuvaajia yksi- ja monikerroksisille InGaAs-,
GaAs- ja GaAsN-rakenteille. Ohjelmaa testattiin analysoimalla silla¨ mittaussar-
ja, jonka tulokset on julkaistu aiemmin. Tietokoneohjelman havaittiin antavan
samoja tuloksia kuin muutkin ohjelmat, ja sovitusalgoritmin havaittiin toimivan
tehokkaasti.




Ta¨ma¨ kandidaatintyo¨ on tehty Teknillisen korkeakoulun Mikro- ja nanotekniikan
laboratoriossa. Tyo¨ pohjautuu laboratoriossa kahtena viime kesa¨na¨ tekema¨a¨ni kesa¨-
tyo¨ho¨n. Tyo¨ssa¨ ka¨sitella¨a¨n ro¨ntgendiffraktiomittausten teoriaa ja silla¨ saadun mit-
tausdatan analysointiin kehitta¨ma¨a¨ni tietokoneohjelmaa. Tyo¨ on hieman normaalia
kandidaatintyo¨ta¨ laajempi johtuen vaativasta aiheesta. Vastaavantyyppinen ro¨nt-
genheijastusmenetelma¨ ja siihen liittyva¨ tietokoneohjelma ja¨tettiin tyo¨n laajuuden
vuoksi tyo¨n ulkopuolelle.
Haluan kiitta¨a¨ johtaja Veli-Matti Airaksista ja dosentti Markku Sopasta mah-
dollisuudesta tyo¨skennella¨ laboratoriossa kahden kesa¨n ajan. Haluan myo¨s kiitta¨a¨
diplomi-insino¨o¨ri Aapo Lankista, joka ohjasi kandidaatintyo¨ta¨ni. Ilman ha¨nen ar-
vokkaita kommenttejaan tyo¨ olisi vaikeaselkoisempi ja sisa¨lta¨isi paljon virheita¨. Li-
sa¨ksi haluan kiitta¨a¨ diplomi-insino¨o¨ri Jouni Tiilikaista, joka tutustutti minut puoli-
johteisiin, ro¨ntgenheijastukseen ja geneettisiin optimointialgoritmeihin, mita¨ ilman
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a1, a2, a3 Hilavektorit
b1, b2, b3 Ka¨a¨nteishilavektorit
r Paikkavektori
h Ka¨a¨nteishilan vektori, eli hb1 + kb2 + lb3, jossa h, k, l ∈ Z
E, H, D, B Sa¨hko¨- ja magneettikenta¨n voimakkuudet ja vuontiheydet
P Polarisaatio eli dipolimomentti yksikko¨tilavuutta kohti
χ(r), χm(r) Sa¨hko¨inen ja magneettinen suskeptiivisuus paikan funktiona




Rx, σxx, xx Relaksaatio, ja¨nnitys ja venyma¨ suunnassa x
dx, d Kiteen hilavakio suunnassa x, diffraktiotasojen va¨linen eta¨isyys
ω, ω0 Kulmataajuus, ominaiskulmataajuus
λ Aallonpituus
k Aaltovektori, jonka suuruus |k| = 2pi
λ
me Elektronin massa
Z Atomiluku eli elektronien ma¨a¨ra¨ atomissa
x Elektronipilven keskima¨a¨ra¨isen paikan poikkeama tasapainosta
ρe(r) Elektronitiheys paikan funktiona
F = f1 + if2 Atomin sirontakerroin ja sen reaali- ja imagina¨a¨riosat
f , f ′, f ′′ Atomin muotokerroin ja Ho¨nlin korjaustermit
B Debye-Waller-B-kerroin




θ Tulevien ja la¨htevien sa¨teiden kulma heijastavista tasoista
φ Heijastavien tasojen ja pinnan va¨linen kulma
e Alkeisvaraus (luonnonvakio)
c Valon nopeus (luonnonvakio)
0, µ0 Tyhjio¨n permittiivisyys ja permeabiliteetti (luonnonvakioita)
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A Matriisi (poikkeus: E, D, B, H ja P vektoreita)
u · v Kahden vektorin skalaaritulo
(hkl) Millerin indeksi tasolle, jonka normaalivektori on hb1 + kb2 + lb3













Ro¨ntgensa¨teilyn ka¨ytto¨kelpoisuus aineen rakenteen tutkimisessa perustuu ro¨ntgen-
sa¨teilyn aallonpituuteen, joka on suuruusluokkaa 0,1 nm. Atomien va¨linen eta¨isyys
kiintea¨ssa¨ aineessa on myo¨s samaa suuruusluokkaa. Ta¨sta¨ syysta¨ ro¨ntgensa¨teily on
herkka¨ ilmio¨ille atomien eta¨isyyden mittakaavassa. [1, s. 11]
Ainetta, jossa atomit ovat ja¨rjesta¨ytyneet sa¨a¨nno¨llisesti, kutsutaan kiteiseksi. Ato-
mien elektronipilvi sirottaa sa¨teilya¨ heikosti joka suuntaan. Koska atomit ovat ja¨rjes-
ta¨ytyneet sa¨a¨nno¨llisesti kiteessa¨, kaikista eri atomeista tiettyihin suuntiin sironneen
sa¨teilyn kulkeman matkan ero on aallonpituuden moninkerta. Sironnut sa¨teily inter-
feroi vahvistavasti. Na¨issa¨ suunnissa havaitaan voimakasta ro¨ntgensa¨teilya¨. Ilmio¨ta¨
kutsutaan diffraktioksi. Diffraktio on puhtaasti aaltoliikkeeseen liittyva¨ ilmio¨, joten
se havaitaan myo¨s muilla sa¨hko¨magneettisen sa¨teilyn aallonpituuksilla, jos sopiva
diffraktiohila on ka¨ytetta¨vissa¨. Vaikka ro¨ntgensa¨teilyn vuorovaikutus aineen kanssa
on heikkoa, atomeita on kiintea¨ssa¨ aineessa niin tihea¨sti, etta¨ diffraktioilmio¨ pysty-
ta¨a¨n havaitsemaan. Ro¨ntgendiffraktiolla voidaan tutkia mita¨ tahansa kiderakenteis-
ta ainetta. Ta¨rkein selville saatava aineen ominaisuus on kiderakenne, eli atomien
paikat ja niiden va¨liset eta¨isyydet sa¨a¨nno¨llisessa¨ hilassa. Jos diffraktio mitataan hy-
vin ohuesta kiteesta¨ ro¨ntgensa¨teilyn tulokulman funktiona, suurimman intensiteetin
kulman eli diffraktiokulman ympa¨rilla¨ havaitaan intensiteetin va¨ra¨htelya¨ kulman
funktiona, josta voidaan ma¨a¨ritta¨a¨ kiteen paksuus.
Jos na¨ytteen rakenne tunnetaan ta¨ydellisesti, diffraktioilmio¨ta¨ voidaan ka¨sitella¨ las-
kennallisesti klassisen sa¨hko¨magnetismin teorialla. Ka¨sittely perustuu Maxwellin la-
keihin, joissa otetaan huomioon ro¨ntgensa¨teilyn ja aineen vuorovaikutusta kuvaava
sa¨hko¨inen suskeptiivisuus. Na¨in saadaan laskettua teoreettisesti, minka¨laisia mit-
taustulosten pita¨isi olla. Yhta¨lo¨t ovat kuitenkin niin monimutkaisia, etta¨ mittaus-
tuloksista ei voida laskea yksinkertaisten toimenpiteiden avulla na¨ytteen rakennet-
ta. Ta¨ma¨n tyyppisia¨ ongelmia kutsutaan ka¨a¨nteisongelmiksi. Erilaisia rakennevaih-
toehtoja kokeilemalla voidaan yritta¨a¨ etsia¨ sellainen rakenne, jonka mittaustulokset
vastaavat mahdollisimman hyvin laskennallista ka¨sittelya¨. Jos na¨ytteen rakenne on
monimutkainen, kokeiltavien vaihtoehtojen ma¨a¨ra¨ on valtava. Nykyiset tietokoneet
eiva¨t pysty ka¨yma¨a¨n kaikkia vaihtoehtoja la¨pi kohtuullisessa ajassa. Kokeiltavien
vaihtoehtojen ma¨a¨ra¨a¨ on siis rajoitettava jollain a¨lykka¨a¨lla¨ algoritmilla, jotta raken-
ne saataisiin selvitettya¨ mittaustuloksista riitta¨va¨n nopeasti.
Ta¨ma¨n tyo¨n tavoitteena on kirjoittaa tietokoneohjelma, joka pystyy laskemaan fysi-
kaalisen mallin avulla ro¨ntgendiffraktion intensiteetit monikerroksisista puolijohde-
rakenteista ja selvitta¨ma¨a¨n mittausdatan perusteella rakenteiden ominaisuuksia etsi-
ma¨lla¨ ka¨a¨nteisongelmalle numeerisesti ratkaisu. Tietokoneohjelmiin tehda¨a¨n tehok-
kaat ka¨ytto¨liittyma¨t, jotta ka¨ytta¨ja¨ pystyisi helposti rajaamaan mitattavat suureet
sellaisille va¨leille, etta¨ ka¨a¨nteisongelman ratkaisualgoritmi lo¨yta¨a¨ tarkat mitattavien
suureiden arvot tehokkaasti. Ratkaisualgoritmin on tarkoitus olla niin tehokas, etta¨
se pystyy lo¨yta¨ma¨a¨n ka¨a¨nteisongelman ratkaisun monimutkaisillekin rakenteille.
Kaikissa yhta¨lo¨issa¨ ka¨yteta¨a¨n yksikko¨ja¨rjestelma¨na¨ SI-ja¨rjestelma¨a¨. Ka¨a¨nteishila
2ja kompleksinen sa¨hko¨inen suskeptiivisuus on mahdollista ma¨a¨ritella¨ usealla toi-
sistaan poikkeavalla tavalla. Ta¨ssa¨ tyo¨ssa¨ ka¨a¨nteishila ma¨a¨ritella¨a¨n siten, etta¨
exp(h · k) = 1, ja kompleksinen sa¨hko¨inen suskeptiivisuus lasketaan aikariippu-
vuustekija¨lla¨ exp(iωt), mika¨ tekee suskeptiivisuuden imagina¨a¨riosasta negatiivisen.
Luvussa 2.1 esiteta¨a¨n kiteisten aineiden rakenteisiin liittyvia¨ peruska¨sitteita¨. Luvus-
sa esitella¨a¨n kiteiden rakenteeseen olennaisesti liittyva¨ hila, joka on vektoriavaruuden
kaltainen matemaattinen ka¨site. Myo¨s ro¨ntgendiffraktioilmio¨n kannalta olennainen
ka¨a¨nteishila esitella¨a¨n. Luvussa 2.2 ka¨sitella¨a¨n tyo¨n kannalta olennaista puolijohde-
kerrosten kasvatusmenetelma¨a¨, epitaksiaa. Luvun pa¨a¨paino on kerrosten elastisuus.
Luvussa 2.3 kerrotaan, miten ro¨ntgensa¨teilyn ja aineen va¨lista¨ vuorovaikutusta ku-
vaava suskeptiivisuus lasketaan erilaisille aineille. Ta¨ma¨ luku on tyo¨n teoreettisin, ja
se on vaikea ymma¨rta¨a¨ asiaan perehtyma¨tto¨mille. Suskeptiivisuuden laskenta vaa-
tii useasta la¨hteesta¨ saatavan tiedon yhdistelya¨, joten suskeptiivisuuden laskenta
esiteta¨a¨n yksityiskohtaisesti.
Luvussa 2.4 ka¨sitella¨a¨n varsinaista tyo¨ho¨n liittyva¨a¨ mittausmenetelma¨a¨, eli ro¨nt-
gendiffraktiota. Ro¨ntgendiffraktioon liittyva¨ fysiikka esiteta¨a¨n vain lyhyesti, koska
laskentaan liittyva¨ fysiikka perustuu vain yhteen la¨hteeseen. Asiasta kiinnostunut
lukija saa la¨hteesta¨ [2] lisa¨tietoa.
Mittaustulosten analysointiin liittyva¨sta¨ ka¨a¨nteisongelmasta kerrotaan luvussa 3.1.
Luvussa 3.2 esitella¨a¨n tyo¨ssa¨ ka¨ytetta¨va¨ algoritmi, jolla ka¨a¨nteisongelma ratkais-
taan. Ka¨a¨nteisongelma ratkaistaan tietokoneohjelmalla, jonka rakennetta, toimintaa
ja ka¨ytto¨liittyma¨a¨ kuvataan luvussa 3.3.
Luvussa 4.1 verrataan ta¨ssa¨ tyo¨ssa¨ kirjoitetulla ro¨ntgendiffraktio-ohjelmalla ja kah-
della olemassaolevalla ohjelmalla, GID sl:lla¨ ja Philipsin ro¨ntgendiffraktometrin
omalla ohjelmalla, simuloituja ka¨yria¨. Luvussa 4.2 esitella¨a¨n muutaman yksinker-
taisen mittauksen analysointi ja vertaillaan mittaustuloksia aiemmin mitattuihin
tuloksiin. Lisa¨ksi ta¨ssa¨ luvussa testataan, toimiiko sovitusalgoritmi monimutkaisilla
kerrosrakenteilla.
32 Teoreettinen tausta
2.1 Kide ja hila
Kiteisessa¨ aineessa atomit ovat asettuneet sa¨a¨nno¨lliseen rakenteeseen, joka toistuu
kolmessa ulottuvuudessa ta¨ytta¨en koko avaruuden. Rakenteen toistuva yksikko¨ on
suuntaissa¨rmio¨, jota kutsutaan yksikko¨kopiksi. Yksikko¨kopin ma¨a¨rittelee kolme vek-
toria, joita kutsutaan hilavektoreiksi ja jotka merkita¨a¨n a1, a2 ja a3. Kun tiedeta¨a¨n
hilavektorit ja atomien paikat yksikko¨kopin sisa¨lla¨, kidehila on yksika¨sitteisesti ma¨a¨-
ritelty. Jos atomi sijaitsee yksikko¨kopin sisa¨lla¨ paikassa r, kaikki vastaavien atomien
paikat koko hilassa r′ saadaan yhta¨lo¨sta¨ (1). [3]
r′ = r + ha1 + ka2 + la3, h, k, l ∈ Z (1)
Yksikko¨koppi ei tietenka¨a¨n ole yksika¨sitteinen, koska esimerkiksi kahdesta vierek-
ka¨isesta¨ yksikko¨kopista koostuva rakenne toistuu myo¨s kiteessa¨ ja ta¨ytta¨a¨ koko ava-
ruuden. Ta¨llaisen yksikko¨kopin sisa¨lla¨ on kuitenkin enemma¨n atomeita, joten yhta¨lo¨
(1) antaa ta¨sma¨lleen samat atomien paikat.
Sinkkiva¨lkehila ja timanttihila ovat puolijohteissa yleisia¨ kidehiloja, jotka ovat hyvin
yksinkertaisia. Niiden yksikko¨koppina on kuutio. Ta¨ma¨n kuution sivua eli hilavekto-
reiden pituutta kutsutaan hilavakioksi. Sinkkiva¨lkehila koostuu kahdesta erilaisesta
atomista. Timanttihila on muuten samanlainen, mutta siina¨ na¨ma¨ kaksi atomia ovat
samoja. Kolmas puolijohteissa yleinen kidehila on wurtsiittihila, jonka rakenne na¨yt-
ta¨a¨ tietysta¨ suunnasta katsottuna kuusikulmaiselta. Ta¨ma¨nkin hilan yksikko¨koppi
voidaan kuitenkin esitta¨a¨ kuusikulmaiselta na¨ytta¨va¨sta¨ rakenteestaan huolimatta
suuntaissa¨rmio¨na¨.
Kuvassa 1 on esitetty sinkkiva¨lkehilan rakenne. Kuvassa atomeita on merkitty har-
mailla ja mustilla palloilla. Kuvassa harmaat atomit ovat yksikko¨kopin kulmissa
ja yksikko¨kopin tahkojen keskella¨. Mustat atomit ovat sijoittuneet samalla tavalla,
mutta mustien atomien hilaa on siirretty jokaisen hilavektorin suuntaan nelja¨nnes-
hilavektorin verran. Yksikko¨koppi olisi tietenkin voitu valita myo¨s niin, etta¨ mustat
atomit olisivat yksikko¨kopin tahkoilla ja kulmissa ja harmaat atomit sisa¨lla¨. Se-
ka¨ mustia etta¨ harmaita atomeita on yksikko¨kopissa nelja¨. Kuvaan on piirretty 14
harmaata atomia, mutta niista¨ vain nelja¨ kuuluu ta¨ha¨n yksikko¨koppiin. Koska yk-
sikko¨kopit toistuvat kaikissa avaruuden ulottuvuuksissa, kahdeksan harmaata ato-
mia on jokainen kahdeksan eri yksikko¨kopin kulmassa. On valittava ka¨yta¨nto¨, joka
ma¨a¨ritta¨a¨, mihin na¨ista¨ kahdeksasta yksikko¨kopista kulmassa oleva atomi kuuluu.
Vastaavasti tahkon keskella¨ olevat harmaat atomit kuuluvat vain toiseen niista¨ yk-
sikko¨kopeista, joiden reunalla ne ovat.
Koska atomit ovat sijoittuneet toistuvaan rakenteeseen, kiteen mikroskooppiset omi-
naisuudet ovat jaksollisia paikkamuuttujan funktioita. Ro¨ntgendiffraktion kannalta
kiinnostavin ominaisuus on sa¨hko¨inen suskeptiivisuus χ(r), joka on skalaariarvoinen
funktio. Sa¨hko¨inen suskeptiivisuus kuvaa aineen ja sa¨hko¨kenta¨n va¨lista¨ vuorovaiku-
4Kuva 1: Sinkkiva¨lkehilan rakenne. Isoilla tummanharmailla ja pienilla¨ vaaleanhar-
mailla palloilla kuvataan atomeita. Atomien sidokset on merkitty paksuilla viivoilla.
Sidoksia atomeihin, jotka eiva¨t na¨y kuvassa, ei ole merkitty. Yksi atomi on aina si-
toutunut nelja¨a¨n erityyppiseen atomiin. Kuvassa on yhden yksikko¨kopin sisa¨lla¨ tai
reunalla olevat atomit. Yksikko¨koppi on ohuilla viivoilla rajattu alue.
tusta. Ro¨ntgensa¨teilyn taajuuksilla magneettikenta¨n ja aineen va¨linen vuorovaiku-
tus on niin heikko, ettei sita¨ tarvitse ottaa huomioon. Funktion χ(r) jaksoja ovat
hilavektorit a1, a2 ja a3 yhta¨lo¨n (2) mukaisesti.
χ(r) = χ(r + ha1 + ka2 + la3), ∀h, k, l ∈ Z (2)
Yksiulotteinen jaksollinen funktio f(x) voidaan esitta¨a¨ Fourier-sarjan avulla
kompleksisten eksponenttifunktioiden a¨a¨retto¨ma¨na¨ summana yhta¨lo¨n (3) mukaises-
ti. Yhta¨lo¨ssa¨ H on reaaliluku, joka ka¨y la¨pi kaikki arvot, jolla yksiulotteisen funktion
jakso a on myo¨s kompleksisen eksponenttifunktion jakso. Ta¨ma¨ ehto voidaan esitta¨a¨
yhta¨lo¨na¨ (4). Fourier-kertoimet fH lasketaan yhta¨lo¨sta¨ (5), jossa integraali otetaan











5Fourier-sarja on yleistetta¨vissa¨ kolmeen ulottuvuuteen, jolloin funktio χ(r) voidaan
myo¨s esitta¨a¨ Fourier-sarjana. Kolmiulotteisessa Fourier-sarjassa skalaari H korva-
taan vektorilla h, ja kompleksisessa eksponenttifunktiossa reaalilukujen tulo korva-
taan skalaaritulolla. Funktio χ(r) saadaan summasta (6), jossa h ka¨y la¨pi yhta¨lo¨n (7)
mukaiset arvot. Sarjan kertoimet χh saadaan yhta¨lo¨sta¨ (8), jossa tilavuusintegraali




χh exp(ih · r) (6)





χ(r) exp(−ih · r)dV (8)
Ongelmaksi ja¨a¨ niiden vektorin h arvojen selvitta¨minen, joilla ehto (7) pa¨tee. Ta¨ta¨
vektorien h joukkoa kutsutaan ka¨a¨nteishilaksi. Kompleksinen eksponenttifunktio saa
arvon 1 vain, kun sen argumentti on 2pi:n moninkerta. Skalaaritulo ja hilavektorien
kokonaislukukertoiminen lineaarikombinaatio voidaan kirjoittaa matriisimuotoon
hT [a1a2a3] [hkl]
T = 2pim, m ∈ Z, ∀h, k, l ∈ Z (9)
joka toteutuu jos ja vain jos ka¨a¨nteishilan vektorin transpoosin ja hilavektorimatrii-
sin matriisitulon rivit ovat 2pi:n moninkertoja. Ehto saadaan siis muotoon
hT [a1a2a3] = 2pi [n1n2n3] , n1, n2, n3 ∈ Z (10)





mika¨ osoittaa, etta¨ ka¨a¨nteishila on matemaattiselta olemukseltaan samanlainen kuin
hila, eli ka¨a¨nteishilan vektorit ovat kolmen vektorin kokonaislukukertoimisia lineaa-
rikombinaatioita. Na¨ita¨ vektoreita kutsutaan ka¨a¨nteishilavektoreiksi b1, b2 ja b3,





Yhta¨lo¨sta¨ (12) saadaan hilavektorien ja ka¨a¨nteishilavektorien pistetulokaavat (13–
14).
ai · bi = 2pi (13)
ai · bj = 0, i 6= j (14)
Ka¨a¨nteishila on ka¨ytto¨kelpoinen tyo¨kalu kaikkialla, missa¨ tarvitaan sellainen vekto-
ri, jonka pistetulo paikkavektorin kanssa antaa yksiko¨tto¨ma¨n luvun. Fourier-sarjan
6lisa¨ksi ta¨llaista vektoria tarvitaan tasojen esitta¨miseen. Avaruuden taso on yk-
sinkertaisinta esitta¨a¨ normaalivektorinsa avulla, jolloin tason yhta¨lo¨ on muotoa
h ·r = C, C vakio. Kide halkeaa yleensa¨ sellaisten tasojen suuntaisesti, joissa atomit
ovat sijoittuneet mahdollisimman yksinkertaisesti. Na¨ma¨ tasot leikkaavat yksikko¨-
kopin kohdissa a1/h, a2/k ja a3/l, joissa h, k ja l ovat pienia¨ kokonaislukuja. Hila-
vektorien ja ka¨a¨nteishilavektorien pistetulokaavoista (13–14) na¨hda¨a¨n, etta¨ ta¨llaisen
tason normaalivektori on h = hb1 + kb2 + lb3, kun valitaan C = 2pi. Jos na¨ita¨ sa-
mansuuntaisia tasoja kuvitellaan olevan avaruudessa tasava¨lein, siten etta¨ yksi taso
on origossa (C = 0) ja toinen on ta¨ma¨ a¨sken kuvattu taso (C = 2pi), na¨iden tasojen








Tasojen suunnat ilmoitetaan yleensa¨ Millerin indeksien avulla, joita merkita¨a¨n (hkl).
Ta¨ma¨ tarkoittaa tasoa, jonka normaalivektori on hb1 + kb2 + lb3. Jos indeksin yla¨-
puolella on viiva, se tarkoittaa etta¨ kyseinen indeksi on negatiivinen. Tason normaa-
livektori voidaan kertoa mielivaltaisella vakiolla, joten esimerkiksi (111) ja (222)
tarkoittavat ta¨sma¨lleen samaa tasoa. Samaa merkinta¨a¨ ka¨yteta¨a¨n tosin myo¨s muis-
sa yhteyksissa¨, joissa tarvitaan ka¨a¨nteishilan vektoreita. Esimerkiksi ro¨ntgendiffrak-
tion eri diffraktiokulmia vastaavat tasot voidaan esitta¨a¨ ka¨teva¨sti Millerin indek-
seilla¨. Ta¨llo¨in kuitenkaan vektoreihin (111) ja (222) liittyva¨a¨ diffraktiota ei havai-
ta samalla kulmalla, koska ro¨ntgendiffraktiossa ka¨a¨nteishilavektorin suunnan lisa¨ksi
pituudella on merkitysta¨.
2.2 Epitaktiset kerrosrakenteet
Epitaksia on ohuiden puolijohdekerrosten kasvatusmenetelma¨, jossa alustakiteen eli
substraatin pa¨a¨lle kasvatetun kerroksen kiderakenne on jatkoa substraatin kidera-
kenteelle. Epitaksia voidaan jakaa homo- ja heteroepitaksiaan. Homoepitaksiassa
kasvatetaan substraatin pa¨a¨lle samaa puolijohdetta kuin mista¨ substraatti koostuu.
Heteroepitaksialla tarkoitetaan epitaksiaa, jossa substraatti ja kerros ovat eri puoli-
johteita. Epitaktisia kerroksia voidaan kasvattaa myo¨s useita pa¨a¨llekka¨in.
Ta¨ssa¨ tyo¨ssa¨ tarkastellaan kuvan 2 kaltaisten rakenteiden karakterisointia ro¨ntgen-
mittauksilla. Paksun substraatin pa¨a¨lle on kasvatettu N homogeenista kerrosta, joil-
la jokaisella on oma koostumus. Rakenne oletetaan a¨a¨retto¨ma¨n levea¨ksi, ja sub-
straatti oletetaan a¨a¨retto¨ma¨n paksuksi. Kerrosten va¨liset rajapinnat oletetaan yh-
densuuntaisiksi. Ro¨ntgendiffraktiomittauksen tulosten analysoinnissa kerrosten ole-
tetaan olevan aina epitaktisia.
Seuraavaksi ka¨sitella¨a¨n substraatin pa¨a¨lle kasvatetun yhden heteroepitaktisen ker-
roksen elastiikkaa. Ka¨sittely on yleistetta¨vissa¨ monikerroksiseen rakenteeseen, mutta
7Kuva 2: Monikerrosrakenteen malli. Pohjimmaisin kerros eli substraatti oletetaan
a¨a¨retto¨ma¨n paksuksi, ja kaikki kerrokset oletetaan a¨a¨retto¨ma¨n leveiksi ja syviksi.
Ylimma¨isen kerroksen yla¨puolella on ilmaa.
ta¨llo¨in ka¨sittelyssa¨ ka¨ytetta¨va¨t substraatin x- ja y-suuntaiset hilavakiot on korvat-
tava kerroksen alapuolella olevan toisen kerroksen hilavakioilla.
Heteroepitaksiassa ohutkerroksen ja substraatin hilavakiot ovat erisuuruisia. Koska
heteroepitaktisen ohutkerroksen kiderakenne on jatkoa substraatin kiderakenteelle,
substraatin ja ohutkerroksen liitos saa ohutkerroksen ja¨nnittyneeseen tilaan. Ohut-
kerros venyy niin, etta¨ sen pinnan suuntainen hilavakio on sama kuin substraatilla.
Substraatti ei veny, koska se on paljon ohutkerrosta paksumpi. Kuvassa 3 on havain-
nollistettu kerroksen venymista¨. Ta¨ssa¨ kuvassa ohutkerros venyy vaakasuunnassa (ja
syvyyssuunnassa).
Venymista¨ pinnan suunnassa vastaa vastakkaissuuntainen venyminen kohtisuoraan.
Ta¨ma¨ kohtisuora venyminen saadaan laskettua ohutkerroksen elastisista vakioista.
Pystysuunnassa tiedeta¨a¨n, etta¨ ja¨nnitysta¨ σzz ei ole. Pystysuuntainen venyma¨ zz
Kuva 3: Epitaktinen kerros venyy pinnan suuntaisesti, mihin liittyy vastakkaissuun-
tainen venyma¨ kohtisuoraan pintaa vasten.
8halutaan selville. Pinnan suuntaiset venyma¨t xx ja yy saadaan laskettua ohutker-







missa¨ dx on todellinen hilavakio x-suunnassa ja dx,0 on hilavakio ta¨ssa¨ suunnassa ve-
nyma¨tto¨ma¨ssa¨ tilassa. Vastaava yhta¨lo¨ pa¨tee tietysti muihinkin suuntiin. Ideaalisella
kerroksella dx ja dy ovat ohutkerrokselle samat kuin substraatille. [1, s. 18]
Epa¨ideaalinen kerros ei ole va¨ltta¨ma¨tta¨ ta¨ysin venynyt x- ja y-suunnissa niin, et-
ta¨ sen hilavakio olisi sama kuin substraatilla. Ta¨llaisen kerroksen epa¨ideaalisuutta
voidaan kuvata relaksaatiolla, joka ma¨a¨ritella¨a¨n yhta¨lo¨lla¨
xx = xx,ideal(1−Rx), (18)
jossa xx,ideal on ideaalisen kerroksen venyma¨, xx on kerroksen oikea venyma¨ ja Rx
on relaksaatio x-suunnassa. Myo¨s y-suunnan relaksaatio ma¨a¨ritella¨a¨n vastaavasti.
[1, s. 18]
Venyma¨ z-suunnassa saadaan laskettua x- ja y-suuntaisten venymien avulla lineaa-
risen elastiikan laeista, joista voidaan johtaa yhta¨lo¨
zz =
−ν
1− ν (xx + yy), (19)
jossa ν on aineen Poissonin vakio kasvatussuuntaan. Vakio voi riippua suunnasta.
[1, s. 16]
Kun venyma¨ z-suunnassa tiedeta¨a¨n, yhta¨lo¨sta¨ (17) voidaan ratkaista z-suuntainen
hilavakio, jolle saadaan yhta¨lo¨
dz = dz,0(1 + zz). (20)
Useasta yhdisteesta¨ koostuvan kerroksen hilavakio voidaan laskea Vegardin laista.
Ta¨ma¨n lineaarisen lain mukaan moniyhdistekerroksen hilavakio on yhdisteiden suh-
teellisilla pitoisuuksilla painotettu keskiarvo niiden hilavakioista. Poikkeama lineaa-
risuudesta on yleensa¨ pieni ja hankala mitata. Jos yhdisteiden suhteelliset pitoisuu-










92.3 Aineen vuorovaikutus ro¨ntgensa¨teilyn kanssa
Aineen suskeptiivisuuden laskeminen ro¨ntgentaajuuksilla perustuu yksinkertaiseen
atomimalliin, jossa atomin positiivisesti varautuneen ytimen ympa¨rilla¨ on elektroni-
pilvea¨ kuvaava yhta¨suuri negatiivinen varausjakauma. Jos atomi ei ole sa¨hko¨kenta¨s-
sa¨, varausjakauman keskiarvo on atomiytimen kohdalla, joten atomilla ei ole dipo-
limomenttia. Kun atomi asetetaan sa¨hko¨kentta¨a¨n, elektronipilvi siirtyy siten, etta¨
varausjakauman keskiarvo ei ena¨a¨ ole atomiytimen kohdalla. Syntyy ulkoista kentta¨a¨
vastustava dipolimomentti.
Atomia mallinnetaan lineaarisella toisen kertaluvun differentiaaliyhta¨lo¨lla¨. Yhta¨lo¨
perustuu klassiseen fysiikkaan ja on siten tarkkaan ottaen virheellinen, mutta auttaa
ymma¨rta¨ma¨a¨n, mista¨ suskeptiivisuus johtuu[3, s. 165]. Varausjakaumaan kohdistuva
nettovoima oletetaan lineaariseksi poikkeaman funktioksi, mika¨ pa¨tee pienilla¨ poik-
keamilla. Mukaan otetaan myo¨s varausjakauman siirtymisnopeuteen verrannollinen







missa¨ me on elektronin massa, e on alkeisvaraus, 2meγ on vaimennustermi, josta
kaksi kertaa elektronin massa on otettu omaksi tekija¨kseen, meω
2
0 on elektronipil-
veen kohdistuvan nettovoiman ja poikkeaman verrannollisuuskerroin, josta elektro-
nin massa on otettu tekija¨ksi ja loput esiteta¨a¨n nelio¨na¨, E on sa¨hko¨kentta¨ ja x on
varausjakauman poikkeama normaalitilasta.
Koska sa¨hko¨magneettisessa sa¨teilyssa¨ kentta¨ va¨ra¨htelee sinimuotoisesti, yhta¨lo¨o¨n
(23) sijoitetaan E = E0 exp(iωt). Aikaharmonisia kenttia¨ ka¨ytta¨ma¨lla¨ kenta¨n ja
poikkeaman vaihe-eroa on helpompi ka¨sitella¨, koska ta¨llo¨in x on verrannollinen
E:hen. Sinimuotoinen kentta¨ voidaan tietysti esitta¨a¨ kahden aikaharmonisen ken-
ta¨n summana, jossa yhden eksponenttifunktion taajuus on positiivinen ja toisen
negatiivinen. Ratkaisuksi saadaan[1, s. 35]
x = − e
me(ω20 + 2iγω − ω2)
E. (24)
Ro¨ntgensa¨teilla¨ taajuus ω on suuri, joten ratkaisun (24) nimitta¨ja¨n voidaan ap-
proksimoida olevan −meω2. Approksimaatio aiheuttaa pienen virheen reaaliosaan
ja unohtaa kokonaan imagina¨a¨riosan. Approksimaation tekema¨lla¨ elektronin polari-
saatioksi P = −xeρe(r) saadaan
P = − e
2
meω2




jossa λ on ro¨ntgensa¨teilyn aallonpituus, c on valon nopeus ja ρe(r) on elektronitiheys.
Yhta¨lo¨ (25) pa¨tee tietysti myo¨s protoneille, mutta koska protonin massa on noin
1800-kertainen elektronin massaan na¨hden, riitta¨a¨ etta¨ pelka¨sta¨a¨n elektronit otetaan
huomioon kokonaispolarisaatiota laskettaessa[1, s. 37].
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Kuva 4: Atomimalli. Positiivisesti varautuneen ytimen (punainen pallo) ympa¨rilla¨
on negatiivisesti varautunut elektronipilvi. Tavallisesti elektronipilven varausjakau-
man keskipiste on ytimen kohdalla, mutta sa¨hko¨kentta¨ E siirta¨a¨ varausjakauman
keskipistetta¨ eta¨isyydelle x atomiytimesta¨, mika¨ indusoi atomiin dipolin.
Sa¨hko¨inen suskeptiivisuus χ on polarisaation ja sa¨hko¨kenta¨n yksiko¨to¨n verrannol-
lisuuskerroin, jonka ma¨a¨ritelma¨na¨ on yhta¨lo¨ P = 0χE. Yhta¨lo¨sta¨ (25) saadaan
suskeptiivisuudelle yhta¨lo¨













≈ 2,81794 · 10−15 m (27)
on luonnonvakio, jota kutsutaan klassiseksi elektronin sa¨teeksi. Sama yhta¨lo¨ on la¨h-
teessa¨ [1, s. 37], mutta siina¨ ka¨yteta¨a¨n SI-ja¨rjestelma¨n sijasta CGS-ja¨rjestelma¨a¨.





jossa Zr on paikassa r olevan atomin elektronien ma¨a¨ra¨ ja δ(r) on kolmiulottei-
nen Diracin deltafunktio. Yhta¨lo¨t (26) ja (28) voidaan yhdista¨a¨ ja sijoittaa luvussa







Zr exp(−ih · r), (29)
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jossa summa lasketaan kaikkien yksikko¨koppiin kuuluvien atomien yli.
Todellisuudessa χh on kuitenkin hieman monimutkaisempi. Yhta¨lo¨n (24) nimitta¨ja¨a¨
approksimoitiin, mika¨ ja¨tta¨a¨ suskeptiivisuuden imagina¨a¨riosan huomiotta ja muut-
taa reaaliosaa hieman. Ta¨ma¨n approksimaation tarkkuus riippuu ro¨ntgensa¨teiden
taajuudesta. Tietyilla¨ taajuuksilla approksimaatio ei pa¨de lainkaan, mita¨ kutsutaan
anomaaliseksi dispersioksi[3, s. 165]. Atomit eiva¨t myo¨ska¨a¨n ole pistema¨isia¨, vaan
atomiytimen ympa¨rilla¨ on elektronipilvi, jolla on tietty varausjakauma. Varausjakau-
ma riippuu myo¨s la¨mpo¨tilasta. Pistevarausapproksimaation tarkkuus riippuu ka¨a¨n-
teishilan vektorista h. Fourier-sarjassa suuret ka¨a¨nteishilan vektorit vastaavat pie-
nia¨ paikkaresoluutioita, joten suurilla ka¨a¨nteishilan vektoreilla pistevarausapproksi-
maatio on epa¨tarkka. Lisa¨ksi on huomioitava, etta¨ malli jolla yhta¨lo¨ (24) johdettiin
perustuu klassiseen fysiikkaan.
Na¨ma¨ ilmio¨t voidaan ottaa huomioon korvaamalla atomiluku Zr sirontakertoi-
mella Fr(ω), joka kerrotaan la¨mpo¨tilariippuvuuden huomioivalla Debye-Waller-
kertoimella. Sirontakertoimen elektronien varausjakaumasta riippuvaa osuutta las-
kettaessa yhta¨lo¨n (8) Fourier-integraali kiteen kokonaiselektronitiheydesta¨ yksik-
ko¨kopin yli muunnetaan yhden yksikko¨kopin sisa¨lta¨mien atomien elektronitihey-
den Fourier-muunnokseksi koko avaruuden yli. Yksitta¨isen atomin elektronitiheyden
Fourier-muunnosta f(h) kutsutaan atomin muotokertoimeksi[3, s. 147]. Sirontaker-
toimeen lisa¨ta¨a¨n myo¨s taajuus- eli aallonpituusriippuvaiset atomikohtaiset termit,
joita kutsutaan Ho¨nlin korjaustermeiksi[3, s. 165].
La¨hteessa¨ [4] atomien muotokertoimet eli Fourier-muunnokset f(h) on parametri-




ai exp(−bis2) + c, (30)
jossa parametri s = |h|/(4pi) = sin(θB)/λ. La¨hteessa¨ [4] ka¨yteta¨a¨n ja¨lkimma¨ista¨
muotoa parametrille s, mutta luvussa 2.4 johdetun Braggin lain avulla voidaan mo-
lemmat muodot osoittaa samoiksi. Atomikohtaiset parametrit ai, bi ja c ma¨a¨ritta¨va¨t
siis atomin elektronitiheyden Fourier-muunnoksen.
La¨hteessa¨ [5] on taulukoitu sirontakertoimen reaali- ja imagina¨a¨riosien f1(λ) ja
f2(λ) vakiokomponentit. Koska Ho¨nlin korjaustermien riippuvuus diffraktiokulmas-
ta eli ka¨a¨nteishilan vektorista on hyvin pieni[3, s. 166], la¨hteen [5] arvoja voidaan
ka¨ytta¨a¨ myo¨s ro¨ntgendiffraktiossa tarvittavien suskeptiivisuuden muiden Fourier-
komponenttien laskennassa. Koska vakiokertoimelle s = 0, voidaan sirontakerroin
ilmaista kahdella eri tavalla
F (λ) = f(0) + f ′(λ) + if ′′(λ) = f1(λ) + if2(λ), (31)
joista saadaan kaavat la¨hteen [5] taulukkoarvojen muuntamiseksi Ho¨nlin korjauster-
meiksi
f ′(λ) = f1(λ)− f(0) (32)
f ′′(λ) = f2(λ). (33)
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Elektronien la¨mpo¨liike muuttaa varausjakaumaa, mika¨ otetaan huomioon kerto-
malla sirontakerroin F (λ) Debye-Waller-la¨mpo¨tilakertoimella exp(−Bs2), jossa s
on ma¨a¨ritelty samalla tavalla kuin muotokertoimen laskennassa. Debye-Waller-
la¨mpo¨tilakerroin perustuu oletukseen, etta¨ varausjakauma levia¨a¨ pallosymmetrisen
gaussisen jakauman mukaisesti[3, s. 149]. Ta¨ssa¨ B on Debye-Waller-B-kerroin, jonka
arvoja on taulukoitu la¨hteessa¨ [6]. Jos B-kertoimia ei ole taulukossa, ne voidaan las-
kea Debyen la¨mpo¨tilasta[6]. Debyen B-kertoimia ei tunneta kaikille alkuaineille, ja
ne riippuvat atomin lisa¨ksi siita¨ kiteesta¨, jossa atomi on[6]. Ta¨ma¨ johtuu siita¨, etta¨
atomin la¨mpo¨liike riippuu sen ympa¨rilla¨ olevista atomeista[3, s. 148]. Jos alkuaineel-
le on taulukoitu useita B-kertoimia erilaisille kiteille, arvoista ka¨yteta¨a¨n keskiarvoa,
mita¨ ehdotetaan la¨hteessa¨ [7].
Jos aine on seos, yhdella¨ paikalla voi olla yksi useammasta atomista. Esimerkiksi
Al0,2Ga0,8As on III- ja V-ryhmien atomeista koostuva puolijohde, jonka kidehila on
sinkkiva¨lkehila. Ta¨ma¨n aineen kiderakenteessa III-ryhma¨n atomin paikalla on toden-
na¨ko¨isyydella¨ p = 0,2 alumiiniatomi ja todenna¨ko¨isyydella¨ p = 0,8 galliumatomi.
Todenna¨ko¨isyytta¨ p kutsutaan okkupaatioluvuksi[3, s. 87]. Suskeptiivisuusyhta¨lo¨s-
sa¨ (29) otetaan summaan seka¨ gallium- etta¨ alumiiniatomit, mutta na¨ma¨ termit
kerrotaan galliumin ja alumiinin okkupaatioluvuilla.










r (λ)) exp(−Bs2) exp(−ih · r), (34)
jossa summa lasketaan kaikkien yksikko¨kopin atomeiden yli, V on yksikko¨kopin tila-
vuus, r on atomin paikka, pr on okkupaatioluku, re on klassinen elektronin sa¨de, λ on
ro¨ntgensa¨teilyn aallonpituus ja s = |h|/(4pi). Yksikko¨kopin tilavuudessa V ja ka¨a¨n-
teishilavektorin pituudessa |h| on otettava huomioon yksikko¨kopin venyminen (lu-
ku 2.2). Ka¨yta¨nno¨ssa¨ ka¨a¨nteishilavektorin pituus on yksinkertaisinta laskea kaavalla
(16). Pistetulo h · r lasketaan esitta¨ma¨lla¨ atomin paikka r hilavektorien reaalikertoi-
misena lineaarikombinaationa, esitta¨ma¨lla¨ h ka¨a¨nteishilavektorien kokonaislukuker-
toimisena lineaarikombinaationa ja ka¨ytta¨ma¨lla¨ pistetulokaavoja (13–14). La¨hteessa¨
[5] taulukoitujen arvojen perusteella saadaan atomikohtaiset aallonpituusriippuvat
Ho¨nlin korjaustermit f ′r(λ) ja f
′′
r (λ), jotka lasketaan kaavoista (32–33). Muotoker-
roinfunktio fr(s) on ma¨a¨ritelty yhta¨lo¨ssa¨ (30), jonka atomikohtaiset taulukkoarvot
ai, bi ja c saadaan la¨hteesta¨ [4]. B on Debye-Waller-B-kerroin, joka otetaan joko
suoraan taulukosta tai lasketaan taulukoidun Debyen la¨mpo¨tilan avulla[6].
2.4 Ro¨ntgendiffraktio
Ro¨ntgendiffraktio (XRD) on ilmio¨, jossa kiderakenteessa olevat sa¨a¨nno¨llisesti ja¨rjes-
ta¨ytyneet atomit sirottavat sa¨teilya¨ joka puolelle palloaaltona, joka interferoi tietyis-
sa¨ suunnissa vahvistavasti. Na¨ita¨ suuntia kutsutaan diffraktiosuunniksi. Diffraktioil-
mio¨ta¨ voidaan kuvata kahdella diffraktioteorialla, jotka ovat kinemaattinen diffrak-
tioteoria ja dynaaminen diffraktioteoria. Kinemaattisessa diffraktioteoriassa olete-
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taan, etta¨ kiteeseen saapuu tasoaalto, jonka intensiteetti pysyy vakiona. Na¨inha¨n ei
tietenka¨a¨n oikeasti ole, silla¨ atomien sirottaman sa¨teilyn interferenssi vaikuttaa myo¨s
kiteeseen saapuvaan tasoaaltoon. Dynaamisessa diffraktioteoriassa sirontailmio¨ta¨ ka¨-
sitella¨a¨n sa¨hko¨isen suskeptiivisuuden avulla, ja diffraktioilmio¨ saadaan Maxwellin
yhta¨lo¨iden ratkaisuista. Kinemaattinen diffraktioteoria on ta¨rkea¨ ymma¨rta¨a¨, koska
myo¨s dynaamisessa diffraktioteoriassa tarvitaan kinemaattiseen diffraktioteoriaan
liittyvia¨ ka¨sitteita¨.
Oletetaan kinemaattisen diffraktioteorian mukaisesti, etta¨ kiteeseen saapuu aikahar-
moninen tasoaalto
E0 = A0 exp(−ik0 · r) exp(iωt) = E0,0 exp(iωt), (35)
jonka aikariippuvuus piilotetaan ka¨sittelema¨lla¨ aikaharmonisen kenta¨n kerrointa. k0
on sa¨teilyn aaltovektori ja A0 on sa¨hko¨kenta¨n va¨ra¨htelyamplitudi. Kiteesta¨ diffrak-
toituu tiettyihin suuntiin aikaharmonisia tasoaaltoja, joiden kertoimet ovat
E1,0 = A1 exp(−ik1 · r), (36)
jossa aaltovektoreiden pituudet ovat samat, eli |k1| = |k0|, koska sa¨teilyn taajuus ei
muutu.
Oletetaan, etta¨ jokainen hilapiste heijastaa sa¨teilya¨ tietylla¨ heijastuskertoimella k
siten, etta¨ |Ej,1| = k|E0|, jossa Ej,1 on kyseisesta¨ hilapisteesta¨ rj sironneen sa¨teilyn
osuus la¨hteva¨sta¨ tasoaallosta. Diffraktio tapahtuu, kun kaikista hilapisteista¨ sironnut
sa¨teily on samassa vaiheessa tarkasteltuna esimerkiksi pisteessa¨ r = 0. Kun otetaan
huomioon tulevan tasoaallon vaihesiirto origosta pisteeseen rj, heijastuskerroin ja
la¨hteva¨n sa¨teilyn vaihesiirto takaisin origoon, saadaan aikaharmonisen sirontakenta¨n
kertoimeksi origossa
Ej,1,0 = uˆ|A0| exp(−ik0 · rj)k exp(ik1 · rj) = uˆ|A0|k exp(i(k1 − k0) · rj), (37)
jossa uˆ on yksikko¨vektori, joka ma¨a¨ritta¨a¨ sa¨hko¨kenta¨n suunnan.
Jotta sa¨teet olisivat samassa vaiheessa, eksponenttitekija¨n ta¨ytyy olla hilapisteesta¨
rj riippumaton vakio. Koska myo¨s paikassa 2rj on hilapiste, vakion ta¨ytyy lisa¨ksi
olla 1. Ehto diffraktiolle on siis
exp(i(k1 − k0) · rj) = 1 ∀rj, (38)
mika¨ on suoraan ka¨a¨nteishilan ma¨a¨ritelma¨ — ehto toteutuu kaikilla hilapisteilla¨ rj
jos ja vain jos k1 − k0 on jokin ka¨a¨nteishilan vektori h. Kuten aiemmin todettiin,
lisa¨ehtona vektorien k1 ja k0 pituuksien on oltava yhta¨suuret. Kuvassa 5 havainnol-
listetaan diffraktiota. Tulevan ja la¨hteva¨n aaltovektorin kulmat suhteessa diffraktio-
tasoon ovat samat. Ta¨lle kulmalle ka¨yteta¨a¨n merkinta¨a¨ θ. Diffraktioilmio¨ havaitaan,
kun θ = θB, jossa θB on Braggin kulma.






Kuva 5: Ro¨ntgendiffraktioon liittyva¨t tasot, kulmat ja vektorit. Vihrea¨t vektorit k0
ja k1 ovat tulevan ja la¨hteva¨n sa¨teen aaltovektorit. Myo¨s vektorien vastavektorit
ovat kuvassa. Vektori h = k1 − k0 on ka¨a¨nteishilan vektori. Ruskea taso on diffrak-
tiotaso, eli taso jonka normaalivektori h on. Sa¨teiden tulo- ja la¨hto¨kulmat suhteessa
diffraktiotasoon ovat samat, ja niita¨ merkita¨a¨n θ:lla. Na¨ytteen pinta on sininen taso.
Na¨ytteen pinnan ja diffraktiotason va¨linen kulma on φ.
johon voidaan sijoittaa ka¨a¨nteishilan vektorin pituus |h| = 2pi
d
ja aaltovektorin pituus
|k0| = 2piλ . Yhta¨lo¨ muuttuu lopulta muotoon
2d sin θB = λ, (40)
missa¨ λ on aallonpituus, d on heijastavien tasojen va¨linen eta¨isyys ja θB on Braggin
kulma. Yhta¨lo¨a¨ (40) kutsutaan Braggin laiksi. Braggin laissa heijastavat tasot ovat
ta¨ysin ka¨a¨nteishilan vektorin avulla ma¨a¨riteltyja¨, joten Braggin laki pa¨tee, vaikka
tasojen eta¨isyys jaettaisiin milla¨ tahansa kokonaisluvulla n, silla¨ myo¨s nh on ka¨a¨n-
teishilan vektori.
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Dynaaminen diffraktioteoria perustuu Maxwellin yhta¨lo¨ihin, jotka ovat va¨liaineessa
∇× E = −dB
dt
(41)
∇×H = Jfree + dD
dt
(42)
∇ ·B = 0 (43)
∇ ·D = ρfree, (44)
ja materiaalista riippuviin konstitutiivisiin yhta¨lo¨ihin
D = E = 0(1 + χ)E (45)
B = µH = µ0(1 + χm)H, (46)
joissa E on sa¨hko¨kenta¨n voimakkuus ja B on magneettivuon tiheys. Na¨ma¨ ovat fy-
sikaalisia sa¨hko¨- ja magneettikenttia¨, jotka aiheuttavat sa¨hko¨varaukseen Lorentzin
voiman. Va¨liaineessa yhta¨lo¨iden ratkaisemista helpottaa, jos ka¨ytta¨a¨ na¨iden kenttien
lisa¨ksi kenttia¨ D ja H, jotka ovat sa¨hko¨vuon tiheys ja magneettikenta¨n voimakkuus.
Jfree on vapaa virrantiheys, jossa ei ole otettu huomioon polarisaation muutoksesta
ja magnetisoitumisesta johtuvia virrantiheyksia¨. ρfree on vapaa varaustiheys, jossa ei
ole otettu huomioon polarisaatiovaraustiheytta¨. 0 ja µ0 ovat tyhjio¨n permittiivisyys
ja permeabiliteetti, jotka ovat luonnonvakioita. χ on sa¨hko¨inen suskeptiivisuus, joka
kuvaa va¨liaineen polarisoitumista sa¨hko¨kenta¨n vaikutuksesta. χm on magneettinen
suskeptiivisuus, joka kuvaa va¨liaineen magnetisoitumista magneettikenta¨n vaikutuk-
sesta.
Ro¨ntgendiffraktiossa vapaata varaustiheytta¨ ρfree ei ole, koska kaikki varaustiheys
johtuu polarisaatiosta. Ro¨ntgentaajuuksilla magneettinen suskeptiivisuus χm = 0,
eli va¨liaineen ja kenttien vuorovaikutus ro¨ntgensa¨teilla¨ on puhtaasti sa¨hko¨inen.
Myo¨ska¨a¨n vapaata virrantiheytta¨ Jfree ei ole, koska kaikki virrantiheys johtuu pola-
risaation aikamuutoksesta. χ on kiteisella¨ aineella paikan funktio χ(r), joka voidaan
esitta¨a¨ Fourier-sarjan avulla (luvut 2.1 ja 2.3).
Ta¨ssa¨ tyo¨ssa¨ tarkastellaan diffraktiota epitaktisista monikerrosrakenteista, joissa dif-
fraktio mitataan ka¨a¨nteishilavektorista, joka on kohtisuorassa na¨ytteen pintaa vas-
taan. Esimerkiksi jos na¨ytteen pinnan Millerin indeksi on (100), diffraktio voisi ta-
pahtua ka¨a¨nteishilavektoreista (100), (200), (300), (400) ja yleisesti (n00), jossa n
on mika¨ tahansa kokonaisluku. Sinkkiva¨lke- ja timanttihiloilla kuitenkin yksikko¨ko-
pin sisa¨isesta¨ rakenteesta johtuen diffraktioiden (100), (200) ja (300) intensiteetti on
nolla tai hyvin pieni, joten na¨illa¨ kiderakenteilla ka¨yteta¨a¨n vektoria (400). Na¨yttei-
den epa¨ideaalisuudesta johtuen ka¨a¨nteishilavektori ei itse asiassa ole aivan tarkal-
leen kohtisuorassa pintaa vasten, vaan se poikkeaa kohtisuoruudesta pienen kulman
φ verran. Na¨ytteeseen kohdistetaan ro¨ntgensa¨teita¨ kulmassa θ − φ pinnan kanssa.
Diffraktoitunut sa¨teily mitataan kulmassa θ+ φ. Ta¨llo¨in tulo- ja la¨hto¨kulmat ka¨a¨n-
teishilan vektorin suhteen ovat samat, mika¨ on diffraktion edellytys.
Diffraktiointensiteettia¨ mitataan kulman θ funktiona. Jos na¨ytteessa¨ on useita ker-
roksia, jokaisella kerroksella on oma Braggin kulmansa. Kun θ on tarkalleen yhta¨suu-
ri kuin jonkin kerroksen Braggin kulma, diffraktiointensiteetti on voimakas. Na¨iden
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Kuva 6: Yksinkertaisen rakenteen simuloitu diffraktiointensiteetti lineaarisella ja lo-
garitmisella asteikolla. Lineaarisella asteikolla voimakkaat diffraktiopiikit peitta¨va¨t
alleen aaltoilun, josta saadaan paksuusinformaatio. Logaritmisella asteikolla aaltoilu
erottuu hyvin.
kulmien la¨histo¨lla¨ diffraktiointensiteetti on huomattavasti pienempi, mutta sisa¨lta¨a¨
paljon ta¨rkea¨a¨ tietoa na¨ytteen rakenteesta. Diffraktiointensiteetissa¨ havaitaan aal-
toilua kulman funktiona, mista¨ saadaan selville kerrosten paksuudet. Aaltoilu havai-
taan parhaiten logaritmisella asteikolla, minka¨ vuoksi kuvaajia on tapana ka¨sitella¨
ta¨lla¨ asteikolla (kuva 6). Braggin kulmista saadaan selville na¨ytteiden koostumus,
koska Braggin kulma riippuu heijastavien tasojen va¨lisesta¨ eta¨isyydesta¨, joka on ver-
rannollinen hilavakioon. Hilavakio riippuu kerroksen koostumuksesta Vegardin lain
mukaisesti, ja myo¨s kerroksen venyminen muuttaa hilavakioita eri suunnissa.
Yhta¨lo¨ita¨ diffraktiointensiteetin laskentaan ei johdeta ta¨ssa¨, vaan yhta¨lo¨t ja niiden
ratkaisut esiteta¨a¨n ta¨ssa¨ ainoastaan lyhyesti. Tarkempaa tietoa dynaamisesta dif-
fraktioteoriasta saa ro¨ntgendiffraktiokirjallisuudesta[1]. Ta¨ssa¨ tyo¨ssa¨ lasketaan in-
tensiteetti rekursiokaavoilla, jotka on johdettu artikkelissa [2]. Maxwellin yhta¨lo¨ista¨
voidaan johtaa ro¨ntgendiffraktiolle Takagi-Taupin-yhta¨lo¨ olettaen, etta¨ vain sa¨hko¨i-
sen suskeptiivisuuden vakiokomponentilla χ0 ja Braggin kulmaa vastaavan ka¨a¨n-
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teishilavektorin Fourier-komponenteilla χh ja χh on merkitysta¨ diffraktiointensiteet-
























γ0 = sin(θB − φ) (52)
γH = − sin(θB + φ), (53)
joissa θ on sa¨teiden tulokulma suhteessa heijastaviin tasoihin, θB on hilavektoria
h vastaava Braggin kulma, φ on heijastavien tasojen ja pinnan va¨linen kulma, χh
ja χh ovat na¨ita¨ hilavektoreita vastaavat suskeptiivisuuden Fourier-sarjan kompo-
nentit, χ0 on suskeptiivisuuden vakiokomponentti, C on polarisaatiokerroin joka on
1 σ-polarisaatiolle ja | cos 2θB| pi-polarisaatiolle, λ on aallonpituus, γ0 ja γH ovat
Braggin kulmalla tulevan ja la¨hteva¨n sa¨teen suuntakulmien kosinit mitattuna pinn-
annormaalista, b on heijastuksen asymmetrisyytta¨ kuvaava luku joka on noin −1,
η on tulokulman ja Braggin kulman erotuksesta riippuva poikkeamaparametri, T
on syvyyden t avulla ma¨a¨ritelty suure ja X on tulevan ja la¨hteva¨n sa¨teiden ampli-
tudien DH ja D0 suhteen avulla ma¨a¨ritelty suure. Suureet η, T ja X ovat ma¨a¨ri-
telty siten, etta¨ yhta¨lo¨sta¨ tulisi mahdollisimman yksinkertainen. Suskeptiivisuuden
Fourier-komponentit lasketaan kaavalla (34), ja Braggin kulma saadaan yhta¨lo¨sta¨
(40), jossa on otettava huomioon yksikko¨kopin venyminen (luku 2.2).
Yhta¨lo¨ voidaan ratkaista separoimalla ja integroimalla. Jos X on kerroksen pohjas-
sa X0 ja kerroksen pinnalla Xt, ja kerros on homogeeninen (η vakio), saadaan Xt
rekursiokaavan avulla
Xt = η +
√
η2 − 1S1 + S2
S1 − S2 , (54)
jossa
S1 = (X0 − η +
√
η2 − 1) exp(−iT
√
η2 − 1) (55)
S2 = (X0 − η −
√
η2 − 1) exp(iT
√
η2 − 1). (56)
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Ratkaisukaavoissa (54-56) suure T ma¨a¨ritella¨a¨n muuten saman yhta¨lo¨n avulla kuin
aiemmin, mutta ta¨ssa¨ yhta¨lo¨ssa¨ t:lla¨ on nyt erilainen rooli. Aiemmin t oli syvyyspa-
rametri ja T ta¨sta¨ parametrista riippuva suure, jonka suhteen derivoitiin. Nyt t on
kerroksen paksuus.
Pohjimmaisena kerroksena on huomattavasti muita kerroksia paksumpi substraatti.
Substraatti oletetaan ta¨ssa¨ a¨a¨retto¨ma¨n paksuksi kerrokseksi, jolle voidaan rekursio-
kaavan raja-arvosta johtaa Darwin-Prins-yhta¨lo¨
X∞ = η ±
√
η2 − 1, (57)
jossa merkki valitaan vastakkaiseksi kuin poikkeamaparametrin η reaaliosan merkki.
Sa¨teen heijastuvuus pa¨a¨llimma¨isen kerroksen pinnalla saadaan suureen X ma¨a¨ritel-
ma¨sta¨. Heijastuvuus ilmaistaan intensiteetille eika¨ kentta¨voimakkuudelle. Polarisoi-
tumattoman sa¨teen intensiteetti on σ- ja pi-polarisoituneiden sa¨teiden intensiteettien
keskiarvo. Heijastuvuus ei ole suoraan kenttien amplitudien suhteen nelio¨, koska sii-
na¨ on otettava huomioon asymmetriaparametri b, joka muuttaa sa¨teen poikkileik-
kauksen suuruutta. Heijastuvuus on[2]
P =
∣∣∣∣√χhχh
∣∣∣∣ |X|2 . (58)
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3 Tutkimusongelma ja -menetelma¨t
3.1 Ka¨a¨nteisongelma
Jos na¨ytteen rakenne tunnetaan, on helppo laskea ro¨ntgensa¨teilyn diffraktiointen-
siteetti. Diffraktiointensiteetti lasketaan ka¨ytta¨en luvussa 2.4 esitettya¨ dynaamista
diffraktioteoriaa.
Na¨ytteelle on rakennettava kerrosmalli, jonka kerrosten muuttujia ovat ro¨ntgendif-
fraktion tapauksessa jokaisen kerroksen paksuus, koostumus ja relaksaatio. Malliin
kuuluu myo¨s pinnan ja heijastavien tasojen va¨linen kulma. Lisa¨ksi tulevan ro¨ntgen-
sa¨teilyn intensiteetti ja taustasa¨teilyn intensiteetti otetaan malliin mukaan.
Merkita¨a¨n mallin muuttujia x1, x2, . . . , xn. On siis olemassa funktio I, jolle annetaan
mallin muuttujat ja tulokulma ja joka laskee la¨hteva¨n sa¨teilyn intensiteetin na¨ista¨.
Lisa¨ksi ta¨ma¨n funktion arvo voidaan laskea helposti. Merkita¨a¨n tulokulmia αk:lla.
Jokaista tulokulmaa kohti saadaan laskettua la¨hteva¨n sa¨teilyn intensiteetti Isim,k
yhta¨lo¨sta¨ (59).
Isim,k = I(αk, x1, x2, . . . , xn) (59)
Diffraktiomittauksissa kuitenkin intensiteetit ovat mitattuja suureita, ja na¨iden tie-
tojen avulla pita¨isi saada laskettua muuttujien xi arvot. Jos funktio on riitta¨va¨n yk-
sinkertainen, voitaisiin lo¨yta¨a¨ menetelma¨, jolla riitta¨va¨n monella tulokulmalla mita-
tuista intensiteeteista¨ voitaisiin laskea muuttujien arvot. Intuitiivisesti n tulokulman
arvoa riitta¨isi, koska n tuntematonta vaatii yleensa¨ n yhta¨lo¨a¨ ratketakseen yksika¨-
sitteisesti.
Yhta¨lo¨n ratkaisemiseen perustuvassa menetelma¨ssa¨ on kuitenkin useita ongelmia.
Ro¨ntgendiffraktion mallinnukseen ka¨ytetta¨va¨t yhta¨lo¨t ovat epa¨lineaarisia, joten niil-
la¨ ei ole va¨ltta¨ma¨tta¨ yksika¨sitteista¨ ratkaisua. Jos ratkaisu on, se olisi etsitta¨va¨ nu-
meerisella iteraatiolla, mika¨ vaatisi alkuarvauksen. Useat numeeriset ratkaisumene-
telma¨t toimivat varmuudella vain, jos alkuarvaus on riitta¨va¨n la¨hella¨ ratkaisua. Jos
ratkaisu lo¨ydetta¨isiin, siihen ei voitaisi luottaa, koska jouduttaisiin olettamaan, etta¨
kerrosmalli on oikea. Yhta¨lo¨ryhma¨ myo¨s saattaa olla sellainen, etta¨ pienikin kohi-
na mittausdatassa tai epa¨ideaalisuus na¨ytteessa¨ tai mittausolosuhteissa va¨a¨rista¨a¨
mittaustuloksia liikaa.
Ka¨yta¨nno¨ssa¨ mittauksissa ka¨yteta¨a¨n ylima¨a¨ra¨ytyva¨a¨ yhta¨lo¨ryhma¨a¨, jossa on yhta¨-
lo¨ita¨ huomattavasti enemma¨n kuin tuntemattomia. Yhta¨lo¨t ovat muotoa (59), mut-
ta niissa¨ tietysti ka¨yteta¨a¨n mitattuja intensiteetteja¨ Imeas,k. Ta¨llo¨in voidaan luottaa
mitattuihin muuttujien arvoihin enemma¨n, koska satunnaisesti valitulla virheellisel-
la¨ mallilla laskettuja intensiteetteja¨ ei todenna¨ko¨isesti saada vastaamaan mitattu-
ja intensiteetteja¨. Jos yhta¨lo¨ita¨ on yhta¨ monta kuin tuntemattomia, mille tahansa
mallille lo¨ydeta¨a¨n ratkaisu riippumatta mallin totuudenmukaisuudesta. Ro¨ntgendif-
fraktioka¨yra¨t eiva¨t kuitenkaan sisa¨lla¨ kaikkea mahdollista tietoa na¨ytteesta¨, joten
virheellisen mallin voi saada sopimaan mittaustuloksiin.
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Ylima¨a¨ra¨ytyva¨lla¨ yhta¨lo¨ryhma¨lla¨ ei ole ratkaisua kuin a¨a¨rimma¨isen harvinaisissa
poikkeustapauksissa muun muassa mittausten kohinasta ja na¨ytteiden epa¨ideaali-
suudesta johtuen. Voidaan kuitenkin etsia¨ muuttujien xi arvot, jolla lasketut inten-
siteetit vastaavat kokonaisuutena mahdollisimman hyvin mitattuja intensiteetteja¨.
Graafisesti ta¨ma¨ voidaan esitta¨a¨ lasketun intensiteettika¨yra¨n sovituksena mitattuun
ka¨yra¨a¨n. Ka¨yra¨n sovitukseen tarvitaan kelpoisuusfunktio, joka mittaa mitatun ka¨y-
ra¨n ja lasketun ka¨yra¨n eroa. Funktio mittaa itse asiassa ka¨a¨nteista¨ kelpoisuutta,
silla¨ pienilla¨ kelpoisuusfunktioiden arvoilla mitatut intensiteetit eroavat vain va¨ha¨n
lasketuista intensiteeteista¨, eli kelpoisuus on hyva¨. Kelpoisuusfunktio laskee siis mi-
tattujen ja laskettujen intensiteettien perusteella na¨iden intensiteettien eroavaisuu-
den, jota kuvataan reaaliluvulla. Kelpoisuusfunktion globaalista minimista¨ saadaan
lopulliset mitatut arvot muuttujille xi, eli na¨ytteen rakenteen selvitta¨miseksi on rat-
kaistava globaali optimointiongelma.
Kelpoisuusfunktiona ta¨ssa¨ tyo¨ssa¨ ka¨yteta¨a¨n logaritmisten intensiteettien erotuksien
nelio¨summaa (yhta¨lo¨ 60). Erotuksien nelio¨summa on perinteisesti ka¨yra¨n sovitukses-
sa ka¨ytetty kelpoisuusfunktio. Sovitus tehda¨a¨n logaritmisella asteikolla, koska ta¨l-
laisella asteikolla diffraktioilmio¨n eri yksityiskohdat tulevat parhaiten na¨kyvin (luku
2.4). Logaritmisen asteikon ka¨yto¨lla¨ on myo¨s huonoja ominaisuuksia, silla¨ logarit-




(log Imeas,k − log Isim,k)2 (60)
3.2 Optimointialgoritmit
Ka¨a¨nteisongelma ratkaistaan differentiaalievoluutiolla (DE, differential evolution),
joka on tehokas globaali optimointialgoritmi monimutkaisille funktioille. Differenti-
aalievoluutiota on ka¨ytetty paljon useisiin ka¨yta¨nno¨n optimointiongelmiin, joissa sen
on havaittu toimivan hyvin tehokkaasti. Differentiaalievoluutiota on ka¨ytetty aiem-
min myo¨s ro¨ntgendiffraktiodatan analysoinnissa[8]. Sovitusalgoritmi on kirjoitettu
toimimaan Matlabilla ja GNU Octavella.
Differentiaalievoluutio perustuu ainoastaan kelpoisuusfunktion arvon laskemiseen
toisin kuin monet muut algoritmit, kuten Newtonin iteraatio ja gradienttilaskeu-
tuminen, jotka tarvitsevat myo¨s optimoitavan funktion derivaattoja. Differentiaa-
lievoluutio ei siis vaadi kelpoisuusfunktiolta derivoituvuutta eika¨ edes jatkuvuutta.
Kelpoisuusfunktion arvoa ka¨yteta¨a¨n ainoastaan vertailussa toisiin kelpoisuusfunk-
tioiden arvoihin, joten jos kelpoisuusfunktio on F (x1, . . . , xn) ja f(x) on aidosti kas-
vava funktio, niin myo¨s f(F (x1, . . . , xn)) toimii ta¨sma¨lleen yhta¨ hyvin kelpoisuus-
funktiona. Differentiaalievoluutio on siis invariantti kelpoisuusfunktion absoluuttisel-
le arvolle, ja ainoastaan suuruusja¨rjestyksella¨ on merkitysta¨ optimointiin. Ta¨llainen
invarianssi on hyo¨dyllinen, silla¨ se va¨henta¨a¨ tarvetta kelpoisuusfunktion huolelliseen
valintaan. Toisaalta se va¨henta¨a¨ mahdollisuutta optimoida kelpoisuusfunktio sellai-
seksi, etta¨ differentiaalievoluutio konvergoituu mahdollisimman hyvin tietylla¨ ongel-
malla. Voidaan siis todeta, etta¨ differentiaalievoluutio on hyva¨ yleiska¨ytto¨isena¨ opti-
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mointialgoritmina, jota kannattaa kokeilla tiettyyn globaaliin optimointiongelmaan
ensimma¨isena¨ optimointialgoritmina. Muita vaihtoehtoisia globaaleja optimointial-
goritmeja ovat esimerkiksi Monte Carlo -menetelma¨ ja simuloitu ja¨a¨hdytys, mutta
ne ovat tehottomia, koska ne eiva¨t ota huomioon kelpoisuusfunktion geometriaa[8].
Differentiaalievoluution lisa¨ksi on olemassa myo¨s muita evoluutiopohjaisia optimoin-
tialgoritmeja.
Differentiaalievoluution perusidea on samankaltainen kuin biologisella evoluutiolla.
Differentiaalievoluutiossa optimointiparametrien (x1, . . . , xn) arvoja kutsutaan yk-
silo¨ksi. Yksitta¨ista¨ optimointiparametria kutsutaan geeniksi. Optimoinnin aikana
ylla¨pideta¨a¨n populaatiota, jossa yksilo¨ita¨ on vakioma¨a¨ra¨ N . Tarkoituksena on mak-
simoida jokaisen populaation yksilo¨n kelpoisuus, eli minimoida kelpoisuusfunktion
arvo. Populaation kelpoisuus maksimoidaan mutaatiolla, risteytyksella¨ ja valinnalla.
Mutaatiolla ja risteytyksella¨ muodostetaan uusia yksilo¨ita¨, ja valinnalla rajoitetaan
kasvaneen populaation kokoa niin, etta¨ se pysyy vakiona N . Mutaation ensisijai-
sena tarkoituksena on lo¨yta¨a¨ uusia geeneja¨, jotka saattavat parantaa kelpoisuutta.
Suurin osa mutaatioista tietenkin heikenta¨a¨ kelpoisuutta, mutta ilman mutaatiota
uusia geeneja¨ ei lo¨ydetta¨isi. Risteytyksen tarkoituksena on muodostaa uusi yksilo¨,
jolla on kahden vanhan yksilo¨n hyva¨t geenit, mutta ei huonoja. Suurin osa ristey-
tyksista¨ tietysti ei paranna kelpoisuutta merkitta¨va¨sti, silla¨ risteytys saattaa ihan
yhta¨ hyvin valita uuteen yksilo¨o¨n kahden vanhan yksilo¨n huonot geenit. Geeneil-
la¨ saattaa viela¨pa¨ olla geenienva¨lisia¨ vuorovaikutuksia, jolloin esimerkiksi (a1, b1) ja
(a2, b2) saattavat olla hyvia¨ yksilo¨ita¨, mutta (a1, b2) ja (a2, b1) huonoja. Ilman ristey-
tysta¨ ei kuitenkaan lo¨ydetta¨isi yhta¨ nopeasti yksilo¨ita¨, jolla kaikki geenit ovat hyvia¨.
Valinta lopulta poistaa uudesta populaatiosta huonot yksilo¨t ja ja¨tta¨a¨ hyva¨t ja¨ljelle.
Kun mutaatiota, risteytysta¨ ja valintaa kohdistaa populaatioon riitta¨va¨n monta ker-
taa, populaatio lopulta konvergoituu, ja lo¨ydeta¨a¨n jokin kelpoisuusfunktion minimi.
Mita¨a¨n takeita ei ole siita¨, etta¨ ta¨ma¨ minimi olisi globaali minimi, mutta ka¨yta¨n-
no¨ssa¨ on havaittu differentiaalievoluution lo¨yta¨va¨n globaalin minimin kohtuullisen
monimutkaisillakin funktioilla.
Yksilo¨ita¨ ja populaatioita voidaan havainnollistaa kuvan 7 kaltaisilla diagrammeilla.
Differentiaalievoluutio vaatii, etta¨ geenit ovat reaalilukuja. Kuvassa 7 yksilo¨a¨ vastaa
piste, jonka x-koordinaatti on sama kuin yksilo¨n ensimma¨inen geeni ja y-koordinaatti
sama kuin toinen geeni. Populaatio koostuu useasta yksilo¨sta¨ eli useasta pisteesta¨.
Diagrammeilla havainnollistetaan vain kaksigeenisia¨ yksilo¨ita¨, koska kaksiulotteisella
paperilla ei voida ja¨rkeva¨sti havainnollistaa kolmatta geenia¨. Differentiaalievoluutio
toimii tietysti riippumatta geenien lukuma¨a¨ra¨sta¨. Jos geeneja¨ kuitenkin on paljon,
optimointi kesta¨a¨ kauan.
Mutaatiossa kaikkia yksilo¨n geeneja¨ muutetaan satunnaisesti. Jos mutatoitava yk-
silo¨ (xi, yi) tulkitaan vektoriksi ui,mut, mutaatio voidaan tulkita siten, etta¨ yksilo¨o¨n
lisa¨ta¨a¨n satunnainen mutaatiovektori wi josta saadaan mutatoitu vektori ui,mut
′ eli
ui,mut
′ = ui,mut + wi. (61)
Mutaatiovektoria wi ei saa tietenka¨a¨n valita miten tahansa. Kuvassa 8 havainnollis-
tetaan asiaa. Koska populaation yksilo¨t ovat asettuneet likimain ellipsin muotoiselle
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Kuva 7: Kaksigeenisten yksilo¨iden populaatiodiagrammi, jossa yksilo¨t esiteta¨a¨n pu-
naisina pisteina¨.
alueelle, kelpoisuusfunktio on sellainen, etta¨ ta¨lla¨ alueella on tietyssa¨ mielessa¨ hy-
via¨ yksilo¨ita¨. Uusia yksilo¨ita¨ pita¨isi siis etsia¨ ta¨ma¨n ellipsin sisa¨puolelta tai la¨helta¨.
Lisa¨ksi on edullista, etta¨ mutaatio tekee riitta¨va¨n suuria muutoksia joka suunnassa.
Mutaatiovektori voitaisiin valita satunnaisesti esimerkiksi m-ulotteisen hyperpallon
sisa¨lta¨. Ta¨ssa¨ tapauksessa hyperpallo olisi ympyra¨. Havaitaan kuitenkin, etta¨ hyper-
pallovalinta ei sovi kuvan populaatioon. Jos hyperpallon sa¨de on pieni, osa ellipsista¨
ja¨a¨ mutaatiomahdollisuuksien ulkopuolelle. Ta¨ma¨ hidastaa konvergenssia, koska hy-
va¨ yksilo¨ voi ja¨a¨da¨ lo¨ytyma¨tta¨. Jos taas hyperpallon sa¨de on suuri, riitta¨va¨n suuri
osa ellipsia¨ on mutaatiomahdollisuuksien sisa¨puolella, mutta mutaatio yritta¨a¨ etsia¨
hyvia¨ yksilo¨ita¨ myo¨s ellipsin ulkopuolelta. Ta¨ma¨kin hidastaa konvergenssia, koska
mutaatio lo¨yta¨a¨ paljon huonoja yksilo¨ita¨. Mutaatiovektori pita¨isi siis valita sellai-
sen kuvion sisa¨lta¨, joka on samanmuotoinen kuin yksilo¨iden jakauma. Ta¨llo¨in koko
hyvien parametrien alue etsita¨a¨n mahdollisimman tehokkaasti jokaisessa suunnassa.
Lisa¨ksi populaation konvergoituessa kohti minimia¨ tarvittavien mutaatioiden voi-
makkuus pienenee (kuva 9). Mutaatioiden suuruusluokan on siis muututtava samal-
la, kun populaatiodiversiteetin suuruusluokka muuttuu. Yksi monimutkainen tapa
valita sopiva satunnainen mutaatiovektori on laskea tilastollisia tunnuslukuja popu-
laatiosta ja muodostaa niiden avulla jakauma, joka muistuttaa populaation yksilo¨-
jakaumaa. Esimerkiksi jakaumaksi voitaisiin valita m-ulotteinen normaalijakauma,
jonka kovarianssimatriisi ja keskiarvovektori laskettaisiin populaation kovarianssista
ja keskiarvosta. Se on kuitenkin hidasta ja vaikeaa.
Differentiaalievoluution merkitta¨vin ero muihin evoluutiopohjaisiin algoritmeihin on,
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Kuva 8: Populaation yksilo¨iden jakauma on vihrea¨n ellipsin muotoinen. Mutaation
pita¨isi pystya¨ tuottamaan mika¨ tahansa piste ta¨ma¨n ellipsin sisa¨puolelta, mutta ei
ulkopuolelta. Hyperpallomutaatio ei sovi kuvan populaatioon, silla¨ sininen ympyra¨
on isoakselin suunnassa liian pieni, mutta vihrea¨ ympyra¨ on pikkuakselin suunnassa
liian suuri.
Kuva 9: Optimointi siirta¨a¨ yksilo¨ita¨ la¨hemma¨s optimia, joten populaatiodiversiteetti
pienenee optimoinnin aikana.
etta¨ mutaatiovektori lasketaan valitsemalla populaatiosta kaksi satunnaista yksilo¨-
vektoria vi,r ja vi,r ja laskemalla niiden vektorierotus vi,r − vi,r . Mutaatiovektori
wi saadaan skaalaamalla ta¨ma¨ vektorierotus, eli
wi = km(vi,r − vi,r), (62)
missa¨ km on skaalauskerroin eli mutaatiovakio. Ro¨ntgendiffraktiodataa on aiemmin
sovitettu[8] arvolla km = 0,7, joten ta¨ta¨ arvoa ka¨yteta¨a¨n ta¨ssa¨ tyo¨ssa¨ toteutetus-
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Kuva 10: Kahden sinisen yksilo¨n risteytys alkupera¨isessa¨ koordinaatistossa tuottaa
joko jommankumman alkupera¨isen yksilo¨n tai jommankumman vihrea¨n yksilo¨n, jot-
ka ovat selva¨sti populaatiojakauman ulkopuolella.
sa optimointialgoritmissa. Vektorierotus on jokaisessa suunnassa suunnilleen samaa
suuruusluokkaa kuin populaatiodiversiteetti ta¨ssa¨ suunnassa.
Risteytys yksilo¨ille u1 ja u2 tehda¨a¨n valitsemalla jokainen geeni erikseen satunnai-
sesti joko yksilo¨sta¨ u1 tai u2. Todenna¨ko¨isyys, etta¨ tietty geeni valitaan yksilo¨sta¨ u2
on kc ∈ [0,1]. Jos siis kc on pieni, painotetaan yksilo¨a¨ u1, ja jos se on suuri, paino-
tetaan yksilo¨a¨ u2. Yksilo¨ita¨ painotetaan symmetrisesti kun kc = 0,5. Ta¨ssa¨ tyo¨ssa¨
ka¨yteta¨a¨n yksinkertaisuuden vuoksi arvoa kc = 0,5. Alkupera¨inen DE ka¨ytti erilais-
ta risteytysta¨[9], mutta DE:n tekija¨t toteuttivat myo¨hemmin myo¨s ta¨ssa¨ ka¨ytetyn
risteytysmenetelma¨n[10], jossa tosin varmistettiin, etta¨ va¨hinta¨a¨n yksi geeni tulee
yksilo¨sta¨ u2. Ohjelmointiteknisista¨ syista¨ ta¨ma¨ merkitykselta¨a¨n va¨ha¨inen tarkistus
ja¨tettiin tekema¨tta¨ ta¨ssa¨ tyo¨ssa¨, silla¨ se monimutkaistaa ja hidastaa risteytyksen
vektorisoitua Matlab-ohjelmakoodia, jossa ehtolauseiden ma¨a¨ra¨ halutaan pita¨a¨ niin
pienena¨ kuin mahdollista.
Tietyn muotoisilla yksilo¨jakaumilla risteytysta¨ vaivaa sama ongelma kuin yksinker-
taista hyperpallomutaatiota. Kuvan 10 mukaisella yksilo¨jakaumalla risteytys joko
luo uuden yksilo¨n, joka on selva¨sti yksilo¨jakauman ulkopuolella, tai sitten risteytys
antaa jommankumman alkupera¨isista¨ yksilo¨ista¨. Risteytys ei siis toimi niin kuin sen
on tarkoitus toimia, eli luoda yksilo¨, joka muistuttaa muita populaation yksilo¨ita¨,
mutta jonka geenit eiva¨t ole tarkasti samat kuin milla¨a¨n muulla yksilo¨lla¨. Ta¨ssa¨
tapauksessa geenien va¨lilla¨ on vuorovaikutuksia, jonka seurauksena yhden geenin
muuttaminen heikenta¨a¨ selva¨sti yksilo¨n kelpoisuutta, ellei toista geenia¨ muuteta
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samalla. Ongelma johtuu la¨hinna¨ geenien koodaustavasta. Koordinaatistokierrolla
saadaan uusi koordinaatisto, jossa geenien va¨lilla¨ ei ena¨a¨ ole vuorovaikutuksia, ja
risteytys ta¨ssa¨ koordinaatistossa toimii niin kuin risteytyksen pita¨a¨kin toimia.
Ro¨ntgenheijastusdataan sovituksessa on aiemmin havaittu ta¨llaisia geenienva¨lisia¨
vuorovaikutuksia, jotka on ratkaistu monimutkaisemmalla optimointialgoritmilla,
jossa ka¨yteta¨a¨n pa¨a¨komponenttianalyysiin (PCA, principal component analysis) pe-
rustuvaa koordinaatistorotaatiota[11], joka on myo¨hemmin yleistetty myo¨s tehok-
kaammalla mutta hitaammalla ja monimutkaisemmalla riippumattomien kompo-
nenttien analyysilla (ICA, independent component analysis) [12]. Koska ongelma on
la¨hinna¨ huonosti optimoitavaan funktioon soveltuvassa risteytysoperaattorissa, ei-
ka¨ siina¨ optimointialgoritmissa, jossa risteytysoperaattoria ka¨yteta¨a¨n, koordinaatis-
torotaatio sopii myo¨s ka¨ytetta¨va¨ksi differentiaalievoluution risteytysoperaattorissa.
Ta¨ssa¨ ka¨yteta¨a¨n yksinkertaisuuden vuoksi pa¨a¨komponenttianalyysia.
Kierretty koordinaatisto valitaan siten, etta¨ kovarianssimatriisi on diagonaalimat-
riisi. Ta¨llo¨in varsinaista kovarianssia eli geenienva¨lista¨ lineaarista riippuvuutta ei
ole, koska kovarianssimatriisin diagonaalielementit kertovat yksitta¨isen geenin va-
rianssin populaatiossa. Jos n-geenisia¨ yksilo¨ita¨ esiteta¨a¨n 1 × n-vaakavektoreina, ja
m-yksilo¨inen populaatio esiteta¨a¨n m × n-matriisina P ja oletetaan, etta¨ jokaisen
geenin keskiarvo populaatiossa on 0, kovarianssimatriisi ma¨a¨ritella¨a¨n




ja on ma¨a¨ritelma¨nsa¨ perusteella symmetrinen (CT = C). Jos jonkin geenin keskiarvo
populaatiossa ei ole 0, yhta¨lo¨ssa¨ (63) esiintyva¨n populaatiomatriisin P geeneista¨ on
va¨hennetta¨va¨ niiden populaatiokeskiarvo, jolloin populaatiokeskiarvoiksi saadaan 0.
Jos nyt koordinaatistoa kierreta¨a¨n rotaatiomatriisilla T, uusi populaatio on PT.
Ta¨ssa¨ populaatio kerrotaan rotaatiomatriisilla oikealta, koska yksilo¨t ovat vaakavek-





TPTPT = TTCT = Λ. (64)
Koska T on rotaatiomatriisi (T−1 = TT), yhta¨lo¨ (64) saadaan muotoon
CT = TΛ, (65)
mika¨ on matriisin C ominaisarvo-ongelma. Symmetrisella¨ reaalimatriisilla ominai-
sarvot ovat reaalisia, ja niita¨ vastaavat reaaliset ominaisvektorit ovat ortogonaaliset
ja ne voidaan normalisoida. On siis olemassa koordinaatisto, jossa kovarianssimatrii-
si saadaan diagonaaliseksi. Tarvittavan rotaatiomatriisin T sarakkeet ovat normali-
soituja matriisin C ominaisvektoreita. Kuvattua menetelma¨a¨ kutsutaan pa¨a¨kompo-
nenttianalyysiksi.
Risteytys tehda¨a¨n siten, etta¨ risteytetta¨via¨ yksilo¨ita¨ u1 ja u2 kierreta¨a¨n koordinaat-
tirotaatiomatriisilla T, jolloin kierretyt yksilo¨t ovat u1T ja u2T. Ta¨ssa¨ risteytetta¨va¨t
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Kuva 11: Kahden sinisen yksilo¨n risteytys pa¨a¨komponenttianalyysilla kierretyssa¨
koordinaatistossa tuottaa vain populaatiojakauman sisa¨puolella olevia yksilo¨ita¨.
yksilo¨t on esitetta¨va¨ vaakavektoreina, silla¨ muuten matriisituloja ei ole ma¨a¨ritelty.
Risteytys tehda¨a¨n na¨ille kierretyille yksilo¨ille, jonka ja¨lkeen risteytetty yksilo¨ kier-
reta¨a¨n takaisin ka¨a¨nteistoraatiomatriisilla T−1 = TT. Kuvasta 11 havaitaan, etta¨
PCA-risteytytetyt yksilo¨t sijaitsevat populaatiojakauman sisa¨lla¨, mika¨ osoittaa etta¨
pa¨a¨komponenttianalyysin ka¨ytto¨ risteytyksessa¨ toimii.
Differentiaalievoluutiota ka¨yteta¨a¨n luomalla ensin satunnainen populaatio, ja sitten
suorittamalla iteraatiovaihetta niin monta kertaa, etta¨ populaatio on konvergoitunut
minimiin. Jokaiselle geenille xj ma¨a¨ritella¨a¨n rajat [xj,min, xj,max]. Rajat voivat olla
joko fysikaalisia (esimerkiksi kerroksen paksuus ei voi olla nollaa pienempi) tai voi-
vat perustua aiempaan tietoon optimoitavasta ongelmasta. Satunnainen populaatio
luodaan valitsemalla jokaisen yksilo¨n jokainen geeni satunnaisesti sallittujen rajojen
sisa¨lta¨.
Differentiaalievoluutioalgoritmin yksi iteraatio on mutaatioiden, risteytysten ja va-
lintojen yhdistelma¨. Algoritmin ka¨yto¨ssa¨ on populaatio ui, i ∈ 1..N , jonka parasta
yksilo¨a¨ merkita¨a¨n ub. Jotkin versiot differentiaalievoluutiosta ka¨ytta¨va¨t mutaatiota
vain parhaaseen yksilo¨o¨n, ja toiset ka¨ytta¨va¨t mutaatiota populaatiosta satunnaisesti
valittuihin yksilo¨ihin. Yleisesti kaikkien DE-versioiden mutatoitava yksilo¨ on
ui,mut = vi,r + (ub − vi,r)kλ, (66)
jossa kλ on siirrosvakio, vi,r on populaatiosta satunnaisesti valittu yksilo¨ ja ub on
populaation paras yksilo¨. Siirrosvakion kλ arvolla 1 ka¨yteta¨a¨n vain parasta yksi-
lo¨a¨, ja arvolla 0 ka¨yteta¨a¨n vain satunnaista yksilo¨a¨. Ta¨ssa¨ tyo¨ssa¨ valittiin kλ = 1.
Arvo voi tietysti olla na¨iden va¨lissa¨, jolloin satunnaisesti valittua yksilo¨a¨ siirreta¨a¨n
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Kuva 12: Differentiaalievoluution iteraatio ka¨sittelee populaation jokaista yksilo¨a¨.
Ta¨ssa¨ kuvataan, miten differentiaalievoluutio muuttaa populaation ensimma¨ista¨,
vaaleansinista¨ yksilo¨a¨. Populaatiosta valitaan kaksi satunnaista, ruskeaa yksilo¨a¨.
Na¨iden skaalattu vektorierotus lisa¨ta¨a¨n parhaaseen, mustaan yksilo¨o¨n jolloin saa-
daaan vihrea¨ yksilo¨. Alkupera¨inen, vaaleansininen yksilo¨ ja vihrea¨ yksilo¨ risteyte-
ta¨a¨n, jolloin saadaan uusi, tummansininen yksilo¨. Jos tummansininen yksilo¨ on pa-
rempi kuin vaaleansininen, se korvaa vaaleansinisen.
parhaan yksilo¨n suuntaan. Na¨ita¨ mutatoitavia yksilo¨ita¨ lasketaan yhta¨ monta kuin
populaatiossa on yksilo¨ita¨, joten i saa kokonaislukuarvot 1..N . Mutatoitavat yksi-
lo¨t mutatoidaan kaavalla (61), jonka skaalattu vektorierotus wi lasketaan erikseen
jokaiselle mutatoitavalle yksilo¨lle kaavalla (62). Mutatoitu yksilo¨ ui,mut
′ risteyteta¨a¨n
kierretyssa¨ koordinaatistossa populaation i. yksilo¨n ui kanssa, jolloin saadaan jo-
kaista populaatioyksilo¨a¨ ui kohden uusi risteytetty yksilo¨ ui
′. Kun kierretty koordi-
naatisto lasketaan pa¨a¨komponenttianalyysilla, on otettava huomioon liukulukulas-
kennan tarkkuus. Rajallinen tarkkuus on ongelmallinen, koska esimerkiksi kerroksen
paksuuden SI-ja¨rjestelma¨ssa¨ kertova geeni on suuruusluokkaa 10−9, mutta kerroksen
koostumuksen kertova geeni on suuruusluokkaa 1. Pa¨a¨komponenttianalyysin ajaksi
geenit normalisoidaan sallittujen rajojen [xj,min, xj,max] avulla samaan suuruusluok-
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kaan. Koska mutaatio saattaa siirta¨a¨ mutatoidun yksilo¨n jonkin geenin sallittujen
rajojen ulkopuolelle, myo¨s yksilo¨t ui
′ saattavat sisa¨lta¨a¨ geeneja¨ rajojen ulkopuolelta.
Ta¨ma¨n takia viela¨ tarkistetaan, etta¨ kaikki geenit ovat sallittujen rajojen sisa¨puo-
lella. Jos jokin geeni ei ole na¨iden rajojen sisa¨puolella, se korvataan valitsemalla
sille arvo satunnaisesti rajojen sisa¨lta¨. Jokaisen populaation yksilo¨n ui kelpoisuutta
verrataan yksilo¨n ui
′ kelpoisuuteen, ja na¨ista¨ yksilo¨ista¨ parempi ja¨a¨ populaatioon
seuraavalle iteraatiolle.
3.3 Sovitusohjelmat
Edellisissa¨ luvuissa esitetyn teorian pohjalta kirjoitettiin tietokoneohjelma, joka pys-
tyy laskemaan teoreettisia ro¨ntgendiffraktiokuvaajia ja sovittamaan na¨ita¨ kuvaajia
mittaustuloksiin differentiaalievoluutiolla. Tietokoneohjelma kirjoitettiin Javalla ja
Matlabilla. Ohjelman ka¨ytto¨liittyma¨ perustuu aiemmin kirjoitettuun ro¨ntgenheijas-
tusohjelmaan. Ka¨ytto¨liittyma¨ on kehitetty ka¨ytta¨jien palautteen perusteella mah-
dollisimman tehokkaaksi.
Matlab-osuus sisa¨lta¨a¨ ta¨ydellisen ro¨ntgendiffraktiokirjaston, joka pystyy laskemaan
diffraktiointensiteetin epitaktisille kerrosrakenteille. Kirjasto on tehty mahdollisuuk-
sien mukaan yleiska¨ytto¨iseksi, joten sita¨ voi hyo¨dynta¨a¨ muutenkin ro¨ntgendiffraktio-
tutkimuksen apuna. Matlabilla toteutettiin myo¨s yleiska¨ytto¨inen differentiaalievo-
luutiokirjasto optimointiongelmien ratkaisuun. DE-kirjasto ei ole mitenka¨a¨n sidot-
tu ro¨ntgendiffraktioon, vaan sita¨ voi ka¨ytta¨a¨ muihinkin optimointiongelmiin. DE-
kirjastosta pyrittiin tekema¨a¨n mahdollisimman nopea, mika¨ Matlabin kaltaisella
ohjelmointikielella¨ edellytta¨a¨ la¨hinna¨ yksinkertaisuutta. DE-algoritmin olennainen
osuus on noin 40 koodirivia¨ pitka¨. Lisa¨ksi Matlab-osuus sisa¨lta¨a¨ kaiken tarvittavan
DE:n yhdista¨miseen ro¨ntgendiffraktioka¨yrien sovitukseen, eli kelpoisuusfunktion ja
apufunktioita, jotka tekeva¨t ro¨ntgendiffraktioka¨yrien sovituksesta yksinkertaisem-
paa. Matlab-koodi toimii myo¨s ilmaisella Matlab-kloonilla, GNU Octavella.
Tietokoneohjelmien ka¨ytta¨ja¨lle na¨kyva¨ toiminnallisuus tehtiin Javalla. Java valit-
tiin ka¨ytto¨liittyma¨kieleksi, koska se on alustariippumaton. Javalle on myo¨s saatavil-
la erinomainen ka¨ytto¨liittyma¨kirjasto Swing. Matlab valittiin ro¨ntgendiffraktion ja
optimointialgoritmin toteutuskieleksi, koska Matlabilla on helppo kirjoittaa paljon
matemaattisia laskutoimituksia sisa¨lta¨via¨ algoritmeja. Yleiska¨ytto¨isena¨ ohjelmoin-
tikielena¨ Matlab on riitta¨ma¨to¨n. Ro¨ntgendiffraktiokoodi jouduttiin kirjoittamaan
Matlabin lisa¨ksi myo¨s Javalla, koska Matlab-koodin integrointi muihin ohjelmointi-
kieliin on ko¨mpelo¨a¨. Ta¨ma¨ johtuu siita¨, etta¨ kommunikointi Matlab-tulkin kanssa
tapahtuu tekstipohjaisten virtojen kautta, eika¨ Matlab esimerkiksi tue rinnakkais-
ohjelmointia.
Saman koodin toteutus kahteen kertaan aiheuttaa ylima¨a¨ra¨ista¨ painolastia ylla¨pi-
dolle. Javan huono soveltuvuus numeeriseen laskentaan aiheuttaa myo¨s ylima¨a¨ra¨ista¨
painolastia. Koko ohjelma olisi luultavasti kannattanut ohjelmoida sellaisella kielel-
la¨, joka sopii hyvin seka¨ numeeriseen laskentaan etta¨ yleiska¨ytto¨iseen ohjelmointiin.
C++ olisi ollut hyva¨ valinta, mutta hyvia¨ C++-ka¨ytto¨liittyma¨kirjastoja ei ole saa-
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Kuva 13: Ohjelman kerrosmallieditori.
tavilla, ja C++ vaatii ohjelman ka¨a¨nta¨misen la¨hdekoodista erikseen eri alustoille.
Tietysti ka¨ytto¨liittyma¨n olisi voinut toteuttaa Javalla ja kaiken muun C++:lla, koska
C++-koodin voi integroida Javaan huomattavasti paremmin kuin Matlab-koodin.
Ohjelman ka¨ytto¨liittyma¨ koostuu kolmesta eri va¨lilehdesta¨. Na¨ma¨ ovat kerrosmal-
lieditori, manuaalinen sovitus ja automaattinen sovitus. Kerrosmallieditorilla muo-
dostetaan malli, joka sisa¨lta¨a¨ eri materiaaleista koostuvia ohutkerroksia pa¨a¨llekka¨in.
Va¨lilehdella¨ ma¨a¨ritella¨a¨n jokaiselle kerrokselle kaikki ominaisuudet, joista ta¨rkeim-
pia¨ ovat materiaalit, joista kerros koostuu. Manuaalisen sovituksen va¨lilehdella¨ voi
hienosa¨a¨ta¨a¨ kerroksen sovitettavia parametreja ja katsoa, kuinka ne vaikuttavat dif-
fraktiointensiteetin kuvaajaan. Kun kerrosmallin kaikki ominaisuudet ovat sa¨a¨det-
ty kuntoon, automaattisen sovituksen va¨lilehdella¨ voi etsia¨ differentiaalievoluutiolla
sovitusparametreille optimaaliset arvot.
Kuvassa 13 on va¨lilehti, jolla rakennetaan kerrosmalli. Vasemmalla olevassa listas-
sa ovat kaikki kerrosmalliin kuuluvat kerrokset pa¨a¨llekka¨in. Pohjimmaisin kerros on
substraatti, ja sen pa¨a¨lla¨ on ohutkerroksia. Kerroksille ma¨a¨ritella¨a¨n nimi, materiaa-
lit, ja sovitusparametrit eli paksuus, koostumus ja relaksaatio. Listassa ei na¨y ma-
teriaaleja, joten yleensa¨ kerroksen nimessa¨ pita¨isi kuvata lyhyesti materiaalit, joista
kerros koostuu. Sama looginen kerros voi toistua mallissa useammassa eri fyysises-
sa¨ paikassa. Ta¨llo¨in na¨iden eri paikoissa olevien fyysisten kerrosten ominaisuudet
sovitetaan yhdessa¨.
Esimerkiksi kuvan 13 mallissa kerroksia ovat GaAs-substraatti, InGaAs ja GaAs.
Na¨ista¨ InGaAs ja GaAs toistuvat jaksollisesti kolmen periodin verran, ja niiden pak-
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Kuva 14: Ohjelman manuaalisen sovituksen va¨lilehti.
suudet ja koostumukset sovitetaan yhdessa¨. GaAs-kerroksen ja substraatin koostu-
mus ovat jo tiedossa, joten niita¨ ei soviteta. Substraatin paksuus oletetaan aina a¨a¨-
retto¨ma¨ksi, joten sita¨ka¨a¨n ei soviteta. Kaikkien kerrosten relaksaatio on ma¨a¨ritelty
nollaksi. Sovitettavia kerrosten ominaisuuksia ovat siis GaAs- ja InGaAs-paksuudet
ja InGaAs-koostumus, eli niita¨ on kolme.
Kuvassa 14 on sovitusohjelman va¨lilehti, jolla kerrosmallin ominaisuuksia voidaan
hienosa¨a¨ta¨a¨ automaattista sovitusta varten. Ylha¨a¨lla¨ olevaan kuvaajaan on piirretty
simuloitu ja mitattu intensiteetti. Pystyakselilla on ilmoitettu fotonima¨a¨ra¨ sekunnis-
sa desibeleina¨. Fotonima¨a¨ra¨ on verrannollinen intensiteettiin, joka on tehosuure. 10
desibelin lisa¨ys siis vastaa intensiteetin kymmenkertaistumista. 0 dB vastaa yhta¨ fo-
tonia sekunnissa. Mittausdatassa na¨kyy voimakasta fotonilaskentakohinaa lyhyesta¨
mittausajasta johtuen. Kuvasta havaitaan, etta¨ yhta¨ mittauspistetta¨ kohti intensi-
teettia¨ on mitattu laskemalla saapuvia fotoneja kahden sekunnin ajan, silla¨ mittaus-
data on diskreettia¨, ja siina¨ esiintyva¨t pienimma¨t fotonitasot ovat noin -3 dB, 0 dB
ja 2 dB, jotka vastaavat 0,5, 1 ja 1,5 fotonia sekunnissa.
Kerrosmallin ominaisuuksia voidaan muuttaa alhaalla olevista sa¨a¨timista¨. Kuvassa
na¨kyy InGaAs-kerrokseen liittyva¨t liukusa¨a¨timet, joilla voidaan muuttaa kerrospak-
suutta, koostumusta ja relaksaatiota, ja ma¨a¨ritella¨ na¨ille rajat, joiden sisa¨puolelta
optimaalisia arvoja etsita¨a¨n. Arvot voi myo¨s ma¨a¨ritella¨ kiinteiksi, jolloin optimoin-
tialgoritmi ei muuta niita¨ yritta¨essa¨a¨n sovittaa simuloitua ka¨yra¨a¨ mittausdataan.
InGaAs-kerroksen relaksaatio on ma¨a¨ritelty nollaksi, eika¨ optimointialgoritmi muu-
ta sita¨. Kuvaajan simuloitu ka¨yra¨ on piirretty paksuuden arvolla 6,9 nm ja koostu-
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Kuva 15: Ohjelman automaattisen sovituksen va¨lilehti.
musparametrin p arvolla 0,25, mutta optimointialgoritmi etsii na¨iden arvoja va¨leilta¨
[2 nm, 10 nm] ja [0; 0,5].
Kuvassa 15 on ro¨ntgendiffraktiosovitusohjelman automaattisen sovituksen va¨lilehti.
Simuloitua ka¨yra¨a¨ sovitetaan juuri mittausdataan differentiaalievoluutioalgoritmil-
la. Kaikkien GaAs-kerroksien paksuudet ja InpGa1−pAs-kerrosten paksuudet ja koos-
tumukset ovat lukittu samoiksi. Populaation kooksi on ma¨a¨ritelty 60, ja mutaatio-,
risteytys- ja valintavaiheita iteroidaan eninta¨a¨n 1000 kertaa. Iteraatioita on suoritet-
tu kuvassa vasta 113 kertaa, joiden ja¨lkeen simuloitu ka¨yra¨ vastaa jo hyvin mittaus-
dataa. Parhaimman yksilo¨n kelpoisuus, 2,381, on sama kuin mediaanikelpoisuus po-
pulaatiossa. Ta¨ma¨n voidaan tulkita tarkoittavan, etta¨ populaatiodiversiteetti on ha¨-
vinnyt, eika¨ optimointialgoritmi saa simuloitua ka¨yra¨a¨ vastaamaan ena¨a¨ paremmin
mittausdataa. Mitatut arvot na¨kyva¨t kerrosmallilistasta, jossa GaAs-kerrosten pak-
suus on 18,2 nm, InpGa1−pAs-kerrosten paksuus on 7,3 nm, ja InpGa1−pAs-kerrosten
koostumuksen kertova parametri p = 0,257.
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4 Tulokset
4.1 Simuloitujen ka¨yrien vertailu
Sovitusohjelman kriittisin osa on intensiteetin simulointi. Jos intensiteetti lasketaan
virheellisesti, ohjelma antaa va¨a¨ria¨ mittaustuloksia. Jos taas muualla tietokoneohjel-
massa on virhe, se vaikuttaa la¨hinna¨ ohjelman ka¨ytetta¨vyyteen. Esimerkiksi virhe
optimointialgoritmissa tekisi ka¨yra¨n sovituksesta hidasta tai mahdotonta. Ta¨llo¨in
virhe ei olisi piilossa, vaan ka¨ytta¨ja¨lle olisi selva¨a¨, etta¨ mittaustuloksia ei saada ol-
lenkaan.
Ta¨ma¨n takia uudella ohjelmalla simuloituja intensiteettikuvaajia verrattiin Phi-
lipsin ro¨ntgendiffraktometrin ohjelmistolla simuloituihin kuvaajiin. Nelja¨a¨n aiem-
min julkaistuun mittaukseen[13] liittyva¨t simulaatiot suoritettiin uudestaan uudella
ohjelmalla. Na¨ytteet ovat hyvin yksinkertaisia, yksitta¨isia¨ epitaktisia GaAs1−pNp-
kerroksia GaAs-substraatin pa¨a¨lla¨. GaAs1−pNp-kerrosten koostumusparametrit p <
0,01 ja paksuudet ovat 210 nm–560 nm. Kerrokset ovat ta¨ysin ja¨nnittyneita¨. Sub-
straatti, jonka todellinen paksuus on 350 µm, oletetaan a¨a¨retto¨ma¨n paksuksi. Mo-
lempien yhdisteiden kiderakenne on sinkkiva¨lkehila, ja na¨ytteen pinta on likimain
tason (100) suuntainen. Kulma tason (100) ja todellisen pinnan va¨lilla¨ on alle 0,5◦.
Diffraktio on mitattu ka¨a¨nteishilan vektorista (400).
Uuden ohjelman materiaalitietokantaan asetettiin samat arvot kuin Philipsin oh-
jelmassa, jotta tiedetta¨isiin, etta¨ mahdollinen poikkeama Philipsin ohjelman ja uu-
den ohjelman va¨lilla¨ johtuu nimenomaan laskennan suorittavasta ohjelmakoodista
eika¨ pienista¨ eroista materiaalitietokannan lukuarvoissa. Philipsin ohjelma ka¨ytta¨a¨
GaAs:n hilavakiona arvoa 5,65368 A˚ ja sinkkiva¨lkehilaan ja¨rjesta¨ytyneen GaN:n hi-
lavakiona arvoa 4,5034 A˚. Philipsin ohjelmassa Poissonin luvut ovat GaAs:lle 0,311
ja GaN:lle 0,33. Suskeptiivisuuden laskentaan ka¨ytetta¨via¨ tietokantoja [4, 5, 6] ei
muutettu vastaamaan Philipsin ohjelman arvoja, silla¨ suskeptiivisuus ei vaikuta yh-
ta¨ paljon kuvaajiin kuin Poissonin luku ja hilavakio.
Kuvassa 16 ovat molemmilla ohjelmilla simuloidut kuvaajat na¨ytteelle A. Na¨ytteen
A kerroksen koostumus on GaAs0,9913575N0,0086425 ja paksuus 213,33 nm. Na¨ytteen
todellisen pinnan poikkeamaa pinnasta (100) ei ole otettu ta¨ssa¨ kuvaajassa huo-
mioon. Molemmat kuvaajat ovat hyvin tarkalleen samanlaiset. Myo¨s na¨ytteiden B–
D kuvaajat (ei kuvassa) ovat molemmilla ohjelmilla simuloituna samanlaiset. Ver-
tailu osoittaa, etta¨ ohjelma toimii ainakin yksikerroksisille rakenteille. Diffraktioin-
tensiteetti monikerroksisista rakenteista lasketaan samalla algoritmilla, mutta yhta¨
vaihetta vain iteroidaan useamman kerran.
Monikerrosrakenteiden simulaation toimivuutta testattiin vertailemalla simuloituja
kuvaajia GID sl-ohjelmalla[14] suoritettuihin simulaatioihin. GID sl ka¨ytta¨a¨ ta¨ssa¨
tyo¨ssa¨ ka¨ytetyista¨ iteraatiokaavoista poikkeavaa rekursiivista matriisialgoritmia[15].
Simulaatioissa ka¨sitella¨a¨n kuvitteellista na¨ytetta¨, joka sisa¨lta¨a¨ GaAs-substraatin
pa¨a¨lla¨ In0,2Ga0,8As-, GaAs-, In0,2Ga0,8As- ja GaAs-kerrokset (alimmasta ylimpa¨a¨n).
GaAs-kerrosten paksuus on 20 nm ja InGaAs-kerrosten paksuus 10 nm. InGaAs-
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Kuva 16: Philipsin Smoothfit-ohjelmalla ja uudella ohjelmalla simuloidut intensiteet-
tikuvaajat. Kuvaajat on siirretty selkeyden vuoksi pystysuunnassa eri korkeuksille.
Kuva 17: GID sl-ohjelmalla ja uudella ohjelmalla simuloidut kuvaajat monikerros-
rakenteelle. Kuvaajat on siirretty selkeyden vuoksi pystysuunnassa eri korkeuksille.
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kerrokset ovat ta¨ysin ja¨nnittyneita¨. Pintana on tarkalleen taso (100). Diffraktio si-
muloitiin ka¨a¨nteishilan vektorille (400). GaAs:n ja InAs:n hilavakioina olivat molem-
missa ohjelmissa 5,6532 A˚ ja 6,0584 A˚. Poissonin vakiot GaAs:lle ja InAs:lle olivat
0,3117 ja 0,352. Molemmilla ohjelmilla simuloidut kuvaajat ovat kuvassa 17. Ku-
vaajat ovat hyvin tarkalleen samanlaiset, mika¨ osoittaa etta¨ diffraktion simulointi
toimii myo¨s monikerrosrakenteille.
4.2 Esimerkkimittauksia
Aiemmin huomattiin, etta¨ ohjelma laskee samanlaisen simuloidun ka¨yra¨n kuin muut-
kin tietokoneohjelmat, joten se saattaa toimia mittaustulosten analysoinnissa. Ka¨y-
ra¨nsovitusta ei ole kuitenkaan viela¨ ta¨ha¨n mennessa¨ testattu, joten ka¨yra¨nsovitus-
koodissa olevat ohjelmointivirheet voivat esta¨a¨ ohjelman toiminnan. Jotta varmis-
tutaan, etta¨ ohjelma todella toimii, silla¨ on analysoitava uudestaan aiemmin suori-
tettuja mittauksia.
Luvussa 4.1 varmistettiin, etta¨ ohjelma laskee samanlaisen ka¨yra¨n kuin aiemmin
tehtyihin mittauksiin liittyva¨t simulaatiot. Jos sovitusalgoritmi toimii, sen olisi siis
annettava samanlaiset mittaustulokset kuin aiemmin julkaistut[13], Philipsin ohjel-
malla ma¨a¨ritetyt tulokset. Kaikki nelja¨ mittausta analysoitiin uudestaan, ja ohjel-
ma antoi samanlaiset mittaustulokset. Kaikissa mittauksissa GaAs-substraatin pa¨a¨l-
la¨ oli GaAsN-kerros, jonka paksuus ja GaN-pitoisuus oli ma¨a¨ritetta¨va¨. Sovitettavia
parametreja olivat myo¨s taustasa¨teilyn intensiteetti, ro¨ntgenla¨hteen intensiteetti ja
diffraktiovektorin ja pinnannormaalin va¨linen kulma φ. Materiaalitietokannan arvot
(GaAs-hilavakio 5,65368 A˚, GaN-hilavakio 4,5034 A˚, GaAs:n Poissonin luku 0,311 ja
GaN:n Poissonin luku 0,33) olivat vertailukelpoisuuden varmistamiseksi otettu Phi-
lipsin ohjelmasta. Aiemmin julkaistut tulokset ja uudella ohjelmalla saadut tulok-
set ovat koottu taulukkoon 1. Tulokset ilmoitetaan kahden desimaalin tarkkuudella,
koska ne julkaistiin aiemmin ta¨lla¨ tarkkuudella[13].
Taulukko 1: Aiemmin julkaistujen[13] Philipsin ohjelmalla analysoitujen mittausten
ka¨sittely uudella ohjelmalla. Kaikki mittaustulokset ovat kahden desimaalin tark-
kuudella samat. Na¨ytteiden A–B mittauksiin ei saatu sovitettua ka¨yra¨a¨ hyvin, joten
na¨ytteet saattavat olla epa¨ideaalisia. Na¨ytteiden C–D mittauksiin sovitus onnistui
hyvin.
Paksuus GaN-pitoisuus Paksuus GaN-pitoisuus Sovituksen
(Philips) (Philips) (uusi ohjelma) (uusi ohjelma) laatu
Na¨yte A 210 nm 0,86% 210 nm 0,86% huono
Na¨yte B 480 nm 0,85% 480 nm 0,85% huono
Na¨yte C 470 nm 0,83% 470 nm 0,83% hyva¨
Na¨yte D 560 nm 0,86% 560 nm 0,86% hyva¨
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Kuva 18: Na¨ytteen D mittaus ja siihen sovitettu ka¨yra¨. Simuloitu ka¨yra¨ sopii hyvin
mitattuun. Selkeyden vuoksi simuloitua ka¨yra¨a¨ on siirretty ylo¨spa¨in.
Kuva 19: Na¨ytteen A mittaus ja siihen sovitettu ka¨yra¨. Simuloidun ka¨yra¨n va¨ra¨hte-
lyjen jakso on sama kuin mittauksessa, mutta yksitta¨isten va¨ra¨htelyjen voimakkuus
on erilainen. Selkeyden vuoksi simuloitua ka¨yra¨a¨ on siirretty ylo¨spa¨in.
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Na¨ytteista¨ A ja B tehtyjen mittaustulosten sovitus onnistui huonosti. Simuloidun
ka¨yra¨n intensiteetin va¨ra¨htely kulman funktiona saatiin vastaamaan mittauksia,
mutta va¨ra¨htelyjen intensiteetin suuruudessa on selvia¨ eroja. Huono sovitus ei johdu
uudesta tietokoneohjelmasta, silla¨ luvussa 4.1 todettiin, etta¨ se laskee samanlaisia si-
muloituja ka¨yria¨ kuin muutkin tietokoneohjelmat. Selkea¨ ero mitatun ja simuloidun
ka¨yra¨n va¨lilla¨ on havaittavissa myo¨s aiemmin julkaistuissa kuvaajissa[13]. Na¨ytteet
A ja B eiva¨t luultavasti ole kovin hyva¨laatuisia, koska simuloitu ka¨yra¨ ei vastaa mi-
tattua. Esimerkiksi ohutkerros ei va¨ltta¨ma¨tta¨ ole homogeeninen toisin kuin luvussa
2.4 oletettiin.
Simuloitu ka¨yra¨ sopii na¨ytteista¨ C ja D tehtyihiin mittauksiin huomattavasti parem-
min kuin na¨ytteiden A ja B tapauksessa. Ta¨ma¨ ei kuitenkaan tarkoita, etta¨ kerros on
va¨ltta¨ma¨tta¨ aiemmin oletetun mukainen, eli homogeeninen ja ta¨ysin ja¨nnittynyt. Se
tarkoittaa, etta¨ na¨ytteiden mahdollista poikkeamaa ideaalisuudesta ei havaita na¨issa¨
mittauksissa. On esimerkiksi helppo kokeilemalla todeta, etta¨ olettamalla kerros vain
osittain ja¨nnittyneeksi tietylla¨ relaksaatiolla R, saadaan simuloitu ka¨yra¨ sopimaan
mittaukseen aivan yhta¨ hyvin, mutta GaN-pitoisuudelle saadaan ta¨ssa¨ tapauksessa
erilainen mittaustulos. Ta¨ma¨ johtuu la¨hinna¨ siita¨, etta¨ ro¨ntgendiffraktio on herkka¨
pintaa vastaan kohtisuoralle hilavakiolle, mutta ei ole herkka¨ suskeptiivisuudelle ja
pinnansuuntaiselle hilavakiolle. Kohtisuora hilavakio riippuu seka¨ relaksaatiosta et-
ta¨ GaN-pitoisuudesta, eika¨ pelkka¨ kohtisuora hilavakio tuntemalla voida ratkaista
seka¨ relaksaatiota etta¨ GaN-pitoisuutta yksika¨sitteisesti.
Kuvassa 18 on na¨ytteen D mittaus ja siihen sovitettu ka¨yra¨. Ta¨ha¨n mittaukseen
sovitus onnistui hyvin. Kuvan 19 na¨ytteen A mittaukseen ka¨yra¨ ei sen sijaan sopinut
hyvin.
Algoritmin soveltuvuutta vaikeisiin sovitusongelmiin testattiin luomalla teoreetti-
nen kerrosmalli, jossa on GaAs-substraatin pa¨a¨lla¨ kuusi erilaista kerrosta, ja sovit-
tamalla intensiteettika¨yra¨ ta¨sta¨ kerrosmallista laskettuun teoreettiseen intensiteet-
tika¨yra¨a¨n. Ta¨ssa¨ kohdassa olisi voinut myo¨s ka¨ytta¨a¨ teoreettisen intensiteettika¨yra¨n
sijasta oikeaa mittausta, mutta riitta¨va¨n korkealaatuista mittausta ei ollut saatavil-
la. Kerrosmallin jokaiselle GaAs-kerrokselle asetettiin erilainen paksuus, ja jokaiselle
InpGa1−pAs-kerrokselle asetettiin erilainen koostumusparametri p ja paksuus. Ker-
rosmallin rakenne ja kerrosten koostumukset ja paksuudet ovat taulukossa 2. Dif-
fraktiovektorin ja pinnannormaalin va¨liseksi kulmaksi asetettiin φ = 0,03◦. Lisa¨ksi
malliin liittyy tulevan ro¨ntgensa¨teen intensiteetti, joka asetettiin 70 dB:iin ja taus-
tasa¨teilyn intensiteetti, joka asetettiin 0 dB:iin. Oikeaan mittaukseen liittyva¨a¨ epa¨i-
deaalisuutta yritettiin mallintaa pehmenta¨ma¨lla¨ teoreettista ka¨yra¨a¨ konvolvoimalla
se puoliarvoleveydelta¨a¨n 0,005◦ gaussisen jakauman kanssa ja mallintamalla fotoni-
laskennasta syntyva¨a¨ kohinaa Poissonin prosessilla, jossa yhden fotonin intensiteetti
oli 0 dB. Teoreettiseen ka¨yra¨a¨n laskettiin tuhat pistetta¨ tulokulmava¨lilta¨ 32–34◦.
Ta¨ha¨n simuloituun teoreettiseen ka¨yra¨a¨n sovitettiin toinen simuloitu ka¨yra¨, joka
pehmennettiin myo¨s 0,005◦ gaussisella konvoluutiolla. Sovitusparametreja oli 12,
joista 6 oli kerroksien paksuuksia, 3 kerroksien koostumuksia ja loput olivat tulevan
sa¨teen intensiteetti, taustasa¨teilyn intensiteetti ja kulma φ. Kerrospaksuuksien ja
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kerrosten koostumusten arvot etsittiin taulukossa 2 mainituilta va¨leilta¨. Tulevan sa¨-
teen intensiteetti ja taustasa¨teilyn intensiteetti etsittiin va¨leilta¨ 55–85 dB ja −30–5
dB. Kulma φ etsittiin va¨leilta¨ −0,05–0,05◦. Sovitusalgoritmissa ka¨ytettiin populaa-
tiokokoa 150.
Sovitusalgoritmi konvergoitui 150 iteraation ja¨lkeen, joten konvergenssiin ta¨ytyi ko-
keilla 150 · 150 = 22500 erilaista mahdollista ratkaisua. Algoritmin lo¨yta¨ma¨t kerros-
paksuudet ja koostumukset ovat taulukossa 2. Tulevan sa¨teen intensiteetille algorit-
mi lo¨ysi arvon 69,9 dB, taustasa¨teilyn intensiteetille arvon −0,9 dB ja kulmalle φ
arvon 0,0301◦. Sovitusalgoritmin lo¨yta¨mien arvojen poikkeama teoreettisen ka¨yra¨n
laskennassa ka¨ytetyista¨ arvoista selittyy silla¨, etta¨ todelliseen mittaukseen liittyva¨a¨
epa¨ideaalisuutta mallinnettiin kohinalla ja konvoluutiolla, mika¨ siirsi optimia pois
alunperin ka¨ytetyista¨ arvoista. Differentiaalievoluutioalgoritmi siis selvisi ta¨sta¨ vai-
keasta sovitusongelmasta ja ohjelma on siten ka¨ytto¨kelpoinen myo¨s monimutkaisten
kerrosrakenteiden ro¨ntgendiffraktiomittauksiin. Kuvassa 20 on esitetty alkupera¨inen
teoreettinen kohinainen ka¨yra¨ ja siihen sovitettu ka¨yra¨.
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Taulukko 2: Sovitusalgoritmin testauksessa ka¨ytetty teoreettinen kerrosmalli ja sii-
hen liittyva¨t kerrosten ominaisuudet ja niiden sovitusva¨lit.
Kerros oikea oikea koo- paksuuden koostumuksen sovitettu sovitettu
paksuus stumus sovitusva¨li sovitusva¨li paksuus koostumus
GaAs 22 nm 10–30 nm 22,0 nm
InGaAs 12 nm 0,12 10–30 nm 0,05–0,15 12,0 nm 0,119
GaAs 18 nm 10–30 nm 18,0 nm
InGaAs 8 nm 0,08 10–30 nm 0,05–0,15 7,9 nm 0,081
GaAs 20 nm 10–30 nm 20,0 nm
InGaAs 10 nm 0,10 10–30 nm 0,05–0,15 9,9 nm 0,100
GaAs ∞ ∞ ∞
Kuva 20: Monimutkaisesta monikerrosrakenteesta laskettu teoreettinen intensiteet-




Ta¨ssa¨ tyo¨ssa¨ ka¨siteltiin epitaktisten kerrosrakenteiden ro¨ntgendiffraktiota. Aluksi
esitettiin teoria, jonka avulla voidaan laskea diffraktiointensiteetti. Intensiteettika¨y-
ra¨n simulointiin tarvitaan kiteen suskeptiivisuus, joka voidaan esitta¨a¨ Fourier-sarjan
avulla. Epitaktinen kerros venyy, ja venyma¨t voidaan laskea hilavakioista ja elastii-
kan laeista. Moniyhdistepuolijohteiden hilavakiota ja Poissonin lukua voidaan ap-
proksimoida lineaarisella lailla, jota hilavakion tapauksessa kutsutaan Vegardin laik-
si. Fourier-sarjan kertoimet voidaan laskea, kun tunnetaan atomien paikat, niiden
elektronitiheyden Fourier-muunnokset ja Ho¨nlin korjaustermit, jotka kuvaavat ai-
neen sa¨hko¨isen ka¨ytta¨ytymisen poikkeamaa yksinkertaisesta fysikaalisesta mallista
eli anomaalista dispersiota. Myo¨s la¨mpo¨va¨ra¨htelyt on otettava huomioon Fourier-
sarjan laskennassa Debye-Waller-kertoimella.
Ro¨ntgendiffraktiota ka¨siteltiin dynaamisella diffraktioteorialla, joka perustuu
Maxwellin yhta¨lo¨ihin. Siina¨ aine oletetaan ei-magneettiseksi ja homogeeniseksi, ei-
ka¨ aineessa ole vapaata virrantiheytta¨ tai varaustiheytta¨. Sa¨hko¨inen suskeptiivi-
suus esiteta¨a¨n Fourier-sarjan avulla. Monikerrosrakenteiden diffraktiointensiteet-
ti lasketaan na¨ihin oletuksiin ja Maxwellin yhta¨lo¨ihin perustuvan Takagi-Taupin-
differentiaaliyhta¨lo¨n iteraatiokaavamuotoisesta ratkaisusta.
Ro¨ntgendiffraktioyhta¨lo¨iden monimutkaisuudesta johtuen mittausdatasta ei saada
ma¨a¨ritettya¨ kerrosten ominaisuuksia suoraan algebrallisesti tai yksinkertaisella nu-
meerisella yhta¨lo¨nratkaisulla. Teoreettisen diffraktioka¨yra¨n simulointi on kuitenkin
helppoa, jos tiedeta¨a¨n kerrosten ominaisuudet. Ta¨ma¨ ka¨a¨nteisongelma ratkaistiin
sovittamalla mittaustuloksiin ka¨yra¨ differentiaalievoluutioalgoritmilla, jonka ristey-
tysoperaattoria parannettiin pa¨a¨komponenttianalyysilla.
Ta¨ssa¨ tyo¨ssa¨ kirjoitettiin Javalla ja Matlabilla graafinen tietokoneohjelma, joka osaa
simuloida ro¨ntgendiffraktioka¨yria¨ ja sovittaa simuloidun ka¨yra¨n mittaukseen. Ohjel-
malla voidaan ma¨a¨ritta¨a¨ monikerrosrakenteen kerrosten paksuus ja koostumus tai re-
laksaatio. Ohjelma ka¨ytto¨liittyma¨ pyrittiin sellaiseksi, etta¨ silla¨ pystyta¨a¨n muokkaa-
maan kerrosmalleja mahdollisimman tehokkaasti. Ohjelman havaittiin simuloivan
samanlaisia ro¨ntgendiffraktioka¨yria¨ kuin muutkin ohjelmat, joten ohjelman kriittisin
osa eli diffraktioka¨yrien laskenta on kunnossa. Uudella ohjelmalla analysoitiin nelja¨
aiemmin tehtya¨ mittausta, ja se antoi samanlaiset tulokset kuin Philipsin ohjelma.
Lisa¨ksi sovitusalgoritmin havaittiin toimivan monimutkaiselle monikerrosrakenteelle
12 sovitusparametrilla.
Vaikka tietokoneohjelma tekee samat asiat kuin kaupalliset ohjelmat, silla¨ on huo-
mattavasti etuja na¨ihin na¨hden. Ohjelma toimii ta¨ysin ilman mita¨a¨n kaupallisia kom-
ponentteja. Ka¨ytto¨liittyma¨ on eritta¨in tehokas, mika¨ tekee kerrosmallin rakentami-
sesta ja muokkaamisesta nopeaa. La¨hdekoodi on saatavilla, joten ohjelmaa voidaan
muuttaa tarpeita vastaavaksi. Ohjelman sovitusalgoritmi toimii monimutkaisillekin
monikerrosrakenteille.
Vaikka ro¨ntgenheijastusohjelma saatiin toimimaan, siina¨ on viela¨ huomattavasti pa-
rantamisen varaa. Seka¨ ohjelmakoodin etta¨ sovitusalgoritmin toimintaperiaatteen
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voisi ohjelmoida huomattavasti tehokkaammaksi. Ohjelmointikielen vaihtaminen esi-
merkiksi C++:ksi auttaisi ta¨ssa¨. Koska ohjelman la¨hdekoodi on saatavilla, sita¨ voi-
daan ka¨ytta¨a¨ varsinaisten mittausten lisa¨ksi itse mittausmenetelma¨a¨n liittyva¨a¨n tut-
kimukseen. Mikro- ja nanotekniikan laboratoriossa on tutkittu kohinan vaikutusta
ro¨ntgenheijastusmittausten tarkkuuteen[16]. Luvussa 4.2 havaittiin, etta¨ simuloitu
kohina va¨a¨risti sovituksesta saatuja tuloksia. Ohjelman la¨hdekoodia voidaan ka¨ytta¨a¨
apuna tarkemmassa tutkimuksessa ro¨ntgendiffraktiomittausten tarkkuudesta.
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