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We present a practical algorithm to solve the orbit-stabilizer problem for subgroups of
the free abelian group Zd under the action of a polycyclic group of automorphisms. As
an application we obtain a practical algorithm to compute the normalizer of a subgroup
and, similarly, we can solve the subgroup-conjugacy problem in polycyclic groups.
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1. Introduction
In general, the computation of normalizers is an algorithmically difficult problem. For
finite solvable groups, a practical algorithm has been described in Glasby and Slattery
(1990) and an improvement is introduced in Celler et al. (1990). A practical permutation
group method has been obtained in Theissen (1997). For infinite groups, much less is
known on this problem. It has been shown in Baumslag et al. (1991) that the determi-
nation of normalizers is a decidable problem in polycyclic-by-finite groups. In Lo (1998)
a practical algorithm for finitely generated nilpotent groups is described. We say that an
algorithm is practical if it is suitable for a computer implementation and yields results
on interesting examples.
The central result in this paper is a practical normalizer algorithm for polycyclic
groups. This extends the range of practical algorithms to solve the normalizer prob-
lem significantly, since such a method for infinite polycyclic non-nilpotent groups has not
been available so far. Further, a practical solution to the subgroup-conjugacy problem in
polycyclic groups can be obtained by a similar approach.
The fundamental basis for our methods is an algorithm to solve the orbit-stabilizer
problem for subgroups of a free abelian group Zd under the action of a polycyclic subgroup
G ≤ GL(d,Z). The orbits considered in this setting can be infinite and thus they cannot
be listed explicitly. However, we present practical solutions to the following problems for
U,W ≤ Zd:
• stabilizer problem: construct a generating set for StabG(U) = NG(U);
• orbit problem: check whether there exists a g ∈ G with Ug = W ; if so, then
determine g.
An implementation of the obtained algorithms is available as part of the Polycyclic
package (Eick and Nickel, 2000) which is based on Gap (Gap, 2000) and Kant (Kant,
1997). A report on this implementation is included later.
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This paper can be considered as one of a sequence of papers concerned with practical
algorithms for polycyclic groups. For example, the computation of complements and its
various applications is discussed in Eick (2001b), and the determination of centralizers
and testing conjugacy of elements as well as intersections of subgroups are straightforward
applications of the orbit-stabilizer algorithm for elements of Zd in Eick and Ostheimer
(2002). A detailed overview on these and other algorithms for polycyclic groups can be
found in Eick (2001a).
2. Preliminaries
The methods presented here are based on a variety of known practical algorithms for
polycyclic groups. In this section we give an overview of these methods together with
brief descriptions and references.
2.1. polycyclic sequences and polycyclic presentations
Let G be a polycyclic group. A sequence of elements G = (g1, . . . , gn) is called a
polycyclic sequence for G if the series G1 ≥ · · · ≥ Gn ≥ Gn+1 = 1 defined by Gi =
〈gi, . . . , gn〉 is a polycyclic series for G, that is, G = G1 and Gi+1 is normal in Gi with
cyclic factor group Gi/Gi+1. Further, we write ri = [Gi : Gi+1] and we call (r1, . . . , rn)
the sequence of relative orders for G.
Polycyclic sequences and their relative orders correspond to (consistent) polycyclic
presentations of the underlying group. These presentations allow effective computations
with the groups they define. In particular, they facilitate methods to compute with sub-
groups and factor groups via induced polycyclic sequences. Further, kernels and images
of homomorphisms between polycyclically presented groups can be constructed readily.
As an application, we can determine the intersection of a subgroup U with a normal sub-
groupN in a polycyclically presented group G as the kernel of the natural homomorphism
U → UN/N .
We note that polycyclic presentations can be computed for polycyclic groups in various
representations such as permutation groups or matrix groups over finite fields (Sims,
1990), matrix groups over the integers or rational numbers (Ostheimer, 1999) or finitely
presented groups (Lo, 1998b).
We refer to Sims (1994) for a more detailed introduction to polycyclic presentations.
2.2. orbit-stabilizer algorithms
There are two types of practical orbit-stabilizer algorithms for polycyclic groups G
available which we use frequently in the later sections: a method for finite orbits in the
underlying set Ω and an algorithm for the case that Ω is the set of elements of a finitely
generated abelian group A and G acts as a group of automorphisms on A. We describe
these two methods briefly in the following.
2.2.1. a finite orbit-stabilizer algorithm
Let G be a polycyclic group with a polycyclic sequence G. We consider an action of G
on a set Ω and we want to determine the orbit and the stabilizer of ω ∈ Ω. If this orbit
is finite, then we can list it and, simultaneously, determine a polycyclic sequence for the
stabilizer using the following well-known method for this purpose.
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Let N = 〈g2, . . . , gn〉G. By induction, we assume that we have determined the orbit
ωN and a polycyclic sequence S for StabN (ω). The group G acts via (ωN)g = (ωg)N on
the set of N -orbits in Ω and, since ωG is finite, there exists an e ∈ N with (ωN)ge1 = ωN .
Let e be minimal with this property. We obtain ωge1 ∈ ωN and hence ωge1 = ωn for some
n ∈ N . Thus
ωG =
e−1⋃
i=0
(ωN)gi1 and StabG(ω) = 〈ge1n−1,S〉.
Hence ωG and the polycyclic sequence (ge1n
−1,S) for StabG(ω) can be constructed
readily.
However, if the considered orbit ωG is infinite, then this method will not terminate.
Thus it is necessary for this approach to know a priori that ωG is finite.
2.2.2. an element orbit-stabilizer algorithm
A practical algorithm to solve the orbit-stabilizer problem in the case that Ω is the
set of elements of Qd and G is a polycyclically presented group acting as a subgroup
of GL(d,Z) has been introduced in Eick and Ostheimer (2002). If v, w ∈ Qd, then this
algorithm can determine a polycyclic sequence for StabG(v) and it can decide whether
or not there exists an element g ∈ G with vg = w; if so, it can find such an element g.
We refer to Eick and Ostheimer (2002) for further details.
This approach can be combined with the finite orbit-stabilizer algorithm of Section 2.2.1
to solve the orbit-stabilizer problem for the elements in a finitely generated abelian group
A under the action of a polycyclic group G of automorphisms. In this case we have that
A ∼= Zd × T for some d ∈ N and T = T (A) the torsion subgroup of A. Thus G acts
on A/T ∼= Zd as a subgroup of GL(d,Z) and we first solve the considered problem
for this factor group. Since T is finite, we can then extend this solution with the finite
orbit-stabilizer method to the original group A.
2.3. polycyclic matrix groups
Many algorithms for polycyclic groups proceed by induction on a normal series with
elementary or free abelian factors. The natural action of the given group on a factor
in such a series yields a homomorphism into a matrix group GL(d,Fp) or GL(d,Z).
We investigate the polycyclic subgroups of GL(d,Z) and their natural modules in this
section.
2.3.1. congruence subgroups
Let G be a finitely generated subgroup of GL(d,Q). Then there is a finite set of primes
pi such that the matrix entries in the elements of G have denominators divisible by
primes in pi only. For example, pi can be chosen as the prime divisors of the entries in the
generators of G and their inverses. We obtain that G ≤ GL(d,Qpi), where Qpi = {ab ∈ Q |
p - b for all p /∈ pi}. Thus, if p is a prime with p /∈ pi, then the natural ring homomorphism
ι : Qpi → Fp extends to the congruence homomorphism
ψp : G→ GL(d,Fp) : (gi,j)i,j 7→ ((gi,j)ι)i,j .
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The kernel Gp of ψp is called the p-congruence subgroup of G. If G is polycyclic and
given by a polycyclic sequence G, then a polycyclic sequence forGp can be computed read-
ily as an application of the finite orbit-stabilizer algorithm in Section 2.2.1. Congruence
subgroups of polycyclic matrix groups play a fundamental role in our later investigations.
The following theorem exhibits their structure.
Theorem 2.1. (Dixon, 1985, Lemma 9) Let G ≤ GL(d,Qpi) be polycyclic. If p /∈ pi
is an odd prime, then Gp is torsion-free and G′p is unipotent. Thus Gp is unipotent-by-
Abelian.
2.3.2. pure subgroups of lattices and subspaces
Let V = Zd. A subgroup U of this free abelian group is called pure if the factor V/U is
torsion-free and hence free abelian. The pure subgroups of V correspond to the subspaces
of VQ = V ⊗Q and we recall the basic features of this correspondence here.
Let U ⊆ VQ and define U∗ = {v ∈ V | vu = 0 for all u ∈ U}, where uv denotes
the standard scalar product in VQ. Then it is straightforward to show that U∗ is a pure
subgroup of V . If U is a finite subset of VQ, a subgroup of V or a subspace of VQ, then
U∗ can be determined readily via its definition. We observe:
• If U is a subgroup of V , then U ≤ U∗∗ and [U∗∗ : U ] < ∞. We call U∗∗ the pure
hull of U in V .
• If U is a subspace of VQ, then (U∗∗)Q = U , where UQ is the subspace of VQ spanned
by U .
2.3.3. integral composition series
Let G ≤ GL(d,Z) and V = Zd. A series of pure subgroups V = V1 > · · · > Vl >
Vl+1 = 0 is called an integral composition series for G if each subgroup Vi is G-invariant
and each factor Vi/Vi+1 is irreducible as a QG-module.
Lemma 2.1. Let G ≤ GL(d,Z) be polycyclic, V = Zd and p an odd prime. We consider
an integral composition series V = V1 > · · · > Vl > Vl+1 = 0 for the p-congruence
subgroup Gp and we denote the group induced by Gp acting on Vi/Vi+1 with Gp,i.
(a) The group Gp,i is free abelian and Gp,i ≤ GL(di,Z)p for di = dimVi/Vi+1.
(b) The matrix algebra Q[Gp,i] generated by the elements of Gp,i is a field.
Proof. We refer to Eick and Ostheimer (2002), Lemmas 2.2 and 2.4 for a proof. Part (b)
has also been observed in Ostheimer (1999). 2
Integral composition series for p-congruence subgroups Gp of polycyclic groups G ≤
GL(d,Z) and odd primes p play a fundamental role in our later methods and they are
frequently used for induction purposes.
A method to determine an integral composition series for a polycyclic p-congruence
subgroup Gp is described in Eick and Ostheimer (2002, Section 3.4). In summary, this
method first constructs a series of rational subspaces such that Gp acts as an abelian
group on each factor. Such a series can be obtained using fixed point spaces of the action
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of the unipotent group G′p. Next the obtained series is refined to a series of rational
subspaces such that Gp acts irreducibly on each factor. Since Gp acts as an abelian
group on each factor at this point, this computation reduces essentially to an application
of linear algebra. Finally, the obtained rational composition series for Gp is translated to
an integral composition series using the results of Section 2.3.2.
2.3.4. centralizers of irreducible modules
Let G be a polycyclically presented group and ν : G 7→ GL(d,Z) : g → g a homo-
morphism with an abelian image G such that G acts irreducibly on the natural module
Qd. The determination of ker(ν) is one of the main tools in our orbit-stabilizer method.
In particular, it can be applied to determine the centralizer of a factor in an integral
composition series for a p-congruence subgroup Gp.
Let G = {g1, . . . , gn} be a polycyclic sequence for G. Since the image of ν is abelian,
we obtain that the relations of the images of G form a lattice:
rl(G) = {(e1, . . . , en) | ge11 · · · genn = 1} ≤ Zn.
The following lemma shows that the relation lattice determines ker(ν). For a proof we
refer to Eick and Ostheimer (2002).
Lemma 2.2. Let G be a group with a polycyclic sequence G = (g1, . . . , gn) and let ν :
G → G be a homomorphism with abelian image. Let B be a basis in upper triangular
form for the relation lattice rl(G) and let K = {gen1 · · · genn | (e1, . . . , en) ∈ B} be its
corresponding sequence in G. Then K forms a polycyclic sequence for ker(ν).
Hence it remains to determine the relation lattice rl(G). Since G acts irreducibly on
Qd, we obtain that Q[G] is a field. The group G is contained in the unit group of the
maximal order of Q[G], since each element of G has an integral minimal polynomial. Thus
the determination of the relation lattice translates to an application of number theoretic
methods for computing with unit groups. For details we refer to Eick and Ostheimer
(2002).
3. Normalizers of Complements
Normalizers of complements to an abelian normal subgroup can be described as stabi-
lizers of elements in a first cohomology group. This correspondence facilitates the effective
computation of such normalizers. For finite groups, this idea has also been used in Celler
et al. (1990). We recall this approach here briefly and we investigate special cases for this
method.
3.1. the first cohomology group
Let AHG such that A is an abelian normal subgroup of G. Denote F = H/A and
recall that the groups of 1-cocycles and 1-coboundaries, respectively, are defined by
Z1(F,A) = {δ : F → A | δ(fh) = δ(f)h · δ(h) for f, h ∈ F}
B1(F,A) = {δ ∈ Z1(F,A) | δ(f) = a−1af for f ∈ F and some a ∈ A}.
If A has a complement U in H, then U can be written as {r(f) | f ∈ F} for certain
representatives r(f). In this case Z1(F,A) corresponds to the set of all complements
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to A in H via δ 7→ Uδ = {r(f)δ(f) | f ∈ F}. The coset representatives of H1(F,A) =
Z1(F,A)/B1(Z,A) yield a set of representatives for the conjugacy classes of complements
via this correspondence.
Since HG, we obtain that G acts naturally on F = H/A via conjugation. For g ∈ G,
f ∈ F and δ ∈ Z1(F,A) we define
δg(f) = δ(fg
−1
)g and tg(f) = r(f)−1 · r(fg−1)g.
Using these definitions we find that
• ψg : δ 7→ δg yields a natural linear action ψ : G→ Aut(Z1(F,A)) : g 7→ ψg,
• t : G→ Z1(F,A) : g 7→ tg is a derivation of G with respect to ψ, and
• γg : δ 7→ δg = δgtg yields an affine action γ of G on Z1(F,A).
Let Uδ be the complement corresponding to δ ∈ Z1(F,A). Then it is straightforward
to observe that (Uδ)g = Uδg and thus this affine action of G on Z1(F,A) corresponds to
the conjugation action of G on the set of complements.
If δ ∈ Z1(F,A), then the coset δ B1(F,A) is the orbit of δ under H via the affine
action γ. Since H is normal in G, there is induced action of G on the H-orbits and thus
an induced action of G on H1(F,A). We summarize the properties of this action in the
following lemma.
Lemma 3.1. Let G be a group with normal subgroups A and H such that A ≤ H and
A is abelian. Suppose that A has a complement U in H and consider the natural affine
action of G on H1(F,A) for F = H/A.
(a) The orbits of G in H1(F,A) under the affine action of G correspond to the G-classes
of complements to A in H.
(b) Let δ ∈ Z1(F,A) and define S = StabG(δ B1(F,A)). Then for each s ∈ S there
exists a cocycle γs ∈ B1(F,A) with δs = δ · γs. Let γs be induced by taking commu-
tators with as ∈ A. Then NG(Uδ) = {sas | s ∈ S}.
If G is polycyclic, then the first cohomology group H1(F,A) can be computed effec-
tively as described in Eick (2001b). Since H1(F,A) is a finitely generated abelian group
and an affine action can be translated to a linear action in an enlarged dimension, we
can compute the normalizer NG(U) for a complement U to A in H and we can test if
two complements U andW to A in H are conjugate under the action of G by Lemma 3.1
and the element orbit-stabilizer method of Section 2.2.2.
In the following two sections, we describe two independent refinements of this approach
to compute the normalizer of a complement. Then, in Section 3.4, we consider the special
case of a free abelian group H in more detail.
3.2. the kernel of the linear action
Let C be an arbitrary abelian group and consider an action of G on C. Then we note
that the stabilizer of an element c ∈ C can be described as the kernel of the derivation
dc : G→ C : g 7→ [c, g] = c−1cg, that is,
StabG(c) = ker(dc) = {g ∈ G | dc(g) = 1}.
Similarly, the orbit of an element in C translates to the image of the derivation dc. This
correspondence of the orbit-stabilizer problem to derivations is used in the following.
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We denote the action of G on C with ψ and we define K = ker(ψ) the kernel of
this action. Thus K is the centralizer of C in G and this centralizer can be used to
refine the complement normalizer algorithm introduced earlier. We recall this well-known
refinement in the following lemma.
Lemma 3.2. Let ψ be an action of G on an abelian group C and let K = ker(ψ). Let
d : G→ C be a derivation with respect to ψ and dK its restriction to K.
(a) dK is a homomorphism whose image is a G-invariant subgroup L ≤ C.
(b) d : G→ C/L : g 7→ d(g)L is a derivation of G with K ≤ ker(d).
(c) ker(d)/ ker(dK) is a complement to K/ ker(dK) in ker(d)/ ker(dK).
We want to apply this refinement in the case that G is a polycyclically presented group
and C = H1(F,A) as in Section 3.1. Then K is the kernel of the natural linear action ψ
of G on H1(F,A). If K is known, then we can readily determine ker(dK) and im(dK),
where d is a derivation with respect to ψ. Following Lemma 3.2, we then need to compute
the kernel or the image of the induced derivation d. This problem is of the same type as
our original problem, but we are acting on the smaller quotient group C/L.
Clearly, im(d) = im(d)/L. To determine ker(d) from ker(d), we apply Lemma 3.2(c).
For this purpose we note that each g ∈ ker(d) fulfils d(g) ∈ L. Thus there exists an
element k ∈ K with d(g) = d(k) and this yields gk−1 ∈ ker(d). Applying this process to
each generator of ker(d), we obtain a generating set of ker(d) mod ker(dK).
However, to apply this refinement we need to determine the kernel K of the linear
action of G on H1(F,A) explicitly. Depending on the type of action of G and the iso-
morphism type of H1(F,A), this may be time-consuming.
3.3. induction on a series
The method to compute normalizers of complements described in Section 3.1 can be
refined if a G-invariant series in H through A is given. We can use such a series to break
one potentially large orbit-stabilizer computation into several smaller calculations.
Let H = H1 > · · · > Hl+1 = A = A1 > · · · > Am+1 = 1 be a G-invariant series. We
denote Ai,j = Hi ∩AjU .
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UAj
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Ai+1,j−1
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An elementary observation yields that
• Aj = Al+1,j , Hi = Ai,1 and U = A1,m+1.
• Ai,j/Ai+1,j is a complement to Ai+1,j−1/Ai+1,j in Ai,j−1/Ai+1,j .
• NG(U) ≤ NG(Ai,j) for all i and j.
Initially,G normalizes the subgroups Al+1,j and Ai,1 for 1 ≤ j ≤ m+1 and 1 ≤ i ≤ l+1.
Suppose by induction that we have computed a subgroup S of G which normalizes Ai+1,j ,
Ai,j−1 and Ai+1,j−1. Then S acts on the factor Ai,j−1/Ai+1,j and we can apply the
method of Section 3.1 to compute NS(Ai,j/Ai+1,j). We observe that NS(Ai,j/Ai+1,j) =
NS(Ai,j). We replace S by this normalizer and iterate this procedure. Eventually, this
approach yields a subgroup S which normalizes A1,m+1 = U . As NG(U) ≤ NG(Ai,j) for
each i and j, we obtain S = NG(U) for this subgroup S. We summarize the method in
the following.
ComplementStabilizerByInduction(G,U)
initialize S := G
for i in {l, . . . , 1} do
for j in {2, . . . ,m+ 1} do
determine NS(Ai,j/Ai+1,j) using Section 3.1
replace S by this normalizer
return S
Similarly, we can check whether two complements U and W to A in H are conjugate
under G. For this purpose we introduce Bi,j = Hi ∩ AjW . Then Bl+1,j = Al+1,j and
Bi,1 = Ai,1. We use the following outline to determine a conjugating element g with
Ug =W .
ComplementConjugacyByInduction(G,U,W )
initialize S := G
initialize g := 1
for i in {l, . . . , 1} do
for j in {2, . . . ,m+ 1} do
determine h ∈ S with Ai,j/Ai+1,j = (Bi,j/Ai+1,j)h using Section 3.1
if no such element h exists, then return fail
determine S := NS(Ai,j/Ai+1,j)
replace g := h−1 · g and W :=Wh
adjust Bi,j := Hi ∩AjW
return g
Note that at the end of each for loop we have Bi,j = Ai,j . Hence at the end of this
method we have replaced W such that W = U and g is a conjugating element between
U and the original W .
Remark 3.1. We observe that Ai,j−1/Ai+1,j−1 ∼= Hi/Hi+1 and Ai+1,j−1/Ai+1,j ∼=
Aj−1/Aj . Hence within the application of Section 3.1 in the earlier algorithms S acts
on the subgroup and the factor group as it acts on Aj−1/Aj and Hi/Hi+1.
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3.4. complements in Abelian groups
The method of Section 3.1 can be refined in the special case that the subgroup H of G
is free abelian and A is a pure subgroup of H. Then we can identify H with an additive
abelian group H = Zd and G acts as a subgroup of GL(d,Z) on H.
First, we observe that the natural linear action of G on H1(F,A) for F = H/A trans-
lates into a tensor product action in this case. Thus the linear action can be read off from
the natural action of G readily.
Lemma 3.3. Let G be a group acting on H = Zd and suppose that A is a G-invariant
pure subgroup of H. Let f1, . . . , fe be a basis of F = H/A.
(a) B1(F,A) = 0 and Z1(F,A) → F ⊗ A : δ 7→ ∑ei=1 fi ⊗ δ(fi) is an isomorphism of
abelian groups.
(b) The natural linear action ψ of G on Z1(F,A) translates to the diagonal action on
F ⊗A, that is, ψg : f ⊗ a 7→ fg ⊗ ag.
Proof. (a) SinceH is abelian, we obtain thatB1(F,A)= 0 and Z1(F,A)=Hom(F,A)
∼= F ⊗A by their definition.
(b) We obtain that δg maps to
∑e
i=1 f
g
i ⊗ δ(fi)g, using ψg : δ 7→ δg and δg(f) =
δ(fg
−1
)g. 2
We include a further analysis of the case that G acts as a polycyclic p-congruence
subgroup for an odd prime p on the free abelian H. We consider an integral composition
series H = H1 > · · · > Hl+1 = A = A1 > · · · > Am+1 = 0 for G in H through A
and we apply Section 3.3 to this case. This splits the problem to a sequence of smaller
problems of the same type. By Remark 3.1 and Lemma 2.1, in each smaller problem
we act with an irreducible p-congruence group on the subgroup Ai+1,j−1/Ai+1,j and
the factor Ai,j−1/Ai+1,j−1. We denote the factor by F and the subgroup by A again to
simplify notation.
Lemma 3.4. Let G be a group acting as an irreducible p-congruence group on modules
F and A. Then G acts as a free abelian semisimple group on F ⊗A.
Proof. By Lemma 2.1, G acts as an abelian group on F and A. An abelian irreducible
group is diagonalizable over C. Thus the action on F ⊗A is also C-diagonalizable and G
acts as an abelian semisimple group on F ⊗ A. This action is torsion-free, since G acts
as a p-congruence group on F ⊗A. 2
We consider the linear action of G on F ⊗ A as described by Lemma 3.3. If we want
to solve the orbit-stabilizer problem for an element c ∈ F ⊗ A, then we compute the
corresponding derivation d = dc and we determine the kernel or the image of d.
We split F ⊗A into a direct sum of pure subgroups which are irreducible QG-modules
using the method of Section 2.3.3. We project the derivation d to each of the direct
summands and determine the kernel or the image of d for each projection stepwise. Thus
we can assume in the following that F ⊗A is irreducible as a QG-module.
Now we apply Section 3.2. We determine the centralizer K of F ⊗ A in G using the
method of Section 2.3.4. Then we compute ker(dK) and L = im(dK). It remains to
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compute image and kernel for the induced derivation d : G → (F ⊗ A)/L. Since L is a
G-invariant sublattice of the irreducible module F ⊗A, either L has finite index in F ⊗A
or L = 0. In the first case, an application of the finite orbit-stabilizer algorithm solves
the considered problem. In the second case, we apply the following result of Eick and
Ostheimer (2002, Theorems 13 and 16), to read off the kernel and the image of d.
Theorem 3.1. Let G be a polycyclic group acting as an irreducible free abelian group G
on an integral module C = Ze with kernel K. Let d : G→ C be a derivation with d 6= 0,
but dK = 0. Further, let g1, . . . , ge ∈ G such that g1 − 1, . . . , ge − 1 is a basis of the field
Q[G]. Then we obtain the following.
(a) ker(d) = K.
(b) d(g1), . . . , d(ge) is a basis of CQ.
(c) im(d) =
{∑e
i=1 aid(gi) | a1, . . . , ae ∈ Q with 1 +
∑e
i=1 ai(gi − 1) ∈ G
}
.
Remark 3.2. Throughout this section we have assumed that H is a subgroup of G. The
methods of this section also apply, if H is an finitely generated abelian group and G a
polycyclic group acting on H, since NG(U) ∼= NHoG(U)/H in this case.
4. The Orbit-stabilizer Problem for Subgroups of Zd
Let G be a polycyclic group acting as a group of automorphisms on V = Zd. In this
section we describe a practical solution for the orbit-stabilizer problem for subgroups of
V , that is, we determine
• StabG(U) = NG(U) = {g ∈ G | Ug = U} for a subgroup U of V , and
• g ∈ G with Ug = W for two subgroups U and W of V (if g does not exist, fail is
returned).
The corresponding problems for elements of V can be solved as described in Eick and
Ostheimer (2002).
Remark 4.1. Let G ≤ GL(d,Z) and U ≤ Zd. If g ∈ G with Ug ⊆ U , then Ug = U .
The relation of subgroups of V and subspaces of VQ = V ⊗ Q as outlined in Sec-
tion 2.3.2 induces a similar relation between the corresponding normalizer problems.
This is described in the following lemma.
Lemma 4.1. Let G be a group acting as subgroup of GL(d,Z) on V = Zd. Consider
a subgroup U ≤ V and let UQ and VQ be the rational spaces spanned by U and V ,
respectively.
(a) We obtain that NG(UQ) = NG(U∗∗).
(b) The orbit of U under the action of NG(U∗∗) is finite.
Proof. (a) Since (U∗∗)Q = UQ, we obtain NG(U∗∗) ⊆ NG(UQ). Vice versa, if U is a
G-invariant subset of VQ, then U∗ is a G-invariant subgroup of V . Hence we obtain
NG(UQ) ⊆ NG(U∗∗).
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(b) Let W = U∗∗. Then NG(UQ) = NG(W ) by (a) and [W : U ] < ∞. The group
NG(W ) acts on the (finitely many) subgroups of index [W : U ] in W and hence the
orbit of U is finite. 2
Using Lemma 4.1 and the finite orbit-stabilizer algorithm of Section 2.2.1, we observe
that it is sufficient to solve the orbit-stabilizer problem for pure subgroups of V or,
equivalently, for subspaces of VQ.
In the following sections we present our solution to the considered orbit-stabilizer
problem. As a preliminary step in Section 4.2, we consider the special case of a group
G acting as a free abelian and rationally irreducible group on the lattice Zd. Then, in
Section 4.3 we introduce the resulting algorithm. Beforehand, we recall some prerequisites
from number theory.
4.1. number theoretic prerequisites
We use a variety of computational methods for algebraic number fields in our later
methods. We recall the basics for these methods here briefly and we refer to Pohst
(1993) or Cohen (1995) for further details on the underlying algorithms.
Let K be an algebraic number field given via a defining polynomial K = Q[x]/(f).
Then the unit group O∗K of its maximal order OK is well understood by Dirichlet’s
theorem: there exists an isomorphism ιK : O∗K → Zr ⊕ Z/tZ for certain r, t ∈ N0.
Effective methods to determine an integral basis of the maximal order OK , generators of
O∗K and the isomorphism ιK are available. Further, for a given c ∈ N we can determine
a finite set Tc(K) ⊆ OK such that⋃
t∈Tc(K)
tO∗K = {k ∈ OK | |NK(k)| = c}
where NK denotes the integral norm in K/Q.
Let G be a finitely generated abelian subgroup of GL(d,Z) which acts irreducibly on
its natural rational module Qd. Then the matrix algebra generated by the elements of
G forms an algebraic number field K = Q[G]. First, a generator c with K = Q[c] and
thus an isomorphism K ∼= Q[x]/(f) for the minimal polynomial f of c can be computed
readily from the generators of G or from a basis of K using the following well-known
lemma (see Cohen, 1995, p. 179).
Lemma 4.2. Let K = Q[a, b] for a, b ∈ GL(d,Q) be a field. Then K = Q[a + cb] for all
but finitely many elements c ∈ Q.
Identifying K = Q[G] with Q[x]/(f) we can now apply the number theoretic methods
described earlier to K. Since each element of G has an integral minimal polynomial,
we have G ≤ O∗K . Thus we can use Dirichlet’s isomorphism ιK to translate G into an
additively written abelian group. This facilitates efficient computations with G.
4.2. the irreducible case
In this section we consider the special case of a polycyclic group G which acts as a free
abelian subgroup of GL(d,Z) on V = Qd such that V is irreducible as a QG-module. We
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present a practical method to solve the orbit-stabilizer problem for subspaces of V under
the action of G.
The kernel C of the action of G on V can be determined using the method of Sec-
tion 2.3.4. To simplify notation we pass over to G/C and thus we identify G with its
image in GL(d,Z). Then K = Q[G] is a field and the methods of Section 4.1 apply.
4.2.1. the stabilizer problem
Let U be a subspace of V and suppose that we want to determine NG(U) = {g ∈ G |
Ug = U}. Let K = Q[G] and note that each non-trivial element of K is invertible. Thus
we obtain
Remark 4.2. Let k ∈ K with Uk ⊆ U . Then Uk = U or k = 0 and Uk = 0.
We initiate the computation of NG(U) by determining the subfield L = {k ∈ K | Uk ⊆
U} of K. To compute a basis for L, let k1, . . . , kd be a basis of K and u1, . . . , ue a basis
of U . Consider u ∈ U and denote Lu = {k ∈ K | uk ∈ U}. Then Lu is a subspace of K
and for a1, . . . , ad ∈ Q we have
a1k1 + · · ·+ adkd ∈ Lu
⇔ u(a1k1 + · · ·+ adkd) ∈ U
⇔ a1(uk1) + · · ·+ ad(ukd) = w for some w ∈ U
⇔ a1(uk1) + · · ·+ ad(ukd)− w = 0 for some w ∈ U
⇔ (a1, . . . , ad, b1, . . . , be)(uk1, . . . , ukd,−u1, . . . ,−ue)tr = 0
for some w ∈ U with w = b1u1 + · · ·+ beue.
Hence the elements of Lu can be described as solutions to a linear homogeneous equation
over Q, where we consider the first d entries in each vector of the solution space only.
Thus a basis for Lu is straightforward to obtain. This yields a basis for L from bases of
Lui via
L =
e⋂
i=1
Lui .
Next we observe that NG(U) = G∩L and thus we want to determine this intersection.
Since L is a subfield of K, we have that O∗L = O∗K ∩ L. Also, G ≤ O∗K by our setup and
thus G ∩ L = G ∩ O∗L ≤ O∗K . Thus we determine O∗L and use Dirichlet’s isomorphism
ιK to translate the problem into additive notation. Now we can compute G ∩ O∗L by
intersecting two subgroups of an additive abelian group which is straightforward.
4.2.2. the orbit problem
Let U and W be subspaces of V . We want to determine an element g ∈ G with
Ug = W if such an element exists. Clearly, if U and W have different dimensions, then
such an element cannot exist, since each element of G maps U onto a subspace of the
same dimension. Thus we assume in the following that both subspaces U andW have the
same dimension e and we denote bases for the subspaces by u1, . . . , ue and w1, . . . , we.
Remark 4.3. Let k ∈ K with Wk ⊆ U . Then Wk = U or k = 0 and Wk = 0.
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Suppose that k1, . . . , kd is a lattice basis of OK . Then each element k ∈ OK can be
written as an integral linear combination k = a1k1 + · · ·+ adkd. We obtain
W (a1k1 + · · ·+ adkd) = U
⇔ wi(a1k1 + · · ·+ adkd) ∈ U for 1 ≤ i ≤ e
⇔ a1(wik1) + · · ·+ ad(wikd) = w for some w ∈ U
⇔ a1(wik1) + · · ·+ ad(wikd)− w = 0 for some w ∈ U
⇔ (a1, . . . , ad, b1, . . . , be)(wik1, . . . , wikd,−u1, . . . ,−ue)tr = 0
for some w = b1u1 + · · · beue ∈ U.
Thus the elements k ∈ OK with Wk ⊆ U can be determined as solutions to a linear
homogeneous equation truncated to the first d entries in each solution vector. If no
element k ∈ OK with Wk = U exists, then U and W cannot be conjugate under G, since
G ⊆ OK . Thus we assume in the following that such an element k exists and we note
that k 6= 0. If L = {k ∈ K | Uk ⊆ U} as determined in Section 4.2.1 and h = k−1, then
we obtain
{k ∈ K | Uk ⊆W} = Lh.
Hence it remains to check if there exists an element g ∈ G ∩ Lh. We first apply the
following lemma to determine O∗K ∩ Lh. The lemma uses the construction of a finite set
Tb(L) to solve a norm equation in an algebraic number field as described in Section 4.1.
Lemma 4.3. Let Q ⊂ L ⊂ K be a field extension with [K : L] = f . Consider h ∈ K \{0}
with h−1 ∈ OK . Denote a = |NK(h−1)| ∈ N. If there exists an integer b ∈ N with bf = a,
then S = {t ∈ Tb(L) | th ∈ O∗K} yields O∗K ∩ Lh =
⋃
t∈S thO∗L. Otherwise O∗K ∩ Lh = ∅.
Proof. First note that for t ∈ S ⊆ OL and l ∈ O∗L we obtain that thl ∈ O∗K ∩ Lh.
Vice versa, let k ∈ O∗K ∩ Lh. Then k = hl for some l ∈ L and thus kh−1 = l ∈ OK .
Hence l ∈ OK ∩ L = OL. Further, 1 = |NK(k)| = |NK(l)||NK(h)| = |NL(l)|f/a. Thus
a = bf with b = |NL(l)| ∈ N. Therefore, l = ts for some t ∈ Tb(L) and s ∈ O∗L. Finally,
k = hl = hts and thus th ∈ O∗K as desired. 2
Using the above lemma we can determine O∗K ∩ Lh effectively. First, we compute
a = |NK(h−1)| and check if there exists an element b ∈ N with bf = a. If so, then we
compute Tb(L) and find those t ∈ Tb(L) with th ∈ O∗K . Thus we obtain the set S of
Lemma 4.3. We note that
G ∩ Lh = G ∩
⋃
t∈S
thO∗L =
⋃
t∈S
(G ∩ thO∗L).
Thus we determine G ∩ Lh by considering t ∈ S in turn and check if ∅ 6= G ∩ thO∗L. We
note that G ∩ thO∗L ⊆ O∗K and thus this condition can be computed inside the finitely
generated abelian group O∗K . It reduces to solving the equation gl = th for given elements
t and h and g ∈ G and l ∈ O∗L. Using the additive description for O∗K via Dirichlet’s
isomorphism ιK , this translates to solving a linear equation.
4.3. the orbit-stabilizer algorithm for subgroups
We present our approach to solve the orbit-stabilizer problem for subgroups of V ∼= Zd
under the action of a polycyclic group of automorphisms G. Both problems can be solved
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with a similar approach. We give an outline for the stabilizer problem first and comment
on the orbit problem later. Thus let U ≤ V and suppose we want to determine NG(U).
We consider a sequence of reduction steps.
First, we use the induced action ofG on V/qV for one (or several) primes q. We compute
the stabilizer NG(U + qV/qV ) using the finite orbit-stabilizer algorithm of Section 2.2.1
and then we replace G by this stabilizer. This precomputation is invoked to increase the
efficiency of the considered stabilizer computation.
Next, let ψ : G→ GL(d,Z) be the action of G on V and denote its image with G. Let
Gp be the preimage under ψ of the p-congruence subgroup Gp for an odd prime p. Since
Gp is a normal subgroup of finite index in G, we obtain that the Gp-orbits form a finite
set of blocks for the action of G. Hence we can apply the finite orbit-stabilizer method
of Section 2.2.1 and thus reduce the stabilizer problem to an orbit-stabilizer problem
for Gp.
Then, let V = V1 > · · · > Vl > Vl+1 = 0 be an integral composition series for Gp as
considered in Section 2.3.3. We use induction down this series to compute NGp(U). To
simplify notation, let A = Vl. By induction, we assume that we know H = NGp(UA/A)
and that the integral composition series for Gp is refined to such a series for H. Hence
A is an irreducible QH-module. Now we proceed in three steps to determine NH(U) =
NGp(U):
Step 1. For T = A ∩ U we compute H1 = NH(T ∗∗).
Since H acts as a polycyclic p-congruence subgroup and A is QH-irreducible, we obtain
that H induces a free abelian acting group on A by Lemma 2.1. Thus we can use Sec-
tion 4.2 to determine the stabilizer of T ∗∗ ≤ A.
Step 2. We determine H2 = NH1(U + T
∗∗/T ∗∗).
To simplify notation we assume that T ∗∗ = 0. Then U is a complement to A in the
abelian group U +A. Thus Section 3 can be applied to solve this problem.
Step 3. We compute H3 = NH2(U).
Since [U +T ∗∗ : U ] = [T ∗∗ : T ] <∞, this can be obtained using the finite orbit-stabilizer
algorithm of Section 2.2.1.
We obtain H3 = NGp(U). A summary of this method to determine the stabilizer
NGp(U) is given in the following.
SubgroupStabilizer(Gp, U)
initialize H := Gp
determine an integral composition series V = V1 > · · · > Vl+1 = 0 for Gp
set i := 1
repeat
let T := (U ∩ Vi) + Vi+1
induce the action of H to the factor Vi/Vi+1
determine H := NH(T ∗∗/Vi+1) (Section 4.2)
induce the action of H to U + Vi/T ∗∗
determine H := NH(U + T ∗∗/T ∗∗) (Section 3)
induce the action of H to V/Vi+1
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determine H := NH(U/Vi+1) (Section 2.2.1)
refine Vi+1 > · · · > Vl+1 to an integral composition series for H
reset i := i+ 1
until Vi+1 = 0
return the normalizer H = NGp(U)
A similar sequence of induction and reduction steps can be used to test if two sub-
groups U,W ≤ V are conjugate in G. Then we apply the solution of the considered
orbit problem in each step of the above algorithm in the same form as in the algorithm
ComplementConjugacyByInduction of Section 3.3. Thus we can determine a conjugating
element Ug =W if it exists.
5. Computing Normalizers in Polycyclic Groups
Let G be a polycyclic group and let U ≤ G. Suppose that G is given by a polycyclic
sequence. We use induction down a normal series with elementary or free abelian factors
of G to determine NG(U). In the inductive step we assume that A is an elementary
or free abelian normal subgroup of G and we have determined H/A = NG/A(UA/A).
We observe that NG(U) ≤ H and thus NG(U) = NH(U). We determine the desired
normalizer NG(U) in two steps.
(1) We compute K = NH(U ∩ A). Since A is an elementary or free abelian normal
subgroup of G, we can use the linear action of H on A to construct K by an
orbit-stabilizer algorithm. If A is elementary abelian, then it is finite and the finite
orbit-stabilizer algorithm of Section 2.2.1 applies. If A is free abelian, then we can
use the method of Section 4 for this purpose. Since NG(U) normalizes U and A and
thus U ∩A, we obtain NG(U) ≤ K. Hence NG(U) = NK(U).
(2) The factor U/(U ∩ A) is a complement to A/(U ∩ A) in UA/(U ∩ A). Since K
normalizes the subgroups UA, A and U ∩A, we can determine NK(U) by applying
the methods of Section 3 to the affine action of K on H1(UA/A,A/(U ∩A)).
Similarly, we can test if there exists an element g ∈ G with Ug =W for two subgroups
U,W ≤ G and if so, then we can determine such an element. Compare with Section 3.3
for the general approach.
6. Implementation and Runtimes
The Polycyclic package (Eick and Nickel, 2000) provides a basic setup for computing
with polycyclic groups defined by polycyclic presentations and it also contains a number
of higher level methods for polycyclically presented groups. For example, the methods
discussed in Section 2 are available in this package. The Polycyclic package is based on
Gap (Gap, 2000) and it uses Kant (Kant, 1997) to solve the number theoretic problems
discussed in Section 4.1.
A prototype implementation of the methods described here has been added to the
Polycyclic package. It shows that the underlying algorithms are practical and can be
applied to interesting and non-trivial examples. We report on runtimes on a 450 MHz
Pentium II computer running under Linux in the following sections.
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6.1. the orbit-stabilizer algorithm
It is difficult to give a precise limit for the range of applications of the orbit-stabilizer
algorithm for subgroups of Zd introduced in Section 4. First, the efficiency depends on the
number and the dimensions of an integral composition series for the considered congru-
ence subgroup. Then, the orbit lengths arising in applications of the finite orbit-stabilizer
algorithm are a further limiting factor. However, the most unpredictable difficulties arise
from integer arithmetic problems if large integers turn up in the considered acting matri-
ces.
As an overall estimate, we expect that the orbit-stabilizer computation is usually prac-
tical for subgroups of Zd up to dimension d ≤ 8 if no integer arithmetic problems occur.
Our experiments suggest that it can also be practical for larger dimensions.
Remark 6.1. In the outline of the orbit-stabilizer methods in Section 4.3 there are
choices available for the prime p of the considered congruence subgroup and the prime(s)
q used for precomputations. We always use q = p = 3 which seems to be a good overall
heuristic.
• First, we consider the group G1 = 〈a, b, c | ba = c, ca = bc, cb = c〉 with its integral
matrix action ψ : G1 → GL(3,Z) defined by
aψ =
−1 1 8−5 −2 20
−1 0 5
 , bψ =
−47 −24 1920 1 0
−12 −6 49
 , cψ =
−23 0 960 1 0
−6 0 25
 .
This three-dimensional action of G1 is considered in Table 1.
• Secondly, we consider the same polycyclic group G1 as earlier and define the integral
matrix action ν : G1 → GL(9,Z) : g 7→ gψ ⊗ gψ (the diagonal action on the tensor
product Z3 ⊗ Z3). This nine-dimensional action of G1 is considered in Table 2.
• Finally, let G2 = 〈a, b, c | ba = bc, ca = c, cb = c〉 and consider the rationally
irreducible action  : G2 → GL(4,Z) defined via
a =

0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
 and b =

1 1 0 −1
−1 0 1 0
0 −1 0 1
1 1 −1 0
 .
This action induces a natural diagonal action on the tensor product Z4 ⊗ Z4 and
thus yields an integral matrix action γ : G2 → GL(16,Z). This 16-dimensional
action of G2 is considered in Table 3.
6.2. the normalizer algorithm for polycyclic groups
The normalizer algorithm for polycyclic groups of Section 5 is based on the orbit-
stabilizer algorithm for subgroups of Zd as outlined in Section 4 and the orbit-stabilizer
algorithm for elements of Zd described in Eick and Ostheimer (2002). Thus the comments
on the efficiency and the bottlenecks of these two methods apply to the normalizer
algorithm as well. In particular, the integer arithmetic problems noted in Section 6.1
may have an impact on the normalizer algorithm. As a result, the runtimes for the
normalizer algorithm are sometimes unpredictable.
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Table 1. G1 acting via ψ on Z3.
Subgroup generators Normalizer Seconds
(1, 4,−3) 〈a24 b−47496 c−76848〉 0.39
(3, 3, 1) 〈a56 b−64223866204 c−103916398407〉 0.35
(1,−4, 1) 〈a120 b−279046542389632386371112 c−451506790029563504521296〉 0.40
(1, 3, 0) 〈a24 b−18582 c−30066〉 0.39
(1, 2, 2), (0, 8, 5) 〈b−38 c81〉 0.66
(2, 0, 2), (0, 5,−2) 〈b−25 c48〉 0.25
(1, 0, 4), (0, 5, 2) 〈b−20 c41〉 0.63
Table 2. G1 acting via ν on Z9.
Subgroup generators Normalizer Seconds
(3, 0, 3,−3,−1, 0,−2, 0,−4) 1 2.26
(2, 2, 0, 0,−2,−2,−4,−1, 5), 1 1.96
(0, 3, 1,−1,−1,−1,−2, 1, 0)
(1, 0, 0, 0, 0, 0, 0, 0,−16), G1 3.39
(0, 1, 0, 0, 0, 0, 0,−4, 0),
(0, 0, 1, 0, 0, 0, 1, 0,−8),
(0, 0, 0, 1, 0, 0, 0, 4, 0),
(0, 0, 0, 0, 1, 0, 0, 0, 0),
(0, 0, 0, 0, 0, 1, 0, 1, 0)
Table 3. G2 acting via γ on Z16.
Subgroup generators Normalizer Seconds
(1, 2,−1, 0, 0,−4,−1, 1, 3,−2, 0,−1,−2, 3, 0, 0) 〈c〉 7.37
(1, 0, 0, 0, 0, 1, 33, 0, 1,−76,−16, 37,−1,−66,−7, 0), 〈c〉 7.86
(0, 1, 0, 0, 0, 66,−1, 1, 174,−117,−25,−12, 6, 123, 2,−1),
(0, 0, 1, 0, 0, 1,−3, 0, 42,−24,−6,−275, 145, 467, 1, 22),
(0, 0, 0, 2, 0, 54, 42, 129, 1,−91,−1,−23, 13, 40,−7, 86),
(0, 0, 0, 0, 1, 0, 1, 0, 0,−1, 0, 69,−38,−123,−1, 1)
In the following we describe the groups which we use for our experiments. We introduce
the groups briefly and list the relative orders of their polycyclic presentations where we
use a 0 to denote an infinite index. The polycyclic presentations of the group are omitted
here to save space, but all the groups are also available in the Polycyclic package.
(1) The group G1 is a split extension of the form Z4 o U for U ∼= Z2. The generators
of U act on Z4 via
0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
 and

1 1 0 −1
−1 0 1 0
0 −1 0 1
1 1 −1 0
 .
Thus G1 has a polycyclic presentation on six generators with relative orders
(0, 0, 0, 0, 0, 0).
(2) The group G2 is a torsion-free nilpotent group determined by Nickel using the NQ
share package ofGap. It has a polycyclic presentation on 16 generators with relative
orders (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 4, 0, 4, 0, 2, 0).
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(3) The groups G3 and G4 are extensions of a maximal finite subgroup of GL(6,Z) of
isomorphism type (C2×S4) oC2 with Z6. This maximal finite subgroup of GL(6,Z)
can be obtained as “ImfMatGroup(6, 7, 1)” in Gap and the extensions have been
computed using the Polycyclic package. The first group is the split extension,
the second extension is non-split. Both groups have a polycyclic presentation with
the relative orders (2, 2, 2, 2, 2, 3, 3, 2, 2, 2, 2, 0, 0, 0, 0, 0, 0).
In Table 4 we record runtimes in seconds for some randomly chosen subgroups of G1.
We observe that the runtimes can vary considerably for different subgroups which is
mainly due to the orbit-stabilizer algorithm.
In Table 5 we consider runtimes for the group G2 = 〈g1, . . . , g16〉. Choose U =
〈g3, g4, g7g−28 g79g412g313g−1714 g15g4116 , g10g13g14g−216 , g11g412g13g−514 g1216 , g612g13g−814 g1916〉 for this
purpose. We want to compare the runtimes for determining the normalizer NG2(U) using
three different normal series with elementary or free Abelian factors of G2 in the induc-
tion approach of the normalizer computation: the derived series, the polycyclic series
exhibited by g1, . . . , g16 with the finite factors refined to prime factors, and the upper
central series. All three series happen to be normal series with the desired factors and
we include the isomorphism types of their factors in Table 5.
Finally, in Table 6 we consider the subgroups Ui = 〈g3, g13〉 of the groups Gi =
〈g1, . . . , g17〉 for i = 3, 4 and we determine their ascending normalizer sequences, that is,
we compute Ui(j) = NG(Ui(j − 1)) starting with Ui(0) = Ui. Using this computation we
can observe that U3 is subnormal in G3, while U4 is not subnormal in G4.
Table 4. Normalizers of subgroups of G1 = 〈g1, . . . , g6〉.
Subgroup U Normalizer NG1 (U) Seconds
〈g32g−14 g−15 g−36 〉 〈g121 g22 g3 g4 g53, U〉 0.23
〈g2g43g−14 g5〉 〈g1 g153 g−64 g65 g−106 , U〉 0.08
〈g2g5726 , g3g71316 , g4g177376 , g5g32256 , g184076 〉 〈g1 g155576 , U〉 1.31
〈g42g22846 , g3g57096 , g4g20166 , g5g117576 , g531676 〉 〈g211 g280296 , U〉 5.84
Table 5. Computing NG2 (U) using various series.
Series Factors of induction series Seconds
Derived Z2, Z4, Z7 11.440
Refined polycyclic Z, Z, Z, Z, Z, Z, Z, Z, Z, Z, Z2, Z2, Z, Z2, Z2, Z, Z2, Z 10.590
Upper central Z2, Z, Z, Z, Z2, Z, Z2, Z, Z, Z 9.210
Table 6. Computing NGi (Ui(j − 1)) for i ∈ {3, 4}.
Runtime for U3(j) Runtime for U4(j)
j = 1 1.28 2.12
j = 2 0.97 1.57
j = 3 0.81 1.34
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7. Final Comments
It seems that the orbit-stabilizer problem for elements or subspaces of Qd under the
action of a polycyclic subgroup of GL(d,Q) is not even known to be decidable. It would
be interesting to investigate this problem and to extend the orbit-stabilizer methods
obtained so far to this case.
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