west of the southern tip of Africa , is used to identify features that are robust regardless of the model used and takes into account the thermohaline biases of each model. When determined by a passive tracer method, 60 % of the magnitude of Agulhas leakage is captured and more than 80 % of its temporal fluctuations, suggesting that the method is appropriate for investigating the variability of Agulhas leakage. In all simulations but one, the major driver of variability is associated with mesoscale features passing through the section. High resolution (<1/10 • ) hindcast models agree on the temporal (2-4 cycles per year) and spatial (300-500 km) scales of these features corresponding to observed Agulhas Rings. Coarser resolution models (<1/4 • ) reproduce similar time scale of variability of Agulhas leakage in spite of their difficulties in representing the Agulhas rings properties. A coarser resolution climate model (2 • ) does not resolve the spatio-temporal mechanism of variability of Agulhas leakage. Hence it is expected to underestimate the contribution of Agulhas Current System to climate variability.
Introduction
Agulhas leakage (AL), as defined by the transport of water masses from the Indian Ocean to the South Atlantic Ocean, plays a crucial role in the global circulation of heat and freshwater in the current climate, through and beyond its impact on the Atlantic Meridional Overturning Circulation (AMOC). AL is the result of a complex, highly nonlinear interplay between the strong western boundary current along the South African coast, the Agulhas Current, and the vigorous mesoscale activity arising south of Africa where Abstract Investigating the variability of Agulhas leakage, the volume transport of water from the Indian Ocean to the South Atlantic Ocean, is highly relevant due to its potential contribution to the Atlantic Meridional Overturning Circulation as well as the global circulation of heat and salt and hence global climate. Quantifying Agulhas leakage is challenging due to the non-linear nature of this process; current observations are insufficient to estimate its variability and ocean models all have biases in this region, even at high resolution . An Eulerian threshold integration method is developed to examine the mechanisms of Agulhas leakage variability in six ocean model simulations of varying resolution. This intercomparison, based on the circulation and thermohaline structure at the Good Hope line, a transect to the south the bulk of the Agulhas Current waters are retroflected back into the Indian Ocean (de Ruijter 2006) . AL is primarily rendered by Agulhas rings, large structures that act as vehicles transporting warm, salty water from the Indian Ocean to the South Atlantic. They have an average radius of 150-200 km and surface velocities which exceed 1 m/s (Schouten et al. 2000; van Aken et al. 2003) . Rings are shed on average every 2-3 months at a rate of 5-6 per year but there can be sustained periods with no rings produced (Schouten et al. 2000) . They are not easily measured, as turbulence in the Cape Basin leads to the decay of rings (Boebel et al. 2003) . As one ring is estimated to carry a volume transport of 0.5-1.5 Sv (Schouten et al. 2000) , with only 5-6 rings per year, rings cannot be the only vehicle of exchange as alone they cannot produce the estimated 15 Sv of transport reported by Richardson (2007) . The extra contribution is likely provided through sub-mesoscale processes including filaments and jets (Lutjeharms and Cooper 1996) and by a background flux component (Loveday et al. 2015) . Hence, to realistically resolve AL it is assumed that numerical models require high spatial resolution.
State-of-the-art high-resolution ocean hindcasts are now able to reproduce the turbulent processes of the Agulhas Current realistically, despite remaining biases in their mean circulation and thermohaline properties (Loveday et al. 2014; Backeberg et al. 2012; Backeberg 2014) . However how well these simulations compare with regard to AL has not yet been investigated. It has been noted that most models fail at reproducing sustained periods with no ring produced (van Aken et al. 2003; Doglioli et al. 2006 ), but whether that affects the simulated reliability of AL remains unknown. In order to achieve such an inter-comparison of AL over several ocean models, a robust method is required that can estimate the associated transport of volume independent of the differences in model setup.
Observational estimates of AL are limited, therefore most existing estimates are based on the outputs of numerical models. Leakage estimates are highly variable, ranging from 10-41 Sv (1 Sv = 10 6 m 3 s −1 ) (Gordon 1986; Speich et al. 2001; van Sebille et al. 2010a ). The observational Goodhope line, which follows the TOPEX/POSIEDON-JASON 1 satellite ground track (Ansorge et al. 2005 ) is traditionally used to estimate AL in observations and models (Fig. 1) . The Goodhope line is positioned in the Cape Basin north west of the Agulhas Current retroflection and acts as a transitional boundary between the South Atlantic and Indian oceans. The simplest Eulerian approach assumes that the waters of Indian Ocean origin represent the warmest and most saline waters across the Goodhope section. These thermohaline properties can then be utilised in order to establish an integration domain over which volume transport is calculated (Rouault et al. 2009 ). The limitation of such an approach is that by imposing water mass criteria, the leakage in eddy-rich regions may be underestimated, although similar methods have been shown to reproduce the variability well (van Sebille et al. 2010b; Loveday et al. 2014; Putrasahan et al. 2015) . The opposing method is to use a Lagrangian approach in which numerical floats are released into the eastern Agulhas Current domain, and after a certain time period the amount of floats that have crossed a certain section to the west of the retroflection defines the volume transport of the leakage. Although this method has been seen to estimate the magnitude of the leakage well, it is computationally expensive, hence not suitable for model inter-comparison studies. Despite the significant model differences, the processes of variability of the leakage should be comparable among simulations. Here, a variety of ocean hindcasts is used to explore the sensitivity of AL to model configuration, by comparing the characteristics of variability in three models of comparable high resolution (1/12 • ).
As current state-of-the-art climate models contributing to CMIP5 intercomparison project have low spatial resolution (of the order of 1 • ) which is insufficient to reproduce Agulhas rings, one would not expect AL to be correctly represented in these models. However, the coarse resolution climate models are able to reproduce a form of leakage, in the absence of rings, that transports mass, heat and freshwater/salt from the Indian Ocean to the Atlantic Ocean. Hence we additionally analyse two 1/4 • simulations and one 2 • climate simulation to compare the characteristics of variability in surface velocities and volume transports to those of the high resolution hindcasts. This should be considered a first step to verify whether coarser resolution ocean models hence climate models are able to reproduce the processes of variability of AL. Rouault et al. (2009) and Biastoch et al. (2009) identified evidence that AL is increasing with climate change, linked to a warming trend in the Agulhas system since the 1960s and southward shift of the Subtropical front. Over 2-4 decades the warm salty water that enters the South Atlantic is advected northwards (Ruhs et al. 2013; Weijer et al. 2001) , its influence on the buoyancy balance affects deep water formation, the AMOC and thus global climate. Paleoceanographic studies and foram assemblages indicate that fluctuations in the strength of AL are linked to the glacial/interglacial cycles and periods of variable AMOC (Peeters et al. 2004; Caley et al. 2014) . With the potential of increasing leakage to warm the climate (Beal et al. 2011) , the importance of the Agulhas system and its role in the global climate and circulation makes understanding the drivers of variability very important. Climate model simulations can be used to identify what may happen in the future (regional hindcasts require atmospheric forcing fields, so they cannot be used to predict future climate) and over longer time periods (decadal and multidecadal variability) than is possible in high resolution regional hindcasts (usually integrated over only a few decades), as long as they reproduce the mechanisms of variability of AL properly.
Still, there remains to determine what are the characteristics of spatio-temporal variability of AL as simulated by ocean and climate models. This is the major question addressed in this study, where an inter-comparison of six model outputs is conducted with regard to variability of AL. To perform such inter-comparison, we first developed a method to estimate the leakage based on an Eulerian threshold method, which the details are described in Sect. 2. As a preliminary illustration of the methodology, we first discuss the simulated mean AL and snapshots of the velocity structure along the Goodhope line as reproduced by hindcast models (Sect. 3). Spatial variability of velocities normal to the Goodhope line are assessed in Sect. 4, while the temporal variability of AL is investigated in Sect. 5. The results and methodology are discussed in Sect. 6 before conclusions are made (Sect. 7).
Data and methods

Observations
In order to assess whether the model outputs can realistically reproduce the variability of AL, a comparison with available observational data is needed. In absence of long term continous observational estimates of AL, the only observations included in this intercomparison are geostrophic velocities estimated from satellite observations. The altimeter products were produced by SSalto/Duacs and distributed by Aviso, with support from CNES (http:// www.aviso.altimetry.fr/duacs). Weekly geostrophic velocities (delayed time geostrophic velocities from all satellites merged data, gridded on 1/4 • × 1/4 • cartesian grid) are estimated for the period of 1992-2012 along the Goodhope line using PAGO (see Sect. 2.3).
Model outputs
The simulations utilised in this study are split into three high resolution hindcasts, two coarser resolution hindcasts and one output from a climate model (summarised in Table 1 ). These outputs of varying resolutions are produced by three ocean models, namely ORCA12, ORCA025 and IPSL-CM5 based on the Nucleus for European Modelling of the Ocean (NEMO) code, AGUa0.10 and INDa0.12 constructed from the Hybrid Coordinate Ocean Model (HYCOM) and the ARC112i configuration from the Regional Oceanic Modelling System (ROMS).
NEMO outputs
ORCA12 and ORCA025 use NEMO code that operates on a global tripolar quasi-isotropic grid incorporating the z-level Ocean Parallelise (OPA) ocean model with the Louvain-la-Neuve (LIM) sea ice model (Madec 2008; Fichefet and Morales Maqueda 1997) . The resolution of ORCA12 is 1/12 • in the horizontal, with 46 vertical z-levels where spacing varies from 6 m near the surface to 250 m at the bottom. In all NEMO simulations presented here, the bathymetry is represented by partial steps (Barnier et al. 2006) . ORCA12 bathymetry is a combination of ETOPO1 of the National Geophysical data Center and GEBCO08. ORCA12 outputs used here are 5-day averages covering the period 1994-2012 (the simulation was initiated from a climatologic thermohaline structure at rest on 01/01/1989). For comparison, a simulation with 1/4 • resolution ORCA025 configuration is used. The bathymetry is derived from the ETOPO2 saltellite-based bathymetry (Smith and Sandwell 1997) . Both configurations are produced by the DRAKKAR group and utilise the same restoring factors and atmospheric forcings. Surface heat fluxes are calculated from atmospheric conditions from ERA Interim reanalysis and upper ocean characteristics using bulk formulae (Large and Yeager 2009) . Sea surface salinity is restored to climatology with a coefficient of 10 m/60 days (technically this restoring is applied as a correction to the atmospheric water forcing, hence converted into a water flux, see Treguier et al. 2014) .
As an example of a coarse resolution climate model, the 2 • ocean component of IPSL-CM5 model is included in our intercomparison. Developed by the Institut Pierre Simon Laplace (IPSL), the IPSL-CM5 is an Earth System Model 1948 CORE v.2b 1953 -2007 (ESM) that incorporates a consistent suite of models with various degrees of complexity and resolution (Dufresne 2013 
HYCOM outputs
A regional configuration of the HYCOM model is used, which has been previously shown to represent the Agulhas system well (Backeberg 2014) . HYCOM combines isopycnic-coordinate and fixed grid ocean circulation within its primitive equation framework (Bleck 2002 found that the AGUa0.10 simulation has a salinity bias which is further discussed later. For comparison, the coarse resolution HYCOM configuration named INDa0.12 which has a spatial resolution of 30-40 km in the Agulhas system is used.
ROMS outputs
The third high resolution simulation, ARC112i (Loveday et al. 2014) , uses ROMS that has high-order numerical schemes to solve the incompressible hydrostatic primitive equations of fluid dynamics, discretized in the stretch terrain following vertical co-ordinates and horizontal curvilinear co-ordinates (Penven et al. 2001 (Penven et al. , 2006a Marchesiello et al. 2003) . ROMS is a split-explicit, free surface model which utilises a terrain following vertical coordinate system (σ). In ARC112i, the horizontal resolution is 1/12 • and there are 32 σ levels which follow the bathymetry and are stretched towards the surface to establish the vertical resolution (Loveday et al. 2014) . Bathymetry is derived from the General Bathymetric Chart of the Oceans (GEBCO). ARC112i is bulk forced with the CORE v.2b variables with sea surface temperature and salinity able to freely evolve. The model has a primary spinup of 30 years then outputs are available weekly for 1948-2007. This is the longest configuration analysed in this study.
PAGO extraction
A major challenge when intercomparing models is to overcome the difference in the grid used without interpolating velocities. In this study, the Physical Analysis of a Gridded Ocean (PAGO) tool was used . PAGO takes few coordinate points above the Goodhope line and connects the nearest model grid points in a stepwise sequence of faces. The size of the staircase depends on the grid resolution. Hence, PAGO allows the same line to be extracted and compared from different grid configurations, avoiding the interpolation errors that would be induced if velocities from different grids were projected on a common grid (Barrier et al. 2014) . This is particularly important if volume transports are to be calculated on the extracted velocities, and this is needed here in order to estimate AL transport. The extraction of velocities normal to the section, which can be zonal or meridional velocities is applied on observed and simulated gridded velocities.
For the Goodhope line, we define as positive the direction of velocities oriented from the Indian Ocean to the South Atlantic Ocean, ie to the north (for zonal velocity) or to the west (for zonal velocities). Because this convention differs from the usual definition of positive currents in ocean models (meridional currents are usually positive northward while zonal currents are positive eastward), PAGO also changes the sign of zonal velocities when extracting those from the grid.
Quantifying Agulhas leakage
The Eulerian threshold method to estimate AL takes the general assumption that at the Goodhope line, AL is provided by the warmest and most saline water masses. Using the thermohaline properties of the flux at the Goodhope line in the 1/10 • AGO1 numerical model (based on NEMO code), van Sebille et al. (2010b) identified optimum thresholds for transports integration, namely 14.6 • C and 35.3 PSU. In this study, the integration domain is controlled by the isohalines rather than the isotherms, as expected: as the waters move through the Cape Basin they experience cooling through air-sea interaction and mixing, leaving salinity as the dominant signal. AL is thus better defined by its salinity signature than by temperature (van Sebille et al. 2010a; Biastoch et al. 2008a ). Yet, some models have Indian ocean that is fresher than South Atlantic (Weijer and Sebille 2014) , in which case any Eulerian threshold method that assumes a local maxima in salinity in AL water masses is not suitable. For these models, the method developed by Putrasahan et al. (2015) based on spiciness may be more efficient at capturing AL. This method is also suggested to capture better the extent at depth of Agulhas Rings.
In this study, we have tested the efficiency of our methodology to estimate AL against an Eulerian passive tracer method developed by Loveday et al. (2014) . In the latter, tracers are added to the model with values of 1 in the Indian Ocean east of 70 • E and 0 in the Atlantic waters west of 20 • W. The tracer is free to diffuse and advect with the flow fields and follows the Indian Ocean waters to the south and west of the African continent (Le Bars et al. 2014) . The computed flux of tracers that pass into the Atlantic across the Goodhope line is then defined as the leakage. When compared to such a passive tracer method within ARC112i, the ARC112i threshold time series (with the same thresholds as identified as optimum in van Sebille et al. (2010b) captures 60 % of the 'mean' leakage (passive mean = 18.7 Sv, threshold mean = 11.24 Sv) yet more than 80 % (correlation = 0.9) of the variability. This result thus validates that an Eulerian threshold approach is appropriate when characterizing the variability in AL.
AGUa0.10 has a surface salinity along Goodhope line (from the coast up to 500 km offshore) on average 0.2 lower than observed values. By implementing these same thermohaline thresholds, AGUa0.10 would have zero transport in the mean (salinity values across the section never reach 35.3). This illustrates that the temperature and salinity thresholds need to be adapted to the respective temperature and salinity biases of different model configurations, which eventually result from the atmospheric forcing, bulk formula and restoring quantities used. Hence, as seen above using the thermohaline thresholds of 14.6 • C and 35.3 PSU the variability of AL in ARC112i is captured reasonably well, relative to that estimated by a passive tracer method. These thresholds are then adapted for each model configuration, based on the difference in mean temperature and salinity values at the surface layer from the coast to 500 km offshore along the Goodhope line when compared to ARC112i. This domain is chosen as it is within the region of leakage in all models. Those differences are then considered as a bias and the integration thresholds are adjusted accordingly ( Table 2 ). Note that the temperature and salinity thresholds used here are constant in time. The implications in case of long term drift of the thermohaline properties of model outputs are discussed in Sect. 6.
Here is the complete sequence of our methodology to estimate AL. First, temperature and salinity thresholds need to be established in order to define an area of the section composing the leakage. Transport is then the integration of the velocities held within this area (limited in depth and offshore extent). There are two possible calculations of the transport: NET transport is the complete integration of the velocities captured within the threshold layers while TOTAL transport only integrates the positive velocities within this area. Hence, in the NET transport rotational velocities related to eddies passing through Goodhope line will cancel out, reducing the overall AL transport to the translational velocity of the eddies. On the other hand the TOTAL transport will only capture the north-westward velocities of eddies with no compensating return flow, which will then overestimate the leakage.
Preliminary description of Agulhas leakage
The objective of this study is to inter-compare six ocean simulations for their ability to represent the characteristics of spatio-temporal variability of the circulation across the Goodhope line. Hence we designed a robust method to systematically estimate AL, in spite of the differences in model specifics. Although our focus is not on the temporal mean AL, we still discuss below the temporal mean of the NET and TOTAL transports that are calculated in each simulation. As described in Sect. 2.4 AL transports are calculated at each time step by integrating the normal velocities over the area defined by the bias adjusted thresholds. ARC112i and AGUa0.10 have a mean AL of 11.2 and 9.5 Sv (Table 3) , which are the most similar to the estimates from literature and Lagrangian estimates of 10-20 Sv (Speich et al. 2001; Doglioli et al. 2006; Richardson 2007) . ORCA12 has half the mean NET transport of ARC112i and is lower than observed values. Differences in mean AL may be due to (Weijer et al. 2012; Weijer and Sebille 2014) . Using our methodology for IPSL-CM5, it seems that mean AL is very small because velocities across Goodhope line are very weak and the integration domain is smaller than for the other models. However, it goes beyond the scope of this paper to investigate this in more details. Moreover, because mean AL transport primarily depends on the thresholds used for integration (which we verified is not the case for the characteristics of variability), it is not within the objective of the present study to discuss differences in mean AL. In all models but IPSL-CM5, the TOTAL transports are larger than the NET transports. As the TOTAL transport integrates only over positive velocities, these values represent the high velocities associated with one side of passing anomalies (presumably Agulhas rings) which in NET transport is compensated for (presumably by the return flow of the ring). Hence, this suggests that in hindcast models there are anomalies with rotational velocities passing through the Goodhope line, as expected from Agulhas rings. The fact that in IPSL-CM5 there is little difference between NET and TOTAL transports suggest that passing Agulhas rings are not represented in this simulation, which is expected considering its coarse spatial resolution.
Before we estimate the characteristics of variability in AL, we illustrate below the velocity structures that are produced by the high resolution hindcast models (which are the most realistic). Each model has a mean thermohaline structure along the Goodhope line that is similar to observations, although ORCA12 is the most realistic due to the restorative forces applied on sea surface salinity (not shown). We focus here on the velocity structure at the time when AL is high (Fig. 2, left) and low (Fig. 2, right) . Agulhas rings are assumed to be the predominant vehicle of exchange. Indeed, in all three models, there is at least one eddy along the section when AL is high. As expected, the passing eddies disrupt the isotherms and isohalines, in all 3 simulations (black lines locate the threshold boundary for transport integration, based on specific isotherms and isohalines). As the eddies hold warmer, saltier watermasses compared to the surroundings, their passing increases the area of integration of the velocities, hence contributing to increase AL transport (besides an eventual intensification of the velocities). A striking difference between the 3 hindcast simulations is the depth of the velocity anomalies along the section, which reach the bottom in ARC112i (not shown) as observed (van Aken et al. 2003) while they are limited to the upper ocean in ORCA12 and AGUa0.10. Dencausse et al. (2010b) This is presumably a consequence of the vertical discretization of the models, but it goes beyond the scope of this paper to investigate this in more detail. Note that it has no impact on AL estimate because the depth integration of velocities is limited by the isotherms and isohalines. When AL is low, in all three high resolution hindcast simulations, the area for transport integration is very small because the isotherms and isohalines defining AL are very shallow, hence AL transport is low. Normal currents are also weak in those snapshots, and this presumably contributes as well to weakening AL transport. As a result, these two illustrations suggest that changes in velocity across Goodhope line are due to the passing of mesoscale features, presumably Agulhas rings, that also modify the thermohaline structure along the line. However, Fig. 2 is purely illustrative of adhoc selected snapshots. In the following, the charcteristics of spatial and temporal varibility along Goodhope line are quantified statistically.
Spatial variability of Agulhas leakage
The objective of this paper is to determine whether the simulations from different models agree on the main characteristics of spatio-temporal variability of AL. The spatial variability of AL, that is in fact a time series, supposedly reflects (1) where along the Goodhope line is AL happening and (2) what is the spatial scale of anomalies contributing to fluctuations in AL. To investigate this, two diagnostics are used along the Goodhope line: Hovmöller diagrams of the transport cumulated from the coast offshore, and spectral analysis of the surface current normal to the line. For the purpose of comparing model diagnostics with observations, we consider only the upper ocean velocities of the model output and also performed spatial spectra of geostrophic velocities from AVISO. Hence the results of this section are independent of the method chosen to integrate AL transport. Spectra were calculated at every timestep over a chosen year and an ensemble average of these is shown in Fig. 3 (we checked that those results are not dependent on the year chosen). Power spectrum density of horizontal velocities in space depends primarily on the effective resolution of model simulations that is not only a function of spatial resolution but also of the choice of numerical schemes to discretize the continuous primitive equations. ROMS and HYCOM simulations used in this study employ numerical schemes of generally higher order than NEMO simulations. This presumably explains why AGUa0.10, INDa0.12 and ARC112i have more power than AVISO, ORCA12 and ORCA025, and also why the difference in spatial resolution in between AGUa0.10 (10 km) and INDa0.12 (30-40 km) reflects as a difference in power spectrum density, which is not the case for ORCA12 vs ORCA025. As a consequence, we describe below the shape of spatial spectra rather than their absolute amplitude.
All spatial spectra have dominant peaks at wavelength smaller than 100 km that are likely due to the step structure used in the PAGO extraction, i.e. a feature of the method rather than true variability within the data. To verify this, we also performed spectral analysis of the surface circulation across a meridional (ccm) and zonal (ccz) line in Cape Basin in ORCA12 (dashed and dotted lines in panel b). Because those lines follow the model grid lines, there are no "steps" in the sections, unlike for the Goodhope line. Hence, the velocity normal to those lines is either zonal (for ccm) or meridional (ccz), rather than a combination of both as in the case for the Goodhope line. The absence of peaks at short length scales in ccm and ccz spectra confirms that those for the Goodhope line are due to the extraction methodology.
In all spectra of velocity across the Goodhope line, there is a change of slope at 300-500 km wavelength (gray shaded band), which suggest that it is the dominant spatial scale of circulation anomalies through this line (cf power spectrum density of autoregressive processes present changes of slope at each predominant scale of variability). This wavelength is in agreement with observed radius of 150-200 km of Agulhas rings (Arhan et al. 1999; van Aken et al. 2003 ; cf the wavelength is expected to correspond to the diameter of the rings). It confirms that the 3 hindcast models are able to reproduce Agulhas rings. It also suggests that those are the predominant mechanism of variability of the circulation the the Goodhope line. Comparing the ORCA12 spectra at the Goodhope line to the ccm and ccz lines (meridional and zonal sections through the Cape Basin), shows that the dominant spatial scale for ccm and ccz is at smaller wavelengths than for the Goodhope line (to the right of the gray shaded band). Hence the Goodhope line is the most appropriate location to capture the signature of Agulhas rings. The change in slope seen at the ccm and ccz lines can be related to the local Rossby radius of deformation, slightly smaller than the length scale of Agulhas rings. The spatial scale of surface velocity anomalies is estimated in ORCA025 and INDa0.12 as well (but not in IPSL-CM5 which only has 22 points along Goodhopeline, which is not sufficient to perform a robust spectral analysis). The shape of these spectra is very similar to those of their high resolution counterparts, with predominant variability at around 300-500 km consistent with the The signature of Agulhas rings on the circulation through the Goodhope line is also visible on the Hovmöller diagrams of the transport through the Goodhope line (Figs. 4, 5 , left ) . Again, in order to make a comparison with observations possible, we only consider the surface where l is the offshore distance along the Goodhope line, t is time, v 0 is the surface velocity of the model outputs and the geostrophic velocity for AVISO, as a function of time (x-axis) and offshore distance along Goodhope line (y-axis). At each point along the section, v 0 is the velocity normal to the section, hence it alternates between zonal and meridional velocities (see Sect. 2.3). This diagnostics reveals several characteristics of the variability along Goodhope line: (1) the surface transport through the line (only surface velocities are included T) as shading at the offshore extent, (2) the offshore extent of the integration domain for AL and (3) the lengthscale, intensity and pathways of Agulhas rings as where T is maximum (highlighted in black in panels a, b, c, g, h). In order to describe Figs. 4 and 5 quantitatively, we also computed the distribution of T maxima (when T > 10 5 m 2 /s for AVISO, ORCA12 and ORCA012, and T > 1.7 × 10 5 m 2 /s for AGUa0.10 and ARC112i) as a function the offshore distance along Goodhope line (panels d, e, f, i, j).
In AVISO observations, T maxima are visible in between 700 and 1200 km offshore (Fig. 4a, d ) and the distribution is well represented by a gaussian (dashed line in panel d). Notwithstanding, Dencausse et al. (2010b) described three predominant pathways for Agulhas rings, from the retroflection to the South Atlantic, using the same observations (see Fig. 1 ). Those do not appear in Fig. 4a, d because we limit our analysis to solely the Goodhope line.
In model outputs, the location of T maxima along Goodhope line is different and depends on the simulation. In ORCA12, T is locally maximum around 700 km offshore but also further offshore, at about 1300 km (Fig. 4b) . The distribution of T maxima is actually clearly bimodal in ORCA12 (Fig. 4e) which differs from AVISO. ORCA025 and ARC112i have T maxima located similarly to those in AVISO (Fig. 4c, h) , and unimodal distributions of T maxima as a function of the offshore distance (Fig. 4f, j) . Yet, T distributions are more skewed than in AVISO and T maxima are located overall too close to the shore in ARC112i. Finally, in AGUa0.10, T maxima have a much more variable location offshore (Fig. 5g, i) . As a conclusion, there are substantial differences in between the model outputs with regard the offshore location where T is maxima.
Additionally, we estimated from the Hovmöller plots the statistical distance over which T is maxima, by computing the distribution of T when centered around the local maximum (Fig. 6) . In observations and all hindcast models, the distribution of T is represented very well by a gaussian,
which standard deviation is used to quantitatively estimate the width of features associated with T maxima (this is the R value overlaid on Fig. 6 ). In all datasets, the width of features associated with T maxima is between 300 and 400 km, which is close to the 300-500 km predominant wavelength of variability of surface velocities normal to Goodhope line (Fig. 3) . There are differences in between models and with observations, but a thorough analysis of these differences would require using 3D diagnostics of the features contributing to T maxima, as noted for the spatial spectra.
Hence, while those models share similar length scales of variability along the Goodhope line, reflecting Agulhas rings passing through, the pathways taken by the rings slightly differ between models. Topography plays an important role in the drift and evolution of Agulhas rings, with the Agulhas Ridge initially responsible for the splitting and blocking the paths of rings (van Velhoven 2005) . The pathway of rings is important as decay and transformation rates depend on the direction of travel (Dencausse et al. 2010b ). Hence, it would be interesting to intercompare the pathways of Agulhas rings in these model simulations in more detail, in particular over a larger domain around the Goodhope line. The present study, based on the exclusive use of model characteristics along the Goodhope line to make intercomparison of different models possible, should then be considered as a first step in this direction.
Temporal variability of Agulhas leakage
Analysis of the spatial variability suggests that all simulations but IPSL-CM5 are able to generate Agulhas rings with similar spatial scales as observed, and those are the dominant mechanism of spatial variability along the Goodhope line. We aim to determine below if they also contribute to the temporal variability of AL. According to previous studies using satellite observations, Agulhas rings are shed from the retroflection at a rate of 5-6 per year (Schouten et al. 2000; van Aken et al. 2003; Doglioli et al. 2006) . Note that, according to the recent analysis by Elipot and Beal (2015) , this largely exceeds the number of mesoscale meanders observed within the Agulhas Current at 34 • S, which suggests that other local or remote mechanisms predominantly control ring shedding and eventually Agulhas leakage variability.
The dominant mode of temporal variability of AL in the 5 simulations is assessed by performing spectral analysis of both NET and TOTAL transports of AL, in order to access the variability of solely the rings (TOTAL) and that of the transport through the whole section (NET) (Fig. 7) . With no continuous measurements of the velocity, temperature and salinity at depth, it is not possible to achieve equivalent diagnostics in observations. If we exclude IPSL-CM5, there is no seasonality in any of the outputs that we diagnosed. Hence, although seasonal migrations of isotherms and isohalines in the vicinity of the Goodhope line have an impact on the integration domain, there is no specific variability of AL on the seasonal time scale. IPSL-CM5 NET and TOTAL transports reveal significant peaks of variability at seasonal time scale. Yet, those peaks disappear when using Putrasahan et al. (2015) method of integration of AL (not shown), hence we conclude that none of the model simulations diagnosed here present a seasonality in AL.
Rather, in all the NET and TOTAL spectra except IPSL-CM5 (which is discussed later), time spectra are relatively flat at low frequency and somehow follow a -2 slope (in log-log space) at higher frequency, with a significant change of slope at 2-4 cpy (identified by the vertical dotted lines in Fig. 7 ) suggesting that this is the dominant time scale of variability. This time scale is comparable to the frequency of shedding of Agulhas rings as estimated from observations (Schouten et al. 2000) . That all hindcast simulations share this common feature (which also comes out when using Putrasahan et al. 2015 method, not shown), despite differences in spatial characteristics along Goodhopeline, is a major finding of this study. This suggests that, despite differences in Agulhas rings (size, pathway through Goodhope line, vertical structure), they all represent the dominant mechanism of variability of AL, including the coarser resolution ORCA025 and INDa0.12.
There are few differences between spectral characteristics of NET vs TOTAL transports : in ORCA12, ORCA025 and AGUa0.10, the spectral slope at high frequency (larger than 2-4 cpy) is steeper in TOTAL than in NET; in ARC112i, the spectral slope at low frequency (smaller than 3 cpy) is steeper is TOTAL than in NET. We do not investigate further those differences in spectral slopes, as the major result is the fact that both NET and TOTAL (a) AVISO transports present changes of slope at 2-4 cpy, which clearly indicates that this is the dominant mechanism of variability for both transports. As described above, TOTAL transport only includes positive velocities normal to Goodhope line, hence it mostly carries the signature of rotational velocities associated with features passing through the line, which we identified as Agulhas rings thanks to the analysis of spatial variability. On the other hand, in NET transport, most rotational velocities cancel out, leaving a smaller residual reflecting the translational velocity of Agulhas rings passing through the line. The fact that both NET and TOTAL transport share the same predominant time scale of variability is striking : it suggests that Agulhas rings are also controlling the time variability of AL.
IPSL-CM5 spectra have little in common with those of the other models : spectra is flat at high and low frequencies, with a slope weaker than −2 at intermediate frequencies (in between 0.4 and 3 cpy). When using Putrasahan et al. (2015) integration method, this slope increases to −2 , but there is still no change of slope at sub-annual frequencies as observed for the other models. Hence we conclude that AL as a mechanism of variability is not represented in this model. This is consistent with previous studies sugggesting that simulated AL transport depends on the production of Agulhas rings. As a consequence, we suggest that the potential influence of AL on the variability of the global circulation of heat and salt, the AMOC and global climate is missing in this climate model. 
Discussion
On a global level, the Agulhas region is at the cross roads of three circulation systems: the Antarctic Circumpolar Current (ACC), the South Atlantic and South Indian Ocean subtropical gyres. The magnitude of AL is thus presumably sensitive to changes in all three systems and quantification is complex, as the relatively small AL flux is difficult to distinguish from those of the large scale circulation systems. It is seen that water masses across the Goodhope line are represented well in the high resolution model outputs. AL is expected to be held in the warm upper part of the water column, hence a Eulerian method based on thermohaline thresholds for integration of the velocities is appropriate to capture fluctuations in AL. The method used in this study is unique in that it applies a bias correction to both temperature and salinity thresholds for each model. However, the thresholds are fixed in time, hence the transport may exhibit low frequency variability, while in reality there is a variability in the thermohaline properties of the system, for example due to model drift. This can be seen as a flaw of this methodology when applied to outputs of models that have not reached a statistical steady state or reproduce long term changes. Hence we assume here that this is not the case for the simulations that we analysed. Still, this methodology, to adjust the thresholds to the respective thermohaline biases of each simulation, could be adapted in order to estimate AL in varying ocean environments, as produced, for example, by climate models in long term projections.
Pronounced mesoscale variability is present in all model outputs with length scales of 300-500 km and temporal scales of 2-4 per year apart from the IPSL-CM5 coarse resolution simulation. Hence, as long as ocean models are able to represent those processes, they become the major mechanism of variability along the Goodhope line. This result suggests that despite differences in model numerics and set ups, those characteristics of variability are robust. They are also in agreement with observations of Agulhas rings described in the literature. Still, in order to be able to compare the diagnostics on model outputs to AVISO observations, the spatial analysis has been limited to the surface velocities which only pick up the surface expression of any mesoscale structure. It may therefore fail to identify features only visible at depth along the Goodhope line. Actually, we have illustrated differences between models on the signature at depth of features passing through the Goodhope line. Hence it would be interesting to pursue a more thorough intercomparison of the 3D anomalies, where model divergence could be larger than at the surface.
Even though Agulhas rings are seen to dominate the spatial and temporal variability in the high resolution models, it must again be stated that they only individually transport volumes of 0.5-1.5 Sv (Schouten et al. 2000) . This brings into context the idea of a background leakage on which the rings are superimposed on top, as the rings alone cannot be responsible for AL transport estimates of 10-20 Sv. Besides, in the absence of rings, the leakage does not vanish, suggesting a non-zero background leakage. The background value is highly sensitive to the choice of integration method and may reflect the contribution of sub-mesoscale processes that cannot be estimated with our method directly (Sect. 4). Hence, we do not discuss the difference in mean AL in between all models although this would bring an interesting insight of the contribution of the Agulhas Current System on the mean global circulation of heat and salt, hence climate.
Agulhas rings moving to the south are more prone to strong winter cooling, whilst those moving north into warmer less turbulent regions are more likely to retain more of their initial temperature and salinity signature (van Veldhoven et al. 2005) . As rings are the dominant form of exchange in the context of global circulation and climate, correct reproduction of the pathways of the rings is very important. It is thus very relevant that ocean models are able to represent not only the presence of rings but also the horizontal distribution and pathways. We have identified differences in the location of eddies along the Goodhope line, in between models. These are expected as the models differ in their representation of bathymetry, among other model specifics. However, a more thorough intercomparison of the pathways of the eddies within a larger area around the Goodhope line, is necessary to clarify whether and where the models diverge on this matter. Besides, it is important to keep in mind that hindcast models diagnosed in this study do not represent the proper air-sea interactions, so the properties of Agulhas rings near the surface may not be correct. Because our methodology to compute AL transports heavily relies on surface temperature and salinity, we expect that it is necessary to revise this methodology for high resolution ocean-atmosphere coupled simulations.
It is possible that there are mesoscale structures other than Agulhas rings passing through Goodhope line. Presumably their time scale is the one dictated by the Rossby radius of deformation at this latitude. The first baroclinic Rossby radius of deformation obtained from Figure 6 of Chelton et al. (1998) , gives a radius (R) of ≈ 32km at the Goodhope line. The wavelength associated with these waves, given by 2πR is 200 km which is comparable to the wavelength seen in the spatial spectra of the Cape Cauldron (ccm and ccz in Fig. 4 (second row) ). The dominant first baroclinic mode has a westward phase speed given by βR 2 , where β is the Coriolis parameter (Pous et al. 2014) . The propagation speed of westward propagating anomalies is approximately 0.24 ms −1 . This speed converted to a time period (using wavelength as travel distance) equals 106 days or 3.5 months. This is close to the 4 cpy temporal scale identified in HYCOM and ROMS simulations. This suggests that this dominant variability may be also due to westward propagating Rossby waves crossing the Goodhope line in addition to Agulhas rings. Hence, in order to ascertain the role played by Agulhas rings in AL variability, it is important to combine diagnostics of the spatial and temporal variability of both the TOTAL and NET transports.
Conclusion
Quantifying the volume flux from the Indian to the Atlantic Ocean by AL in ocean models is complex, yet considering the numerous biases of even high resolution models in the Agulhas Current system, we investigated whether they share some of their characteristics of spatio-temporal variability. In order to intercompare several model outputs, we developed a Eulerian method that detects the Indian Ocean water mass as it passes the Goodhope line, taking into account eventual biases in the model thermohaline properties. An important intermediate step in our reasoning is that we demonstrated that an Eulerian approach is adequate for intercomparison of the mechanisms of variability across multiple model simulations. It can also be applied to ocean models of coarser horizontal resolution, such as climate models that allow studies on the climatic importance of AL.
Here we diagnosed the spatial and temporal variability along the Goodhope line, in a series of 6 ocean model simulations of varying model type and setup. At the Goodhope line, ocean models of intermediate (1/4 • ) to high (1/12 • ) spatial resolution converge for their characteristics of spatio-temporal variability along Goodhope line, in spite of substantial differences in model numerics, configuration set-up, and comparison to observations. Indeed, we identify several differences with regard their vertical structure and horizontal distribution of rings. Notwithstanding, they are strikingly similar for their characteristics of variability of AL.
Climate models with coarse resolution ocean component are unable to represent Agulhas rings, and the one included in this analysis has very different characteristics of variability for AL. Therefore it is not recommended that they are used to study the role the Agulhas Current System in global ocean variability, hence climate.
