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Abstract - Personalized learning seek to provide each 
individual learner with the right and sufficient content they need 
according to learners level of knowledge, behavior and profile. 
One of the most important factors for improving the 
personalization methods of e-learning system is to apply adaptive 
properties. The aim of adaptive personalized e-Learning system 
is to offer the most appropriate learning materials to learners by 
taking into account their background and profiles. However, 
most of the systems focused on users’ learning behaviors, 
interests and habits to provide personalized e-Learning services 
while ignoring course difficulty, users profile and user’s ability. 
Recent researchers focus on fuzzy implementation of item 
response theory to measure learner’s ability and course 
difficulty. This paper introduces an improved model by using a 
personal e-Learning by integrating Item Response Theory and 
Felder-Silverman's learning style theory as an attempt to obtain 
personal knowledge, background and learning style. These input 
will be verified and classified by an Artificial Neural Network as 
machine learning to model their behavior as whole. This 
technique will be able to estimate the ability of students towards 
improving the level of understanding to moderate until weak 
students in programming classes. Therefore, there will be 
suggestions for course materials suitable for students and course 
material difficulty can be adjusted automatically. It is hoped that 
this study will contribute towards higher education institution for 
an adaptive e-Learning rather than content-focus e-Learning.   
 
Keywords— Personalized e-Learning; Item Response Theory; 
Neural Network; Felder-Silverman Learning Theory. 
I.  INTRODUCTION 
E-Learning adopts modern educational technology to 
implement an appropriate learning environment. This includes 
the integration of information technology into the curriculum, 
which can comprise learning styles and user’s information and 
reform the traditional teaching structure. Although the e-
Learning while having many merits, many of them only treat 
advanced information technology such as mobile 
communication devices, and release some learning and training 
content in the network. 
Personalized learning seeks to provide each individual 
learner with the right and sufficient content they need 
according to learners level of knowledge, behavior and profile. 
One of the most important factors for improving the 
personalization methods of e-Learning system is to apply 
adaptive properties. The aim of adaptive personalized e-
Learning system is to offer the most appropriate learning 
materials to learners by taking into account their background 
and profiles. However, most of the systems focused on users’ 
learning behaviors, interests and habits to provide personalized 
e-Learning services while ignoring course difficulty, user's 
profile and user’s ability. Recent researchers focus on fuzzy 
implementation of item response theory to measure learner's 
ability and course difficulty. 
This research propose a new framework of personalized e-
Learning using item response theory and Felder-Silverman to 
estimate learner's ability and recommend appropriate course 
materials to learners. Therefore the course material difficulty 
can be automatically adjusted using an artificial neural network 
model whereby learners' level of understanding will be 
evaluated. The model will be implemented in online learning 
environment for C programming in Universiti Sultan Zainal 
Abidin (UniSZA), Terengganu, Malaysia. Learners will be 
provided with appropriate materials according to their ability 
and to increase understanding. It is hoped the research will 
contribute towards enhancing the level of understanding for 
weak and average learners in programming class. 
II. RELATED WORKS 
According to [1], major problems of eLearning are reported 
to be an excessive load of information and difficult to find the 
right information according to learners needs. Most of e-
Learning systems are lack of personalized aspects whereby 
there are also no clues on which learning models they use. 
However [2] offer an adaptation which has predefined settings 
for customization. Item Response Theory (IRT) for 
personalized learning is proposed by [3]. They use an item 
characteristic function with difficulty parameters to 
recommend appropriate course materials to learners. The work 
was improved by [4] in order to estimate learners’ ability by 
introducing a personalized multi agent eLearning system. The 
also investigated by [5] where they believed that the 
knowledge of learners learning styles may be utilized in many 
techniques in enhancing the learning process.  Most of 
eLearning systems have no real communication between 
learners and instructor thus lack of control and feedback along 
the learning process. To overcome this problem [6] introduced 
SOM agent in order to control the process of e-Learning for 
virtual learning environment. 
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The main challenge in e-Learning that can always be 
improved is in discovering features set in order to be able to 
classify the learning model and style. In this situation, the 
predictor will be constructed would classify feature set from 
information, background and learning style of the student. With 
this instrument it is possible that a student be better helped in 
order to efficiently use the system resources. The most difficult 
phase is the one of efficient preprocessing of the data for 
classifying.  
This study emphasized that personalized e-Learning should 
consider different levels of learner knowledge and ability as 
well as learning styles.  The learners with different ability and 
learning styles have different sets of learning sequences and 
performance. Course materials are not the only factor 
influencing learning outcomes. One of the reasons that the 
learner does not understand the course topic may be that he/she 
does not have enough prerequisite knowledge about the topic 
to be learned. Despite of all the gaps described above, we 
propose to build a personalized e-Learning framework with the 
use of Item Response Theory with Felder-Silverman Learning 
Styles (FSLS) that can measure learner’s current ability and 
style. Artificial Neural Network (ANN) with will be used to 
model the learning ability and style. This prediction model will 
be used to recommend course materials to learners that adapt 
the student ability and style. C Programming will be used as 
the experimental course in this research. 
III. RELATED LEARNING TECHNIQUE 
This section review several techniques related to learning 
ability and learning style model also classification technique. 
 
A. Item Response Theory 
Item Response Theory (IRT) represents a model of 
relationship between an individual skills, personality and 
ability. Measurement is done depends on the types of 
assessment conducted according to their response and 
preferences. IRT calculates the score based on the set of 
responses given by the individuals based on their interest and 
preferences. Scores assessment using IRT possess many 
advantages over other tests such as Classical Test Theory 
(CTT) which rely on traditional scoring approaches.  
CTT computes an individual’s score using the correct 
number which is comparing an individual’s responses on items 
to a scoring key [1]. On the contrary, IRT uses the 
characteristic items and the responses pattern to provide a more 
accurate estimate of the underlying factor. Compare to CTT, 
IRT has more benefit by introducing scoring algorithms that 
distinguishing the items difficulty, the guessing answering of 
the questioning items and so on. According to [7] and [8], the 
one-parameter logistic (1PL) is the simplest IRT model which 
attempts to address this by allowing each question to have an 
independent difficulty variable. It models the probability of a 
correct answer using the following logistic function: 
               
 
       
   
       

where   represents the question of interest, theta is the current 
student’s ability, and beta is item  ’s difficulty. This function 
is also known as the item response function.  
B. Felder-Silverman Learning Style (FSLS) 
Silverman in [9] categorizes each learner into 10 
dimensions for five learning styles as in Table I. 
TABLE I.  DIMENSION OF FELDER-SILVERMAN LEARNING STYLES 

















 Active learners learn effectively by trying things out and 
working with others whereas reflective learners learn 
effectively by thinking things through and working alone. 
Sensing learners prefer to learn by concrete material and tend 
to be practical whereas intuitive learners prefer to learn abstract 
material such as theories and their meanings and tend to be 
more innovative than sensing learners. Visual learners can 
easily remember what they have seen whereas verbal learners 
tend to remember better using words, either through spoken or 
written. Sequential learners prefer to follow linear stepwise 
paths whereas global learners learn in large leaps and are 
characterized as holistic. An inductive learner is actually 
natural human learning styles that prefer give a reason that 
proceeds from particulars to generalities while deductive 
learners prefer the opposite direction.  
However [10] developed an Index of Learning Styles (ILS) 
to detect both the preference and the degree of preference of 
learners for each category. Therefore an ILS questionnaire is 
developed in order to propose a list of effective items to 
identify the style of each learner. The resulting index of 
preference for each category is expressed by an odd integer 
ranging from [-11,+11] since 11 questions are posed for each 
of the four categories. For each question 2 possible answers are 
available, the one with value +1 and the other with value -1. As 
an example, when answering a question with an active 
preference, the learner’s score is incremented by +1 while for 
reflective preference the score is decreased by 1 (i.e. -1 is 
added). More formally, the degree of preference for each 
pairwise coupled category is obtained, in the simple case in 





where each i, DIM={A/R, S/I, V/V, S/G, I/D} indicates all 
category of pairwise coupled styles whose set of indexes is 
              
      
      
      

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given by                                     , the set 
of all questions for every category is given by  
 
                                        
         
      
where each qi indicates the contribution given by the i-th 
questions inside the eleven related to each DIM to preference 




C. Artificial Neural Network 
The idea of using Artificial Neural Networks (ANN) in 
learning is to mimic the functionality of human brain based on 
its simple units called neurons. These units are connected by a 
set of weighted connections [11]. ANN is usually performed by 
a modification of the connection weights between units. The 
units are organized in layers. The first layer is called the input 
layer while the last is the output layer. Intermediate layers are 
called the hidden layers and resulting network is called multi-
layer perceptron (MLP). According to [11, 12, 13, 14, 15], the 
main ability of these layers are they can learn complex 
nonlinear input-output relationships, use sequential training 
procedures, and adapt themselves to the data.  This chain rule 
involves the weights of output and the hidden layer where the 
initial weight will be established to derived error function.  
These three phases of iteration will be carried out until the error 
signal achieved the target. Phase 1 is the execution phase to 
obtain the network response to the corresponding pattern or 
block of patterns. The execution phase can be formulated based 
on [11] as follows: 
        
 
   
            
 
   
     
where     and      are the weights for input     and activated 
function of   that represents hidden layer.  is the threshold for 
acceleration of gradient descent in ANN. The error signal 
phase is based on the synaptic weight of the ANN as 
mentioned by [17] and [18] as 
 
                                    
 
 
       
 
   
                             (6)                                     
where   is the target output while   is the desired output for the 
given ANN. This error signal will indicate the difference 
between the calculated output and the label or the desired value 
that represented by  . The minimization of the error signal is 
obtained by calculating the gradient descent with respect to the 
weight of each layer. The weight update starts by backward 
from output layer to the hidden layer by propagating the error 
to each layer. The update phase based on the following formula 
[17]:  
 
       
  
    
          
   
    
  
                          
 
   
 
   
 
         (7) 
                         
The activation function of the nodes of hidden layer must 
be nonlinear so that the MLP can solve linearly separable 
problems, which are the most interesting characteristics of 
MLP. In this case the sigmoid activation function is used as 
follows: 
              
where      refers to the output activation function,   is the 
input and   is the exponential number. Sigmoid has flexibility 
characteristic in most of application input in linearly separable 
problem [18]. 
 
IV. PROPOSED STRATEGY TO MODEL THE ABILITY AND 
STYLE OF LEARNERS OF E-LEARNING 
This paper proposes a personalized e-Learning system 
based on IRT, FSLS and ANN to model an adaptive learning. 
Fig. 1 illustrates the proposed strategies which can be divided 
into two main phases that is learning and testing. For learning 
phase, the paper proposes a new data set that combines the 
outputs of IRT and FSLS with user profile. Using the data 
output, ANN is used to classify the learner. 
 
Fig. 1. The Strategies for Modelling of Ability and Style of Learning  
The detail strategies from Fig.1 are to be proposed as a 
prototype by following the below framework descriptions: 
 Step 1:  Develop and validate the instrument to 
collect learner profile. 
 Step 2: Collect learner’s profiles using the developed 
instrument. 
 Step 3: Analyze the learner profile using IRT and 
FSLS. 
                        
                       
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 Step 4: Pre-processing of learner profile using 
normalization techniques. 
 Step 5:  Modelling learner’s profile using ANN 
technique. 
 Step 6: Develop prototype of personalized e-Learning 
using PHP application and MySQL database with 
Apache environment. 
 Step 7: Test the personalized e-Learning framework 
prototype on a pilot learner’s group. 
 Step 8: Analyze learner’s feedback to measure the 
efficiency of the proposed framework. 
 Step 9: Learner’s feedback will be used as an input to 
the course recommendation process. 
 
A. Training Data Collection 
The data collection for training data is based on item 
diversities to be simulated in IRT and FSLS dimensions. The 
questionnaire set based on IRT attribute and the FSLS attribute 
will be developed and distributed among student of UniSZA 
from 2 different level of student which basic and intermediate. 
The attribute for IRT contain a vector of six attributes that 
represent IRT item information. The attribute for FSLS 
dimensions contains a vector of 5 attributes of learning styles. 
The data will be normalized within uniform range, e.g. 0-1, in 
order to prevent overriding of larger numbers unto the smaller 
numbers as follows: 
                                
     
   
  
       
                             
where   is normalized value of   ,   
    is the minimum values 
of    and   
    is the maximum values of   . 
 
B. Learners Ability  
 For IRT, the learner’s ability will be quantified in range -1 
to +1. A logistic model for item characteristic function for IRT 
will be used. The questionnaire provided will choose 5 
questions in advance covering full range of ability in order to 
predict a closer initial ability of learner. The summation of item 
function of previous 5 questions with corresponding ability is a 
uniform distribution. The probability       of a correct 
response to item   based on item characteristic curve model at 
the true ability level   of learner is calculated as in (1). If       
is larger or equal to a random number   ,       , the 
simulated response       is defined as ‘true’ and the value is 1. 
If otherwise,       is defined as ‘false’ with 0 values. The 
ability estimate will be calculated using Maximum Likelihood 
Estimation as in (10): 
                                       
where the obtained      is the   with the maximum value of  
               .  The ability estimate percentage of 
interval confidence is 95% based on standard error.            
C. Learning Styles 
For this data, the learner’s style will be quantified in range -
11 to +11 since there will be eleven questions. The dimension 
will be inferred using probability techniques as in (1) to obtain 
marginal probability value of the learning styles. The posterior 
probability that attached to independent dimensions are 
adjusted to represent the learners behavior based the score of 
       
 
D. Inference of Ability and Learning Style Adjustment Using 
ANN Training 
The training data from 2 groups (B and C) are used to tune 
the overall results for learning ability and style to infer the 
targeted ability level   . The training data is divides in to 70% 
and 30% for training and testing set respectively. The target 
ability   is adjusted for appropriate and uniform representation 
based on analysis of ability and learning style result. There will 
be 16 inputs representing item of IRT and dimensions FSLS as 
   . Let   be the output at   layer. The training will follow (5) 
and update the network weight as in (7). The weights for the 
network are setup by small random number between -1 and 1 
for connections throughout the ANN. Once one cycle of 
training dome the will be a calculation for the difference 
between the current learning and the estimated ability. Using 
this difference, connection weights are increased in proportion 
to difference times a scaling factor for global accuracy. The 
results will produced the best weight for testing the e-Learning 
learners to forecast the ability of the learning. 
E. Testing Phase  
In the testing phase, testing data for IRT and ANN are used 
as input to the classification model in order to forecast the 
appropriate course material according to learner’s ability and 
learning style.  The accuracy for learning ability and style will 
be calculated in percentage of successful classification. The 
classification rate will be rated based the highest percentage of 
accuracy.  
V. CONCLUSION  
This paper proposes a personalized e-Learning system 
based on Item Response Theory, Felder-Silverman learning 
style and Artificial Neural Network, which estimates learner’s 
ability. For this purpose, a new representation of data 
combining user profile, IRT and Felder-Silverman learning 
style is introduced as a new learning model. The 
implementation process of the proposed framework had been 
described. The paper expects to enhance the personalized 
learning model by adapting the well-known Felder-Silverman 
learning style model in order to have intelligent recommender 
for learning subject especially in programming. 
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