In [15] we constructed the continuous hull for the combinatorics of "A regular pentagonal tiling of the plane", and in [16] we showed how we could write this hull as an inverse limit. In this paper we show how to compute the cohomology of the hull and its topological K-theory.
The continuous hull Ω for a combinatorial pentagonal tiling defined in [15] is written as an inverse limit of finite CW-complexes in [16] . Since cohomology reverses the arrows, and Cech cohomology behaves well under inverse limits, the Cech cohomology of the continuous hull is the direct limit of the Cech cohomology of the finite CW-complexes. This direct limit is computed by using the fact that the Cech cohomology of a finite CW-complex is the same as the cellular cohomology of the finite CW-complex, as the latter is easier to compute. These steps are well-known for Euclidean tilings. See for instance [11] , [18] .
Cech Cohomology gives interesting information about the tiling space of an Euclidean tiling. For instance, the zero cohomology group H 0 = Z because it measures connected components and the continuous Hull has one connected component. Homology, on the other hand, gives useless information, for H 0 is freely generated by an uncountable set and H n = 0, for n ∈ N. (See [18] for more details).
The main result of this paper is Theorem 4.2, which tells us the Cech cohomology of the continuous hull Ω. We divide this paper into four sections. In the first section, we give an overview of the cellular cohomology for a finite CW-complex. The first problem that arises is the computation of the kernel of an integer matrix modulo the image of another one. We take care of this problem in the second section using the Smith normal form of the matrix. In the third section we give an overview of direct limits of sequences of Z-modules and integer matrices, plus some techniques to compute some of them. In the last section we compute the Cech cohomology of the continuous hull Ω using the formulas and definitions from the previous 3 sections.
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General theory on cellular cohomology
Suppose that Γ is a finite CW-complex of dimension 2, with F faces {f 1 , . . . , f F }, E edges {e 1 , . . . , e n }, and V vertices {v 1 , . . . , v V }. The cellular chain complex over Z for Γ is defined as the sequence of maps C • := {d n : C n → C n−1 } n∈N0 , i.e.
0
/ / C 2 d2 / / C 1 d1 / / C 0 / / 0 , such that
• C n = 0 for n > 2.
• C 2 is the Z-module with basis {f 1 , . . . , f F }. Hence C 2 ∼ = Z F .
• C 1 is the Z-module with basis {e 1 , . . . , e E }. Hence C 1 ∼ = Z E .
• C 0 is the Z-module with basis {v 1 , . . . , v V }. Hence C 0 ∼ = Z V .
• The boundary map d 2 sends each face to the sum of its edges (there are ± signs taking care of orientation).
• The boundary map d 1 sends each edge to the difference of its vertices.
Hence
An element of the kernel Z i (C • ) ⊂ C i is called a cycle and an element of the image B i (C • ) ⊂ C i is called a boundary. We define the i-th homology group
, which can be done because C i is in particular an Abelian group and the property
We define the sequence of groups H • (C • ) := {H i (C • )} i∈N0 . The cellular homology for the CWcomplex Γ is defined as
The cellular cochain complex for Γ is defined by
where
is the dual map of the map d n+1 : C n+1 → C n , and so we can write 
, with e i being the columns of the b × b identity matrix, and the map f is defined similarly. Notice that for any φ ∈ C n ,
We define the i-th cohomology group
, and the sequence of groups
The cellular cohomology for the CW-complex
The cohomology groups are given by
If γ : Γ → Γ is a cellular map from the finite CW-complex to itself, then by homology theory it induces a map γ
2. How to compute cohomology groups.
We remark that Z/n := Z/nZ, n ∈ N 0 , where
Lemma 2.1. Suppose that the matrix A of a linear map f :
. . , n min(a,b) ) be the Smith normal form of matrix A, and hence there exist invertible matrices P, Q such that
The isomorphisms are given by
where the subindexes mean coordinate entries, i.e. x = (x 1 , . . . , x b ).
Proof. Since the matrix A is an integer matrix, it has a Smith normal form. That is, we can write A as a product of three matrices P −1 DQ −1 , where P is a change of basis in Z b , Q is a change of basis of Z a , and D = diag(n 1 , . . . , n r , 0, . . . , 0) is a diagonal matrix with nonzero integers in the first r entries of the diagonal, and n i divides n i+1 . Hence P is a b × b matrix with determinant ±1, and Q is a a × a matrix with determinant ±1. Suppose that b ≤ a. Define the map φ :
Since φ is surjective,
, where the isomorphism is given by [ 
This completes the first case. Now suppose that b > a. Define the map φ :
To find the inverse, let
This completes the second case.
For reference purposes, we rewrite the above lemma using terminology from the section on cellular cohomology introduced earlier. This lemma tells us how to compute the second cohomology group of the finite CW-complex Γ.
Lemma 2.2. Suppose that the matrix A 1 of the boundary map
. . , n min(E,F ) ) be the Smith normal form of matrix A 1 , and hence there exist invertible matrices P, Q such that
where the subindexes mean coordinate entries, i.e. x = (x 1 , . . . , x F ).
• is an isomorphism between two chain complexes of Z-Modules. Then their homology groups are isomorphic, i.e.
The same holds for cochains.
Proof. By assumption we have the following commutative diagram
We would like to show that
. These isomorphisms of the kernel and image are a restriction of φ i . Since the quotient map q i : ker
. Hence q i • φ i descends to the quotient, and so there is a unique continuous map
, there is a unique continuous map ψ
, which is the inverse of ψ i .
Continuing using the terminology of the section on cellular cohomology, the next lemma tells us how to compute the first cohomology group H 1 (Γ).
Lemma 2.4. Suppose that the matrix A 1 of the boundary map
. . , n r , 0, . . . , 0) be the Smith normal form of A 1 , and hence there exist invertible matrices P, Q such that D = P A 1 Q, and n i = 0. Let e i be columns of the E × E identity matrix. Let J := [e r+1 · · · e E ] be the matrix containing E − r columns. Then the 1-cohomology group is
and hence there exists invertible matricesP ,Q such thatD =P
Proof. We have the following commutative diagram of cochain complexes:
By the previous Lemma 2.3 
The rest follows by Lemma 2.1 with
Lemma 2.5. Let A be a n × n integer matrix. Let D := diag(λ 1 , . . . , λ r , 0, . . . , 0), be the Smith normal form of matrix A, and hence there exist Z-invertible matrices B, C such that D = C −1 AB, where λ i = 0 for all i ≤ r for some r ≤ n. Let e i , i = 1, . . . , n be the columns of the n × n identity matrix. Let ı = [e 1 , . . . , e r ] be the inclusion map
where the isomorphisms are
Then P maps AZ n into Z r , and Q maps Z r into AZ n . Since QP A = A and P Q = I, the image AZ n is isomorphic to Z r , with P, Q being the isomorphisms.
Direct Limits
In this section we consider direct limits of sequences of Z-modules and Z-linear maps. Although such direct limits can be defined abstractly in terms of a universal property, we choose the concrete definition instead. We should remark that a Zmodule can be considered as an Abelian group and viceversa. Suppose
is a sequence of Z-modules Z i and Z-linear maps A i :
where the equivalence relation ∼ is defined as follows:
Recall that any element x ∈ i∈N Z i is a sequence x = (x i ) i∈N , where x i = 0 for a finite number of them, i.e. a a finite number of entries in x are different from zero. It follows that for x, y ∈ i∈N Z i we have x ∼ y if there is an integer k ∈ N such that x i = y i = 0 for i > k and
In particular, x ∼ (0, . . . , 0, z k , 0, . . .) where z k is the k-entry, z k := k i=1 A i,k x i , and z i = 0 for i > k, so any element in the direct limit can be written as [(0, . . . , 0, z k , 0, . . .)] ∼ , for some integer k ∈ N and z k ∈ Z k . Observe that we have canonical Z-linear maps q k :
We are interested in finding the direct limit, denoted by lim
where A is an n × n integer matrix. Solving this problem is by no means a trivial task. If A is an n × n integer matrix with nonzero determinant then
which follows from the following commutative diagram
where ı i (x) := x is the inclusion map and (det A)
The following lemma shows how to Z-conjugate some integer matrices to integer matrices whose first column is parallel with e 1 .
Lemma 3.1. Suppose A is an n × n integer matrix. Suppose λ is an eigenvalue of A with corresponding integer eigenvector x. Let e 1 , . . . , e n be the columns of the n × n identity matrix I. Let G := [x, e 2 , . . . , e n ]. If the first entry of x is 1, then G is Z-invertible and G −1 AGe 1 = λe 1 .
Proof. Since G = [x, e 2 , . . . , e n ] = [x − e 1 , 0, . . . , 0] + I is a lower triangular matrix with integer entries and ones on the diagonal, its determinant is 1 hence
If the same lemma 3.1 holds for the lower right (n − 1) × (n − 1) block of G −1 AG, then A is Z-conjugate to an integer matrix that has zeroes below the diagonal on the first and second column. In this way we can continue putting zeroes below the diagonal until the above lemma 3.1 no longer holds or until we get an upper triangular matrix.
Lemma 3.2. Suppose U is an integer n × n upper triangular matrix with nonzero diagonal entries λ 1 , . . . , λ n . Let D := diag(λ 1 , . . . , λ n ) be the invertible diagonal matrix with same diagonal entries as U .
Proof. Notice that matrix V k is upper triangular as matrices U and D are. The
Since the diagonal entries in U k are precisely λ k j , j = 1, . . . , n, the diagonal entries of V k are (V k ) jj = 1. Since V k is assumed to be an integer matrix and since it is upper triangular its determinant 1, hence Z-invertible. Since the following diagram commutes
and since V k is Z-invertible, the first part of the lemma follows. In the case when λ 2 = · · · = λ n = 1, the ij entry of V k is (V k ) ij = (U k ) ij δ ij for j = 2, . . . , n, and (V k ) jj = 1. Hence V k is an integer matrix, and by the first part of the lemma, the second part follows.
For later use in our determination of a cohomology group, we apply the previous remarks to the following example. 
Cohomology of the continuous space Ω
In [16] we constructed a collared substitution ω : Ω → Ω on the continuous hull Ω, which is a homeomorphism. Each collared tile is a regular pentagon of side-length 1 plus the degree of its vertices and inside and outside decoration of the pentagon. There are 36 collared tiles, 45 collared edges and 10 collared vertices. Figure 1 shows them and their collared substitution. In the same article [16] we showed that Ω induces a finite CW-complex Γ, which we call the Anderson-Putnam finite CW-complex, where the closed 2-cells, closed 1-cells, and 0-cells are precisely the collared tiles, collared edges and collared vertices. Moreover, we saw that the map ω induces a continuous surjective map γ : Γ → Γ, and that Ω is homeomorphic to the inverse limit Ω 1 := lim ← (Γ, γ). By the proof of Theorem 6.1 in [11] , the Cech cohomology with integer coefficients H i (Ω, Z) is isomorphic to the direct limit of the system of Abelian groups
Moreover, by Theorem 6.3 in [11] , the K-theory of the continuous hull Ω is
The cochain map γ • := {γ n : C n → C n } n∈N0 is given as follows. By the degree of maps, the induced map γ 2 maps each collared tile t to the sum of the six collared tiles of ω(t), as the collared tiles are all clockwise oriented. Similarly, by degree of maps, the induced map γ 1 maps each collared edge to the sum of two collared edges (with ± to take care of orientation) as a collared edge divides into two collared edges. Also, the induced map γ 0 maps each collared vertex to itself as a collared vertex remains still when the subdivision of a collared tile is performed. Hence γ 0 is the identity map. For n > 2, γ n = 0.
The cellular chain complex C • is given as follows. The collared tiles shown in Figure 1 (and listed in Table 1 in [16] ) are an ordered basis of C 2 if we provide them with the ordering of the list. Then C 2 ∼ = Z 36 with collared tile t i being mapped to e i , where {e i } is the standard basis of Z 36 . Similarly, the collared edges and vertices shown in Figure 1 (and listed in Table 2 and Table 3 in [16] , respectively), are an ordered basis of C 1 and C 0 , respectively, and thus C 1 ∼ = Z 45 and C 0 ∼ = Z 10 .
The cellular cochain complex C • in terms of matrices is given as follows. Let
be the matrix of the boundary maps
Since d 2 : C 2 → C 1 sends each collared tile to the sum of its boundary collared edges (with ± on each collared edge to preserve orientation), each row in the matrix The matrix (B 2 ) 2 is a positive matrix as every entry is at least 2. Hence matrix B 2 is primitive, and the collared substitution ω : Ω → Ω is primitive.
Since 
The direct limit of the bottom row was computed in Example 3.3, hence the lemma.
Hence the cohomology of the hull Ω is H 2 (Ω) = Z[ That the first cohomology group H 1 (Ω) = 0 is the zero group is very surprising. The reason is that tiling spaces are very often Cantor fibre bundles over tori. This usually puts at least a copy of Z 2 into H 1 . See [19] . By Equation (3) we have the following proposition. 
