Abstract. We prove the existence of infinitely-many globally defined singularityfree solutions, to the EYM equations with SU(2) gauge group. The solutions are indexed by a coupling constant, have distinct winding numbers, and their corresponding Einstein metrics decay at infinity to the flat Minkowski metric. Each solution has a finite (ADM) mass; these masses are derived from the solutions, and are not arbitrary constants.
Introduction
The principal result in this paper is a proof of the existence of a countable set of singularity-free solutions to the coupled Einstein/Yang-Mills (EYM) equations with SU(2) gauge group. These solutions are indexed by a coupling constant, have distinct winding numbers, and their corresponding Einstein metrics decay at infinity to the flat Minkowski metric. Furthermore, we prove that each solution has finite (ADM) mass (cf. [3] ). These "masses" are derived from the solutions; they are not arbitrary constants.
Our existence proof confirms numerical observations made by Bartnik and McKinnon in [1] . It also extends the result in [2] , where the existence of one such solution was established.
The coupled EYM equations with gauge group G can be written in the form Here T/j is the stress-energy tensor associated to the (~-valued Yang-Mills curvature 2-form Fij, where (5 is the Lie-algebra of G, and is the Einstein tensor computed with respect to the sought-for metric gij. If one considers static solutions, i.e., solutions depending only on r, and G = SU (2) , then (cf. [1] ) we may write the metric as Here (T, A) and w denote the unknown metric and connection coefficients, respectively, and zl, z2, z3 form a (suitably normalized) basis for the Lie algebra su (2) . As shown in [1, 2] , the EYM equations in this set-up take the form of a system of three ordinary differential equations for the three unknown functions T, A and w, rA' + (1 + finite. The singularity at r = 0 requires A and w to satisfy the initial conditions A(0) = 1, w(0)= 1, and w'(0)= 0.
We recall from [2] , that given any 2 > 0, the above system has a unique solution defined on an interval 0<r<R(2), satisfying the initial conditions A(0)= 1, w(0)= 1, w'(0)=0, w"(0)=-4. This gives us a one-parameter family of local solutions which are non-singular at r= 0, and depend continuously on 4. The problem is then to find 2 for which lim (A(r, 2) , w(r, 2) , w'(r, 4)) is finite.
(1.5) r ---~ oo
We define the region/'C~. 4 by F={(A,w,w',r): A>0, w2<l, (w, w') + (0, 0), r>0}; our interest in this paper is in orbits which lie in F. We define re (2) to be the first value of r for which the k-orbit exits F; re(2) = + ~ if the k-orbit stays in F for all r > 0. If the k-orbit exits F through A = 0, we say that the k-orbit crashes. The rotation number, Q(2), of the k-orbit is given by 7"C In this paper we shall prove that there are points {2,} in the interval (0, 2), 21<22<.., for which the corresponding set of solutions {(A(r,2,), w(r,2,), w'(r, 2,))} have finite limits as r~ 0% and 0(2,) = n for n = 1, 2,...; that is, they are "connecting orbits." Thus if n is odd, the solution (w(r, 2,) , w'(r, 2,) ) is a"heteroclinic orbit" in the (w, w')-plane connecting the rest point (1, 0) to (-1, 0), and w(r, 2.) has n-zeros, while if n is even, (w(r, 2,) , w'(r, 2,)) describes a "homoctinic" orbit in the (w, w')-plane connecting (1, 0) to itself, and w(r, 2,) has n-zeros. (The existence of 21 was proved in [2] .)
We show in Proposition 2.11, that for each 2,, the total mass, 2#,, is finite; i.e. lim r(1 -A(r, 2,))-#, is finite, and that the metric (1.1) is Minkowski asymptotically flat; i.e., (A(r,2,), T(r,2,))~(1, 1) as r~ (see [2, Sect. 6] ). The crucial result is Proposition 3.1 which states that a limit of non-crashing orbits with bounded rotation is again a non-crashing orbit of bounded rotation. This result is interesting since there do exist crashing orbits which are limits of noncrashing orbits; of course, these non-crashing orbits have unbounded rotation.
The plan of the paper is as follows. In the next section we review and extend some results obtained in [2] . In Sect. 3 we shall state the crucial technical propositions, and we shall show how they are used to obtain our main results. In Sect. 4 we provide proofs of the technical propositions.
Remembrance of Things Past
In this section, we shall formulate the problem and we shall recall and extend certain results from [2] . Furthermore, we shall prove some estimates which will be needed in Sect. 4.
We begin by writing the equations for A and w,
together with the initial conditions
We now make the following general definition. In the appendix to [2] , we proved that if we consider 2 as our parameter, and = 0, then the solutions (w(r, 2), w'(r, 2) , A(r, 2), r), of (2.1)-(2.3) form a continuous one-parameter family.
Note in this paper we shall always assume that 0N2N2+e,
for some e > 0, and we shall denote the quantity S(0, 2 + e) (in the above definition) by R. If we define the functions Q and P by Q(0)= 0 = P(0), and 2w2 , 11 ~-, ~ r(l-A)-, then (2.1) and (2.2) can be written in "self-adjoint" form as
(eew,) , + ee w(1 -w 2) = 0. (2.5) rZ A (The functions P and Q can be used to express the metric coefficients A and T via the formulas eP=Ae e, and e~ 1.) Defining the function 9 by 
and (see [2] ) # satisfies the equation
We now consider the continuous one-parameter family of orbits
defined in 4-space, parameterized by 2. We define the region FCR 4 by F= {A, w, w',r): w2< 1, A>0, (w, w') @ (0, 0), r>0}.
Our concern is only with those orbit segments which lie in F. (It turns out that orbits which exit F cannot be connecting orbits.) Since we proved in [2] that w' is bounded on [0, r-) if lira_ A(r) > 0, we see that an orbit can leave F only if lira_ A(r) = 0 r,.~r L-a r or w 2 > 1 or (w, w') = (0, 0). Orbits for which lim_ A(r) = 0 are called "crashing orbits."
We shall often have occasion to use the following notation; namely, we define G(2) by
[More precise notation would be r,,k(2) to indicate the k th value of r for which w(r, 2) = a. However, we will use (2.10) since in each instance, the appropriate k will be unambiguous.] The following "compactness result" is very important; see [2, Thus, if 2 > 2, there is an ~= ~ > 0 such that the orbit (2.8) lies in F for r < f, but lira_ A(r, 2)=0. Hence 2-orbits for 2 > 2 are crashing orbits. Since )L-orbits for )~ r/vl" small, say 0 < 2 < q, exit F through w =-1, with 0(re(2))>-rc (see [2] 
r.~r
Next we define the function/~ by /~(r) = r(1 -A(r)).
Note that #' has physical significance; it is 89 the ADM mass density (cf. [3] ). We recall from [2] , that # satisfies the equation so that if w 2 is sufficiently near 1, q~(r, 2) is uniformly bounded away from zero for r/< 2 < 2 + a. On the other hand, if t/_< 2 < 2 + e, then for orbits in F, we have 1 9 (r,2)>/~--, if r>R. r Thus for sufficiently large r, q~(r, 2) is also uniformly bounded away from zero for t/< 2 < 2 + e. We thus have the following result. Integrating from r = a to r = b gives Proof. We shall give the details only for the case w'(r, 2) > 0 on e < w(r, 2) < t, and again since 2 is fixed, we shall suppress the 2-dependence.
As in the proof of the last result, we may assume that w'(r) > 2/8 if r~ < r < rtj.
Thus from (2.16) and Proposition 2.2,
Integrating from r~ to rp gives 2Lm 2 and so w'(rp) < 5(fl-ct)"
Thus the proposition holds with
We now show how to obtain uniform lower bounds on A.
Proposition 2.7. Suppose that (w(r, 2), w'(r, 2), A(r, 2), r) is in F for a < r < b, and that w'(r, 2) > 0 (resp. w'(r, 2) < 0) on this interval. Assume that there is a constant 8 > 0 such that ~(r, 2)__> 5 on this interval. Then there exists an t 1 > 0 independent of 2 such that A(b, 2) > q.
Proof. We again give the details only for the case w'(r, 2) > 0 on a < r < b, and since 2 is fixed, we suppress the dependence on 2.
Choose c such that a < c < b. Then Proposition 2.5 implies that if c < r < b, Proof. Again we assume w'(r,2)>0 on c~<w(r,2)</3, and we suppress the k-dependence. Now since Iw'(r)l _-< ~, on ~__< w(r) ___/3, where R 1 + 1 < r~ <... < r~ < Rt,j < k, the r~ satisfy w'(r~) = 0, and w' is of fixed sign on each subinterval. Consider now the interval (R 1 + 1, r~); if w' < 0 on this interval, then
2Aw'2dr < ~ 2z(-w')dr=2z(w(Rl + l)-w(r'N))<4z;
Rl+l Rl+l the same estimate is easily seen to hold if w' > 0 on this interval. Similarly, the same estimate holds for each of the remaining integrals on the right-hand side of (2.18). It follows that 
The Main Results
In this section, we shall prove the existence of infinitely-many distinct bounded non-singular solutions of (2.1)-(2.3). The proof will be based on three important general technical propositions, which are interesting in their own right; the proofs of these will be given in the next section.
Recall that we only consider those 2's in the closed interval 0_< 2 < 2 + e. A 2-orbit of (2.1)-(2.3), lying in F[cf. (2.9)], is called a connecting orbit, if its projection in the (w, w')-plane tends to (-1, 0) or (1,0) as r~ ~; in this case we shall say that "the 2-orbit connects."
We define the set Ck by C k = {2: the 2-orbit connects and 0(2)< k}.
Our main objective is to show that there are connecting orbits in each rotation class; that is, the sets Ck\Ck_~ are non-empty for each positive integer k (see Theorem 3.7, below). The crucial step in proving the existence of connecting orbits in each nodal class is the following result, the "no-crash" proposition. Before stating it, we need some notation. Thus, if A={(w(r),w'(r),A(r),r): a < r < b} is an orbit segment of (2.1), (2.2), we define the right-hand endpoint e(A) of A by w'(r, ?.)/w(r, 7,) w(r, 2n), w'(r, 2n), A(r, 2n) , r): 0 <= r <= rn} is a sequence of orbit segments in F, where r n = re(2n) , and t2(2n) < N. Then the Z-orbit lies in F for 0 <-r < re (2-) and 0(2-) < N.
The proofs of Propositions 3.1, 3.2, and Corollary 3.3 will be given in Sect. 4. Before applying them to our problem, we shall state one more result whose proof we shall also defer until the next section. Note that the point P is a point where the ?7-orbit would be if it didn't crash. We thus consider the backwards orbit through P defined for r < F. We show that this backwards orbit doesn't crash, and must thus be the i-orbit. The proof of these statements is by induction on k. Thus, if k is odd, we show that the backwards orbit through P reaches the hyperplane w= 0 at a point P = (0, b, a, r~)~ F (see Lemma 4.1). Define r', by 0(r',, 2,)=-(k-1)7r/2, and consider the orbit subsegments A', obtained from A, by restricting r to the interval Q < r =< r',
. Then e( A',)--. P, and (of course) li_.mO(r',,2n)=-(k-1)rc/2. Proposition 3.1 now applies to the orbit
segments A', and completes the induction step in the k odd case. If k is even, and k > 0, we similarly follow P backwards, now to w' = 0, to do the induction step (see Lemma 4.2). The case k = 0 is a "fusing" lemma (Lemma 4.7) which patches the backwards orbit to the ~7-orbit. It is in the proof of this lemma that we use the assumption that our solutions are contained in a continuous one-parameter family. We now proceed with the details.
Lemma 4.1. If (4.1) holds fork odd, then the backwards orbit through P reaches the hyperplane w = 0 at a point P ~ F, and this orbit segment lies in F.
Proof. We introduce the following notation. If A = {(w(r), w'(r), A(r), r): a < r < b} is an orbit segment of (2.1), ( show that there is an orbit segment A of (2.1)-(2.2) through P, lying in QlnF (resp.
2.2), we define the left-hand endpoint l(A) of A by l(A) = (w(a), w'(a), A(a), a) .

Next, we say that the orbit segment A lies in Qi if (w(r), w'(r)) is in
(~3 nF), where the w-coordinate of l(A) is zero (cf. Fig. 4.1) . We shall give the details only in the case A, C QanF; the proof in the other case is similar. Consider the backwards orbit through P, (w(r),w'(r),A(r),r) ; i.e., the solution of (2.1), (2.2) Proof. By hypothesis, we have a sequence (4.2) of orbit segments of (2.1), (2.2) lying in Q2c~F (resp. ZanY), with the w'-coordinate of each l(A,) equal to zero, and e(A,)~P=(~,~',A,r-)~Y, where ff2<l. We shall show that there is an orbit segment A of (2.1), (2.2) through P, lying in Q2nF (resp. O4nF), where l(A) = P ~ F (cf. Fig. 4.2) . We shall assume that Thus since r > R, the first two terms on the right-hand side of (4.14) are bounded (Proposition 2.2), and (4.12) implies that 4w(1 -w2)/r is bounded away from zero, so our claim holds. Now suppose that the set {w',(r): n e Z, -w 1 < w,(r) < _w} Proof. For any n, (2.11) implies that
~ --eO"(S)w"(s)(1 --W2n(S)) ds. eQ.(~)v,(~ = ~ (eQ"(s)v(s))'ds = ~. s 2 rn rn
From (4.16), we see that (4.10) gives -w,(s)(1 -w,(s) 2) > a if ?, < s < ~. Furthermore, ~, > R, where R is the interval of local existence discussed in Sect. 2, and as w',(r) is uniformly bounded in n on ?, < s < ~, it follows easily that the same is true for e Q"(~) on this interval. Thus if (4.20) were to hold, we could find a constant 6 >0 independent of n such that In order to obtain the desired contradiction, we shall consider two cases: for n so large that 7-3e < r, < 7+ 3e either a) w,(7-3e) < ~ + 3e, for infinitely-many n, or b) w,(7-3~) > # + 3e, for all but finitely-many n. Suppose that case a) holds. By passing to a subsequence if necessary, we have that w,(7-3e) __< ~ + 3~ for each n. Thus [cf. (2.10)], 7-3e > r~ + 3~(7k), and for r -3~ c 2 < r < r,, Jr-71 < 35, Iw,(r)-wl < 3e so (4.27) gives ~,(r) __> ~-. Since w,(r,)--+#, we see that for large n, each such orbit crosses the line w = ~ + e, and w',(r~ +,(7,,)) < 0. Thus since all r's in question here satisfy r < 7 t + 1 (for large n), we may apply Proposition 2.6 to conclude that there exists ~ > 0 such that for n large, To show (4.31), note that by our above remark, if A,(r)> A~ for any r, r~ + 2~(7n) <r<r~+~(7.), then (4.31) holds. Thus, we may assume that a,(r)<a~ if r~+2~(7,)<=r<_r~+~(7.). conclude that the backwards orbit through P lies in F, gets back to r = 0, and is the Lorbit; moreover, ~2(2-)< N. If we consider the Lorbit for r> f, then Propositions 2.4, 2.5, and 2.7 show that the 2-orbit lies in F for f_< r < re(i). This completes the proof in Case a). If {re(;~.) } is unbounded, then we may assume that {re()~.)} has no bounded subsequence, so that limre(2.)= oe. With r.= R2, we may employ an argument similar to that in Case a) to complete the proof. [] Finally, Proposition 3.4 will follow from a more general result (which we shall find useful in a future publication). This result states that if an orbit comes close to one of the "rest points," (w, w') = (+ 1, 0) with sufficiently large r, then it must exit the region w2< 1, before it rotates another rc radians. This latter result is a consequence of the following observation: namely, even though the system (2.1), (2.2) is non-autonomous, and highly non-linear, it turns out that for orbits which come sufficiently close to one of the above "rest points", we can find a weak substitute for a Hamiltonian function, namely, H(w, w', r) = P(w) + r2w'2/2, To understand what this says, we consider Fig. 4 .5. Thus if say w,--* -1, then the orbit through P, must exit F through the line w = 1, with w'> 0.
The function H, defined by (4.36) consists of two parts, the "potential energy" P(w) and the "kinetic energy" r2w'2/2. Notice that if an orbit has "total energy" larger than the maximal potential energy, then the kinetic energy cannot be zero 
