Approximation algorithms for constrained generalized tree alignment problem  by Divakaran, Srikrishnan
Discrete Applied Mathematics 157 (2009) 1407–1422
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Approximation algorithms for constrained generalized tree
alignment problemI
Srikrishnan Divakaran ∗,1
Department of Computer Science, Hofstra University, NY 11549, USA
a r t i c l e i n f o
Article history:
Received 7 January 2008
Received in revised form 3 May 2008
Accepted 22 October 2008
Available online 22 January 2009
Keywords:
Analysis of algorithms
Approximation algorithms
Bioinformatics
Computational biology
Generalized tree alignment
a b s t r a c t
In generalized tree alignment problem, we are given a set S of k biologically related
sequences and we are interested in a minimum cost evolutionary tree for S. In many
instances of this problem partial phylogenetic tree for S is known. In such instances, we
would like to make use of this knowledge to restrict the tree topologies that we consider
and construct a biologically relevant minimum cost evolutionary tree. So, we propose the
following natural generalization of the generalized tree alignment problem, a problem
known to be MAX-SNP Hard, stated as follows:
Constrained Generalized Tree Alignment Problem [S. Divakaran, Algorithms and
heuristics for constrained generalized alignment problem, DIMACS Technical
Report 2007-21, 2007]: Given a set S of k related sequences and a phylogenetic
forest comprising of node-disjoint phylogenetic trees that specify the topological
constraints that an evolutionary tree of S needs to satisfy, construct a minimum
cost evolutionary tree for S.
In this paper, we present constant approximation algorithms for the constrained
generalized tree alignment problem. For the generalized tree alignment problem, a special
case of this problem, our algorithms provide a guaranteed error bound of 2− 2/k.
© 2009 Published by Elsevier B.V.
1. Introduction
A predominant view about evolution of life is that existing biological entities (i.e. organisms, biological sequences like
genes, proteins, DNAandRNA) are derived froma commonancestor and that newbiological entities arise due to evolutionary
events like changes/mutations in populations of existing biological entities resulting in splitting of its population into two
or more types. The history of these changes is ideally organized and displayed as a rooted directed tree referred to as an
evolutionary tree. In an evolutionary tree the leaves represent the extant entities and the internal nodes represent the
hypothetical common ancestors of the entities represented by the leaves, the length of each edge represents the passage of
time and the cost of each edge represents the number of changes/mutations that have occurred in that time. So, the path
from the root of the tree to each leaf represents the evolutionary history of the biological entities represented there.
For a given set S of k related organisms (biological sequences), the generalized tree alignment is the problemof constructing
an evolutionary tree for S of minimum cost where the cost of the tree is the sum of its edge costs and the cost of an edge is
defined in terms of a function that satisfies triangle inequality and represents either themutational distance or the similarity
of the two organisms (sequences) associated with the ends of the edge.
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Notice that constructing an evolutionary tree of minimum cost requires determining the topology of the tree (i.e. how
the nodes in the tree are connected to each other) as well as determining the ancestral sequences corresponding to the
intermediate nodes that minimizes the tree cost. In situations where the topology of the evolutionary tree is known (i.e. the
relationship between the sequences in S are known but the hypothetical ancestral sequences are not known), the ancestral
relationships are represented by a rooted tree where each leaf is labeled by one of the k sequences in S and the internal
nodes are unlabeled and correspond to hypothetical ancestral sequences that need to be determined. This partially labeled
rooted tree is referred to as a phylogenetic tree. In these situations, we are interested in constructing a minimum cost
evolutionary tree for the given phylogenetic tree. This special case of generalized tree alignment problem is referred to
as the tree alignment problem and is one of the widely studied problems in computational biology. In situations, where the
topology of the evolutionary tree is not known, then we need to determine the minimum cost evolutionary tree among all
phylogenetic trees of S. That is, we need to determine both the phylogenetic tree as well as the minimum cost evolutionary
tree for S.
The generalized tree alignment problem can also be viewed as a minimum cost steiner tree problem in sequence space,
where the sequence space consists of biological sequences represented by a point and only sequences that are at amutational
distance of one are adjacent to it.
In many instances of the generalized tree alignment problem, a partial phylogenetic tree for S is known either based on
clustering information or based on known biological relationship between some of the sequences in S. In such instances, if
there are no constraints on the evolutionary tree topology then there is no incentive for algorithms to exploit the knowledge
of partial phylogenetic tree to construct biologically relevant evolutionary trees. However, if constraints are placed on the
evolutionary tree topology, then there is incentive for algorithms to use the known partial phylogenetic tree to restrict the
number of tree topologies it considers and construct biologically relevant minimum cost evolutionary tree for S. So, we
propose the following natural generalization of the generalized tree alignment problem:
Constrained Generalized Tree Alignment Problem [3]: Given a set of k related biological sequences and a phylogenetic
forest comprising of node disjoint phylogenetic trees that specifies the topological constraints that any evolutionary
tree needs to satisfy, construct a minimum cost evolutionary tree for S.
Notice that the generalized tree alignment problem is a special case of constrained tree alignment problem when the
phylogenetic forest has k trees each consisting of a single node labeled by one of the k sequences in S.
In this paper, we consider the constrained generalized tree alignment problem for sets of related biological sequences
where the edge cost is defined to be the edit distance (i.e. mutational distance) between the sequences associated with
both ends of that edge. For this problem, we present polynomial-time constant approximation algorithms that are based on
enumerating a sub-set of spanning trees of a graph that can be derived from the edit graph of S (a complete graph whose
vertices are the k sequences and the cost of an edge e = (u, v) is the edit distance between the sequences u and v).
Previous results: The Tree alignment problem was shown to be NP-hard by Jiang et al. [9]. From the perspective of
approximation algorithms, Jiang et al. [9] presented a 2-approximation algorithm for tree alignment and extended it into a
polynomial-time approximation scheme. Wang and Gusfield [14,17,18] presented an improved version of 2-approximation
algorithm and the polynomial-time approximation scheme. From the perspective of heuristics, Sankoff [12], Kruskal and
Sankoff [11] and Altschul and Lipman [1], proposed iterative methods for tree alignment, Hein [7,8] introduced an approach
for tree alignment based on the concept of sequence graph. For an excellent overview of algorithms for tree alignment and
related problems, we refer the reader to Gusfield [6], and Wang and Jiang [16].
The Generalized tree alignment problem was shown to be MAX SNP-hard by Jiang et al. [9] and has been studied by
Kruskal and Sankoff [11], Hein [7,8], Wang and Jiang [15,16], and Schwikowski and Vingron [13]. From the perspective
of approximation algorithms, Gusfield [5] presented a 2 approximation algorithm based on minimum spanning tree
heuristic, Jiang et al. [9] suggested a steiner tree heuristic based on the steiner tree approximation algorithms of Du
et al. [4], Zelikovsky [19] and Berman and Ramaiyer [2] that lead to better approximation ratios. However, Schwikowski
and Vingron [13] point out in their paper that these heuristics exclude many topologies a priori and as a result do not
provide biologically reasonable results. In addition the computational complexity of these heuristics limit their usefulness.
Later, Schwikowksi and Vingron [13] proposed a deferred path heuristic that uses sequence graphs tomerge a path heuristic
for the construction of steiner tree with clustering method as usually applied to only distance data. Their heuristic provides
a guaranteed error bound of (2− 2/k) and their experimental results indicate that they achieve results that are biologically
meaningful and are of good quality when measured in terms of tree length, their underlying scoring function.
Our results: In this paper, we present polynomial-time constant approximation algorithms for the constrained generalized
tree alignment problem. First, we present an O(k3 + k2n2) time 4-approximation algorithm. Then, for 0 <  ≤ 1, we
present a 2(1 + ) approximation algorithm with a run time proportional to the number of spanning trees of the edit
graph of S with cost less than 21+ times the cost of an optimal lifted tree of S. Second, we introduce a special type of tree
that we refer to as an ordered tree and use them to design a 2(1 + ) approximation algorithm similar to the previous
algorithm for constructing biologically relevant evolutionary trees that satisfy F (S). Finally, we summarize details about
our implementation, experimental set-up and experimental results.
Paper Outline: The rest of this paper is organized as follows. In Section 2, we first describe the constrained generalized tree
alignment problem and other related tree alignment problems. Then, we summarize some of the known complexity and
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Fig. 1. A Phylogenetic forest F (S) = {T (u1), T (u2), T (u3)}where S = {s1, . . . , s6}.
Fig. 2. A Lifted forest for the phylogenetic forest in Fig. 1.
algorithmic results in tree alignment that are relevant to this paper. In Section 3, we present definitions that are essential
for defining our algorithms. In Section 4, we present two approximation algorithms for the constrained tree alignment
problem and their analysis. In Section 5, we introduce ordered trees and present an algorithm for constructing biologically
relevant evolutionary tree and its analysis. In Section 6, we summarize details about the implementation of our algorithms,
experimental set-up and experimental results.
2. Problem description
In this section we first define the tree alignment, generalized tree alignment and constrained generalized tree alignment
problems. Then, we summarize the known complexity and algorithmic results on the tree alignment and generalized tree
alignment problems that we use in this paper.
2.1. Problem definition
Let S = {s1, . . . , sk} be a set of k related biological sequences. A phylogenetic tree for S is a rooted tree with k leaves
where each leaf is labeled by a unique sequence in S and the internal nodes are unlabeled (i.e. denote hypothetical ancestral
sequences that need to be determined). We typically refer to a fully labeled tree as an evolutionary tree and a tree with only
the leaves labeled as phylogenetic tree. A lifted tree is an evolutionary tree where each internal node is labeled by one of the
k sequences in S.
For any given evolutionary tree T , let Cost(T ) be defined as the sum of the cost of the edges of T , where the cost of an
edge (u, v) ∈ T is the edit distance dist(u, v) between the sequence labels of nodes u and v. The edit distance is defined to
be the minimum number of substitutions/insertions required to change u to v or vice versa and can be easily determined
using dynamic programming in time proportional to the product of the lengths of the input sequences.
Let T be any phylogenetic or evolutionary tree of S. For v ∈ T , let l(v) denote the sequence label of v. If v is unlabeled
then l(v) is not defined. For v ∈ T , let T (v) denote the sub-tree of T rooted at v, Leaves(v) denote the leaf nodes of T (v) and
L(v) denote the sequence labels associated with Leaves(v). For an edge (u, v) ∈ T , let l(u, v) denote the label associated
with (u, v).
Note: In this paper we consider multi-graphs where between a pair of vertices there may be multiple edges each with
different edge costs. In these situations, associating labels with edges helps us uniquely identify each multi-edge and also
easily determine its associated cost.
For a set of sequences S, we define a phylogenetic forest F (S) = {TˆP(u1), . . . , TˆP(ul)} to be a set of node disjoint
phylogenetic trees such that all the trees inF (S) are a sub-tree of some phylogenetic tree of S and the set of sequence labels
associated with the leaf nodes in F (S) equals S. More formally, TˆP(ui), for i ∈ [1 . . . l], is a sub-tree of some phylogenetic
tree of S and
⋃l
1 L(ui) = S. (Please see Fig. 1 for an example.)
Similarly, we say FE(S) = {TˆE(u1), . . . , TˆE(ul)} is an evolutionary forest of F (S) if for i ∈ [1 . . . l], TˆE(ui) is an evolutionary
tree for TˆP(ui). If in addition, each internal node in FE(S) is labeled by a sequence in S then we refer to this forest as a lifted
forest of F (S). (Please see Fig. 2 for an example.)
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Fig. 3. An example of a phylogenetic tree of S that satisfies F (S).
Fig. 4. An example of a phylogenetic tree of S that does not satisfies F (S).
Notice that depending on how the sequence labels are assigned to the internal node in F (S), we get different
lifted/evolutionary forests for a given phylogenetic forest.
We say a phylogenetic tree TP satisfies F (S) if every phylogenetic tree in F (S) is a sub-tree of TP and every edge in
TP \F (S) is between vertices in {u1, . . . , ul} (i.e. the roots of the trees inF (S)). (Please see Figs. 3 and 4 for some examples.)
We say an evolutionary tree TE for S satisfies F (S) if the underlying phylogenetic tree of TE satisfies F (S).
Now, we define the tree alignment, the generalized tree alignment and constrained generalized tree alignment problems
as follows:
Tree Alignment Problem: Given a set S of k related biological sequences and a phylogenetic tree TP of S, determine aminimum
cost evolutionary tree for TP .
Generalized Tree Alignment Problem: Given a set S of k related biological sequences, determine a minimum cost evolutionary
tree for S.
Constrained Generalized Tree Alignment Problem: Given a phylogenetic forest F (S), determine a minimum cost evolutionary
tree that satisfies F (S).
2.2. Summary of complexity and algorithmic results on tree alignment and generalized tree alignment
In this section, we summarize the existing results on the Tree Alignment and Generalized Tree Alignment Problems that
we use.
2.2.1. Tree alignment
Theorem 1. The Tree Alignment Problem is NP-Hard even when the given phylogenetic tree is a binary tree.
This result was established by Jiang et al. [9]. For the proof, we refer the reader to the paper of Jiang et al. [9].
Theorem 2. For any given phylogenetic tree TP of S, there exists a lifted tree for TP with a cost at most twice the cost of the
optimal evolutionary tree for TP and can be obtained using dynamic programming in O(k3 + k2n2) time.
Theorem 3. For any t > 0, the Tree Alignment Problem has a PTAS with an approximation ratio 1 + 3/t and runs in time
O(k2
t−1+2M(d, t−1, n)), where M(d, t−1, n) is the time needed to optimally align a tree of depth t−1 andmaximum degree d.
The above two results were first established by Jiang et al. [9] and later an improved 2-approximation algorithm and
PTAS was presented byWang and Gusfield [14]. In this paper, we make use of the following results of Jiang et al. [9]: (1) the
dynamic programming algorithm for constructing an optimal lifted tree for any given phylogenetic tree, and (2) PTAS for
the tree alignment problem. For details about these algorithms and their analysis we refer the reader to the paper of Jiang
et al. [9].
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Fig. 5. Edit graph for the phylogenetic forest in Fig. 1.
2.2.2. Generalized tree alignment
Theorem 4. Generalized Tree Alignment Problem is MAX SNP-hard.
This result was established by Jiang et al. [9]. We refer the reader to the paper of Jiang et al. [9] for the proof.
Theorem 5. Let G(S) be the edit graph of S. The minimum spanning tree of G(S) has a cost within 2− 2/k of any evolutionary
tree for S.
This theorem was established by Gusfield [5]. We refer the reader to the paper of Gusfield [5] for the algorithm and its
analysis.
3. Basic definitions
In this section, we first present a proposition that without loss of generality will help restrict our attention to binary
phylogenetic and evolutionary trees that satisfyF (S). Then,we introduce somedefinitions and characterize the relationship
between trees that satisfy F (S) and spanning trees of edit graph of F (S).
Proposition 1. Given any evolutionary tree TE of S with arbitrary maximum degree there exists an evolutionary tree T ′E of S that
is a binary tree with Cost(T ′E) ≤ Cost(TE).
Proof. Let TE be an evolutionary tree of S with c vertices that have more than two children. For some d > 2, le v be a vertex
in TE with d children u1, . . . , ud and sequence labels l(u1), . . . , l(ud) respectively. Now, we will replace vertex v by d − 1
vertices each with two children and obtain an evolutionary tree T ′E such that Cost(T
′
E) = Cost(TE) and T ′E has c − 1 vertices
that have more than two children. We construct T ′E from TE as follows: Let T
1
E = TE(u1). Create d − 1 evolutionary trees
T 2E , . . . , T
d
E such that for i ∈ [2 . . . d], the tree T iE is rooted at vertex vi with a sequence label l(vi) = l(v) and the left and right
sub-trees of T iE are respectively T
i−1
E and TE(ui). Now, set T
′
E = (TE \ TE(v))
⋃
T dE . That is replace, the sub-tree TE(v) in TE by
the tree T dE . It is easy to observe that Cost(T
′
E) = Cost(TE) and T ′E has c − 1 vertices that have more than two children. Now,
if we repeat this construction c times we will get an evolutionary tree with the same cost as TE and the maximum number
of children for each vertex will be less than or equal to two. 
Let S = {s1, . . . , sk} be a set of k related biological sequences and F (S) = {TˆP(u1), . . . , TˆP(ul)} be a phylogenetic forest
for S.
Definition 3.1. We define the edit graph ofF (S) to be the graph G(F(S)) = (V , E), where V = {u1, u2, . . . , ul}, and for each
pair of sequences si, sj ∈ S there is an edge e = (root(si), root(sj)) ∈ E with label l(e) = (si, sj) and Cost(e) = dist(si, sj),
where root(si) and root(sj) are the respective roots of the trees in F (S) to which si and sj belong. (Please see Fig. 5 for an
example.)
Notice that G(F(S)) is a multi-graph and between a pair of vertices there can bemultiple edges eachwith a different cost.
We label the edges in G(F(S)) to associate each edge with the sequence pair in S that determines its cost.
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Fig. 6. (a) A spanning tree T (u4) that satisfies F (S); (b) A lifted tree TL(u4) for T (u4).
Definition 3.2. A spanning tree T that satisfies F (S) is defined as a spanning tree on the vertices of F (S) such that each
tree in F (S) is a sub-tree of T and every edge in T \ F (S) is between vertices in {u1, . . . , ul}.
Note: We view the spanning tree that satisfies F (S) as an undirected tree whereas a phylogenetic tree that satisfies F (S)
as a directed tree.
A spanning tree that satisfies F (S) can be constructed from F (S) by inserting a minimal set of edges from G(F(S)) and
any suchminimal set is a spanning tree of G(F(S)). (Please see Fig. 6 for an example.) A spanning tree that satisfiesF (S) can
be expressed as F (S)
⋃
T , for some spanning tree T of G(F(S)), and each edge e = (ui, uj) ∈ T can be viewed as merging
the phylogenetic trees TˆP(ui) and TˆP(uj).
Now, we present a property that states a necessary condition for a spanning tree that satisfies F (S) to be a phylogenetic
tree that satisfies F (S).
Property 1. A spanning tree that satisfies F (S) and is rooted at a node in {u1, . . . , ul} is a phylogenetic tree that satisfies F (S).
Alternatively, we can view a phylogenetic tree that satisfiesF (S) to be a steiner tree consisting of the nodes inF (S) and
up to l− 1 additional steiner points, whereas a rooted spanning tree that satisfiesF (S) can be viewed as a spanning tree on
the nodes in F (S)(i.e. no additional steiner points).
From the above characterization and Property 1, we can see that the set of all spanning trees that satisfyF (S) and rooted
at a node in {u1, . . . , ul} are a sub-set of the set of all phylogenetic trees that satisfy F (S). Similarly, the set of all lifted trees
of spanning trees that satisfy F (S) and are rooted at a node in {u1, . . . , ul} are a sub-set of all lifted trees that satisfy F (S).
A lifted tree TL for a spanning tree that satisfies F (S) can be expressed as FL
⋃
T , where FL is a lifted forest for F (S) and
T is a spanning tree of G(F(S)). Let (ui, uj) be an edge that is present in both TL and G(F(S)). The cost of an edge (ui, uj) in TL
depends on the sequence labels of the vertices ui and uj in FL, whereas in G(F(S)), there can be multiple edges that connect
vertices ui and uj each with a different cost. (Please see Definition 3.1.) So, we now classify lifted trees of spanning trees that
satisfy F (S) into proper trees and improper trees based on the relationship between the cost of the edges of T in TL and the
cost of the edges of T in G(F(S)).
Definition 3.3. Let TL = FL⋃ T be a lifted tree of a spanning tree that satisfies F (S). We define TL to be proper if for each
edge e ∈ T , its cost in G(F(S)) and TL are the same, otherwise improper.
Now, we present a property that follows from the definition of proper trees.
Property 2. Let TL = FL⋃ T be a lifted tree of a spanning tree that satisfies F (S). If TL is a proper tree then Cost(TL) =
Cost(FL)+ Cost(T ).
4. Approximation algorithms for the constrained generalized tree alignment problem
In Section 4.1 we present two constant approximation algorithms for the constrained generalized tree alignment
problem. In Section 4.2 we present the analysis of these two algorithms.
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4.1. Algorithms for the constrained generalized tree alignment problem
In this section, we first present an algorithm A that given any phylogenetic forest F (S) constructs in O(k2n2+ k3) time a
lifted tree that satisfiesF (S)with cost atmost three times the optimal lifted tree.We thenmodify this algorithm to construct
a lifted tree that satisfies F (S) and is within twice the cost of an optimal lifted tree. Second, we present an algorithm B that
given any phylogenetic forest F (S) and a real number 0 ≤  ≤ 1, constructs a lifted tree that is within (1 + ) times the
cost of an optimal lifted tree in time proportional to the number of spanning trees of the edit graph G(F(S)) with cost less
than 21+ times the cost of an optimal lifted tree that satisfies F (S).
Algorithm A
Basic Idea: Find MST , the minimum spanning tree of the edit graph G(F(S)). If F (S) = {s1, . . . , sk} then return MST .
Otherwise, construct a lifted tree that is proper as follows:
First, construct a lifted forest FOPTL by constructing the optimal lifted tree for each phylogenetic tree in F (S). Second,
construct a spanning tree T ′ of G(F(S)) by joining any two vertices i and j such that pi(j)− pi(i) = 1, where pi is any
DFS order of the nodes of MST . Third, construct the tree T ′′ from T ′ by replacing each edge e′ = (ui, uj) ∈ T ′ by the
edge e′′ = (ui, uj) ∈ G(F(S)) such that Cost(e′′) = dist(l(ui), l(uj)), where l(ui) and l(uj) are the respective labels of ui
and uj in FOPTL . Finally, construct a lifted tree by concatenating F
OPT
L and T
′′.
Input: F (S): A Phylogenetic Forest F(S) = {TˆP(u1), . . . , TˆP(ul)};
Output: A lifted tree that satisfies F (S);
begin
Let G(F(S)) be the edit graph of F (S) andMST be a minimum cost
spanning tree of G(F(S));
If F (S) = {s1, . . . , sk} then returnMST ;
Let FOPTL = {TˆL(u1)), . . . , TˆL(ul)}, where for i ∈ [1..l], TˆL(ui) is an
optimal lifted tree for TˆP(ui) constructed using the dynamic
programming algorithm of Gusfield and Wang [14];
Let upi(1), . . . , upi(l) be any DFS order of the vertices inMST ;
Let T ′ = {e = (upi(i), upi(i+1)) : e ∈ G(F(S)) and Cost(e) is the lowest
among the edges in G(F(S)) that connect upi(i) and upi(i+1)};
Let T ′′ be the tree obtained from T ′ by replacing each edge
e′ = (ui, uj) ∈ T ′ by an edge e′′ = (ui, uj) ∈ G(F(S)) such that
cost(e′′) = dist(l(ui), l(uj)), where l(ui) and l(uj) are the
respective labels of ui and uj in FOPTL ;
return FOPTL
⋃
T ′′;
end
We now modify algorithm A to make use of the PTAS of Wang and Gusfield [14] to construct an evolutionary tree that
satisfies F (S) and is within twice the cost of an optimal lifted tree that satisfies F (S).
Algorithm Amod Replace the statement (1) below in A by statement (2).
(1) FOPTL = {TˆL(u1), . . . , TˆL(ul)}, where for i ∈ [1..l], TˆL(ui) is the optimal lifted tree for TˆP(ui) constructed using the
dynamic programming algorithm of Wang and Gusfield [14].
(2) FL = {TˆE(u1), . . . , TˆE(ul)}, where for i ∈ [1..l], TˆE(ui) is the evolutionary tree for TˆP(ui) constructed using the
PTAS of Wang and Gusfield [14].
Algorithm B Basic Idea: We construct a lifted tree that satisfies F (S) as follows:
First, construct an optimal lifted forest FOPTL by constructing the optimal lifted tree for each phylogenetic tree inF (S).
Second, starting with MST, the minimum spanning tree of G(F(S)), enumerate in non-decreasing order the spanning
trees of G(F(S)) with cost less than 2/(1 + )(Cost(FOPTL ) + Cost(MST )). For each enumerated spanning tree T of
G(F(S)), construct the optimal lifted tree for the tree F (S)
⋃
T . Finally, from among all the constructed lifted trees
return the lifted tree with the lowest cost.
Inputs: (1) F (S): A Phylogenetic Forest F(S) = {TˆP(u1), . . . , TˆP(ul)};
(2)  : The desired quality of approximation;
Output: A lifted tree that satisfies F (S);
begin
Let G(F(S)) be the edit graph of F (S) andMST be a minimum cost
spanning tree of G(F(S));
Let FOPTL = {TˆL(u1), . . . , TˆL(ul)}, where for i ∈ [1..l], TˆL(ui) is an
optimal lifted tree for TˆP(ui) constructed using the dynamic
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programming algorithm of Gusfield and Wang [14];
Let c = 21+ (Cost(FOPTL )+ Cost(MST )) andmin = c + 1;
Let ST (F(S)) be the spanning trees of G(F(S))with cost less than c
arranged in non-decreasing order of cost;
For T ∈ ST (F(S))
begin
Let v be any vertex in {u1, . . . , ul};
Let TP(v) = F (S)⋃ T ;
Let TOPTL (v) be the optimal lifted tree for TP(v) constructed using
the dynamic programming algorithm of Wang and Gusfield [14];
If (Cost(TL(v)) < min)
Let Tmin = TL(v) andmin = Cost(TOPTL (v));
end
return Tmin;
end
Remark. In Algorithm B, if we constructed an evolutionary forest using the PTAS of Wang and Gusfield [14] instead of
FOPTL (the optimal lifted forest constructed using dynamic programming), the worst case performance guarantee would still
be the same. However, from a practical perspective, the trees constructed by algorithm B coupled with even simple local
optimization results in better performance guarantees.
4.2. Analysis of Algorithms A, Amod and B
We now present the analysis of algorithms A, Amod and B.
LetF (S) = {TˆP(u1), . . . , TˆP(ul)} be a phylogenetic forest of S. Let G(F(S)) denote the edit graph ofF (S) andMST denote
theminimumcost spanning tree ofG(F(S)). LetOPTL(F(S))(OPTE(F(S))) denote the optimal lifted tree (optimal evolutionary
tree) that satisfies F (S) and FOPTL (S) denote the optimal lifted forest for F (S).
Theorem 6. For the phylogenetic forest F (S), let T AL denote the lifted tree constructed by algorithm A. Then, T
A
L is a lifted tree
that satisfies F (S) and Cost(T AL ) ≤ 6Cost(OPTE(F(S))). If F (S) = {s1, . . . , sk} then Cost(T AL ) ≤ 2Cost(OPTE(F(S))).
Theorem 7. For the phylogenetic forest F (S), let T AmodE denote the evolutionary tree constructed by algorithm Amod. Then, T
Amod
E
is an evolutionary tree that satisfies F (S) and Cost(T AmodE ) ≤ 4Cost(OPTE(F(S))). If F (S) = {s1, . . . , sk} then Cost(T AmodE ) ≤
2Cost(OPTE(F(S))).
We now present four lemmas that are useful in proving the above two theorems. These four lemmas help us to obtain
an upper bound on the costs of optimal lifted and evolutionary trees that satisfy F (S) in terms of costs of spanning trees of
the edit graph G(F(S)).
Lemma 8. Cost(OPTL(F(S))) ≥ Cost(FOPTL (S))+ Cost(MST ).
Lemma 9. For any spanning tree T of G(F(S)) there exists a lifted tree TL that satisfies F (S) such that Cost(TL) ≤
3Cost(FOPTL (S))+ 2Cost(T ).
Lemma 10. For any spanning tree T of G(F(S)) there exists an evolutionary tree TE that satisfies F (S) such that Cost(TE) ≤
2(Cost(FOPTL (S))+ Cost(T )).
Lemma 11. The cost of an optimal lifted tree that satisfies F (S) is the same as the cost of a lifted tree that is optimal among the
lifted trees of spanning trees that satisfy F (S).
Assuming Lemmas 8–10, we present the proofs of Theorems 6 and 7.
Proof of Theorem 6. If F (S) = {s1, . . . , sk} then this problem reduces to the generalized tree alignment problem. In this
case this theorem follows from Theorem 5. Otherwise, this theorem follows from Theorem 2 and Lemmas 8 and 9. 
Proof of Theorem 7. If F (S) = {s1, . . . , sk} then this problem reduces to the generalized tree alignment problem. In this
case this theorem follows from Theorem 5. Otherwise, this theorem follows from Theorem 2 and Lemmas 8 and 10. 
For any integer x, letN(x) denote the number of spanning trees of G(F(S))with cost less than or equal to x. For 0 ≤  ≤ 1,
we now show that Algorithm B constructs in time proportional to N( 3Cost(OPTL(F(S)))1+ ) a lifted tree that is within (1+ ) times
the cost of an optimal lifted tree that satisfies F (S). From Theorem 2 this would imply that B constructs a lifted tree that is
within 2(1+ ) times the cost of an optimal evolutionary tree that satisfies F (S).
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Theorem 12. For any given phylogenetic forest F (S) and 0 ≤  ≤ 1, let T BL be the lifted tree constructed by algorithm
B. Let c = 3Cost(OPTL(F(S)))1+ . Then, B constructs T BL in time proportional to N(c) such that T BL satisfies F (S) and Cost(T BL ) ≤
(1+ )Cost(OPTL(F(S))).
Assuming Lemmas 8, 9 and 11, we present the proof of Theorem 12.
Proof of Theorem 12. From Lemma 11, we know that to determine an optimal lifted tree that satisfies F (S) it is sufficient
to consider lifted trees of spanning trees that satisfyF (S). From the definition we know that any spanning tree that satisfies
F (S) can be expressed as F (S)
⋃
T , where T is a spanning tree of G(F(S)). From the description of Algorithm B, we know
that B constructs a lifted tree by enumerating the spanning trees of G(F(S)) in non-decreasing order of cost starting from
the minimum spanning tree up to a spanning tree of cost c , and then for each enumerated spanning tree T of G(F(S)) it
constructs an optimal lifted tree for F (S)
⋃
T . This implies that if c > Cost(OPTL(F(S))) then B will construct an optimal
lifted tree that satisfies F (S) and we are done. Otherwise, from Lemmas 8 and 9, and the earlier observations, we can see
that B will construct a lifted tree that satisfies F (S) with cost at most 2Cost(FOPTL (S)) + 3Cost(MST ) ≤ 3OPTL(F(S)). This
implies that Cost(T
B
L )
Cost(FOPTL (S))
≤ (1+ ). Hence the result. 
We now present the proof of Lemmas 8–11.
Proof of Lemma 8. From Lemma 11, we know that to construct an optimal lifted tree that satisfies F (S) it is sufficient to
consider only lifted trees of spanning trees that satisfyF (S). From definitionwe know that every spanning tree that satisfies
F (S) can be expressed as F (S)
⋃
T , where T is a spanning tree of G(F(S)). This implies that every lifted tree of a spanning
tree that satisfiesF (S) can be expressed as FL
⋃
T , where FL is a lifted forest corresponding toF (S) and T is a spanning tree
of F (S). From the definition we know that FOPTL is the optimal lifted forest for F (S) andMST is the minimum cost spanning
tree of G(F(S)). Therefore, any lifted tree that satisfies F (S)will have a cost at least Cost(FOPTL )+ Cost(MST ). 
Proof of Lemma 9. Let v be some vertex in {u1, . . . , ul} and T (v) be a spanning tree of G(F(S)) rooted at v. Let TP(v) =
F (S)
⋃
T and TL(v) = FOPTL
⋃
T . Notice that TP(v) and TL(v) are respectively phylogenetic and lifted trees that satisfyF (S).
If TL(v) is proper then from Property 2 we can see that Cost(TL(v)) = Cost(FOPTL )+ Cost(T (v)) and we are done. So without
loss of generality we assume that TL(v) is not proper. Now, we establish this lemma as follows: First, we transform T into a
spanning tree T ′ such that maximum degree of a vertex in T ′ is at most two and Cost(T ′) ≤ 2Cost(T ). Then, we transform T ′
into a spanning tree T ′′ such that the maximum degree of a vertex in T ′′ is at most two and FOPTL
⋃
T ′′ is a proper tree with
cost at most 3Cost(FOPTL )+ Cost(T ′) = 3Cost(FOPTL )+ 2Cost(T ).
Now, we construct T ′. Let upi(1), . . . , upi(l) be an ordering of the nodes of T based on a DFS of T (v). Let T ′ = {e =
(upi(i), upi(i+1)) : e ∈ G(F(S)) and Cost(e) is the lowest among the edges in G(F(S)) that connect upi(i) and upi(i+1)}. We
want to remind the reader that G(F(S)) is a multi-graph on {u1, . . . , ul} with edges between every pair of vertices and the
edge costs satisfy triangle inequality. From the construction of T ′ and repeated application of triangle inequality, we can
easily see that T ′ is a spanning path with cost at most 2Cost(T ).
Now, we construct T ′′ from T ′ by replacing each edge e′ = (ui, uj) ∈ T ′ by an edge e′′ = (ui, uj) ∈ G(F(S)) such that
Cost(e′′) = dist(l(ui), l(uj)), where l(ui) and l(uj) are the respective labels of ui and uj in FOPTL . From the construction of T ′′,
we can see that T ′′ is a spanning path and FOPTL
⋃
T ′′ is a lifted tree that is proper. From this observation and Property 2, we
get
Cost(FOPTL
⋃
T ′′) = Cost(FOPTL )+ Cost(T ′′). (1)
Now,wewill relate Cost(T ′′) in terms of Cost(FOPTL ) and Cost(T ). Let e′ = (ui, uj) be some arbitrary edge in T ′ and e′′ = (ui, uj)
be its corresponding edge in T ′′. Let le′ = (si′ , sj′) and le′′ = (si′′ , sj′′) be the respective edge labels of e′ and e′′. Let
P(ui, si′) (P(uj, sj′)) be the path in FOPTL from node ui (uj) to the leaf node whose sequence label is si′ (sj′). Using triangle
inequality, we get
Cost(e′′) ≤ Cost(P(ui, si′))+ dist(si′ , sj′)+ Cost(P(sj′ , uj)). (2)
Summing Inequality (2) over all edges in T ′′, and using the fact that the maximum degree of any node in T ′′ is at most two,
we get
Cost(T ′′) ≤ 2Cost(FOPTL )+ Cost(T ′) ≤ 2Cost(FOPTL )+ 2Cost(T ). (3)
Combining Eqs. (1) and (3), we get the result. 
Proof of Lemma 10. The proof of Lemma 10 is essentially the same as Lemma 9 except that we use the PTAS of Wang and
Gusfield [14] to construct an evolutionary forest F E with stronger cost guarantees instead of the optimal lifted forest F
OPT
L (S)
constructed using dynamic programming algorithm of Wang and Gusfield [14]. 
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Proof of Lemma 11. We establish this lemma by showing that given any lifted tree that satisfies F (S) we can construct a
lifted tree for a spanning tree that satisfies F (S) that has the same cost. Let T¯L be some arbitrary lifted tree that satisfies
F (S). Let T¯P be the underlying phylogenetic tree of T¯L. Now, we will construct a spanning tree T that satisfies F (S) with a
lifted tree TL such that Cost(T¯L) = Cost(TL).
We can view the lifted tree T¯L as a tournament. That is at all levels the internal nodes receive its sequence label from one
of its children. Let v be a node at level i and let a and b be the respective labels of its left and right child. If node v receives
its sequence label from its left child then we say that a defeated b at level i otherwise we say b defeated a at level i. Now,
for each node v ∈ {u1, . . . , ul}, we define defeated(v) = {w : w ∈ {u1, . . . , ul} and l(v) defeated l(w)}, where l(v) and l(w)
are the sequence labels of nodes v and w respectively. Now, we define T to be F (S)
⋃{(ui, uj) : uj ∈ defeated(ui)} and the
root of T to be any node in {u1, . . . , ul}. Now, we construct the lifted tree TL for T by setting the sequence label for each node
u ∈ T to the sequence label of node u in T¯L. From the above construction, we can see that T satisfies F (S) and only has the
edges in T¯L with non-zero cost. From the construction of TL, we can see the costs of the edges in TL and T¯L are the same cost.
Therefore Cost(TL) = Cost(T¯L). 
5. Biologically relevant evolutionary trees
In Section 4, we presented algorithms that construct evolutionary trees by considering a sub-set of spanning trees that
satisfy F (S). Notice that the topologies of spanning trees that satisfy F (S) are only a small sub-set of the topologies of
evolutionary trees that satisfy F (S). In situations where there is little or no knowledge of partial phylogenetic tree this can
result in the construction of evolutionary trees that have low depth, where the depth of a tree is defined as the length of
a shortest path from the root to a leaf node. These evolutionary trees of low depth are not very useful from a biological
perspective.
In this section, we address this problem, by associating with each spanning tree that satisfies F (S), a set of trees that
we refer to as ordered trees and use them to construct evolutionary trees of good depth and provide the same worst case
performance guarantees as the algorithms in Section 4. In Section 5.1, we present an algorithm for constructing evolutionary
trees that satisfy F (S) and does not eliminate a priori tree topologies of good depth. In Section 5.2, we present its analysis.
5.1. Constructing evolutionary trees of good depth that satisfy F (S)
In this section, we first define ordered trees for any given spanning tree. Then, we define a function Construct–Phylogenetic
–Tree that given any ordered tree of a spanning tree that satisfies F (S) transforms it into a phylogenetic tree that satisfies
F (S). Finally, we define an algorithm C that first makes use of the function Construct–Phylogenetic–Tree to associate an
ordered tree with each spanning tree that satisfies F (S). Then, it uses these ordered trees to construct lifted trees of good
depth that satisfy F (S).
5.1.1. Ordered trees
Definition 5.1. For v ∈ {u1, . . . , ul}, let T (v) be a spanning tree that satisfies F (S). For T (v), we define an ordering σ to be
a set {σ(u) : u ∈ {u1, . . . , ul}}, where σ(u) specifies the ordering among the children of u that are in {u1, . . . , ul}. We define
T σ (v) to be the ordered tree of T (v) where the ordering among the children of each node in {u1, . . . , ul} is specified by σ .
(Please see Fig. 7 for an example.)
For a spanning tree T (v) that satisfies F (S), the number of ordered trees for T (v) depends on the topology of T . The
worst case is when T (v) has a star topology. In this situation the number of orderings is (k− 1)!. However, spanning trees
that correspond to biologically relevant evolutionary trees usually have good depth. In these cases the number of ordered
trees is usually O(2k).
5.1.2. Function Construct–Phylogenetic–Tree.
Now, we present the function Construct–Phylogenetic–Tree that given any ordered tree of a spanning tree that satisfies
F (S) transforms it into a phylogenetic tree that satisfies F (S).
Basic Idea: Let T (v) be a spanning tree rooted at a node v ∈ {u1, . . . , ul} that satisfies F (S) and σ be any given ordering
of T (v). Now, we transform the ordered tree T σ (v) into a phylogenetic tree T σP (v) that satisfies F (S) as follows:
First set T 0P = TˆP(v), the phylogenetic tree inF (S) that is rooted at v. Then, for each child u of v that is in {u1, . . . , ul}
construct the phylogenetic tree T σP (u) for T
σ (u) by recursively calling Construct–Phylogenetic–Tree. Finally, construct
the phylogenetic tree T σP (v) by successively merging two at a time the trees T
(0)
P and the phylogenetic trees T
σ
P (u) for
u ∈ {u1, . . . , ul}. The sequence in which these phylogenetic trees are merged is specified by σ(v).
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Fig. 7. (a) An ordered tree T σ (u4) for the spanning tree T (u4) in Fig. 6(a), where σ(u4) = (u1, u9) and σ(u1) = σ(u9) = φ; (b) An ordered tree T σ ′ (u4)
for the spanning tree T (u4) in Fig. 6(a), where σ ′(u4) = (u9, u1) and σ ′(u1) = σ ′(u9) = φ.
Input: T σ (v): an ordered tree for a spanning tree that satisfies F (S) and
rooted at a node v ∈ {u1, . . . , ul};
Output: T σP (v) : A phylogenetic tree that satisfies F (S);
begin
Let σ(v(1)), . . . , σ (v(nv)) be the ordering among the nv children of v
that are in {u1, . . . , ul};
Let T (0)P = TˆP(v) be the phylogenetic tree in F (S) that is rooted at v;
for (i = 1; i ≤ nv; i = i+ 1)
begin
Let u = σ(v(i)) be the ith child of v;
Let T σP (u) = Construct − Phylogenetic − Tree(T σ (u)) be the
phylogenetic tree for T σ (u) (sub-tree of T σ (v) rooted at u);
Let T (i)P be the tree with rootwi, left sub-tree T
(i−1)
P and right
sub-tree T σP (u);
end
return T (nv)P
end
Please see Fig. 8 for an illustration of how the above function transforms an ordered tree into a phylogenetic tree that
satisfies F (S).
Now, we present an algorithm C that is similar to algorithm B except that we associate with each spanning tree that
satisfies F (S) an ordered tree and then use these ordered trees to construct a lifted tree of good depth that satisfies
F (S).
Algorithm C
Inputs: (1) F (S): A Phylogenetic Forest F(S) = {TˆP(u1), . . . , TˆP(ul)};
(2)  : The desired quality of approximation;
Output: A lifted tree that satisfies F (S);
begin
Let G(F(S)) be the edit graph of F (S) andMST be a minimum cost
spanning tree of G(F(S));
Let FOPTL = {TˆL(u1)), . . . , TˆL(ul)}, where for i ∈ [1..l], TˆL(ui) is the
optimal lifted tree for TˆP(ui) constructed using the dynamic
programming algorithm of Gusfield and Wang [14];
Let c = 21+ (Cost(FOPTL )+ Cost(MST )) andmin = c + 1;
Let ST (F(S)) be the spanning trees of G(F(S))with cost less than c
arranged in non-decreasing order of cost;
For T ∈ ST (F(S))
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Fig. 8. (a) The phylogenetic tree corresponding to the ordered tree in Fig. 7(a); (b) The phylogenetic tree corresponding to the ordered tree in Fig. 7(b).
begin
For v ∈ {u1, . . . , ul}
begin
Let T σ (v) be the ordered tree of T (v), where for each node u ∈
{u1, . . . , ul}, the children of u are ordered in non-decreasing
order of their depth;
Let T σP (v) = Construct − Phylogenetic − Tree(T σ (v));
end
Let vmax ∈ {u1, . . . , ul} be a node in T (v) such that depth(T σP (vmax))= maxu∈{u1,...,ul} depth(T σP (u));
Let T σL (vmax) be the optimal lifted tree for T
σ
P (vmax) constructed
using the dynamic programming algorithm of Wang and
Gusfield [14];
If (Cost(T σL (vmax)) < min)
Let Tmin = T σL (vmax) andmin = Cost(T σL (vmax));
end
return Tmin;
end
Remark. In Algorithm C , if we constructed an evolutionary tree for T σP (vmax) using the PTAS of Wang and Gusfield [14]
instead of using the dynamic programming of Wang and Gusfield [14], the worst case performance guarantee would still be
the same. However, the depth of the lifted trees constructed by algorithm C are greater than those constructed by algorithm
B. From a practical perspective, the trees constructed by algorithm C coupled with even simple local optimization results in
evolutionary trees with better performance guarantees.
5.2. Analysis of Algorithm C
We now show that Algorithm C provides the same worst case performance guarantee as algorithm B and does not
eliminate a priori tree topologies of good depth.
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Theorem 13. For any given phylogenetic forest F (S) and 0 ≤  ≤ 1, let T CL be the lifted tree constructed by algorithm C. Let
c = 3Cost(OPTL(F(S)))1+ . Then, C constructs T CL without a priori eliminating trees of good depth in time proportional to N(c) such that
T CL satisfies F (S) and Cost(T
C
L ) ≤ (1+ )OPTL(F(S)).
We now present three lemmas that are useful in proving the above theorem.
For a spanning tree T that satisfies F (S), let Ψ (T ) denote the set consisting of all ordered trees of T that are rooted at a
node in {u1, . . . , ul}. For any ordered tree T σ (v) ∈ Ψ (T ), let T σP (v) = Construct − Phylogenetic − Tree(T σ (v)) denote the
phylogenetic tree corresponding to it.
Lemma 14. For any phylogenetic tree T¯P that satisfies F (S) there exists a spanning tree T that satisfies F (S) such that for some
ordered tree T σ (v) ∈ Ψ (T ), T¯P = Construct − Phylogenetic − Tree(T σ (v)).
Lemma 15. For any spanning tree T that satisfies F (S), algorithm C associates T with an ordered tree T σ (v) ∈ Ψ (T ) such that
its corresponding phylogenetic tree T σP (v) has the maximum depth among all phylogenetic trees that correspond to ordered trees
in Ψ (T ).
Lemma 16. Let T be any spanning tree that satisfies F (S) and T σ (v) ∈ Ψ (T ) be some ordered tree of T . The cost of an optimal
lifted tree for T is the same as the cost of an optimal lifted tree of T σP (v).
Assuming the three lemmas we present the proof of the above theorem.
Proof of Theorem 13. From Lemmas 14 and 15, we can observe that Algorithm C does not eliminate tree topologies of good
depth a priori. The worst case performance guarantees follow from Theorem 12 and Lemmas 11 and 16. 
Now, we present the proofs of Lemmas 14–16.
Proof of Lemma 14. Let T¯P be a phylogenetic tree that satisfies F (S) and T¯L be some arbitrary lifted tree of T¯P . Now, we
will construct a spanning tree T that satisfies F (S) such that T¯P = Construct − phylogenetic − tree(T σ (v)), where T σ (v)
is an ordered tree in Ψ (T ). We can view the lifted tree T¯L as a tournament. That is at all levels the internal nodes receive
its sequence label from one of its children. Let v be a node at level i and let a and b be the respective labels of its left and
right child. If node v receives its sequence label from its left child then we say that a defeated b at level i otherwise we
say b defeated a at level i. Now, for each node v ∈ {u1, . . . , ul}, we define defeated(v) = {w : w ∈ {u1, . . . , ul} and l(v)
defeated l(w)}, where l(v) and l(w) are the sequence labels of nodes v andw respectively.We order the nodes in defeated(v)
in the increasing order of the level at which they were defeated by v. Now, we define T σ (v) to be F (S)
⋃{(ui, uj) : uj ∈
defeated(ui)}, where v is the node in {u1, . . . , ul} with an undefeated sequence label, and for i ∈ [1..l] the ordering σ(ui)
among the children of node ui in T (v) is specified by their rank/position in defeated(ui). From the construction of T σ (v),
we can see that T (v) is a spanning tree that satisfies F (S). We can also observe that the above construction is essentially
the reverse of the transformation performed by Construct–Phylogenetic–Tree. That is the above construction essentially
transforms a phylogenetic tree that satisfies F (S) into an ordered tree of a spanning tree that satisfies F (S). From this
observation, we can see that the phylogenetic tree T σP (v) = Construct − Phylogenetic − Tree(T σ (v)) has the same topology
as T¯L. 
Proof of Lemma 15. Weprove this lemma by contradiction. From the definition of algorithm C , we can see that C associates
an ordered tree T σ (v) with T as follows: First it constructs for each u ∈ {u1, . . . , ul} the phylogenetic tree corresponding
to the ordered tree T σ (u), where σ is an ordering where the children of each node in T (u) are arranged in non-decreasing
value of their depth. Then, it associates T with an ordered tree T σ (v) such that depth(T σP (v)) = maxu∈{u1,...,ul} depth(T σP (u)).
Let σ ′ be an ordering of T (v) such that σ ′ 6= σ and depth(T σ ′P (v)) > depth(T σP (v)) and has the fewest number of
inversions, where an inversion is any pair of nodes ui, uj that are children of a node u ∈ T (v) such that they appear in a
different order in σ(u) and σ ′(u). Let u ∈ {u1, . . . , ul} be a nodewith children ui and uj that causes an inversion. Now,we can
see that exchanging the positions of ui and uj in σ ′(u)will result in an ordering σ ′′ such that depth(T σ
′′
P (v)) ≥ depth(T σ ′P (v))
and σ ′′ has one fewer inversion. Now, since the maximum number of inversions is at most k2/2, if we repeat this argument
at most k2/2 times we get a contradiction. 
Proof of Lemma 16. Let TL be a lifted tree of T . From the definition we know that the edges in T are the same as the edges
in T σ (v). Now, we will construct a lifted tree for T σP (v) as follows: For each node u ∈ T σP that is present in TL assign it the
same sequence label as in TL. Otherwise, assign it the sequence label of any one of its children. Now, we can see that the
above constructed lifted tree for T σP has the same cost as TL. Conversely, given any lifted tree for T
σ
P (v), if we compress all
the edges of zero cost, we will get a lifted tree for T σ (v)with the same cost. Therefore, the cost of an optimal lifted tree for
T is the same as the cost of an optimal lifted tree for T σP . 
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6. Summary of experimental results
We have developed different heuristics for constructing evolutionary trees that in practice provide better approximation
guarantees than what we have been able to establish theoretically. In this section, we briefly describe our heuristics and
summarize details about our implementation, experimental set-up and experimental results. A complete write up of our
heuristics, their extension to nucleotide substitution and other models, and their empirical analysis is forthcoming in a
separate technical report.
Description of our Heuristics and its implementation.We have used Algorithm C to design heuristics that generally work as
follows2:
Starting from MST , the minimum cost spanning tree of G(F(S)), enumerate in non-decreasing order of cost the
spanning trees of G(F(S)) up to cost 2/(1 + )(Cost(MST ) + Cost(FOPTL )), where  is the desired approximation
guarantee and FOPTL is an optimal lifted forest forF (S). Then, for each enumerated spanning tree associate an ordered
tree. Finally, for each ordered tree construct an optimal lifted tree using dynamic programming and then optimize
these trees using the iterative tree alignment of Kruskal and Sankoff [11].
All our heuristics have been implemented in c and they make use of the spanning tree enumeration algorithm of Kapoor
and Ramesh [10], the dynamic programming algorithm of Wang and Gusfield [14] and iterative tree alignment of Kruskal
and Sankoff [11]. Our heuristics differ in (1) how they restrict the number of spanning trees of G(F(S)) they consider, and
(2) how they associate an ordered trees with each spanning tree of G(F(S)).
We restrict the number of spanning trees of G(F(S)) by either eliminating edges in G(F(S)) with cost greater than a
threshold value or by restricting the number of edges that are incident on a vertex in G(F(S)). In both cases, we have to
ensure that eliminating edges from G(F(S)) does not disconnect G(F(S)).
Now, we motivate how we associate an ordered tree with each spanning tree of G(F(S)) by first highlighting the
connection between ordered trees and sequence clustering. Then, we mention a couple of measures that we have chosen
for associating ordered trees with spanning trees.
Let T (v) be a spanning tree of G(F(S)) with d children u1, u2, . . . , ud and let T σ (v) be an ordered tree of T (v). We can
view the ordering σ(v) among the children of v as specifying the sequence in which the sub-trees T (u1), . . . , T (ud) are
mergedwith v. So, one can view the ordered tree T σ (v) as basically specifying the sequence in which the phylogenetic trees
in F (S) are merged to construct a phylogenetic tree that satisfies F (S). Notice that each ordered tree of T (v) corresponds
to a different sequence of merges and hence a different clustering of the trees in F (S). This observation has motivated us to
choose one or more of the existing clustering measures to associate a cost with each ordered tree of T (v) and then associate
T (v)with an ordered tree of minimum cost. In this paper, the cost measures that we have chosen to evaluate ordered trees
are (1) tree depth, and (2) minimum distance between clusters.
Experimental set-up. We empirically analyze the performance of our heuristics in terms of the approximation guarantee
it can provide and the depth of the constructed evolutionary tree. For a given input instance, the approximation
guarantee provided by our algorithms depend on the cost distribution of spanning trees of G(F(S)) and the relationship
between Cost(MST ) and Cost(FOPTL ) (Please see Lemmas 9 and 10). So, we have chosen three test cases with different
cost distributions and for each of these test cases, we evaluate our heuristics for different scenarios depending on
the relationship between Cost(MST ) and Cost(FOPTL ). In the first test case, the edge costs are such that if we group
sequences based on distance into clusters then for any pair of clusters Ci and Cj, the difference between the maximum
and minimum distance between sequences in Ci and Cj in comparison to the minimum distance is small. That is, the ratio
maxsi∈Ci,sj∈Cj dist(si,sj)−minsi∈Ci,sj∈Cj dist(si,sj)
minsi∈Ci,sj∈Cj dist(si,sj)
 1. In the second and the third test cases, the ratio is ≈1 and >2 respectively. For
each of these three test cases, we evaluate our heuristics for the following three scenarios: (1) Cost(MST ) > 2Cost(FOPTL ),
(2) Cost(MST ) ≈ Cost(FOPTL ), and (3) Cost(MST ) < Cost(FOPTL )/2. We believe that the third scenario is less likely to happen
in practice. However, this scenario is important in understanding the worst case behavior of our algorithms.
For the first test case, we chose a set of 22 5S rRNA sequences ranging in length from 117 to 122 bases (please see Hein [7]
and Schwikowski and Vingron [13] for details on these sequences). For this test case, we conducted four experiments. For
the first experiment, we defined each phylogenetic tree in F (S) to be a leaf node. This experiment serves as a base line for
the other three experiments and helps analyze our heuristics for the generalized tree alignment problem. For the second
experiment, we defined a phylogenetic forest comprised of trees with mostly two leaf nodes and Cost(MST ) > 2Cost(FOPTL ).
This experiment models the situation where we know the closest neighbor for some of the sequences in S. For the third
experiment, we defined a phylogenetic forest comprised of trees with the number of leaf nodes ranging between two to five
and Cost(MST ) ≈ Cost(FOPTL ). For the fourth experiment, we defined a phylogenetic forest consisting consisting of treeswith
two leaf nodes each such that the distance between sequences within the same tree is greater than the average distance
2 For the experiments in this paper our heuristics have been implemented so that they enumerate in non-decreasing order of cost only the first 50
spanning trees of G(F(S))
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between sequences in different trees. This experiment models a situation where the sequences that are closest in terms of
distance may not be neighbors in the phylogenetic tree.
For the second test case, we chose a set of 17 ALU repeat sequences of lengths ranging from 290 to 323 bases extracted
from Genbank database (NT011681.15 - HsX-11838:4883350-5055152 the gene region of the human iduronate-2-sulfata
sulfatase gene). For the third test case, we chose a set of 20 arbitrary DNA sequences with lengths ranging from 200 to 215
bases. The experiments for the second and third test cases were similar to the experiments in the first test case.
Experimental results.We now summarize the results of our experiments. For the experiments that we report in this paper,
our heuristics have been implemented so that they enumerate in non-decreasing order of cost only the first 50 spanning
trees of G(F(S)).
E # Cost(MST ) Cost(FOPTL ) Lower Bound on OPT Cost(T
C
E ) Approximation ratio Tree depth
Case I
1 410 0 205 350 1.75 4
2 305 105 205 350 1.75 4
3 191 219 205 350 1.75 4
4 157 308 234 454 1.93 4
Case II
1 1115 0 557.5 937 1.68 4
2 715 402 558.5 949 1.69 4
3 473 644 558.5 949 1.69 4
4 459 779 594 1191 2.00 4
Case III
1 1235 0 617.5 993 1.60 4
2 826 409 617.5 993 1.60 4
3 627 608 617.5 993 1.60 4
4 408 894 651 1286 1.97 4
7. Conclusions and future work
In this paper, we have presented polynomial-time constant approximation algorithms for the constrained generalized
tree alignment problem, a natural generalization of the generalized tree alignment problem. We also summarize details
about the implementation of our algorithms, experimental set-up and experimental results. The ideas used in our
algorithms also extend to nucleotide substitution and othermodels where the cost function satisfies triangle inequality. Our
experimental results suggest that our theoretical bounds are not tight and can be strengthened further. We are currently
analyzing algorithms that construct evolutionary trees using branch and bound algorithms for spanning tree enumeration
and randomized clustering strategies for associating ordered trees with spanning trees of G(F(S)). These algorithms in
practice yield results that are encouraging, but from a theoretical perspective there are some gaps that we are trying to
overcome.
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