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Consider an arbitrary Hilbert space H endowed with a continuous product which induces
a grading on H with respect to an abelian group G . We show that such a space H has the
form H = cl(U +∑ j I j) with U a closed subspace of H1 (the factor associated to the unit
element in G), and any I j a well described closed graded ideal of H, satisfying I j Ik = 0 if
j = k. Under certain conditions, the graded simplicity of H is characterized and it is shown
that H is the closure of the orthogonal direct sum of the family of its minimal (closed)
graded ideals, each one being a graded simple graded Hilbert space.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and previous deﬁnitions
In this paper we consider real or complex Hilbert spaces H of arbitrary dimension endowed with a continuous associative
product. That is, a continuous bilinear map
H×H→H,
(x, y) → xy
satisfying (xy)z = x(yz) for any x, y, z ∈H. Hence, H is a topological algebra.
As examples of such Hilbert spaces we can consider the classical H∗-algebras and the l2(G) algebras where G is a com-
pact topological group (see [1,6,12]).
Throughout the paper, for any subset A of H we will denote by cl(A) the closure of A in H and the symbol ⊕ will
denote orthogonal direct sum.
Deﬁnition 1.1. Let H be a, real or complex, Hilbert space endowed with a continuous associative product and G an abelian
group. We say that H is a graded Hilbert space, by means of G , if
H= cl
(⊕
g∈G
Hg
)
where any Hg is a closed linear subspace satisfying HgHh ⊂Hgh (denoting by juxtaposition the product in G), for any h ∈ G .
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Σ := {g ∈ G \ {1}: Hg = 0}.
The support of the grading is called symmetric if g ∈ Σ implies g−1 ∈ Σ .
From the above, graded classical H∗-algebras and graded l2(G) algebras, where G is a compact topological group, are
examples of graded Hilbert spaces.
A graded ideal I of H is an algebra ideal which splits as I = cl(⊕g∈G I g) with I g = I ∩Hg . A graded Hilbert space H will
be called graded simple if its product is nonzero and its only graded ideals are (0) and H.
The interest on gradings on different classes of algebras has been remarkable in the last years, specially motivated
by their applications in physics, see [5,7,11,13]. In the present paper we study arbitrary graded Hilbert spaces, having
an associative continuous multiplication, and with a symmetric support by focussing on their structure. In Section 2 we
develop connection techniques to succeed the form H = cl(U +∑ j I j) with U a closed subspace of H1 and any I j a well
described graded ideal of H, satisfying I j Ik = 0 if j = k. In Section 3, under certain conditions, the graded simplicity of H is
characterized (Theorem 3.1) and it is shown that H is the closure of the orthogonal direct sum of the family of its minimal
graded ideals, each one of which is a graded simple, graded Hilbert space (Theorem 3.2).
2. Decompositions
From now on, H denotes a graded Hilbert space over the base ﬁeld K ∈ {R,C} with a symmetric support Σ , and
H= cl
(⊕
g∈G
Hg
)
=H1 ⊕ cl
(⊕
g∈Σ
Hg
)
the corresponding grading. We begin by developing connection techniques in this framework.
Deﬁnition 2.1. Let g and g′ be two elements in Σ . We shall say that g is connected to g′ if there exist g1, g2, . . . , gn ∈ Σ
such that
1. g1 = g .
2. {g1, g1g2, g1g2g3, . . . , g1g2g3 · · · gn−2gn−1} ⊂ Σ .
3. g1g2g3 · · · gn−1gn ∈ {g′, (g′)−1}.
We shall also say that {g1, . . . , gn} is a connection from g to g′ .
Observe that {g} is a connection from g to itself and to g−1 and so g is connected to both g and to g−1.
The next result shows that connectedness is an equivalence relation.
Proposition 2.1. The relation ∼ in Σ deﬁned by g ∼ g′ if and only if g is connected to g′ is an equivalence relation.
Proof. {g} is a connection from g to itself and therefore g ∼ g .
Let us see the symmetric character of ∼. If g ∼ g′ , there exists a connection
{g1, g2, g3, . . . , gn−1, gn} ⊂ Σ
from g to g′ . Then g1 = g ,
{g1, g1g2, . . . , g1g2 · · · gn−1} ⊂ Σ (1)
and g1g2g3 · · · gn−1gn ∈ {g′, (g′)−1}. Hence, we can distinguish two possibilities. In the ﬁrst one
g1g2g3 · · · gn−1gn = g′ (2)
and in the second one
g1g2g3 · · · gn−1gn =
(
g′
)−1
. (3)
In the ﬁrst case, by the symmetry of Σ , we can consider the set
{
g1g2 · · · gn−1gn, g−1n , g−1n−1, . . . , g−12
}⊂ Σ,
which gives us the connection from g′ to g . Indeed, by (1), this family of elements in Σ clearly satisﬁes
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(g1g2g3 · · · gn−1gn)g−1n = g1g2g3 · · · gn−1 ∈ Σ,
(g1g2g3 · · · gn−1gn)g−1n g−1n−1 = g1g2g3 · · · gn−2 ∈ Σ,
...
(g1g2g3 · · · gn−1gn)g−1n g−1n−1 · · · g−13 g−12 = g1 = g.
From here, g′ is connected to g , that is, g′ ∼ g .
Suppose now we are in the second possibility given by Eq. (3). In this case, we have as above, that {g−11 · · · g−1n , gn,
gn−1, . . . , g2} is a connection from g′ to g , that is, g′ ∼ g .
Finally, suppose g ∼ g′ and g′ ∼ g′′ , and write {g1, . . . , gn} for a connection from g to g′ and {h1, . . . ,hm} for a con-
nection from g′ to g′′ . If m > 1, then {g1, . . . , gn,h2, . . . ,hm} is a connection from g to g′′ , in case g1 · · · gn = g′ , and
{g1, . . . , gn,h−12 , . . . ,h−1m } in case g1 · · · gn = (g′)−1. If m = 1, then g′′ ∈ {g′, (g′)−1} and so {g1, . . . , gn} is a connection
from g to g′′ . Therefore g ∼ g′′ and ∼ is an equivalence. 
Given g ∈ Σ , we denote by
Σg :=
{
g′ ∈ Σ: g′ ∼ g}.
Clearly, if g′ ∈ Σg then (g′)−1 ∈ Σg and, by Proposition 2.1, if g′ /∈ Σg then Σg ∩ Σg′ = ∅.
Our next goal is to associate an (adequate) graded ideal HΣg to any Σg . For each Σg , g ∈ Σ , we deﬁne
H1,Σg := spanK
{
Hg′H(g′)−1 : g
′ ∈ Σg
}⊂H1
and
VΣg :=
⊕
g′∈Σg
Hg′ .
Finally, we denote by HΣg the following closed linear subspace of H,
HΣg := cl(H1,Σg ⊕ VΣg ).
Proposition 2.2. Let g be an element in Σ . Then the following assertions hold:
1. HΣgHΣg ⊂HΣg .
2. If g′ /∈ Σg then HΣgHΣg′ = 0.
Proof. 1. We have
(H1,Σg ⊕ VΣg )(H1,Σg ⊕ VΣg ) ⊂H1,ΣgH1,Σg +H1,Σg VΣg + VΣgH1,Σg + VΣg VΣg . (4)
Let us consider the last summand in (4), that is, VΣg VΣg . Given g
′, g′′ ∈ Σg such that Hg′Hg′′ = 0, if g′′ = (g′)−1 then,
clearly Hg′Hg′′ = Hg′H(g′)−1 ⊂ H1,Σg . Suppose that g′′ = (g′)−1 and consider a connection {g1, . . . , gn} from g to g′ . Taking
into account that the fact Hg′Hg′′ = 0 ensures g′g′′ ∈ Σ , we get that {g1, . . . , gn, g′′} is a connection from g to g′g′′ , in case
g1 · · · gn = g′ and {g1 · · · gn, (g′′)−1}, in case g1 · · · gn = (g′)−1. So g′g′′ ∈ Σg and then Hg′Hg′′ ⊂Hg′ g′′ ⊂ VΣg . Consequently
(
⊕
g′∈Σg Hg′ )(
⊕
g′∈Σg Hg′ ) ⊂H1,Σg ⊕ VΣg , that is,
VΣg VΣg ⊂H1,Σg ⊕ VΣg . (5)
Consider now the ﬁrst summand H1,ΣgH1,Σg in (4). By associativity, given g
′, g′′ ∈ Σg we have
(Hg′H(g′)−1)(Hg′′H(g′′)−1) ⊂ (Hg′H(g′)−1) ∩ (Hg′′H(g′′)−1) ⊂H1,Σg .
Hence,
H1,ΣgH1,Σg ⊂H1,Σg . (6)
In a similar way, we can show
H1,Σg VΣg + VΣgH1,Σg ⊂ VΣg . (7)
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(H1,Σg ⊕ VΣg )(H1,Σg ⊕ VΣg ) ⊂H1,Σg ⊕ VΣg .
Finally, the continuity of the product in H completes the proof of 1.
2. We have
(H1,Σg ⊕ VΣg )(H1,Σg′ ⊕ VΣg g′) ⊂H1,ΣgH1,Σg′ +H1,Σg VΣg′ + VΣgH1,Σg′ + VΣg VΣg′ . (8)
Consider the above fourth summand VΣg VΣg′ and suppose there exist g1 ∈ Σg and g2 ∈ Σg′ such that Hg1Hg2 = 0. Since
g1 = g−12 , then g1g2 ∈ Σ . So {g1, g2, g−11 } is a connection between g1 and g2. By the transitivity of the connection relation,
we have g′ ∈ Σg , a contradiction. Hence Hg1Hg2 = 0 and so
VΣg VΣg′ = 0. (9)
Consider now the ﬁrst summand H1,ΣgH1,Σg′ in relation (8) and suppose there exist g1 ∈ Σg and g2 ∈ Σg′ such that
(Hg1Hg−11
)(Hg2Hg−12
) = 0. We have Hg1 (Hg−11 Hg2 )Hg−12 = 0 and so Hg−11 Hg2 = 0, what contradicts (9). Hence
H1,ΣgH1,Σg′ = 0.
Finally, arguing similarly, we also get
H1,Σg VΣg′ + VΣgH1,Σg′ = 0.
By relation (8) we get
(H1,Σg ⊕ VΣg )(H1,Σg′ ⊕ VΣg g′) = 0
and so, the continuity of the product in H leads to HΣgHΣg′ = 0. 
Theorem 2.1. The following assertions hold.
1. For any g ∈ Σ , the linear subspace
HΣg = cl(H1,Σg ⊕ VΣg )
of H associated to Σg is a graded ideal of H, provided that relation 1, of Proposition 2.2 holds (namely, the linear subspace HΣg is
closed with respect to the product of H).
2. If H is graded simple, then there exists a connection from g to g′ for any g, g′ ∈ Σ and H1 = cl(∑g∈Σ HgHg−1 ).
Proof. 1. We ﬁrst observe that, from
(Hg′H(g′)−1)H1 =Hg′(H(g′)−1H1) ⊂Hg′H(g′)−1
and Hg′H1 ⊂Hg′ for any g′ ∈ Σg , along with the continuity of product in H, it follows
HΣgH1 ⊂HΣg .
Taking into account the above observation and Proposition 2.2, we have
HΣg
(
H1 ⊕
( ⊕
g′∈Σg
Hg′
)
⊕
( ⊕
g′′ /∈Σg
Hg′′
))
⊂HΣg .
Hence, the continuity of the product in H, and the equality
H= cl
(
H1 ⊕
( ⊕
g′∈Σg
Hg′
)
⊕
( ⊕
g′′ /∈Σg
Hg′′
))
ﬁnally give HΣgH⊂HΣg .
In a similar way, we get HHΣg ⊂HΣg and so HΣg is a graded ideal of H.
2. The graded simplicity of H implies HΣg =H. From here, it is easy to get Σg = Σ and H1 = cl(
∑
g∈Σ HgHg−1 ). 
Theorem 2.2. For an orthogonal complement U of
cl
(
spanK{HgHg−1 : g ∈ Σ}
)
in H1 , we have
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(
U +
∑
[g]∈Σ/∼
I[g]
)
where any I[g] is one of the (closed) graded ideals HΣg of H described in Theorem 2.1-1, satisfying I[g] I[g′] = 0 if [g] = [g′].
Proof. By Proposition 2.1, we can consider the quotient set
Λ/ ∼:= {[g]: g ∈ Σ}.
By I[g] = HΣg , I[g] is well deﬁned and by Theorem 2.1-1, it is a graded ideal of H. We also have H1 ⊕ (
⊕
g∈Σ Hg) =
U +∑[g]∈Σ/∼ I[g] and so
H= cl
(
U +
∑
[g]∈Σ/∼
I[g]
)
.
By applying Proposition 2.2-2, we get I[g] I[g′] = 0 if [g] = [g′]. 
The linear subspace H1 of H, associated to 1 ∈ G , plays a special role in any graded Hilbert space H=H1 ⊕ cl(⊕g∈Σ Hg).
Hence, in order to obtain deeper structural descriptions of H we have to consider graded Hilbert spaces in which H1 and the
inner product of H are compatible in a sense. From here, we introduce the following notion motivated by the compatibility
condition between the inner product, the involution and the multiplication which characterize a classical H∗-algebra [1]
and its generalizations like Ambrose algebras [8–10].
Deﬁnition 2.2. A graded Hilbert space H, by means of G , with inner product 〈·|·〉, it is said to have a coherent 1-homogeneous
space if the multiplication and inner product of H satisfy the relation
〈HgHg−1 |Hg′H(g′)−1〉 = 〈Hg |Hg′H(g′)−1Hg〉
for any g, g′ ∈ G .
From the above, graded classical H∗-algebras are examples of graded Hilbert spaces with coherent 1-homogeneous
spaces.
Theorem 2.3. If H has a coherent 1-homogeneous space and
H1 = cl
(∑
g∈Σ
HgHg−1
)
,
then H is the closure of the orthogonal direct sum of the (closed) graded ideals given in Theorem 2.1,
H= cl
( ⊕
[g]∈Σ/∼
I[g]
)
,
being I[g] I[g′] = 0 if [g] = [g′].
Proof. Taking into account Theorem 2.2, we clearly have from
H1 = cl
(∑
g∈Σ
HgHg−1
)
that H= cl(∑[g]∈Σ/∼ I[g]). Since H1 is coherent, and I[g] I[g′] = 0, for [g] = [g′], we get
〈Hg1H(g1)−1 |Hg2H(g2)−1〉 =
〈
Hg1 |Hg2(H(g2)−1Hg1)
〉= 0
for any g1 ∈ [g] and g2 ∈ [g′]. Hence, we can write the orthogonal direct sum ⊕[g]∈Σ/∼H1,[g] . So, since I[g] = cl(H1,[g] ⊕
(
⊕
g′∈[g]Hg′ )), we get the orthogonal direct character of the sum of the ideals I[g] , [g] ∈ Σ/ ∼. 
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In this section, we see when the components in the decompositions given in Theorems 2.2 and 2.3 are graded simple.
Let us denote by Z(H) = {v ∈H: vH+Hv = 0} the center of H.
Lemma 3.1. Let H= H1 ⊕ cl(⊕g∈Σ Hg) be a graded Hilbert space such that H1 = cl(∑g∈Σ HgHg−1 ). If I is an ideal of H such that
I ⊂H1 , then I ⊂ Z(H).
Proof. By assumption, I ⊂H1. We have
I
(⊕
g∈Σ
Hg
)
⊂
(⊕
g∈Σ
Hg
)
∩H1 = 0
and so I(
⊕
g∈Σ Hg) = 0. In a similar way (
⊕
g∈Σ Hg)I = 0. Hence, by the continuity of the product
I
(
cl
(⊕
g∈Σ
Hg
))
=
(
cl
(⊕
g∈Σ
Hg
))
I = 0. (10)
Thus, the associativity of the product gives I(HgHg−1 ) + (HgHg−1 )I = 0 and so, since H1 = cl(
∑
g∈Σ HgHg−1 ), we easily get
IH1 +H1 I = 0. (11)
From Eqs. (10) and (11) we ﬁnally get I ⊂ Z(H). 
Now, we introduce the notions of Σ-multiplicativity and maximal length in the framework of graded Hilbert spaces, in
a way similar to that for split Lie algebras, split Lie triple systems and graded Lie algebras. For the last notions and examples
see [2–4].
Deﬁnition 3.1. We say that a graded Hilbert space H is Σ-multiplicative if given g, g′ ∈ Σ such that gg′ ∈ Σ ∪ {1}, then
HgHg′ = 0.
Deﬁnition 3.2. We say that a graded Hilbert space H is of maximal length if H1 = 0 and dimHg = 1 for any g ∈ Σ .
Theorem 3.1. Let H be a graded Hilbert space of maximal length, with Z(H) = {0} and Σ-multiplicative. Then H is graded simple if
and only if its support has all of its elements connected and H1 = cl(∑g∈Σ HgHg−1 ).
Proof. For the ﬁrst implication, see Theorem 2.1-2. To prove the converse, consider I = cl(⊕g∈G I g), where I g = I ∩ Hg ,
a nonzero graded ideal of H. We denote by ΣI := {g ∈ Σ: I g = 0}, we can write I = I1 ⊕ cl(⊕g∈ΣI Hg). Since H is of
maximal length, Lemma 3.1 implies that ΣI = ∅. Hence, we can take g0 ∈ ΣI , so that
0 =Hg0 ⊂ I. (12)
Take any g′ ∈ Σ with g′ = ±g0. Since g0 and g′ are connected, we take a connection {g1, g2, . . . , gr} between them, such
that
g1 = g0,
g1g2, g1g2g3, . . . , g1g2g3 · · · gr−1 ∈ Σ
and
g1g2g3 · · · gr ∈
{
g′,
(
g′
)−1}
.
Consider g0 = g1, g2 and g1g2. The Σ-multiplicativity and maximal length of H give (0) =Hg0Hg2 =Hg0 g2 . Thus (see (12)),
we take
0 =Hg0g2 ⊂ I.
We can argue in a similar way from g0g2, g3 and g0g2g3 to get
0 =Hg0g2g3 ⊂ I.
Continuing this process with the connection {g1, . . . , gr} we obtain that
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and so
either 0 =Hg′ ⊂ I or 0 =H(g′)−1 ⊂ I for any g′ ∈ Σ. (13)
Since H1 = cl(∑g∈Σ HgHg−1 ) we also get
H1 ⊂ I. (14)
Recall, from the beginning of the proof, that we denote by
ΣI = {g ∈ Σ: I g = 0} = {g ∈ Σ: Hg ⊂ I}.
Hence, relation (13) can be formulated by asserting that given any g ∈ Σ either g or g−1 belongs to ΣI . We also have
that in case g, g−1 ∈ ΣI for some g ∈ Σ , then ΣI = Σ . Indeed, given any g′ ∈ Σ , g′ /∈ {g, g−1}, there exists a connec-
tion {g1, . . . , gn} ⊂ Σ such that g1 = g′ , g1g2, . . . , g1g2 · · · gn ∈ Σ and g1g2 · · · gn ∈ {g, g−1}. From here, we also have the
connection
{
g1g2 · · · gn, g−1n , g−1n−1, . . . , g−12
}⊂ Σ
which satisﬁes g1g2 · · · gn, g1g2 · · · gn−1, . . . , g1 ∈ Σ , g1g2 · · · gn ∈ {g, g−1} and g1 = g′ . By Σ-multiplicativity,(· · · ((Hg1g2···gnHg−1n )Hg−1n−1
) · · ·)Hg−12 =Hg′ .
Since Hg ⊕ Hg−1 ⊂ I we obtain Hg′ ⊂ I and so ΣI = Σ . From here, and taking into account (14), the continuity of the
product of H and the closed character of I we can assert
If g, g−1 ∈ ΣI for some g ∈ Σ, then I =H. (15)
Since 0 =H1 = cl(∑g∈Σ HgHg−1 ) and Z(H) = 0, the associativity of H and the continuity of its product, assure the existence
of g, g′ ∈ Σ such that
either (HgHg−1)Hg′ = 0 or Hg′(HgHg−1) = 0. (16)
Hence, by (13) and the maximal length of H, we get
Hg′ ⊂ I.
Therefore, by (16), and the associativity and maximal length of H, we have that
either 0 =Hg−1g′ ⊂ I or 0 =Hg′g ⊂ I. (17)
We also know that either g ∈ ΣI or g−1 ∈ ΣI (see (13)). Suppose we have the case g ∈ ΣI . By (17), the Σ-multiplicativity
and maximal length of H we get either Hg−1g′H(g′)−1 = Hg−1 ⊂ I or HgH(g′ g)−1 = H(g′)−1 ⊂ I . In both cases, (15) implies
I = H. In the case g−1 ∈ ΣI , we have in a similar way that either Hg−1H(g−1 g′)−1 = H(g′)−1 ⊂ I or Hg′gH(g′)−1 = Hg ⊂ I and
so, by (15), we again conclude I =H. Consequently H is graded simple. 
Theorem 3.2. Let H be a graded Hilbert space with a coherent 1-homogeneous space, of maximal length, Σ-multiplicative, so that
Z(H) = 0, and
H1 = cl
(∑
g∈Σ
HgHg−1
)
.
Then H is the closure of the orthogonal direct sum of the family of its minimal (closed) graded ideals. Each one being a graded simple,
graded Hilbert space, such that the elements of its support are connected.
Proof. By Theorem 2.3, H= cl(⊕[g]∈Σ/∼ I[g]) is the closure of the orthogonal direct sum of the ideals
I[g] = cl(H1,Σg ⊕ VΣg ) = cl
(
spanK
{
Hg′H(g′)−1 : g
′ ∈ [g]})⊕ cl
( ⊕
g′∈[g]
Hg′
)
,
having any I[g] its support, Σg , with all of its elements connected. Taking into account the facts that Σg = −Σg and
HΣgHΣg ⊂HΣg (see Proposition 2.2-1), we easily deduce that Σg has all of its elements Σg-connected (connected through
elements in Σg ). We also have that any of the I[g] , g ∈ G , is Σ-multiplicative as consequence of the Σ-multiplicativity of H.
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of I[g] in itself), as consequence of I[g] I[g′] = 0 if [g] = [g′] (Theorem 2.2), and Z(H) = 0. We can apply Theorem 3.1 to
any I[g] , to conclude that it is graded simple. It is clear that the decomposition H= cl(⊕[g]∈Σ/∼ I[g]) satisﬁes the assertions
of the theorem. Observe that the fact that any of the ideals given in the decomposition of Theorem 2.3 is graded simple
implies the minimal character of any of them. 
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