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ABSTRACT
Complexity is an aspect of engineering design that is often addressed directly with the
principle that “designs should be simple” [1,2]. However, such a principle fails to offer
an effective means of quantifying the complexity of a given design for comparison and
decision making [3]. The measurement of complexity within a specific representations
and domains has been well established. However, such measurements are inherently
limited in their applicability and not always clear in their implications. This research
presents a method of measuring complexity from different engineering representations in
a consistent manner and explores the application of these measures.
The development of a measurement method has suggested that complexity is the
effort required to understand a given system and that this effort is based on a collection of
attributes rather than a single value. These attributes are derived from graph-based
representations and are divided into classes of size, interconnection, centrality, and
decomposition. Each of these classes contains two measurement subtypes composed of
multiple metrics each for a total of 29 dimensions of complexity. While this set is not
exhaustive, it is considered to be sufficient for application.
These complexity measurements are used in three application cases. The first of these
cases applies complexity measurement to product connectivity graphs and establishes a
model mapping these measurements to assembly time. The variability of the model are
within one standard deviation of that observed between different designers conducting
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the same assembly time analysis. This demonstrates that it is possible to use complexity
metrics as a surrogate mapping to design performance measures.
The second application case addresses function structures and product market value.
Complexity measurements are used as the input to neural networks to develop a mapping
which gives a predicted probability density function over a range of market values. This
mapping is shown to be accurate, while the precision is limited to the general product
range due to a limited training set size. The success of this approach suggests that a
formalized method to establishing complexity mappings can be established.
The final application case develops a protocol for capturing the connective
information in a design process. This protocol uses email, meeting minutes, and
engineering documents to create a temporal hypergraph representation of the process.
The application of complexity measurements to the data created by this protocol shows
the ability to identify design process properties such as work habits, group dynamics, and
critical points.
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CHAPTER ONE: MOTIVATION
Complexity is an aspect of engineering design that is often addressed directly with the
principle that “designs should be simple” [1,2]. However, such a principle fails to offer
an effective means of quantifying the complexity of a given design for comparison and
decision making [3]. The judgment of a design‟s complexity is often simply left to the
individual perception of the designer. This, in turn, results in the possibility that the
designs selected during the design process as being less complex by one individual may
be considered more complex by another. As such, decisions regarding complexity lack a
solid empirical basis for justification.

1.1 Complexity in Engineering Design
To counter the problems created by individual subjective complexity judgment, we
define complexity in terms of systems [4,5,6]. A system is a set of interrelated elements
which, through their interrelations, manifest a behavior which the individual elements
would not display independently [7]. The elements of the system can be anything
capable of interaction, including molecules, consumer products, and people [8]. The
foundation of complexity is the human attempt to quantify our understanding of these
elements and interrelations which are counterintuitive [9].
1.1.1 Definition
Most definitions of complexity relate back to a measure of understanding. This leads
to many views of complexity [6]. For example, a designer may be prone to defining the
complexity of a product in terms of its physical components, while an end user may
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define complexity according to ease of use. This would suggest that the subjective
definition of complexity is less of a definition and more of a perception. However, this
does not mean that either of these two perceptions is incorrect. Rather, the designer here
has defined the complexity by the system within the product and the user has defined
complexity by the system of the product interacting with the environment.

This

represents the same definition of complexity, but for different system views and
boundaries. Thus, complexity can be defined as the effort required to understand the
properties of a given system [10,7].
1.1.2 Measurement
It is for this reason that previous work has suggested the existence of multiple
distinguishable factors of complexity [4,11,6]. This includes the presence of multiple
attributes of complexity within a single system representation as well as multiple system
representations. A system representation is defined here as the level of abstraction used
in the system model and the system boundaries. The attributes of complexity take the
form of various possible analytical measurements for complexity.
This system-structure approach to complexity differs from the fields of computational
and information complexity. Computational complexity focuses on processes which
occur within the design, requiring that connections have directionality [12,13,14]. In the
opposite case, information complexity work has well established the measurement of
structural complexity content within a given representation irrespective of directionality
[15,16,17]. However, the systems addressed here may have both directed connections,
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such as function or process models, and non-directed connections, such as physical
architecture.
1.2 Engineering Representations
Engineering design practice uses many different representations for form, process,
operation, and other concerns. Many of these representations contain graphical
information or can be converted into graphical representations. Matrix-based tools
contain information regarding the connection between system elements and can represent
both unidirectional and bidirectional relationships, but are limited to representing a binary
connection between any two elements. However, representations such as function
structures and connectivity graphs exist as visual graphs with the ability to contain many
connections between each element as well as potentially multiple elements within a
single connection, but each containing exclusively unidirectional or bidirectional
connections respectively. Thus, any measurement of complexity which is to be
comparable between engineering representations must be capable of addressing all of the
conditions which can be presented. Each of the above representations are presented in
detail in the following subsections.
1.2.1 Matrix-Based Tools
Coupling between design elements forms the basis behind design structure matrices
(DSM) and domain mapping matrices (DMM). These matrix tools are based on lists of
elements and are used to track the interactions both within and between domains. A
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DSM performs the former role while a DMM performs the latter role by relating two
DSMs.
1.2.1.1 Design Structure Matrix (DSM)
A design structure matrix (DSM) is a common methodology for tracking interactions
between items within the same domain [18]. Thus, as shown in Figure 1.1, a DSM takes
the form of a square matrix representing all possible interactions between elements within
a domain.

A
B
C
D

A
1

B
1

1
1

C
1
1
1

D
1
1

Figure 1.1: Example design structure matrix
The identity matrix (diagonal, lightly shaded) of the DSM represents the ideal
formulation where each element is only related to itself. The interactions (off-diagonal,
darkly shaded) are read across as the elements which that element is driving or to which it
is providing inputs. Conversely, reading down will show the elements by which a given
element is being driven or from which it is receiving outputs. For example, A is shown to
be dependent on D while A and C are co-dependent. As this DSM is based on four
elements, the ideal structure will have a sum of four interaction cells/relationships and the
worst case will have a sum of sixteen interaction cells/relationships. However, this DSM
carries a sum of nine interaction cells/relationships.
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Although DSMs are typically arranged according to whether they represent static or
time-based dependencies, specific arrangements are not necessary for the purpose of
measuring the level of interactions. For example, a list of components may be evaluated
against itself to determine the number of interactions between parts. Additionally, the
capability of DSM to distinguish between driving and driven interactions allows for a
high level of resolution within the design space.
1.2.1.2 Domain Mapping Matrix (DMM)
The mapping of the relationships between successive DSM is the basis of domain
mapping matrices (DMM). Each representation in the design process exists within its
own domain [19]. As each of these domains contains a set of elements, the relationship
between domains can be modeled though the use of rectangular matrices. A DMM maps
the elements of one domain against the elements of another. This is shown in Figure 1.2
as a matrix representing all possible interactions between two given domains.
A2
A1
B1
C1
D1

B2
1

1

C2
1
1
1
1

D2

E2

F2
1
1

1
1

Figure 1.2: Example domain mapping matrix
The initial domain is listed down the side, while the subsequent domain is listed
across the top. The interactions (shaded) between elements are mapped within the
matrix. For example, the initial domain may represent a list of functions, while the
subsequent domain may represent a list of components to perform the functions. In this
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case, element A1 is affected by a single element in domain 2, making this interaction
fairly easy to understand.

However, the remaining elements interact with multiple

elements in domain 2, thus making these interactions more difficult to understand and
therefore more complex.
Unlike a DSM, a DMM does not have an identity matrix to represent the ideal case.
However, an ideal case of a DMM does exist. This ideal case is when all of the elements
of the larger domain are mapped to a single element in the smaller domain and all of the
elements in the smaller domain are mapped to at least one element in the larger domain.
For example, the DMM in Figure 1.2 would be ideal if all of the interactions with C2
except A1 and either interaction with F2 were eliminated. However, it is important to note
that the DMM would not be ideal if C2 was reduced to interact with only C1 as A1 would
now be unmapped and therefore useless.
1.2.2 Function Structures: Early Stage Design Representations
A function structure is a graph-based model of mechanical product functionality,
whose nodes are transformative actions and edges are flows undergoing transformations
through a design product [2]. These graphs are discussed in design research as a useful
representation to support early design activities, such as problem decomposition and
understanding, solution search [2,20], concept generation [21,22], and design archival
[23]. Figure 1.3 shows a function structure of a hairdryer, where the flow names are
abbreviated as per the legend.
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EE

Import EE Transfer EE Actuate EE Regulate EE Distribute EE Transfer EE Convert
EE
EE
EE
EE
EE
EE
EE to Th.E
Th.E
on/off
Hot
Hot
Convert
Import
Guide
Export
Air
Air
Air
Air
EE
intensity
HE to CS
Gas
Gas
Gas
HE

HE

Import HE Guide HE Export HE
HE
HE
HE

EE – Electrical Energy Th. E – Thermal Energy
HE – Human Energy
Pn. E – Pneumatic Energy
ME – Mechanical Energy CS – Control Signal

Pn.E
Transfer EE Convert ME Transfer ME Convert
EE
EE to ME
ME
ME to Pn.E

Figure 1.3: Function structure of a hairdryer stored in the Design Repository1
As a first step to formalize the terms used in these models, controlled vocabularies of
functions and flow terms have been proposed.

Notable examples are the terms

discovered through engineering forensic studies of army helicopters [24], the vocabulary
motion, control, power, and enclose [25], the NIST vocabulary [26], and the Functional
Basis [27,28]. This last vocabulary contains 53 function verbs and 45 flow nouns,
organized in a three-tier hierarchy. These terms were identified through systematic
reverse engineering of consumer products [29] and have been used to catalog functional
information of electromechanical products stored in the Design Repository [23]. The
function structure shown in Figure 1.3 is obtained from this archive.
The function structure representation and especially the design information stored in
the repository have been used to develop many tools for early design reasoning.
Examples are the concept generator [21,30], functional similarity analyzer [31], the
failure prediction and propagation analysis tool [32,33], a graph grammar tool that

1

http://repository.designengineeringlab.org/ accessed on December 31, 2010
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automatically synthesizes multiple decomposed version of a given black-box function
[22], and a tool to generate component configurations for new design [34]. These tools
rely upon historical reasoning, using the data from the Design Repository models to
establish trends to be reused in new designs.
1.2.3 Connectivity Graphs: Product Architecture Representations
A connectivity graph is a representation of mechanical product architecture, showing
how the components of a product are physically attached to one another [35].
Components are represented by nodes while edges represent a physical connection
between components. The type of physical connections, such as bolting, snap fit, surface,
et cetera, is indicated by a label on each edge or a legend in edge-line styles. Connectivity
graphs can be multi-graphs, having many edges linking between two nodes, as can be
seen in Figure 1.4. Further, there may be special cases, such as a bolt passing through
multiple components, in which multiple nodes are connected through a single hyperedge, making the connectivity graph a hyper-graph.

Figure 1.4: Connectivity graph for water sprinkler [11]

8

1.3 Research Questions
The measurement of complexity within specific representations and domains has been
well established. However, such measurements are inherently limited in their
applicability and not always clear in their implications. For these reasons, two research
questions are posed:
RQ1. How can complexity be measured?
RQ2. What can these measures be used for?
1.3.1 RQ1 – How can complexity be measured?
Complexity is driven by the interconnections between elements which allow a given
system to take on properties and behaviors which the collection of elements would not
exhibit on its own. Hence the adage “the whole is greater than the sum of the parts”. Most
previous approaches to engineering design complexity have focused on addressing a
single representation or domain within a constrained set of acceptable connection
properties. One approach, proposed by [11], is capable of addressing multiple
representations by translation through bi-partite graphs. However, this approach does not
address the effects of directionality on the system. Therefore, there exists a need for
complexity metrics which can address multiple aspects of complexity within a mixed
graph environment.
1.3.2 RQ2 – What can these measures be used for?
While complexity is addressed on a regular basis, this is rarely done in terms of
empirical measurement or in terms of a predictable outcome which a given set of

9

complexity properties would indicate. An example of where this is actively done is in the
field of software engineering [36,37,38]. For example, the NASA Metrics Data Program
seeks to identify software complexity metrics which can be used as reliable predictors of
error and productivity [39]. The progress that has been made in developing such
predictive tools for software design suggests that it may be possible to develop similar
tools for engineering design practice.
A design could be the most complicated object ever created, but if it was quick to
develop, cheap to make, and functioned flawlessly then there would be no need to worry
about its complexity. However, this is not the case in reality. The higher process
complexity increases project life [8]. The complexity of a design increases its cost and
makes it more prone to failure [9]. However, at the same time overly simple designs can
be completely disabled by a minor failure. The ultimate goal of using complexity
measurements in the design process is to address these issues created by complexity
when decisions are made such that the complexity of the design and process can be
consciously selected in order to achieve desired outcomes.
1.4 Thesis Outline
In this thesis, these research questions are addressed through six chapters as shown by
the flow chart in Figure 1.5. This chapter establishes the motivation behind the two
research questions presented. The first research question is addressed in Chapter Two by
developing a set of complexity metrics derived from graph properties. These metrics are
then applied when addressing the second research question in Chapter Three through
Chapter Five. Chapter Three demonstrates that it is possible to use a subset of the metrics
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presented in Chapter Two as surrogates for assembly time estimates when applied to
product connectivity graphs. The ability to map between design representations and
design properties which are not typically related is explored in Chapter Four by
attempting to predict the market value of a product based on its function structure.
Chapter Five presents a protocol by which connective information can be collected from
a design process and used to identify patterns and key events. The results of Chapter Two
through Chapter Five are summarized in Chapter Six along with recommendations and
plans for future work.

Chapter One:
Motivation

RQ1

Chapter Two:
Connectivity
Measures

Chapter Three:
Application to
Design for Assembly

RQ2

Chapter Four:
Application to
Function Structures
and Market Values

Chapter Five:
Application to
Design Process
Figure 1.5: Thesis Flow Chart
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Chapter Six:
Conclusions

CHAPTER TWO: CONNECTIVITY MEASURES
In this chapter, we address the first of the two research questions which have been
posed: “How can complexity be measured?” The first step in doing so is to establish a
system modeling technique which is capable of capturing the connective information
which may be present in various design representations. Matrix-based system modeling
techniques such as the Design Structure Matrix [40] are based on the creation of twodimensional binary matrices to represent the interrelationship that exists within a system
of elements. The binary and two-dimensional nature of these matrix tools does not allow
for the easy distinction of relationships being represented, the possibility that two
elements may be related through multiple relationships, nor that multiple elements may
be related through the same relationship. The issue of relationship classification is
addressed by Multiple-Domain Matrices through the use of a third “dependency type”
dimension [41]. Graph-based system modeling techniques, such as those used by
different engineering design representations including boundary representations, bondgraphs, and bi-partite graph based design exemplar [42], are capable of capturing all of
the desired relationship information, but are difficult to use in visualizing the connective
properties of the system due to multiple node types [43].
An approach is developed here to measure and compare the complexity of systems in
a succinct manner. First, a method for the translation of graph-based system models into a
matrix-based regime is developed to facilitate complexity analysis of systems with perinstance relational details. The complexity metrics used capture several distinct properties
of the system complexity that are present in graph-based system representations
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addressing size, interconnection, centrality, and decomposition. An aggregate approach to
the consideration these measures is developed. This allows for the rapid visualization of
connective properties, particularly following a change in system structure.
2.1 Example Case
For the purposes of illustration, we will address an example system throughout this
chapter. The example system is a hypothetical group of eight designers working on a
project. This hypothetical scenario is used for illustrative purposes. Thus, we will use the
approaches and metrics presented in this chapter to model and analyze the work
interactions of this group.

A system of social interactions is selected because this

presents a common and easily understood situation in which a single interaction may
involve multiple elements and a pair of elements may be related in more than one
interaction. Other examples of graphs of interest in engineering design may be the
constraint problems of the design exemplars [42], function structures [2], or component
and assembly representations [11].
The interactions of the design group are modeled in terms of both meetings and
workspaces. This is done to keep the example system sufficiently simple for illustration
and discussion. There are three weekly meetings scheduled. Designers one, three, and
five attend the first meeting; designers four, five, seven, and eight attend the second
meeting; and designers two, six, and seven attend the third meeting. The design group
occupies two distinct workspaces.

Designers one through four work in the first

workspace and designers five through eight work in the second workspace.

13

This can be modeled mathematically by considering the designers to form the set
*
*

+
+ where

and

the

through

interactions

form

the

set

are defined by Equations 2.1 through 2.5.

*

Meeting 1:
Meeting 2:

five

+

*

+
*

Meeting 3:

( 2.1)

+

( 2.2)
( 2.3)

Workspace 1:

*

+

( 2.4)

Workspace 2:

*

+

( 2.5)

This representation demonstrates the limitation of traditional relationship tracking
tools in that the modeling of this system requires each relationship to be considered as a
set of elements, rather than a singular link between elements. One approach used to
handle this contradiction is to treat the relationships as nodes of a different class from
those of the elements [42,44]. This is used to create a bi-partite graph representation such
as that in Figure 2.1.
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Figure 2.1: Bi-partite Graph
The bi-partite graph representation displays each relationship set as a series of links
between the elements in the set and the relationship node. This creates a robust method of
visualization for systems such as this. However, the use of two different node types and
many overlapping links makes the analysis of large bi-partite graphs difficult [45]. For
this reason, the system is treated as a relational design structure matrix hypergraph.
2.2 Relational DSM
Using sets to define each relationship necessitates the use of hypergraph
representations.

The relational design structure matrix (rDSM) is an array-based

hypergraph representation capturing relationships between multiple elements through a
single instance and element pairs that are related through multiple relationship instances
[4]. A third dimension is added to the traditional design structure matrix to represent the
relationships as hyperedges within the hypergraph, thereby converting the hyperedge sets
into design structure matrix planes along the additional dimension.
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The method of construction for the hypergraph varies depending on the behavior of
the interactions being modeled. If the interactions are considered to be bi-directional or
without direction information, the connections modeled in each hyperedge plane will be
symmetric about the diagonal as per Definition 2.1.

Definition 2.1
Given a set of elements
directional relationships
exists a
array

{
{
where (

} and a set of bi} where
, there
)
for
.

Here, it can be seen from Figure 2.2 that a 3D array is constructed where each plane
along the third dimension of the array is a design structure matrix of the connections
within that hyperedge set. In the bi-directional case, the intersection of all possible
combinations of set elements are assigned a value of one for each hyperedge set present
in the system.

Figure 2.2: Translation of bi-partite graph to rDSM
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This changes when the possibility of directional links is considered. This would be
the case when modeling flows such as in electrical circuits, functional modeling, and
manufacturing, among others. Given in Definition 2.2, the directional nature of the links
is captured by dividing each relationship into sets of source and sink elements. The
resulting rDSM can be considered to be source elements by sink elements by
relationships. Directionality is modeled with the asymmetry of the matrices; a relation is
found between source ei to sink ej but not found between source ej to sink ei. It should be
noted that the diagonal is to be filled for all participating elements as elements are
assumed to interact with themselves during any instance, such as a designer‟s thoughts
during a meeting.

Definition 2.2
Given a set of elements
{
directional relationships
{
*
+, there exists a
(
)
for
.

} and a set of uni} where
array
where

Each hyperedge represents a single interaction instance, rather than an interaction
classification domain, such as meetings or workspaces, which the hyperedge may belong
to. This differentiates the rDSM from existing expansions on the DSM method which
address domains and classes.
In Figure 2.2, the connections within the bi-partite graph are assumed to represent bidirectional links as social interactions are not uni-directional. The resulting rDSM is
symmetric according to Definition 2.1. However, the capability exists to capture uni-
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directional and mixed connections, such as in this case an email, according to Definition
2.2.
The ability of the rDSM to capture multiple paths between element pairs is seen when
the matrix is collapsed into a single plane to form a multigraph projection of the rDSM
hypergraph. This projection is achieved by summing the rDSM along the relationships
dimension according to Equation 2.6.

,

-

∑

( 2.6)

The resulting matrix will no longer differentiate between distinct relationships and
will not be a binary set of inter-relationships, but rather the number of edges linking each
element pair. This can be considered to be the degree of freedom (DOF) matrix, as seen
in Figure 2.3. The term Degree of Freedom in this case refers to the number of interaction
parameters which are available for change, rather than referring to mechanical

Element

movement.

2
1
2
1
1
0
0
0

1
2
1
1
0
1
1
0

Element
2 1 1 0
1 1 0 1
2 1 1 0
1 2 1 0
1 1 3 1
0 0 1 2
0 1 2 2
0 1 2 1

0
1
0
1
2
2
3
2

0
0
0
1
2
1
2
2

Figure 2.3: Degree of Freedom Matrix
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2.3 Complexity Measurement
The rDSM representation enables the measurement of several complexity metrics
regarding size and interconnectivity. Size can be measured in terms of elements,
relationships, and connections. Interconnectivity can be evaluated through degrees of
freedom [6], all-pairs shortest path analysis [46], and the coupling complexity algorithm
proposed by [11]. It has been argued that measuring complexity is critical to support
informed comparisons between design problems, products, and processes [6].
2.3.1 Size Measurement
Size is the most common type of measurement used in complexity measurement
today [11,6,5]. The size of any given object is based on the count of some classification
of object within the system. It follows intuitively that if the number of elements or
connections in a system increases, so does the system complexity [47]. This holds true for
many different count-based metrics such as elements, relationships, connections, and
classification types. However, while counts are the most intuitive form of complexity
measurement, it should be noted that their contribution to complexity is non-linear. [8]
When the count is low, the addition of one more is significant, while the opposite is true
of high-count systems. This can be modeled using information theory to define a number
of bits present. [48]
2.3.1.1 Dimensional Size
Here, size measurements are taken by evaluating properties of the rDSM. Elements
and relationships are defined through dimensional size. Elements represent the x-axis and
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y-axis size, while relationships represent the z-axis. For example, the rDSM presented in
Figure 2.2 has eight elements and five relationships.
This results in three measures for the dimensional size of the system. The first two
measures, as stated, are the number of relationships and elements within the system,
given by Equations 2.7 and 2.8.

( 2.7)
( 2.8)
The third measure given is the volume of the system space defined by the rDSM. This
volume represents the total number of connections that could exist within the system,
excluding the area of self-connection along the diagonal plane as defined by Equation
2.9.

( 2.9)
2.3.1.2 Connective Size
The diagonal plane is addressed in measuring the connective size of the system.
Connective size is defined by the number of arcs within the bipartite graph. This is
measured by the sum of the degrees of the element nodes in the bipartite graph through
the projected diagonal plane of the rDSM seen in the DOF multigraph projection as given
by Equation 2.10.

∑ [∑
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]

( 2.10)

In our example case, we can refer back to Figure 2.3 to measure connective size and
make observations about the system. Most of the designers participate in two
relationships, one meeting and their workspace, while two designers participate in three
relationships, indicating an additional meeting, for a connective size of 18. Additionally,
it can be observed that the designers with more interactions are possibly leaders within
the design group. These measures can be confirmed visually by reviewing the original bipartite graph.
Degree of freedom serves as a complement to connective size through a statistical
approach. Degree of freedom refers to the number of parameters which may vary in the
system. In the sense of the rDSM representation, this represents the number of element
pairs which are connected through each of the relationship instances. Element pairs are
evaluated irrespective of directionality in this measurement. As such, each relationship
plane is transposed upon itself and the upper triangular taken one off the diagonal to
cancel out directionality. The sum count of these upper triangular matrices is then taken
for all non-zero element pairs as given be Equation 2.11.

∑

∑

∑ [

(

)

]

( 2.11)

As the example case we are exploring is purely bidirectional, the transpose and nonzero operations are not necessary to achieve the same results. For an entirely bidirectional
case, the degree of freedom measurement can be found as the sum of the first diagonal
upper triangular of the Degree of Freedom multigraph projection. If one refers back to
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Figure 2.3, it can be readily derived that the design group has 24 degrees of freedom,
indicating 24 interaction parameters which are subject to change in the current system.
There exists a relationship between degree of freedom and connective size. If the
system measured has no hyperedge relationships (each relationship contains only one
connected element pair), then the system will have exactly one half the number of
degrees of freedom as its connective size. This represents the minimum value for degree
of freedom in any given system. It can be inferred then that the example case, having 24
degrees of freedom, represents a highly interconnected system with a high instance of
hyperedge relationships. This is in fact the case, as all of the relationships identified in
the case are hyperedges containing more than one connected element pair.
The size measurements for the example problem of design team meetings are found
in Table 2.1. However, it should be noted that size is not sufficient for fully capturing
complexity [11].
Table 2.1: Size Metrics

Size

Class

Type
Dimensional
Connective

Metric
Elements (DSE)
Relationships (DSR)
Connective Size (CS)
Degree of Freedom (DOF)

Design Group
(Figure 2.1)
8
5
18
24

2.3.2 Interconnection Measurement
The size of the system fails to capture the construction of the system. Consider a deck
of cards in a stack and the same deck assembled into a house of cards. While both of
these systems are of the same size in terms of elements and the set of exhaustive possible
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relationships between elements, the house of cards is clearly more complex. This
complexity is derived from the interconnective structure formed by the house of cards. It
is for this reason that properties of this structure must be taken into account when
evaluating complexity.
2.3.2.1 Shortest Path Length
Path length measurements are based on the number of relationships which must be
passed through to travel from one element to another [4,46]. For example, to travel
through the system A>B>C from A to C is a path length of 2. Here, we focus on the
measurement of the shortest available path between any two elements in the system.
The measurement of shortest path length, like degree of freedom, is rooted in a matrix
representation and the properties of this matrix. However, unlike degree of freedom,
shortest path measurement is not derived from a projection of the rDSM but rather from a
matrix resulting from an algorithmic treatment of the binary design structure matrix [40].
The design structure matrix is derived from the DOF multigraph projection by
applying a logical test for all non-zero element pairs according to Equation 2.12.

,

-

∑ (

)

( 2.12)

This results in the classical binary DSM that is needed for shortest path evaluation. In
the example case this yields the matrix shown in Figure 2.4. All-pairs shortest path
analysis develops a matrix map of the number of relationships required to relate any two
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elements within the given system. This is achieved through an algorithmic set of matrix
transforms performed computationally.

Element

1
1
1
1
1
0
0
0

1
1
0
1
1
0

Element
1 1 1 0
1 1 0 1
1 1 0
1
1 0
1 1
1
0 0 1
0 1 1 1
0 1 1 1

0
1
0
1
1
1

0
0
0
1
1
1
1

1

Figure 2.4: Design Structure Matrix
The design structure matrix is taken as the input to Algorithm 2.1, which is based on
that developed by [49]. This algorithm transforms the DSM into a cube and adds the
latter two dimensions of this cube together. The lowest values along the first dimension
in the resulting array are then taken, resulting in a new matrix. This matrix is compared
against the matrix which the iteration began with, once again taking the smallest values
along the first dimension. This sequence is repeated until there is no change in the matrix
from one iteration to the next.
Two post-processing steps remove the matrix identity and infinite distances. The
identity is considered to not be relevant to the measurement as the distance between an
element and itself is, by definition, zero. Infinite distances are set to zero because the
disconnection of elements is considered to be the least complex state possible as these
elements will be incapable of manifesting higher order behavior between them.
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Algorithm 2.1: Kelder All-Pairs Shortest Path [49]
Let
,

-

( 2.13)
( 2.14)
( 2.15)

≠ 0, let

While

( 2.16)
followed by
{

(

{

}
{

}

)}

( 2.17)

followed by
( 2.18)
Then, let
{

}
0

0

( 2.19)
( 2.20)

where
,

-

( 2.21)

Algorithm 2.1 is highly efficient in terms of computational cost, requiring only as
many iterations as the maximum shortest path length. However, this efficiency is
achieved at the expense of memory capacity as the size of the array used increases by a
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power of three in relation to the number of elements in the system. While this is not a
significant concern when applied to small systems, a system of 1250 elements was
observed to require 8 GB of memory in a MATLAB implementation of this algorithm.
Given the cost associated with providing this level of available memory as compared to
that of added computational complexity with current processing technology, an iterative
algorithm is introduced.
This approach, the MATLAB implementation of which is detailed in Appendix
A.2.1.4, proceeds through the design structure matrix iteratively. The algorithm travels
from each node to each connected node which has not yet been visited until there are no
more connected nodes which have not visited. This creates a worst-case computational
cost proportional to the product of elements and maximum shortest path length, while the
memory required will always be slightly more than twice that required for the source
design structure matrix. It should be noted that the results of the shortest path search from
each starting node are not dependent on that of the previous node. Thus, the shortest path
search may be parallelized over the start nodes, reducing the computation time required
proportional to the number of workers available.
When either of these algorithms is applied to the design group example, the result is
the matrix shown in Figure 2.5. The value shown in each cell represents the number of
relationships which must be traversed for information to travel from one designer to
another. While there are a considerable number of direct interactions, denoted by the
number one, there are paths of length two in the system, particularly between the two
workspaces.
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Element
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1
1
1
2
2
2

1
1
2
1
1
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Element
1 1 1 2
1 1 2 1
1 1 2
1
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1
2 2 1
2 1 1 1
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2
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2
2
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1
1
1
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Figure 2.5: All-pairs Shortest Path Matrix
An important observation which can be made in this case is that the path length
results here contradict the conclusions based on connective size. While connective size
would suggest that designers five and seven are the best connected to the rest of the
group, the shortest path results suggest that it is in fact designers four and five which are
best connected with only one other designer not directly connected to each of them.
Designer four is actually the most connected member of the design group.
In addressing the complexity of the system, the first metric which develops from the
all-pairs shortest path matrix is the shortest path length sum. This measurement, given by
Equation 2.22, is the sum of the matrix and represents the total number of relationships
traversed in travelling from each element to every other element.

∑

∑

∑

( 2.22)

The shortest-path-length sum value is a combination of both a size and
interconnectivity measurement due to its replication over all of the possible element
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pairs. This can be illustrated by comparing the example system‟s 24 degrees of freedom
to its shortest path length sum of 74. While there are only 24 interaction parameters in the
system, there are 74 unidirectional flows which these parameters influence. This is
important as it is a measure of information exchange within the system.
Abstracting the shortest-path-length sum to remove the exponential size effect of
elements yields the mean shortest path length of the system. This is done by dividing the
shortest path length sum by the size of the matrix minus the unused diagonal as shown in
Equation 2.23. As a measurement neutral of elemental size, resulting value can be used to
make a number of different determinations regarding the interconnective properties of the
system.

̅̅̅̅̅

∑

∑

( 2.23)

The mean shortest path length represents the linearity of the system. A higher mean
shortest path length value will indicate a more linear system, while a lower value will
indicate a more interconnected system. For a system without uncoupled components, the
lowest possible mean shortest path length will be one, representing a system in which all
elements are directly connected to all other elements. An mean shortest path length less
than one can only occur if the system contains uncoupled components. The largest
possible mean shortest path length will occur when the system is purely linear.
For the example case, the mean shortest path length is 1.3214 relationships per
element pair. This indicates how close this system is to being fully interconnected, with
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many designers directly linked to one another. This level of interconnection is bolstered
by the maximum shortest path length of the system, given by Equation 2.24.

( 2.24)
As the value of the maximum shortest path length must be an integer, it can be treated
as a classification of the system. This classification represents the highest number of
relationships which may be needed to relate any element to any other element. The
example design group is of maximum shortest path length of two. This places this system
in the lowest bracket of linearity short of being fully interconnected.
The final path length metric, shortest path length density is similar to that of mean
shortest path length but in this case applied to the broader rDSM representation as the
size in question. As such, the formulation for shortest path length density multiplies the
element pair size of the traditional DSM by the number of relationship planes in the
rDSM representation as shown in Equation 2.25.
∑

∑
(

)

( 2.25)

Shortest path length density serves as a test for the level of interconnection created on
average by each relationship. For example, a system having only a single relationship
connecting all elements will have a mean shortest path length of one as well as a shortest
path length density of one. If a second relationship is added to such as system, the
shortest path length density falls to one half. As most systems will have many
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relationships, the typical shortest path length density will be very low such as in the case
of the design group where the value is 0.2643.
The behavior of this measurement allows it to be considered as the interconnective
efficiency of the system. Thus, the design group‟s interconnection is about 26% efficient.
This addresses the use of multiple relationships to connect the same two elements. For
example, it may not be necessary for two designers to attend the same two meetings or
for designers who are already working together in the same workspace to have a meeting
together at all.
2.3.2.2 Flow Capacity
Flow capacity measurements are based on the number of unique paths between each
pair of nodes. In this case, the capacity is determined by the availability of edges, with
each edge assumed to have a capacity of one and nodes assumed to have infinite capacity.
A third-party open-source MATLAB implementation of the Boost Graph Library is used
to calculate the capacity between each pair of elements [50,51]. This implementation uses
the push-relabel maximum flow algorithm on the degree of freedom multi-graph
projection [52]. The degree of freedom multi-graph projection matrix is used in this
formulation as it contains information on the number of edges available between each
node.
The results of the maximum flow algorithm, as applied to each pair of elements in the
design group, are shown in Figure 2.6. The data in this matrix is subjected to the same
transformations as the all-pairs shortest path matrix seen in Section 2.3.2.1 (Equations
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2.22 – 2.25) to yield metrics on the sum, maximum, mean, and density of the flow

Element

capacity matrix.
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Figure 2.6: Flow Capacity Matrix
While shortest-path-length metrics address the existence of connection within the
system, flow-capacity metrics speak to the volume of information that can be passed
within the system. The sum of the flow capacity matrix represents the total transmission
potential. In terms of the design group example, at 344, this can be considered to be an
absolute measure of collaboration as the value is literally lines of communication. It is
interesting to note that there are noticeably more lines of communication between the
designers in the second workspace than between those in the first. This is highlighted
further in that this is also where the maximum flow capacity, 8, occurs and that all pairs
in this region, with the exception of designer 6, are above the mean flow capacity of
5.375.
The interconnection measurements for the example problem of design team meetings
are found in Table 2.2
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Table 2.2: Interconnection Metrics
Metric

Shortest Path
Length

Type

Shortest Path Length Sum (∑
)
Maximum Shortest Path Length (
Mean Shortest Path Length (̅̅̅̅̅)

Flow Capacity

Interconnection

Class

Flow Capacity Sum (∑

Shortest Path Length Density (

)

)

Mean Flow Capacity (̅̅̅̅ )
Flow Capacity Density (

0.2643
344

)

Maximum Flow Capacity (

)

Design Group
(Figure 2.1)
74
2
1.3214

8
5.3750

)

1.0750

2.3.3 Centrality Measurement
Centrality addresses the relative importance of nodes within a system. There are
many measures of centrality used in network analysis [53,54,55,56]. Two measures are
addressed here: betweenness centrality and the clustering coefficient for each node.
Additional measures, such as closeness and eigenvector centrality, are not considered.
Closeness centrality is omitted as it is closely related to shortest path length and flow
capacity. Eigenvector centrality is omitted as it is best suited to the analysis of systems
with weighted connections, which is presently out of scope for this work. It should be
noted that, similar to the matrix-based measurements on interconnection in Section 2.3.2,
the analyses here return a vector of length equal to the number of elements. These vectors
are summarized into metrics of sum, maximum, mean, and density in the same manner as
in Equations 2.22 – 2.25, but reduced to a single dimension. Both of these measures are
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computed using the same MATLAB implementation of the Boost Graph Library used in
Section 2.3.2.2 for flow capacity.
2.3.3.1 Betweenness
Betweenness is a measurement on the number of shortest paths on which a node
occurs [53]. This is computed from the history generated in a step-wise shortest path
search. Taking this information, the betweenness of a given node, v, can be defined as the
sum of the fraction of shortest paths between all pairs of vertices which pass through it.
This is summarized in Equation 2.26, where
t and

is the number of shortest paths from s to

( ) is the number of shortest paths from s to t which pass through vertex v.

( )

∑ ≠ ≠

( )

( 2.26)

When Equation 2.26 is applied to each element of the design group example, the
results are the vector shown in Figure 2.7. This shows that designer five is indeed the
most influential on the system, with designer four being a close second. In terms of the
summary metrics, the betweenness measurements become an assessment of how critical
any given element is to the rest of the system. Thus, this is a good measure of
vulnerability and risk.

Element
0.40 3.83 0.40 4.40 5.83 1.07 1.57 0.50

Figure 2.7: Betweenness Vector
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2.3.3.2 Clustering Coefficient
The clustering coefficient is a measure of the degree to which nodes are grouped
together within the system [57]. With respect to an individual node, this is a measure of
how close the given node and its neighbors are to forming a clique, or complete graph. As
such, this is defined as the percentage of nodes which the given node is connected to
which also are connected to each other. This is defined mathematically by considering the
sets given in Equations 2.1 – 2.5 to be a graph G consisting of elements E and
relationships R where a relationship rij is any relationship which connects element i to
element j. Thus, the neighborhood N of an element ei is its immediately connected
neighbors as defined by Equation 2.27.

{

}

( 2.27)

Defining ki as the number of vertices in the neighborhood, | |, the clustering
coefficient

for element ei is the proportion of connections within its neighborhood to

the number of connections that could possibly exist in a complete graph. As the graphs
addressed here may have directionality, it should be noted that rij is distinct from rji.
Therefore,

(

) connections are possible between the elements in Ni, where ki is the

number of elements in the neighborhood | |. Thus, the clustering coefficient for an
element is given by Equation 2.28.
|{
(

}|

( 2.28)

)
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When Equation 2.28 is applied to each element in the example case, the resulting
vector is that shown in Figure 2.8. It can be observed that the rank ordering of elements
by clustering coefficient is the inverse of that by betweenness value. This is to be
expected as the more clustered a given node is, the more likely there will be many routes
around it, thus reducing its betweenness value. These measures complement each other
further as betweenness is an absolute measure whereas clustering coefficient is a relative
measure.
The mean and density metrics for clustering coefficient carry particular meaning to
the overall system. The mean clustering coefficient is also the global clustering
coefficient of the system. Extending from this, the clustering coefficient density is the
average proportion of clustering which results from each relationship.

Element
0.83 0.50 0.83 0.60 0.53 0.67 0.70 0.83

Figure 2.8: Clustering Coefficient Vector
The centrality measurements for the example are found in Table 2.3.
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Type

Metric
Betweenness Sum (∑ )
Maximum Betweenness (
)
Mean Betweenness (̅̅̅)
Betweenness Density (
)

Clustering
Coefficient

Centrality

Class

Betweenness

Table 2.3: Centrality Metrics

Clustering Coefficient Sum (∑

Design Group
(Figure 2.1)
18
5.8333
2.2500
0.4500

Maximum Clustering Coefficient (

)

Mean Clustering Coefficient (̅̅̅̅̅)
Clustering Coefficient Density (

5.5000

)

0.8333
0.6875

)

0.1375

2.3.4 Decomposition Measurement
The final measurement to be explored in this paper is that of decomposability. This
addresses the steps which must be taken to disassemble the system in a structured
manner. As a measure of complexity, the decomposability score increases with ever
larger and more complex systems; thus what we are measuring is how difficult it is to
take apart the system piece by piece.
2.3.4.1 Ameri-Summers
It is the iterative reduction of the system which the Ameri-Summers decomposability
algorithm [11] seeks to measure. Each step consists of removing those relationships that
link to the elements with the fewest connections. Each additional step, relationship set, or
relationships per separated element required to decompose the system is considered to
increase the complexity.
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Algorithm 2.2: Ameri-Summers Decomposability [11]
1. Eliminate Unary Relations
(do not contribute to connectivity)
2. Initialize values: level = 1; total = 0;
3. For each graph to be searched
a. Initialize set size = 1
b. For all combinations of relations in a set size
i. Remove set size relations from the graph
ii. Check for separation
iii. If separated graphs, mark the relation set removed
c. If no relation set removed, increment set size and return to 3.b
d. For all relation sets marked, find the combination of sets that remove the most
relations without removal of elements of degree greater than set size (number
of sets)
e. Calculate score: level * set size * number of sets = total
f. Submit each distinct graph to 3

Here, the Ameri-Summers decomposability algorithm has been amended slightly.
This pertains to step 3.d and disallows the removal of a relationship if it will disconnect
elements which have a degree higher than that of the removal set size. This corrects
anomalies in the original algorithm which would lead to instances of the entire system
being reduced in a single step due to auxiliary connections to the relationships to be
removed beyond the least connected elements.
This would have been the case with the design group example presented here. The
large number of elements connected to two relationships would result in all of the
relationships being removed in a single step without capturing the two elements which
are connected to three relationships.
The additional requirement proposed here changes this such that the first step will
remove the first and fourth relations as indicated in Figure 2.9.
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8
Figure 2.9: Ameri-Summers Decomposition Level 1
This removes the first and third elements as these elements shared the removed
relationships as their only connections. Additional relationships are not removed as any
other removal of size two would result in the elimination of elements which are not of the
lowest degree.

Elements Relationships
2

2

4

3

5
6
7

5

8
Figure 2.10: Ameri-Summers Decomposition Level 2
The results of the first level create the subgraph shown in Figure 2.10. Here, it can be
seen that elements two and four are the least connected at degree one. Further, it can be
seen that removing the relationships these elements are connected to, two and three, do
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not share an element that is connected to only these two relationships, therefore both may
be removed in the second level of the decomposition. The third and final level of the
decomposition now must only remove the fifth relationship to eliminate the remaining
elements as shown in Figure 2.11

Elements Relationships
5
6
7

5

8
Figure 2.11: Ameri-Summers Decomposition Level 3
Decomposability value generated in this process is calculated as defined in Algorithm
2.2. The first level removes a single set of two for a value of two. The second level
removes two sets of one for a value of four. The third level removes a single set of one
for a value of three. Therefore, the Ameri-Summers value for this system is nine. While
this value does not have physical meaning to the system as the other metrics which have
been presented do, it does serve as a tool for comparison between different systems.
2.3.4.2 Core Numbers
In decomposition, core numbers are largest integer such that the given element exists
in a graph where all degrees are at least that integer [58]. This is subsequently separated
into measurements relating to in-degree and out degree. This value can be defined
mathematically as the largest integer CNi such that element e has degree greater than zero
when all vertices of degree less than CNi are removed. The resulting rating of an
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element‟s core depth is unique in that two elements of the same core may not be within
the same component.
In terms of the summary metrics on the resulting vector, the maximum core number is
commonly referred to as the degeneracy of the system. In the design group example, all
of the elements are 4-core in both the in and out direction, making the system 4degenerate. The reason for all elements in the example being of the same core is that core
number is calculated on the adjacency within the system. Thus, although all elements are
connected by no more than three relationships, there are in fact all adjacent to at least 4.
The centrality measurements for the design group example are found in Table 2.4.
Table 2.4: Decomposition Metrics
Type

Dir.

In
Core Numbers

Decomposition

Class

Ameri-Summers (ASA)
In Core Number Sum (∑
)
Maximum In Core Number (
)
Mean In Core Number (̅̅̅̅̅)
In Core Number Density (
)
Out Core Number Sum (∑
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)

Mean Out Core Number (̅̅̅̅̅)
Out Core Number Density (

0.8

)

Maximum Out Core Number (
Out

Design Group
(Figure 2.1)
9
32
4
4

Metric

4
4

)

0.8

2.4 Measurement Aggregation and Application
The comparison of systems is the basis behind the aggregate consideration of
complexity measurements. As each metric presented here behaves in a unique manner
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and scale, the value for each metric may be desired to be larger or smaller depending on
the type of system analyzed and the design goals being addressed. Therefore the
calculation of a single value for the complexity of the system would be counter intuitive
and of very little use. Rather, metrics are to be considered as a group based on the
properties and goals related to each in order to make comparisons between systems.
2.4.1 Function Structure Example
There are several approaches to comparing systems. In order to demonstrate these, we
will depart from the design group example and compare the function structures of two
consumer products, a sander shown in Figure 2.12 and an electric screwdriver shown in
Figure 2.13. These function structures were selected from those available in the Design
Repository2. In the modeling of these systems, the functions were considered to be
elements and the flows considered relationships. An additional node was added to each
system to represent the environment in order to capture the inputs and outputs. It should
be noted that these systems carry direction, unlike the design group example.

Figure 2.12: Sander Function Structure
2

http://function2.mime.oregonstate.edu accessed 2010.02.04
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Figure 2.13: Electric Screwdriver Function Structure
2.4.2 Aggregation Approaches
The first of the aggregation approaches is the basic set of metric values. Comparing
two sets of values pertaining to the properties of different systems is common practice in
engineering discipline, such as in comparing the specifications of potential components.
This is, however, a somewhat cumbersome approach, compounded by the varying scales
and behaviors of the different metrics. For example, the function structures may be
compared as in Table 2.5. Here, it is possible to see a general trend towards the sander
being more complex, but it is difficult to grasp the extent.
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Table 2.5: Set Based Comparison of System Complexity
Class

Type

Dir

Dimensional
Size

Interconnection

Connective

Shortest Path

Flow Rate

Clustering
Coefficient

Core Numbers

Decomposition

Centrality

Betweenness

Metric

Sander

Elements
Relationships
Degrees of Freedom
Connectivity
Sum
Maximum
Mean
Density
Sum
Maximum
Mean
Density
Sum
Maximum
Mean
Density
Sum
Maximum
Mean
Density

28
43
43
86
3761
13
4.9749
0.1157
877
6
1.1186
0.0260
3005
536.0000
107.3214
2.4958
0.0000
0
0.0000
0.0000
129
28
1
1
0.0233
28
1
1
0.0233

Ameri-Summers
Sum
Maximum
In
Mean
Density
Sum
Maximum
Out
Mean
Density
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Electric
Screwdriver
15
19
19
38
1092
12
5.2000
0.2737
236
3
1.0489
0.0552
882
124.0000
58.8000
3.0947
0.7167
0.5
0.0478
0.0025
24
15
1
1
0.0526
15
1
1
0.0526

The next approach is to arrange the metrics as the components of a 29-dimensional
vector. This enables the comparison of systems based on Euclidian distance and other
vector operations. However, this approach remains susceptible to the varied scales of the
metrics. For example, the base Euclidian distance between the sander and screwdriver
would be 3497, largely due to summation metrics. To counteract this, each metric is
normalized to the largest value for that metric across all of the systems to be compared.
This results in a Euclidian distance of 3.18. With all values falling between zero and one,
the metrics can then be compared on an equal footing and suggesting how different the
complexity of one system is from another.
The final approach is an extension to the normalized vector approach to visualize the
vector elements in terms of the goals for each metric. This may be done in two ways. One
way is to normalize metrics against desired values, creating a target value of one for all
metrics. This requires a level of knowledge regarding what these target values should be
which is not presently available. However, the other method is more straight forward in
that the values may be subtracted from one if a larger value is considered desirable or left
as is if a smaller value is better. Taking the mean of the normalized complexity vector for
each system with density values inverted in this manner gives 0.81 for the sander and
0.52 for the electric screwdriver. This would indicate that the sander is approximately
55% more complex than the electric screwdriver.
2.4.3 Spider Graph Comparison
Such a prioritized vector can then be visualized in a spider, or radar, graph. This
graph presents each vector component as an axis, with all axes radiating from a common
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origin at equal intervals. The value of each metric is plotted as a point on its axis and
these points are joined to form a filled area for each system.

Sander

Electric Screwdriver

CN o d
CN o…

E

CN o max

R

DOF
Conn

CN o ∑

SPL ∑

CN i d

SPL max

CN i mean

SPL mean

CN i max

SPL d

CN i ∑

FC ∑

ASA

FC max

CC d

FC mean

CC mean
CC max
CC ∑

FC d
CB ∑
CB max
CB mean

CB d

Figure 2.14: Spider Graph Comparison of Sander and Electric Screwdriver
For example, Figure 2.14 shows the spider graph for the sander and electric
screwdriver. Here, it has been decided that a higher density is desirable and therefore
should be shown as less complex by dividing the normalized values by 2 and subtracting
from one to bind the value between 0.5 and 1. The resulting figure clearly shows the
electric screwdriver to be much less complex than the sander, particularly in regards to
system size and decomposability. However, this also quickly highlights that, despite the
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significant difference in most metrics, there are also metrics, such as shortest path lengths
and mean flow capacity, which do not change appreciably. This is not surprising as these
are both power tools which, though they perform different tasks, operate in a very similar
manner.
This method of comparing the complexity of systems is much faster and more robust
than the first approach of comparing sets of values. As more systems are added to the
comparison, greater detail will be displayed in the spider graph. However it should be
noted that the stacked view shown in Figure 2.14 cannot be used to compare more than
two or three systems at a time. Additional systems will have to be plotted separately in
order to be visible.
To illustrate the comparison of multiple systems, we will return to the design group
example of Figure 2.1. A comparison is made between the original construct of the
design group‟s activities and two proposed alternatives. Assuming that workspaces are
unchangeable, the occurrence and attendance of meetings are altered.
Meeting number two between designers four, five, seven, and eight connects both of
the designers who participate in more than one meeting. Therefore, it is proposed that this
meeting be eliminated from the schedule. However, this would result in designers four
and eight having no meetings at all. So, a second alternative is proposed in which two
designers from each workspace attend one meeting and the other two attend a different
meeting.
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When the resulting metric values of these systems are compared the resulting spider
graphs are those shown in Figure 2.15. Here, the assumption that higher density is less
complex has been carried over from the function structure example.

(a)

(b)

(c)
Figure 2.15: Spider Graph Comparison of (a) Original Design Group, (b) Removal
of Meeting 2, and (c) Balanced Meetings
It can be seen that the cancellation of the second meeting does indeed reduce the
complexity of the system, particularly in regards to the size class. However, the path
lengths and centrality in the system increase as a result of some designers not attending
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meetings. It could be considered that the increases in path length may be offset by the
reduction in size and the improvement of shortest path length density, until the third
option is considered.
The third option, in which two meetings of balanced attendance are scheduled,
achieves the benefits of the second meeting being canceled without the same negatives.
The size of the system is reduced and the shortest path length density is improved while
the path lengths are themselves either reduced or unchanged. Further, the increases are
observed in the flow capacity and core number which, in terms of a design group could
be considered to be desirable. Thus, it can be concluded that the third option is the
preferable arrangement for the design group of the options considered here. This is an
example of how this method can be used to quickly assess proposed system variations for
their impact on complexity.
2.5 Summary
This chapter has suggested that complexity is the effort required to understand a
given system and that this effort is based on a collection of attributes rather than a single
value. These attributes are divided into classes of size, interconnection, centrality, and
decomposition. Size is in turn defined in terms of dimensionality and connectivity in the
system.

Interconnection addresses the structural arrangement of the system through

shortest path length and flow capacity analysis. Centrality addresses the influence of
individual elements on the overall system in terms of betweenness and clustering
coefficient. Lastly, decomposition quantifies the difficulty of disconnecting the system in
the Ameri-Summers score and core number degeneracy.
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These attributes of complexity are presented in a normalized graphical depiction for
comparison of systems. The systems compared are normalized against the highest value
presented for any given attribute and adjusted to reflect priorities for the given system
type. The graphical depiction takes the form of a spider graph which presents each
normalized attribute on an independent axis. This provides a quick approach to visually
comparing the complexity of systems.
The question of how these sets of metrics can be used is addressed in the remaining
chapters. Each of these chapters presents a particular case for the application of
complexity as a means to predicting a property of design performance of interest. These
cases cover assembly time, market value, and design process concerns.
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CHAPTER THREE: APPLICATION TO DESIGN FOR ASSEMBLY
Complexity in design is often addressed indirectly through various analysis
techniques which have been specially developed for a single purpose. Examples of this
include design for X (DFX) analysis, where a procedure has been developed for
determining a particular property of the design. One such procedure is design for
assembly analysis. The purpose of design for assembly (DFA) is to create a design
solution for a particular product which will ease the assembly process for the product.
In the 1960‟s many companies developed handbooks which guided designers in
creating parts for manufacturing ease [59]. The emphasis of these design manuals was to
produce and assemble many simple parts, an idea which was thought to be the cheapest
method of manufacturing.

However, this was before experimental and theoretical

analyses were performed on the effects that part features had on the assembly time of the
parts [60].
From such studies, Boothroyd and Dewhurst [61,62,63] developed a DFA
methodology which accurately quantifies and rates the producability of designs for
comparison [64]. The Boothroyd and Dewhurst DFA method aimed at minimizing
assembly times and costs by minimizing the number of individual parts [62], as well as
optimizing individual part design for ease of handling and joining [65].
Other DFA methods include the Hitachi Assembly Evaluation Method (AEM), the
Lucas method [66] as well as Sony‟s design for cost effectiveness (DAC) [67]. The
Hitachi AEM decomposes each operation of an assembly into its basic operations. Each
operation is then assigned a penalty score which is proportional to the operation‟s
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average time compared to the basic operation, a downward attachment. The score is then
calculated by determining the average score of each of the individual parts and the total
number of parts. The assembly time and cost for the product are then estimated from the
product‟s AEM score [68].
The Lucas method uses functional, handling, and fitting analyses [69].

The

functional analysis ensures that the ratio of parts demanded by the design specification, A
parts, to parts required by the particular design, B parts, is greater than 60% through the
elimination of B parts [59,70]. The handling analysis introduces penalties based on each
part‟s size, weight, and handling difficulties. The fitting analysis adds penalties due to
difficulties in the joining the individual parts [71,66,70].
In the Sony DAC methodology, each operation of assembly is given a score out of
100 points. Simple operations have a lower score and higher operations have a higher
score [67].
Since the development of formalized DFA methods such as these, companies that
have used them, such as Texas Instruments, Ford Motor Company, General Motors, and
Motorola [60], have achieved significant cost savings by producing, on average, 50%
fewer parts which are more complex but result in simpler product architecture [72,62].
However, all of the DFA methods discussed here require the designer to correctly
answer questions related to each individual part in an assembly. Many of the questions
have subjective, rather than objective, answers. Therefore, the process can be extremely
time consuming and the results will differ from one execution to another [59]. As such,
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many DFA analyses tend to be used towards the end of the design process and not used
iteratively through the design cycle [73].
This chapter seeks to counter this deficiency by exploring the possibility that
complexity metrics may be used to develop a model for assembly time based on the
architecture of the system without the need for exhaustive designs by the designer. By
applying a model based on a consistent definition of system architecture, it may be
possible in the future to incorporate real-time assembly time analysis in CAD systems as
assemblies and parts are developed. This will allow designers to consider the impacts of
their decisions on assembly time early in the design process using concrete numbers
rather than anecdotal experience. The first step to this goal is to establish the basis for
modeling the connections in the system architecture.
3.1 Connectivity Modeling
The modeling of system complexity for assembly requires that a representation of the
system‟s architecture be developed. This is done by tracking the connections between the
system‟s constituent elements in a bi-partite graph as presented in Section 2.1. The first
independent set is system elements or physical parts. This includes both major system
components to be assembled as well as fastener components. These are drawn on the left
side of the bi-partite graph.
The right side of the graph and the second independent set consists of relationships.
As we are interested in system architecture, relationships tracked here are instances of
connection and contact. For example, two parts may contact each other in one
relationship, but also be fastened together using a nut and bolt in a different relationship.
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3.1.1 Surface Contact
Contact between parts can involve multiple instances due to the geometry of parts.
For example, two parts may contact each other through a flat surface on each part, a
series of posts, or interfacing contours. However, these contact conditions do not need to
be fully defined in the connective model. Rather, it is sufficient to acknowledge that two
parts contact each other outside of any given fastening instances. As such, there should be
no more than one contact relationship between any two primary parts. Additionally,
surface contact relationships should only be noted if this contact occurs outside of any
fastening region. Future extensions may be explored with feature contacts, but they are
currently deemed out of scope for this work.
3.1.2 Fasteners
Fasteners are a type of relationship which can have a significant impact on the
assembly time of the system. This is due to the introduction of additional system
elements in the form of nuts, bolts, rivets, and screws, as well as the interaction of these
fastening elements with the parts they are joining. To illustrate this, take the bolting
diagram in Figure 3.1.
Here, we have two fastening elements, a nut (4) and a bolt (3), clamping together two
parts (1 and 2). As this clamping interaction applies load through all of the elements and
would not function in the absence of any given element, both of the parts as well as the
nut and bolt are considered to be connected to a single relationship for the bolting as
shown in Figure 3.2.
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Figure 3.1: Bolting Diagram
It should be noted that a unique system element is required for each physical element
used. For example, a given item may be assembled using several identical screws. Rather
than modeling these screws as a single element, each screw must exist as an independent
element as it is in the physical system.
1) Part 1
2) Part 2
Bolting Instance

3) Bolt
4) Nut

Figure 3.2: Bi-partite Connectivity Graph for Bolting Instance
3.1.3 Snap, Press, and Interference Fits
Snap, press, and interference fits are similar to fasteners in that they are a unique
connection between parts separate from that of traditional surface contact. These features
are more determinant than simple surface contacts and can impart the same clamping
loads as fasteners. However, the major difference in snapped connections is that there are
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no additional minor parts used in forming the connection while still being a unique
relationship. This unique relationship captures the fact that the each snap must still be
aligned and engaged in assembly. Therefore, the connective relationship for a snap fit
would be arranged as in Figure 3.3.
1) Part 1
Snap Fit Instance

2) Part 2

Figure 3.3: Bi-partite Connectivity Graph for Snap-fit
3.1.4 Other Connections
There are other forms of connections which require specific rules regarding how they
are to be modeled in the graph. These include shafts, springs, and electrical connections,
each of which raise unique questions regarding the proper arrangement of elements and
relationships. The guideline applied here is that these elements are, in effect, fasteners of
one form or another.
This implies that, while each of these is a physical element, they are also related
through a single relationship instance. As such, a shaft would be modeled as a shaft
element connected to all of the elements attached along its length through a single shaft
relationship. Similarly, a spring will be connected to the elements contacting it through a
spring relationship.
Electrical connections pose a larger challenge as the form of connection to be made in
assembly must be considered. If the connection is of a pre-made cord and plug, this may
be modeled as a press or snap fit instance as that is exactly what this relationship is.
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However, if bare wires are to be joined, fastening elements such as crimps, twists, and
solder must be modeled individually as fasteners.
3.2 Training Set
In order to identify a model which will approximate the results of design for assembly
analysis, several systems with previously established assembly time estimates are needed.
Five systems, automotive shifter, cylindrical Tweel™, electric knife, electric hand mixer,
and electric chopper, and their redesigns based on Boothroyd and Dewhurst design for
assembly principles are introduced here. Four of these systems were analyzed and
redesigned as part of an undergraduate/graduate design for manufacturing course. One of
the systems and redesign, the automotive shifter, is from an industry-sponsored research
and development project. The authors were only directly involved in the assembly time
estimation of two of these systems, the Tweel™ and the electric knife. It is important to
note that each assembly time analysis was done by a different individual. The analyses
were taken as correct and not re-evaluated. These systems are then subjected to
complexity analysis for use in the development of a predictive model.
3.2.1 Automotive Shifter
The first system addressed is an automotive shifter unit. This is a relatively small item
with only five primary parts and is used to represent a lower order of assembled systems.
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3.2.1.1 Original
The original design of the shifter is heavily dependent on screw fasteners and
multiple stages of assembly. Some parts are joined by as many as five screws. Only the
connection between Parts 4 and 5 is done through a snap-fit clip. Figure 3.4 illustrates the
assembly of the shifter in detail. In Boothroyd and Dewhurst assembly-time analysis, the
shifter was estimated to require 104.56 seconds to assemble. However, it should be noted
that in practice the manufacturer observed an average assembly time of 105.24 seconds,
highlighting the approximate nature of traditional assembly time analysis.

Figure 3.4: Original Shifter
3.2.1.2 Redesign
The shifter was redesigned based on established DFA principles with an eye toward
lazy parts. A lazy part is one that does not serve any unique functional purpose in the
final assembly. In the shifter, Part 2 is a trim cover which attaches onto another piece of
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trim. As this cover and trim combination does not perform separate functions in the final
assembly, these parts can be combined to a single part. This frees up the switch to attach
directly to the central mount with a clip. These changes are reflected by the assembly
diagram in Figure 3.5. The assembly time for this design by Boothroyd and Dewhurst
assembly time estimation is 42.60 seconds.

Figure 3.5: Redesigned Shifter
3.2.2 Cylinder Tweel™
The second system is a meta-material Tweel™ prototype. This system uses 225
metallic cylinders attached to inner and outer hoops to mimic the shear properties of
polyurethane in a standard Tweel™. As a result, this system contains many parts and
connections and thus represents the upper end of assembled system size for this research.
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3.2.2.1 Original
The original cylinder Tweel™ prototype makes heavy use of bolted connections. For
each of the 225 cylinders, there is a bolted connection on both top and bottom. In addition
to this, the 15 spoke-hub bars are attached by three bolted connections each. This makes
for 495 bolted connections and twice that number in fastening parts. An illustration of
this design is shown in Figure 3.6. The assembly time for this design is estimated by
Boothroyd and Dewhurst assembly time analysis to be 13,561.34 seconds, or just over 3
hours and 45 minutes.

Figure 3.6: Original Cylinder Tweel™
3.2.2.2 Redesign
The redesign of the cylinder Tweel™ prototype focuses on reducing the number of
fasteners and particularly on eliminated bolted connections. As a result, the shear
cylinders are held in place by snap-fit fasteners which affix one row of cylinders at a
time, rather than individually as with bolted connections. The spoke-hub bars are held in
place by rings integrated into the hub and a cap plate on either side of the hub. These
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plates are affixed to the hub by three bolted connections. This is illustrated in Figure 3.7.
The assembly time is estimated by Boothroyd and Dewhurst assembly time analysis to be
4925 seconds, or an hour and 22 minutes.

Figure 3.7: Redesigned Cylinder Tweel™
3.2.3 Electric Knife
The third system is a consumer electric knife typically used for carving large meats
and slicing uncut loaves of bread. This cutting action is achieved by a pair of adjacent
reciprocating blades. These blades also can be ejected from the unit for washing. This
ejection functionality and the linear motion of the reciprocating blades make this system
relatively more complex than similar consumer appliances.
3.2.3.1 Original
The original electric knife design contains a large number of fasteners for its size. The
majority of these fasteners are screws used to affix the major internal components to the
base of the unit. However, most notable is the large number of springs used. There is one
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spring for each exterior button as well as two springs on each blade mount for a
tensioning plunger and the blade clip. Figure 3.8 shows the numerous screw holes in the
base as well as the two spring fasteners on the blade mounting arm. The assembly time
for this design by Boothroyd and Dewhurst assembly time estimation is 325 seconds.

Figure 3.8: Original Electric Knife Housing and Blade Mount
3.2.3.2 Redesign
The redesign of the electric knife addresses the issue of fasteners. Particularly, this is
done by eliminating fastenings which are unnecessary to fully restrain the joined parts, as
well as fastening as many primary parts as possible with each fastener. Additionally, the
spring used to tension the blades in each blade mount is replaced with a compliant
mechanism integrated into the polymer blade mount. These alterations can be seen in
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Figure 3.9. The assembly time for this design by Boothroyd and Dewhurst assembly time
estimation is 240 seconds.

Figure 3.9: Redesigned Electric Knife Housing and Blade Mount
3.2.4 Electric Hand Mixer
The fourth system is a consumer electric hand mixer. This system is composed of 15
primary parts. These parts are joining using snap fits, slide fits, and traditional hardware
fasteners.
3.2.4.1 Original
The original mixer design, shown in Figure 3.10, is composed of three cover sections
attached with a total of 6 screws. The motor was mounted in the casing with 4 screws.
The power cord was connected to the mixers wiring system via a clamp and 2 screws.
The rest of the parts are assembled via slide fits. Three parts, the beaters and the speed
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control, are also spring loaded, which increases their assembly times. The assembly time
for this design by Boothroyd and Dewhurst assembly time estimation is 130.45 seconds.

Figure 3.10: Original Electric Hand Mixer
3.2.4.2 Redesign
The hand mixer was redesigned with an emphasis on eliminating unnecessary
fasteners, which would eliminate the total number of parts in the assembly. All but one
of the screws previously used to attach the cover pieces were removed and replaced with
snap fits. The number of screws used to attach the motor to the inside of the cover pieces
was reduced from 4 to 2. The screws used to hold the power cord were replaced as they
were deemed unnecessary to hold the cord within the mixers enclosure. The assembly
time for this design by Boothroyd and Dewhurst assembly time estimation is 74.7
seconds.
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3.2.5 Electric Chopper
The fifth and final system is a small consumer electric blender, representing another
product on the same scale as the hand mixer. The blender was made of mostly injection
molded parts connected using fasteners and snap fits.
3.2.5.1 Original
The original design, shown in Figure 3.11, contained three main subsystems: the
container, the housing and the drive system. The housing system contained the majority
of the fasteners in the system, with a total of 11 screws. The drive system also contained
2 screws. The container subsystem was attached to the housing using a twisting motion.
The rest of the assembly process consisted of snap and slide fits. The assembly time for
this design by Boothroyd and Dewhurst assembly time estimation is 228.5 seconds.

Figure 3.11: Original Electric Chopper
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3.2.5.2 Redesign
A redesign was completed by determining which parts had the lowest design process
efficiencies. The container subsystem was redesigned so that the twisting operation was
no longer necessary. The inside of the housing case was redesigned to remove and
reshape ribs to decrease resistance and increase the visibility during assembly. The
bracket used to attach the motor was redesigned to allow unobstructed access to the
motor mount. It should be noted that these design changed did not eliminate any of the
parts, but only eliminated the difficulties in assembling the current parts, and thus did not
change the connectivity graph. The assembly time for this design by Boothroyd and
Dewhurst assembly time estimation is 201 seconds.
3.3 Validation Set
Validation of the model requires a second set of systems which are not used in model
development. A set of three systems is used, consisting of a clicker pen, an electric can
opener, and a cordless drill. This set is drawn from the same undergraduate/graduate
design for manufacturing and assembly course as the majority of the training set.
However, these systems are addressed only in their original form without an
accompanying redesigned version. Like the training set, the assembly time analysis for
each of these systems is performed by different individuals and taken to be correct.
3.3.1 Clicker Pen
The clicker pen, shown in Figure 3.12, is a very small system consisting of only 8
total parts. Most notably, there are virtually no fasteners, with the exception of the single
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spring powering the clicker system. All remaining parts use integrated fastening elements
or simple surface contact in their connections. A curious feature in regards to the
connectivity graph of this system is the fact that the ink cartridge only interacts with the
housing through the spring connection. Boothroyd and Dewhurst assembly time analysis
estimates the assembly time of this system to be 34.66 seconds.

Figure 3.12: Clicker pen3
3.3.2 Electric Can Opener
The electric can opener uses a magnet to suspend the can from a removable cutting
assembly and drives the can with an exposed spur gear. This is seen in Figure 3.13. The
housing encloses a flat form factor brushless motor, gear train, and an electric switch
assembly. The motor in this system is unique in that the rotor and stator are separate
pieces which must be positioned in the assembly process. This is unusual in the

3

http://www.officespecialties.com/pilot_31277_g2_ultra_fine_retractable_pen_42038_prd1.htm, accessed on 2/25/2011
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connectivity of the system in that the rotor and stator are not physically connected in a
brushless motor. The assembly time for this system by Boothroyd and Dewhurst
assembly time estimation is 292.22 seconds.

Figure 3.13: Electric can opener
3.3.3 Cordless Drill
The cordless drill, shown in Figure 3.14 is notable for a high degree of
interconnection. Nearly all primary parts in this system interact with both halves of the
housing. Also of interest in this system is the presence of wire connectors which must be
pressed together with some force, in addition to several screw fasteners with longer than
normal engagement lengths. The assembly time for this system by Boothroyd and
Dewhurst assembly time estimation is 128.06 seconds.
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Figure 3.14: Cordless drill
3.4 Model Development
With sample systems established, a complexity analysis can be performed using the
complexity measures developed in Chapter Two. The numerical results of this analysis
can be found in Table B.1 located in Appendix B. To develop a model for prediction of
assembly time, a pattern must be identified between complexity metric results and DFA
results. Rigorous model development protocols require numerous data points, which are
not available at this time. As such, a more rudimentary pattern recognition approach is
applied.
3.4.1 Metric-Assembly Relationship
This first step in this process is to visualize the relationship between the various
metrics and the Boothroyd DFA analysis results. This is done by plotting the DFA results
for each system against each metric. Figure 3.15 shows this for size metrics for all

68

systems other than the Tweel™ variations. This is due to the significantly higher order of
the Tweel™ metrics and DFA results. From this plot it can be observed that the general
trend is for assembly time to increase substantially with increasing size. The plots for
path length and decomposition metrics are not shown here for space purposes. It should
be noted, however, that among those metrics only total and mean shortest path length
produced consistent trends.
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Figure 3.15: Size Metric Plot
To better visualize the size trends, seen in Figure 3.15, such that the Tweel™ results
may be considered, a log-log plot of the same data was created. Figure 3.16 shows how
the size metrics for the consumer products correlate with those from the Tweel™. The
assembly times for most of these measurements still reflect a dramatically higher slope
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for the Tweel™ than the other systems; despise the log-log format. However, there is one
notable exception. Elements, representing the count of primary and fastening parts,
appear as a nearly straight line for all systems including both variations of the Tweel™.
Such a consistent trend with regards to part count is not entirely surprising as the
positioning of each individual physical element is a significant factor in assembly time.
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Figure 3.16: Log-Log Size Metric Plot
3.4.2 Regression
The next step is to establish a rough model through regression. As the relationship
between part count and assembly time appears linear in a log-log plot, it follows that the
appropriate model for this trend is that of a power regression. This is computed
automatically by software and results in the line and equation shown in Figure 3.17. The
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high R-squared value quoted here is the result of the very large range over which the
model is applied with limited intermediate values.
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Figure 3.17: Power Regression of Part Count – Assembly Time Trend
3.4.3 Refinement
The accuracy of the regression, while exhibiting strong correlation, is far from
perfect. To better understand the accuracy of this model, Table 3.1 was created. This
shows how the percent error in the regression model varies between -1% and +77%. This
shows significant over estimation in the regression model, particularly with very small
systems.
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Table 3.1: Error in Regression Model
Shifter Original
Shifter Redesign
Mixer Original
Mixer Redesign
Chopper Original
Chopper Redesign
Knife Original
Knife Redesign
Tweel™ Original
Tweel™ Redesign

DFA Time [sec]
104.56
42.60
104.56
42.60
136
74.7
228.5
201
13561.35
4925.00

Reg. Time [sec.]
146.70
75.29
170.25
102.33
256.53
260.23
338.49
254.34
13362.01
6032.32

% Error
40%
77%
25%
37%
12%
29%
4%
6%
-1%
22%

To correct for this large discrepancy, it is suggested that additional metrics be used to
supplement the model by replacing in whole or in part the constants derived by the
regression. To this end, it is observed that the coefficient of the regression, 2.80, is very
similar to the mean shortest path length of the systems, which ranges between 1.74 and
2.51. The value of mean shortest path length was also observed to be roughly
proportional to estimated assembly time. Thus, the constant coefficient of the equation is
replaced with mean shortest path length to introduce the proportional trend.
This will bring values closer to the DFA estimates with the exception of the values
are now underestimated with an error range of -28% to +1%. To correct for this, it is
suggested that the exponent of the regression, 1.1912 be supplemented through the use of
shortest path length density. The value for shortest path length density is never greater
than one, is typically on the order of hundredths or less, and decreases with increasing
system size. Thus it is proposed that the shortest path length density be added to provide
a slight increase to and a finely granular step down of the exponent as the system size
increases.
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The final step in refinement was to tune the resulting model to the available DFA
estimates to minimize the average absolute percent error. This is done by adjusting the
constant in the exponent to the third decimal place. Tuning to higher significant digits
does not produce appreciable change in results. These alterations to the model result in
Equation 1 where ta is assembly time, APL is mean shortest path length, n is the number
of elements, and PLD is shortest path length density.

,

(

-

,

-)

( 3.1)

When this refined model is applied to the example systems, the results are those
shown in Table 3.2 and illustrated in Figure 3.18. The percent error is reduced to ±16%,
within the error range which may result from different designers conducting DFA
analyses for all systems. Additionally, it can be seen that the ordinal change between the
original and redesigned version of each system is correctly predicted for all but the
chopper. This discrepancy is due to the fact that the redesign of the chopper primarily
addressed geometric changes for ease of access in assembly operations and included the
removal of some assembly feature symmetry for manufacturing savings. As this model is
driven by system architecture and not geometry, it is to be expected that only the increase
in assembly due to the loss of feature symmetry would be captured.
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Table 3.2: Error in Refined Model
Shifter Original
Shifter Redesign
Mixer Original
Mixer Redesign
Chopper Original
Chopper Redesign
Knife Original
Knife Redesign
Tweel™ Original
Tweel™ Redesign

DFA Time [sec]
104.56
42.60
136
74.7
228.5
201
325.00
240.00
13561.35
4925.00

Model Time [sec.]
105.37
46.10
132.28
83.76
229.20
232.50
306.26
217.71
11430.28
4919.21

% Error
1%
8%
-3%
12%
0%
16%
-6%
-9%
-16%
0%

Assembly Time (ta) [seconds]

100000.00
Boothroyd DFA
10000.00

Complexity Model

1000.00
100.00
10.00
1.00

Figure 3.18: Refined Model Results
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3.4.4 Validation
To ensure that the developed model remains valid when applied outside of the
training set, the results of the developed model are compared in regards to the results of
Boothroyd and Dewhurst assembly time estimate for the previously established validation
set. These are subjected to the same complexity metrics as the training set. The metrics
pertinent to the proposed model are summarized in Table 3.3. This again demonstrates
the independence of the individual metrics.
Table 3.3: Complexity Metrics for Validation Set
n
APL
PLD
Clicker Pen
8
1.93
0.2411
Electric Can Opener
40
2.82
0.0672
Cordless Drill
25
1.94
0.0440
Applying the complexity metric values to Equation 3.1 yields the values shown in
Table 3.4. The percent errors in the cases of the clicker pen and electric can opener are
within the same range seen for the training set. The percent error on the cordless drill
falls well outside of this range at -21%. However, this result does not invalidate the
model.
Table 3.4: Validation Set Results
DFA Time [sec]
Model Time [sec.]
Clicker Pen
34.66
37.42
Electric Can Opener
292.22
286.15
Cordless Drill
128.06
101.19

% Error
8%
-2%
-21%

The data in Table 3.5, derived from work on the sensitivity of Boothroyd and
Dewhurst assembly time estimation by [74], suggests the acceptable limits on any model
derived from this estimation. The standard deviation in the assembly time estimation for
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these products is equivalent to a 22% error on average. Further, the typical maximum and
minimum observed values are equivalent to 38% and 26% error respectively. Thus, all of
the validation set results fall within one standard deviation and well within the possible
maximum and minimum values for Boothroyd and Dewhurst assembly time estimation.
In fact, the first product in Table 3.5 represents the same clicker pen system addressed
here and shows how the estimate used in validation differs from the mean value observed
by [74].
Table 3.5: Sensitivity of Boothroyd and Dewhurst Assembly Time Estimation

Clicker Pen
Gear Shifter
CD Changer
Fuel Tank

Mean [s]
42.5
141.82
54.3
126.98

St. Dev.
Δ [s]
%E
8.07
19%
37.12
26%
11.4
21%
25.29
20%
Mean %E: 22%

Maximum
Val [s]
%E
57.15
34%
204.94
45%
74.68
38%
171.99
35%
Mean %E: 38%

Minimum
Val [s]
%E
23.3
45%
104.19
27%
45.92
15%
106.97
16%
Mean %E: 26%

3.5 Summary
The model developed here has shown an ability to predict the assembly time of a
system based on the architecture of that system. The variability of the model with respect
to the results of a traditional Boothroyd and Dewhurst assembly time estimation analysis
are within one standard deviation of that observed between different designers
conducting the same assembly time analysis. This is even more noteworthy given that the
analysis on all of the systems in both the training and validation set were conducted by
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different designers. Thus, the model has so far been observed to be valid for extension to
new systems.
This demonstrates the ability of complexity metrics to be used to predict properties of
the final design. While the method applied to the development of this model lacks the
rigor of a more formalized model development method, the level of correlation and
accuracy which can be achieved through these means is equivalent to that of existing,
manual effort intensive methods. This is suggestive of the power of mapping complexity
values to measures of interest.
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CHAPTER FOUR: APPLICATION TO FUNCTION STRUCTURES AND MARKET
VALUES
This chapter seeks to establish a mapping between complexity metrics on function
structures and the market value of the end products which they represent. Previous
studies have explored defining different views of engineering design complexity, such as
size, connectivity, and solvability, and have shown that each of these views contribute
differently to the understanding [6,11]. In this work, we seek to extend the use of
complexity metrics beyond simply characterizing design product models by using the
metrics to capture hidden and undefined knowledge. To this end, if a collection of
metrics are found that can be used to accurately predict product performance from early
stage design information models, then engineering tools can be developed to enhance the
design process. Function structures are chosen as a good representation of early stage
design information as they capture connectivity and intent. The working hypothesis is
that increased complexity leads to increased market value.
4.1 Data Collection
The function-model of the consumer products for this research is obtained from the
Oregon State University‟s design repository which contains 167 products and 6447
artifacts. The repository is a work of collaborative effort of researchers from Oregon
State University, Missouri University of Science and Technology (formerly University of
Missouri – Rolla), The University of Texas at Austin, and NIST. The repository provides
a description, function structure, and connectivity graph for each product
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A total of eighteen products were selected for this research, to cover the wide range of
available product types and market value while maintaining a consistent level of detail in
the provided function structure. The cost range of the products analyzed range from less
than $10 to over $200. The function-models of these products are converted into bipartite
graphs, the properties of which form a complexity vector describing each product.
4.1.1 Market Values
The market value of each product is determined by identifying an equivalent product
to that described in the design repository. While the design repository does not cite exact
models and the product shown is not likely to still be on the market in new form, the
manufacturer is identified. This allows a representative current product by the same
manufacturer to be selected by matching product features to the function structure.
Quotes for each of these products are queried from the Google product search
engine4. Five (5) base-price quotes are taken spanning the price range for each product.
Quotes originating from auction and marketplace sites as well as for used and refurbished
products are not used. Many additional quotes are not used due to the limited number of
vendors for some products. The used quotes are shown in Table 4.1. Brand names have
been omitted in this table. The quote orders are sorted by relevance as determined by the
internal Google algorithm in product search.

4

Google Product Search http://products.google.com
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Table 4.1: Quotes for Products Selected from Design Repository
No. Product Name
1 Electric Toothbrush
2 Sander
3 Dog Toy
Garage Door
4
Opener
5 Hot Air Popper
6 Robotic Vacuum
7 Juice Extractor
8 Mixer
9 Hair Dryer
10 Circular Saw
11 Foam Dart Gun
12 Nail Gun
13 Microwave
14 Lawn Mower
15 Jigsaw
16 Sewing machine
35 mm Man. P&S
17
Camera
Video Cassette
18
Recorder

Quote 1 Quote 2 Quote 3
$ 8.16 $ 6.99 $ 7.79
$ 49.99 $ 39.99 $ 49.00
$ 7.00 $ 7.95 $ 8.89

Quote 4
$ 11.98
$ 43.34
$ 6.99

Quote 5 Mean
$ 11.08 $ 9.20
$ 46.42 $ 45.75
$ 7.95 $ 7.76

$ 179.99
$ 14.88
$ 175.00
$ 69.99
$ 35.94
$ 22.39
$ 61.92
$ 14.99
$ 66.00
$ 157.52
$ 149.88
$ 49.97
$ 116.54

$ 179.99
$ 17.99
$ 179.99
$ 60.22
$ 28.39
$ 29.99
$ 58.99
$ 12.95
$ 69.95
$ 167.00
$ 149.88
$ 49.99
$ 129.99

$ 179.99
$ 29.99
$ 199.99
$ 48.54
$ 42.49
$ 19.01
$ 74.99
$ 10.89
$ 79.99
$ 189.00
$ 149.88
$ 54.34
$ 149.99

$ 179.99
$ 24.99
$ 199.97
$ 69.99
$ 28.39
$ 24.99
$ 69.99
$ 10.39
$ 59.00
$ 169.97
$ 149.88
$ 59.99
$ 199.99

$ 179.99
$ 24.81
$ 199.00
$ 75.29
$ 39.99
$ 24.49
$ 61.92
$ 9.99
$ 69.00
$ 199.00
$ 149.88
$ 52.99
$ 149.99

$ 179.99
$ 22.53
$ 190.79
$ 64.81
$ 35.04
$ 24.17
$ 65.56
$ 11.84
$ 68.79
$ 176.50
$ 149.88
$ 53.46
$ 149.30

$ 44.95 $ 45.99 $ 44.95 $ 38.99 $ 45.99 $ 44.17
$ 176.40 $ 228.84 $ 249.99 $ 229.99 $ 174.99 $ 212.04

4.1.2 Bipartite Modeling
The conversion of a function model into a bipartite graph begins with labeling the
flows (energy, material, and signal [2]) as fi. This is done to verify later that no „flow‟ is
missed in creating a bipartite model. Figure 4.1 shows an example of a function structure
in which the flows have been labeled. This serves as a reference document for converting
the function structure representation.
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f6
Environment

f1

f3

f2

f5

f7

f4

Figure 4.1: Flow labeled for tracking while conversion into bipartite graph
From this reference document, each function block in the model is listed in a column
and assigned an element ID for each as seen in Figure 4.2. The number of functionblocks in the list should match with the total number of function-blocks in the reference
document. This is done to ensure that each function-block in the model is uniquely
identified. This check in conjunction with ensuring that all flows in the model are also
uniquely identified provides control over the quality of the document.
Next, two additional columns, labeled “source” and “sink”, are created to represent
the origin and destination to the flow. Next, the function-block in the model from which
flow originates, such as f2 in Figure 4.1, is listed under the heading „source‟ and the
function-block where the flow ends is listed under the column „sink‟. This new two
column representation indicates that a particular flow originates from a particular source
and ends at a particular sink as seen in Figure 4.2. This tabular coding of the bipartite
graph is done to interface with the MATLAB implementation of the complexity metrics
established in Chapter Two.
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Element ID
I1
T1
A1
D1
R1
C1
C2
T2
C3
E1

Description
Import EE
Transfer EE
Actuate EE
Distribute EE
Regulate EE
Flow „f2‟ in Figure 4.1
Convert EE to
ME
Change ME
Transfer ME
Convert EE to EME
Export EE to EME

Sources
Environment
I1
T1
A1
D1
R1
C1
C2
D1
C3

Sinks
I1
T1
A1
D1
R1
C1
C2
T2
C3
E1

Figure 4.2: Representation showing element ID, description, and flow from source
to sink
This procedure is followed to cover all the function-blocks and flows in the functionmodel. The number of entries under the headings „source‟ and „sink‟ (i.e., total number of
rows) should be equal to the total number of flows in the function-model. Additionally, if
a flow has multiple sinks originating from a common source (flow branching), then all
such sinks are listed under the column „sink‟ in a single row next to each other as seen in
Figure 4.3.

T12

D1

I7
T9
D1
T12
T14
C6
World
P2

I7
T9
D1
T12
C6
World
P2

T9
R1
T12
C6
P2
I8
C7

T14

T9
R1
T12
C6
P2
I8
C7

Figure 4.3: Two function-blocks originating from the same flow are listed in a single
row
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T14

The same idea is carried over to represent flows that branch from multiple sources to
merge into a sink wherein multiple sources are listed under the column „source‟ in a
single row next to each other. The source of the flow which enters the system from
outside the system boundary is called “Environment” to represent its origin as the
environment outside the system. Similarly, the sink to a flow that is outside the system
boundary is also called “Environment” (see “Environment” in Figure 4.1 and Figure 4.2).
4.1.3 Complexity Analysis
The bipartite representation of each function structure is now subjected to analysis of
its complexity properties as established in Chapter Two. Table 4.2 presents the results of
this analysis for 6 of the 18 products selected. It can be seen here how metrics vary
independently across the range of products. Also, it can be noted that the metrics span
several orders of magnitude, both between metrics as well as within metrics. The
complete listing of complexity analysis results can be found in Table B.2 located in
Appendix B.
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Table 4.2: Complexity Metrics for Product Function Structures
C lass Type Dir Me tric Prod.1 Prod.2 Prod.3 Prod.4 Prod.5
17

27

32

34

18

…

63

Rel.

20

37

43

49

24

…

96

DOF

21

37

44

49

25

…

97

Conn.

43

76

87

98

49

…

193

Sum

831

3379

5456

3217

271

…

28091

Max

10

13

14

10

7

…

18

Mean

3.06

4.81

5.50

2.87

0.89

…

7.19

Density

0.15

0.13

0.13

0.06

0.04

…

0.07

Sum

226

742

1069

876

122

…

4052

Max

3

6

6

5

3

…

9

Mean

0.78

1.02

1.04

0.76

0.38

…

1.02

Density

0.04

0.03

0.02

0.02

0.02

…

0.01

Sum

633

2703

4464

2468

177

…

24185

Max

133

482

652

486

39

…

3314

Mean

37.24

72.59

9.83

…

383.89

Density

1.86

2.71

3.24

1.48

0.41

…

4.00

Sum

0.00

0.00

0.67

0.00

0.22

…

0.00

Max

0.00

0.00

0.50

0.00

0.08

…

0.00

Mean

0.00

0.00

0.02

0.00

0.01

…

0.00

…

0.0000

Size

Clustering
Coefficient

Betweenness

Flow Rate

Interconnection

Shortest Path

Conn.

Centrality

100.11 139.50

Density 0.0000 0.0000 0.0005 0.0000 0.0005
27

119

58

174

83

…

362

Sum

29

53

64

56

18

…

126

Max

2

2

2

2

1

…

2

Mean

1.71

1.96

2.00

1.65

1.00

…

2.00

Density

0.09

0.05

0.05

0.03

0.04

…

0.02

Sum

34

54

64

67

18

…

126

Max

2

2

2

2

1

…

2

Mean

2.00

2.00

2.00

1.97

1.00

…

2.00

Density

0.10

0.05

0.05

0.04

0.04

…

0.02

Ameri-Summers

Core Numbers

Prod.18

Elements
Dim

Decomposition

…

In

Out
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4.2 Neural Network Parameters
The vectors of metrics generated by the complexity analysis and quotes for each
product are now used as inputs and targets respectively for neural network training. A
neural network approach is selected due to preliminary attempts to use statistical
methods, such as multiple linear regression, not producing valid predictions. Here, we
present the process of selecting the general neural network architecture, training
parameters, and layer parameters. The goal of this process is to identify the network
parameters which most consistently predict the relationship between the complexity
metrics and the market values.
4.2.1 Network Architecture
The selection of a general architecture for the neural networks requires a
consideration of the intended purpose of the network. The intent here is to establish a
function on 29 input variables to achieve a single continuous output. This problem lends
itself well to the use of backpropagation network architectures. These architectures apply
a generalization of the Widrow-Hoff learning rule to multiple-layer networks with
differentiable nonlinear transfer functions [75,76,77].
Backpropagation neural networks come in several varieties: feed-forward, Elman,
cascade-forward, and dynamic networks. Dynamic networks are not considered for use
because the input and output responses are both static cases. Of the remaining Similarly,
Elman networks are not considered due to the time dependency of recurrent layers. This
leaves feed-forward and cascade-forward networks for consideration. Cascade forward
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networks are an extension of feed-forward networks in that each layer is provided both
the input vector as well as the results of all previous layers instead of only being exposed
to the layer immediately preceding it. This additional access to information may improve
the speed with which a cascade-forward network can learn complex relationships, an
important property given the low training set size available.
Thus, the justification for the choice in a cascade-forward network is motivated
by our low training set size and time-independent data.
4.2.2 Training Parameters
A backpropagation neural network is technically capable of fitting to any function
given a sufficient number of neurons and training cycles. As such, the challenge in
training such networks is in maintaining generalization of the network such that it will
accurately predict new data. To this end, backpropagation networks use training methods
with early-stopping. These methods require that the input data set be divided into training
(60%), test (20%), and validation sets (20%). The training is terminated after the
performance of the validation set does not improve after a set number of training epochs.
However, this introduces an issue given the nature of the data provided here.
Here, the neural network is presented with the same input for each of the five target
values observed in the marketplace. The division of the input set will inherently bias the
network‟s output toward those targets which remain in the training set. Further, the
multiple presentation of identical inputs means that the internal validation of the network
in training is not reliable.
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To address the issue of training bias, an interleaving division algorithm is used. This
algorithm selects a new random division of the input data into train, test, and validation
sets on each training epoch. In this way, the network is both trained and internally
validated against all of the input data. However, this requires that an external validation
be performed on an entirely new set of data. For this reason, the final four products are
omitted from the input data set for use in validation.
Thus, the justification for the choice of interleaved training set division and
exclusion of four products from the input set is motivated by multiple presentations
of identical inputs with different target values.
To further improve generalization of the network, regularization is used. This can be
done either through Bayesian regularization or by modifying the performance function.
Bayesian regularization precludes early stopping and is much slower than other training
functions and is thus not used [78,79]. Instead, a performance function which consists of
the mean of the sum of squares of both network errors and network weights and biases.
These two terms are combined as a weighted sum. This weight, or performance ratio, is
set to 0.9, favoring mean square error.
Thus, the justification for the choice in a weighted regularization of training
performance function against means square error and network mean square
weights and biases is motivated by a need to limit the computational demand.
The final step in establishing training parameters is to select a training algorithm. The
scaled conjugate gradient algorithm is used here due to performing well over a variety
problems and particularly in networks which have a very large number of weights, such
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as is the case with cascade-forward architectures. Additionally, the use of interleaving
division for early stopping is best applied in training algorithms with smaller step sizes.
This precludes the use of large step size training algorithms such as LevenbergMarquardt.
Thus, the justification for the choice in scaled conjugate gradient training is
motivated by a need for broad performance and smaller step size.
4.2.3 Layer Parameters
The particular arrangement of neurons, layers, and transfer functions can significantly
impact the performance of the network. Here we assume the output layer to always be a
single purely linear neuron. The remaining layers are given a hyperbolic tangent sigmoid
transfer function. This function „squashes‟ the output to between -1 and 1. In the way, the
hidden layers of the network define the shape of the function and are then scaled by the
linear output function.
What is not well defined is the number of layers and neurons in each layer which will
best model the relationship between the complexity metrics and market value. Given that
it is desired that the network generalize well to new data, it is known that the number of
neurons should be as low as possible while still being able to model the desired function.
Further, additional layers may allow the network to learn complex relationships faster
while a single hidden layer should be able to model any function given sufficient training.
We consider networks with up to 15 neurons and up to three hidden layers. This network
design space is further reduced by limiting the number of neurons in any given layer to
the maximum number of neurons divided by the number of hidden layers. This creates a
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design space with 189 different network structures: 1-15 neurons in a single hidden layer,
all combinations of 1-7 neurons in each of 2 hidden layers, and all combinations of 1-5
neurons in each of 3 hidden layers.
Thus, the justification for the choice in testing multiple neural network
structures is motivated by the competing priorities of generalization and
relationship complexity.
The remaining issue in identifying the best architecture is the fact that, due to
randomizations in the training and division algorithms, no two trainings of the same
network architecture will yield exactly the same results. Thus, it is necessary to train
many copies of the same network architecture and draw conclusions from the distribution
of results. Here, 100 copies of each network structure are trained and simulated. The
results of these simulations are then used to generate a Kernel smoothing probability
density estimate, bounded to positive values, for each product. The raw and normalized
probability densities at the expected mean value are then taken for each product from
these estimates.
Thus, the justification for the choice in replication and probability density
estimates is motivated by the stochastic nature of neural network training.
4.3 Network Performance Results
The performance of the networks is evaluated here in two stages. The performance of
neural networks in general is addressed through an analysis of the distribution of
responses given from all of the neural network structures in the design space. A
performance measure is applied on these results to identify network structures which
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perform well in both accuracy and precision. The best network structure by this measure
is then used to present output distributions for each other the four validation products.
4.3.1 Network Structure Evaluation
In assessing the performance of network structures we observe the probability density
of the expected mean value in the distribution of outputs given by that structure for the
four products not presented in training. The density value can be addressed in two
different ways. The first of these is the value itself, which is indicative of the likelihood
that particular value will be returned. The second approach is to normalize this value
within its distribution, representing how close to the maximum density the target value is.
For both of these approaches both the minimum and mean values for the validation set
are of importance. Together, these values can be used to strike a balance between
networks which with high confidence and those which predict with high accuracy.
When these measures are taken for each network structure, the distribution of the
normalized probability density can demonstrate the general performance of the neural
network approach in estimating the market value from function structure complexity
metrics. Figure 4.4 shows the distribution of the minimum observed normalized
probability density values from the external validation set. This shows that there is a 90%
probability that all of the expected values from the validation set will have a probability
density at least half that of the maximum density for the distribution of results.
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Figure 4.4: Probability Density Distribution of Minimum Normalized Probability
Density Values for External Validation Products
The performance of the neural networks is further supported when the mean
normalized probability density is considered. This is presented in Figure 4.5. Here, it can
be seen that not only does the mean fall into a narrow band, but this band is near the
upper end of the range. In fact, there is a 95% probability that the mean of the probability
density values will be greater than three quarters of the maximum density in any given
distribution. Together, Figure 4.4 and Figure 4.5 demonstrate the ability of neural
networks to make accurate predictions of the market value from function structure
complexity metrics.
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Figure 4.5: Probability Density Distribution of Mean Normalized Probability
Density Values for External Validation Products
The final step here is to select a network structure which performs well in both
accuracy and precision so that the output may be analyzed. To this end, the minimum and
mean of both the probability density value and normalized density value are normalized
across the results for all of the structures and given an equal weight to create a
performance score for each network structure. Table 4.3 shows the top performing
network structures by this performance function. The networks identified here are quite
similar in that all but the third ranked network have three hidden layers. Further, there
appears to be a pattern of having two or more hidden layers of the same size. It should be
noted that the single network with two hidden layers shown here achieves a much higher
accuracy in terms of the expected value‟s relation to the maximum density, but
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apparently at the expense of precision. Similarly, the second ranked network achieves a
higher minimum precision at the expense of overall precision.
Table 4.3: Top Performing Neural Network Structures

NN
Probability Density % of Max. Density
Structure
Min
Mean
Min
Mean
[2,2,2]
0.0029
0.0091
0.90
0.96
[2,3,3]
0.0034
0.0077
0.84
0.90
[5,6]
0.0023
0.0085
0.97
0.98
[1,5,1]
0.0028
0.0078
0.90
0.96
[1,1,1]
0.0026
0.0083
0.90
0.95
[4,4,5]
0.0030
0.0082
0.78
0.95

Perf.
0.0866
0.0838
0.0835
0.0826
0.0825
0.0818

4.3.2 Validation Results
Taking the best performing network structure identified, a network with three hidden
layers having 2 neurons each, we can now address the particular output of the neural
networks. Again, this is approached in terms of probability density functions as no two
trainings of the same network structure will be identical. The density functions presented
here are derived from 1000 unique trainings of this network structure.
In Figure 4.6, the estimated probability density function for product 15, a jig saw, is
shown. The dotted vertical lines denote the minimum and maximum value of the selected
product observed in the marketplace, while the dashed line represents the mean of
observed values. This same convention is repeated in all subsequent figures in this
section.
As is to be expected based on the results of network structure performance, the mean
of observed values has a probability density 90% of the maximum density. The narrow
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range of market values observed for the product is apparent in Figure 4.6 and the integral
of the observed market values which indicates only a 14% probability of returning a
value within this range. However, it should be noted that this represents the market range
for a single jig saw model. A broader observation of jig saws available on the market
yields models of varying feature sets and manufacturer ranging from $11 to several
hundred dollars. This is quite telling, considering that this particular model represents an
upper-end consumer product, lending itself to its position on the upper side of
distribution. While commercial products may be valued at several hundred dollars,
products intended for the consumer market are rarely valued above $150. In this way, the
neural networks are providing a reasonably accurate picture of value range for the
product type described, if not the exact model.
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Figure 4.6: Probability Density Function for Product 15 (Jig Saw)
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The nature of the validation distributions to describe the value range of the product
type is continued in Figure 4.7. Here, the broad range of values for the specific product
model, a sewing machine, accounts for a 54.5% probability that the value returned will be
within the observe range. However, like with jig saws, the range of consumer sewing
machine values in general range from $65 to $350 at which point industrial and
embroidery machines begin to dominate.

0.0080

Probability Density

0.0070
0.0060
0.0050
0.0040
0.0030
0.0020
0.0010
0.0000
$0

$50

$100

$150 $200 $250
Value [USD]

$300

$350

Figure 4.7: Probability Density Function for Product 16 (Sewing Machine)
It is interesting to note that the minimum, mean, and maximum observed value each
fall on a change in the distribution. The minimum observed value corresponds with the
greatest density. This is to be expected considering the nature of vendors to compete on
price, driving the majority of the observed market values toward the lower end. This is
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further illustrated by the steep decline in density following the mean and the inflection of
the function following the maximum.
Figure 4.8 is an extreme case of a narrow observed range of values for the particular
model while providing a fair representation of the product type. In this case, the product
is a 35mm manual operated point and shoot camera. The particular model whose values
are observed is a mid-range item which can be reloaded. However, the description
provided in the design repository is vague and could describe anything from a $10
disposable to a $250 professional unit. This is reflected in the distribution. While the
probability of returning a value within the narrow $7 range of observed values is only
3.5%, the distribution as a whole is a reasonable representation of the marketplace for a
product of this type.
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Figure 4.8: Probability Density Function for Product 17 (35mm Manual P&S
Camera)
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The final validation product, a video cassette recorder, presents an interesting case in
terms of market value as this is an obsolete product in the consumer marketplace. As
such, it would be intuitive if the value was considered to be less than that of the
superseding technology, digital video discs. However, given that stand-alone video
cassette recorders are no longer manufactured in consumer quantities, but rather as
professional videographer equipment, the observed market value is significantly higher
that consumer digital video disc players. The particular model represented in Figure 4.9 is
the least expensive stand-alone video cassette recorder which could be found in new
production. Other products of this type now either use a digital storage format and are
valued in the $300 to $600 range or are combined with a digital video disc player and are
valued in the $70 to $200 range. In this way, the very wide distribution seen in Figure 4.9
is not unreasonable. It includes what few stand-alone VHS players remain on the market
near the peak of the distributions, returning a value within the observed range for the
given model 16.7% of the time, while also covering the value of more modern products
of similar construction.
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Figure 4.9: Probability Density Function for Product 18 (Video Cassette Recorder)
These results demonstrate an ability to characterize the market range of products
which have not been previously trained. Given the small training set size, this is an
acceptable level of performance. This suggests that complexity metrics can be used as
neural network inputs to effectively map between function structures and market values.
4.4 Summary
In this chapter, we have explored a means for assessing the market value of a product
from the function structures of those products using graph-based complexity metrics as a
mapping through neural networks. Here, graph-based complexity metrics are used to
interpret function structure design representations in the form of a consistent-length
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vector. This enables the training of neural networks on the relationship between this
complexity vector and observed market values.
Results of this exploration have shown that neural networks are highly capable of
establishing a relationship between graph complexity metrics on function structures and
market value. The neural network structures tested here return a distribution of outputs
which rank the expected output of all new data to be within 50% of the maximum
probability density with 90% confidence. Further, the mean probability density of the
expected value will be greater than 75% of the maximum probability density with 95%
confidence. Thus, the use of graph complexity metrics as input to neural networks can be
considered to have an acceptable degree of accuracy for this mapping.
The examination of outputs from a neural network displaying an equally weighted
performance in accuracy and precision demonstrates that the precision of this approach
and training set size is at the product range level. While the probability of returning a
value within the observed range for a specific product model ranges between 3.5% and
54.5%, the distribution for each new product presented is representative of the market for
products of the same type. A product type level of market value prediction is an
unexpected outcome given the training of the neural networks on specific model value
ranges. This presents a potential alternative usage for this approach in forward design.
However, if specific model value is desired, this may be achieved through the use of a
significantly larger training set.
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CHAPTER FIVE: APPLICATION TO DESIGN PROCESS
The design processes is widely accepted as an iterative decision making process
[3,29,2,80,81]. In each iteration cycle, the requirements imposed on the design are
synthesized into functions, which are further decomposed into sub-functions. Each subfunction is then satisfied by a set of components or systems [2,80,81]. These components
or systems are defined by design parameters which can lead to the identification of new
requirements or functions for the next cycle [2]. Thus, the selection of one iteration cycle
may have a guiding effect on the next. This paper seeks to obtain an objective and
quantitative measure of the information generated by the design process in this manner.
This view of refinement agrees well with axiomatic design [80,82]. Suh proposes two
axioms, or fundamental design principles, namely, the Independence Axiom and the
Information Axiom [80]. When applied to design, these axioms drive the process toward
simple and independent concept solutions.

For example, when axiomatic design

principles are applied to the early iteration cycles of a design process, a list of
independent systems within the design can be developed. Exploring possible solutions
for these systems is a divergent process that involves searching for multiple options. This
now requires that time be committed to a divergent process of exploring options for these
systems [83,84,85]. The time committed in the design process to divergent processes
increases the required design time and design cost.
To understand the progression of this process, it is necessary to apply a method for
monitoring the state of design information with respect to time. This allows for the
investigation multiple different design processes with an equivalent measurement tool
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5.1 Project Complexity Tracking
The first step in determining an objective means of tracking complexity is to further
develop and refine a protocol for data collection. Here, we derive a new protocol in part
from a previously developed protocol [46]. The existing protocol was developed for the
purposes of tracking design complexity with respect to work hours addressing the
requirements, functions, and components of the design, the coupling of elements within
the same domain, and coupling of elements across domains. However, it has been
observed during further research that additional complexity metrics exist, and that the
complexity of both the design artifact and the design process impact outcomes.
Therefore, the data collection protocol has been refined to collect connective data
regarding both the artifact and the process. The new protocol was developed with the
goal of being as minimally intrusive as possible, using documents and communications
which were produced throughout the course of a senior design project at Clemson
University.
One example of what was collected for complexity tracking, illustrated in Figure 5.1,
would be a requirements document, the other documents which are related to that version
of the requirements, who worked on making the change from the previous version, and
the start and stop timestamps. This involves tracking who sent emails to whom and who
attended meetings in regards to each update to the requirements. The same scheme is
applied to CAD models, reports, design tools, and any other documents which were
produced during the course of the project.
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Figure 5.1: Design Complexity Tracking Scheme
5.2 Developed Protocol
To extract connective information from the design process in an efficient manner, a
protocol must be established which gathers complete data in a minimally intrusive
manner. Email records are used as a primary data source. By carbon copying all
transactions to a single email address, information regarding discussed topics, developed
documents, and meetings may be extracted from the design group without requiring time
consuming verbal reporting by participants.
These email records are then processed to develop a graph of relationships within the
project. This graph takes the conceptual form of a mixed temporal hypergraph, consisting
of time stamped edges of multiple source (such as e-mail sender) and sink elements (such
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as e-mail recipient). Graphically, this may be represented as a mixed bi-partite graph
where the secondary set of nodes is the edges of the hypergraph as shown in Figure 5.2.
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Figure 5.2: Conversion from (a) Temporal Hypergraph to (b) Mixed Bipartite
Graph to (c) Relationship Class
To enable the machine processing of the connective graph, the information is coded
into a relationship data class. This data class contains a start and stop timestamp for the
interaction being modeled, a set of source elements which provide information into the
interaction, and a set of sink elements which receive information from the interaction.
The sets of source and sink elements are not mutually exclusive, thus enabling a single
edge to both transmit information from and to one element while only sending to or
receiving from another.
Other derived classes of relationships include communication, topic, document,
meeting, and organization. The elements of this graph are similarly divided into distinct
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classes. The classes addressed here are people, documents, emails, meetings, and topics.
These derived classes are not trivial to the construction of the graph. Each class implies a
specific set of connection rules to model the given instance of information flow and the
distinct aspects of that exchange. We define these rules in the context of each of the
relationship classes and how the different element classes are applied to them.
5.2.1 Organization
The organization of the process is key to how information flows. As such, the graph
must capture how management duties are delegated and how individuals are divided in
groups and hierarchies. This is usually explicitly defined in communications which
initiate a given process. Figure 5.3 provides an example of how an organizational
structure is translated into the graph. The organization given here is an undergraduate
engineering senior design project. In each of the relationships, the start and stop time is
coded as the start and stop dates of the project. However, if an organizational structure is
altered mid-process, this should be captured by specifying the dates for which any given
organization relationship was in effect. In coding the elements for each relationship, the
supervising members are considered sources and supervised members considered sinks.
This captures the path by which instruction may pass through the organization. It should
be noted that this allows a broad range of organization structures to be coded including
hierarchies, supervised groups, and autonomous teams.
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Figure 5.3: Example Organizational Structure Translation
5.2.2 Communication
Communication represents the bulk of available data on information flow. However,
it is also a higher level class which defines the directionality of information flow and
content but is not used to define the structure of the information. As such, communication
relationships take two forms. The first form is the definition of the given communication
instance, while the second is a definition of any self-contained information packets
included in the communication, such as attached documents. Both of these may be
illustrated with an email, as in Figure 5.4.
Here, one person emails two others discussing three topics and attaching a document.
This is translated into two relationships, one defining the email and the second defining
the attachment. The time stamps for both relationships are identical, being the sent time
on the email record for both the start and stop times. This is accurate given the instant
nature of email and communication in general.
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FROM: P1.1 – Student A
TO: P1.2 – Student B, P1.3 –
Student C
SENT: 1/9/09 4:52 PM
SUBJECT: E1.1 – Email 1
ATTACHMENTS:
D1.1
–
Document 1
We need to discuss [T1.1 – Topic
A], particularly with regards to
[T1.2 – Topic B]. I‟m also
concerned that [T1.2 – Topic B]
might have an impact on [T1.3 –
Topic C]. What do you think?

Class

Start
Time

Stop
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Source
s

Sinks

Comm

1/9/09
4:52 PM
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E1.1

D1.1
E1.1

- Student A

Figure 5.4: Translation of Email into Communication Relationships
The sender is placed in the source list as they are the source of this information.
Likewise, the recipients are placed in the sink list. The topics discussed in the body of the
email are placed in the sink list since this email has generated new information regarding
these topics. The same is true of listing the attachment in the initial definition sink list.
This captures the fact that the sender did something to this document. The attachment
relationship captures the document being contained within the given email.
The email itself appears on both sides of all relationships involving it as the email is
both physical data and the instance captured and is thus both acting and being acted upon
in all relationships. In the case of a reply or forwarded communications, the referenced
messages are included in the definition source list as these provide information into the
current instance.
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5.2.3 Document
Similar to communications, documents may have two different relationships forms
based on information source. The first of these is authorship, where information is added
to the document by an individual, while the other is implied information through
references, source documents, and previous document versions. For example, consider a
document discussing the three topics addressed in the email from Figure 5.4. This
document was co-authored by Students A & B at different times and references two other
documents.
Authorship is defined in a manner very similar to communication. That is, the author
and document are placed in the source list while the topics written about are placed in the
sink list along with a repetition of the document. This is for the same reasons as with
communication, the author has added new information to these topics. This is shown in
coded form in Figure 5.5. The start and stop timestamps are derived from the digital file
properties which record creation and modification times. In this case, Student A (P1.1)
created the document at 1 pm and worked on it until 3:30 pm, writing information on
topics T1.1 and T1.2. The document was then transmitted to Students B and C (P1.2 and
P1.3) in the email from Figure 5.4. Student B (P1.2) then worked on the document from 5
pm to 8:30 pm, adding information regarding topics T1.2 and T1.3.
The third row in Figure 5.5 defines the existence of referenced documents within
document. The referenced documents, D1.2 and D1.3 are listed as information sources
while the current document is listed as a sink. This is consistent with the nature of
referencing. The time stamps applied are the time span for which that source was used in

107

generating the document. In this case, both are used over the course of writing the
document.
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Figure 5.5: Example of Document Authorship and Reference Relationships
5.2.4 Meeting
The recording of a meeting instance is treated as a special case of communication.
Depending on the format of the meeting, you may have multiple senders and recipients.
For example, a presentation by the student team from Figure 5.3 to the faculty advisory
committee would be best captured with the students as sources and the advisers as sinks.
Just as with communication and documents, the topics addressed are also listed as sinks.
However, if the meeting recorded is a discussion amongst the student team, the members
in attendance would be listed as both sources and sinks. Further, meetings containing
both presentation and discussion phases should have these recorded as two distinct
relationships. An example of this is given in Figure 5.6 where a single meeting consisting
of a 20 minute presentation and a 10 minute discussion. While the topics of the
presentation can be extracted from the presentation and executive summary documents,
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the content of any discussion requires the manual recording and reporting of meeting
minutes.

MEETING MINUTES: M1.1
START: 1/15/09 3:30 PM
STOP: 1/15/09 4:00 PM
ATTENDEES:
P0.1 – Adviser A, P0.2 –
Adviser B,
P0.3 – Adviser C, P1.1 –
Student A, P1.2 – Student B,
P1.3 – Student C, P1.4 –
Student D
Presentation (20 min):
[T1.1 – Topic A], [T1.2 –
Topic B], [T1.3 – Topic C]
Discussion (10 min):
[T1.2 – Topic B]
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Figure 5.6: Example of Presentation and Discussion Meeting Relationships
5.2.5 Topic
The topic relationship class is used to detail the structure of information within the
instance containers of communications, documents, and meetings. Particularly, this
captures how topics are grouped together within the instance. As the appearance of two
or more topics together within the instance has an effect on all topics in the grouping
simultaneously, all topic relationships are modeled as bi-directional with identical source
and sink lists. To illustrate how topic groupings in raw data are translated into topic
relationships, we revisit the email presented in Figure 5.4.
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Figure 5.7 presents the translation of the email body into two topic relationships. The
first sentence contains references to Topic A and Topic B, forming one grouping, while
the second sentence contains Topics B and C, forming the other. It should be noted that
the topic relationships take on the same time stamp information as the instance definition.
This is done in the same manner for documents and meeting minutes. The level of
granularity that can be achieved in a practical amount of time is dependent on if the
identification of topics and groupings in raw text is performed manually or
computationally by linguistics software.

FROM: P1.1 – Student A
TO: P1.2 – Student B, P1.3 –
Student C
SENT: 1/9/09 4:52 PM
SUBJECT: E1.1 – Email 1
ATTACHMENTS:
D1.1
–
Document 1
We need to discuss [T1.1 – Topic A],
particularly with regards to [T1.2 –
Topic B]. I’m also concerned that [T1.2
– Topic B] might have an impact on
[T1.3 – Topic C]. What do you think?
- Student A
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Figure 5.7: Translation of Text into Topic Relationships
5.3 Application Case
The developed protocol was applied to data captured during the first month of an
undergraduate engineering senior design project at Clemson University. The resulting
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coded graph data was then computationally analyzed for graph and network metrics
previously identified in Chapter Two [86,87]
Table 5.1 presents the results of this analysis as applied to the overall graph as well as
sub-graphs filtered to relationships active within each week. Weekly values after the
initial week are annotated with a change indicator for increase (+), decrease (-), or no
change (=) from the previous week. Metrics of interest for identifying phenomena within
the design process are those which do not present a continuous upward, downward, or
constant change from week to week.
Table 5.1: Application Case Analysis Results
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Examples identified in this table are mean shortest path, mean flow rate, betweenness
density, mean clustering coefficient, and mean core numbers. We can explore the capture
of process phenomena by looking at how these metrics vary when the graph is filtered to
a 24 hour active view and rolled forward one hour at a time. This filtering is inclusive,
meaning that any relationship which has not yet ended at the start of the 24 hour period or
continues beyond the end of period is included. Further, the results for each period are
mapped to the mid-point of the period. Thus, a 24 hours period beginning and ended at
midnight will be mapped to noon.
The first metric we look at in the 24 hour rolling view is mean shortest path length,
shown in Figure 5.8. This metric serves as a proxy for general activity level as it
measures the number of edges that must be traversed on average to go from any node to
any other node. However, when a connection cannot be made, this value evaluates to zero
in taking the mean. Therefore, a mean value less than one is positively indicative of a
disconnected graph. These regions of disconnection, below the dashed line, line up
closely with the shaded periods indicating weekends. This demonstrates the ability of the
graph to identify the general work pattern of the project members.

2.5
2

1.5
1
0.5
0
1/8/09

1/15/09

1/22/09

1/29/09

Figure 5.8: Mean Shortest Path Length, 24 Hour View, 1 Hour Step
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2/5/09

Another metric which demonstrates an ability to identify key moments is
betweenness density, shown in Figure 5.9. Betweenness, a centrality metric, measures the
number of shortest paths which pass through any given element. This makes betweenness
a good proxy for element importance. Betweenness density measures the average level of
betweenness generated by each relationship. The spike in the graph represents a point at
which the information generated was highly impactful. This point also corresponds to the
beginning of the first week in which design decisions were made, the shift between
project organization and generative design phases. It would be expected that similar
spikes would also be observed at other major phase shifts in the process.
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Figure 5.9: Betweenness Density, 24 Hour View, 1 Hour Step
An additional application of betweenness can be seen when the individual values for
each element are taken for each of the 24 hour rolling analysis points. Figure 5.10 shows
this for the four members of the student design group. Again, betweenness is taken as a
proxy for importance. It can be seen that designer P1.2 starts out initially with a higher
value than the other three during the first week. However, this promptly changes in the
second week as P1.1 and P1.2 garner similar values, possibly indicating a power struggle
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for group leadership. By the third and fourth weeks, a hierarchy appears to form with
group member values taking on distinct levels at critical points. However, it is also
curious that designer P1.4 appears to maintain a more consistent level of importance
though each work week than the other three. These observations demonstrate the ability
to analyze group dynamics from the collected data.

'P1.1'

'P1.2'

'P1.3'

'P1.4'

1000
750
500
250
0
1/8/09

1/13/09

1/18/09
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1/28/09

2/2/09

Figure 5.10: Designer Betweenness Values, 24 Hour View, 1 Hour Step
5.4 Summary
In this chapter, we have presented a protocol developed for the recording and capture
of connective information in a design process and an application case of this protocol.
The protocol developed here captures information regarding organizational structure,
communications, documents, meetings, and topics. This information is captured primarily
through emails generated in the course of the analyzed project and supplemented by the
reporting of meeting minutes. Once collected, these raw data sources are converted into a
mixed temporal hypergraph, recorded in relationship data classes.
The application case presented here is analyzed to extract graph and network
properties for various time windows. This analysis demonstrates potential abilities to
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identify work patterns, project phase changes, and group dynamics. Metrics worthy of
further study for identifying project phenomena are also identified.
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CHAPTER SIX: CONCLUSIONS
This thesis has addressed two research questions on engineering complexity: how to
measure complexity and what those measurements can be used for. The purpose of these
questions was to establish a method of comparing engineering complexity across multiple
domains and representations. In Chapter Two, a convention for representing information
from various sources is introduced. From this convention, a series of complexity
measurements

are developed based on

size, interconnection, centrality, and

decomposition. Chapters Three through Five present applications of these measurements
to different areas of engineering design.
In Chapter Three, product connectivity graphs are applied to the prediction of
assembly time. A model is developed and validated to conform to the assembly time
estimated by the Boothroyd and Dewhurst method. This model takes the form of an
equation developed from regression analysis. The assembly times predicted by this model
are within one standard deviation of the Boothroyd and Dewhurst assembly time
estimation method. This demonstrated that it is possible to use complexity measures to
make forward predictions which reduce design effort as this method is capable of
automation and no longer requires subjective and labor-intensive analysis by designers.
Chapter Four applies neural networks to predict the market value of a product from its
function structure. The relationship between function structures and market value is not
as straight forward as that of connectivity graphs and assembly time presented in Chapter
Three. A human being, given anecdotal experience, is able to look at a function structure
and have a sense of the value of the product. Neural networks demonstrate an ability to
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mimic this capacity by establishing a probability distribution of values reflecting the type
of product represented. The approach of using neural networks is more structured than
the regression-based model development used in Chapter Three. This suggests that it may
be possible to formalize a method of identifying relationships between complexity and
measures of interest.
Initial “front-end” work towards method formalization is introduced in Chapter Five.
Here, a protocol for how connective information from a design process can be captured
and recorded. This protocol tracks organization, communications, documents, meetings,
and topics. The conventions for documents and topics can be applied to containing any
engineering representations which have connective information in addition to textual
documents and emails. This protocol is demonstrated to be capable of reflecting work
habits, group dynamics, and critical points in the design process at a visual inspection of
the complexity analysis results. Further, it is possible to apply various filtering
approaches to the data generated from this protocol to analyze the interaction between
various subdomains such as between two engineering representations.
6.1 Recommendations
The research presented here shows that it is possible to unify the measurement of
complexity across multiple domains and representations. It is shown that these measures
can be mapped to design performance properties of interest and that may be possible to
formalize a method of establishing such mappings. Work towards such formalization is
presented in the form of a protocol form capturing design process information. These
methods and results each open up several possible research directions.
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Opportunity exists for improvement of the metrics, particularly with regard to edge
properties. Edge properties can take on the form of both length and capacity. Presently,
these properties are assumed to be a value of one for all edges. The application of edge
length will have an impact on path length metrics, while edge capacity will impact flow
capacity. Further, edge lengths will also allow nodes to have meaningful position. The
challenges in achieving this extension are in establishing an objective means of assigning
values to edge properties as well as determining how length and capacity is to be applied
to a hyperedge which links multiple nodes.
The work presented in Chapter Four uses unrefined function structure design
representations of approximately similar fidelity. This offers a path to further research in
presenting refined function structures of the same product at different fidelities. Such a
study can be used to assess the sensitivity of the approach to the details of the function
structure presented as well as to the specific graph properties reflected in the complexity
metrics. Preliminary research into these areas has suggested that there are particular
graph properties that may have strong positive or negative correlations with market value.
An additional point of interest is the leveraging the objective nature of the
measurements in automated analysis. As the measures and conventions developed here
do not require subjective decision making, it is possible for the application automation
and integration with engineering software tools. For example, the assembly time
prediction model developed in Chapter Three can be integrated into solid modeling
software to analyze assembly models and provide immediate feedback regarding
assembly time required. The concept of complexity-based design for assembly can also
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be explored through observing the effects of various design for assembly principles on
complexity measurements and predicted assembly time. This would in turn allow for the
prioritization of design for assembly principles.
The possibility to automate the analysis of complexity and its subsequent mappings to
properties of interest presents an opportunity to introduce these methods into the realm of
optimization and design automation. Of particular interest is the ability demonstrated in
Chapter Four for these methods to approximate human intuition regarding the effects of
complexity. The probability-based output of this approach is well suited to use in fuzzy
logic and other machine-learning approaches. Therefore, it may be possible in the long
term to automate design decisions which are currently subjective. One of the chief
challenges to this goal is automating the process of capturing design process connections
in textual data according to the protocol developed in Chapter Five. This implies the use
of linguistics software to identify the structure of topic relationships within raw text.
In the short term, additional mappings between complexity measurements and any
number of design for X analysis, design performance, and product performance measures
can be explored. For example, the assembly time prediction model developed in Chapter
Three is independent of geometry. However, it may be possible to produce a model,
based on CAD representations, which is an analog for design for manufacturing analysis
or as a complete prediction of system production cost. Conceivably, an accurate mapping
could be established to almost any quantifiable property desired, though the precision of
any given mapping will be limited by the size of the training set and the strength of the
relationships.
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6.2 Future Work
It has been suggested that the methods developed here could be used to support the
creation of expert systems which are capable of performing analyses and making
judgments which are currently exclusive to the realm of human designers. It is believed
that this can be achieved through the application of basic regression, machine learning
and fuzzy logic approaches and that a unified approach for identifying complexity
mappings can be established. Specific future research efforts should seek to address the
following research questions:
RQ1. How can empirical methods be established for setting edge properties,
such as length and capacity, in graphical design representations?
RQ2. How can the method of identifying mappings between complexity metrics
and design performance measurements be formalized?
The first of these research questions focuses on empirically establishing relationship
strengths, distances, and capacities. While these measures are well established in the
areas of electrical engineering and information technology, no reliable formalization
exists for assigning these values in connective models of design processes such as
requirements, functions, etc. Using data collected and processed in Chapter Five,
methods can be tested on established connective models of these design processes to
determine their effectiveness at providing reliable edge properties.
The objective in addressing this research question should be to ensure the
repeatability of edge property measurement. This implies some level of machine
processing of raw input data such as documents, emails, and CAD representations. The
machine processing of textual data implies eventually interfacing with linguistics
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software. However, as data is not always contained in textual form, a consistent scale by
which edge properties from any possible data source may be equated must be established.
The objective of second research question is to formalize a method for developing
design performance models from project connective complexity data. This involves an
exploration of existing model generation methods. Approaches that can be addressed
include, but are not limited to, regression analysis, neural networks, and other statistical
and machine learning approaches. Of particular interest is the application of neural
networks and learning algorithms to the prediction of design performance. By using
established connective complexity metrics as an input vector of consistent length, these
model development approaches roughly approximate the human perception of system
complexity and its implications [88]. In this manner, no information regarding the
properties of the system is excluded from any given model, thus allowing for finer
granularity of model outputs.
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Appendix A. MATLAB Implementations
This appendix contains all of the MATLAB code implementations developed in the
course of this research. This is organized into three sections containing the functions used
in data management, complexity measurement, and neural networks. Each function is
introduced by a description of its purpose, operation, and use.
A.1.

Data Management

This section contains functions related to the management of graph data used in this
research. These are intended to load, format, and filter data recorded in the temporal
hypergraph tabular coding scheme shown in Section 5.2. The inclusion of timestamp data
is optional, allowing these functions to also be used for all other source data used in this
research.
A.1.1. Data Import
The following functions are used in the import of source data from a Microsoft Excel
file or other workbook format supported by MATLAB‟s built-in xlsread function.
External workbook files are used as these programs are typically offer faster data input
and manipulation than MATLAB‟s variable editor. The workbook must have at least two
sheets named “Sources” and “Sinks” respectively. An optional two-column sheet
containing start and stop timestamps may also be included. In all of the sheets of this
document, the rows represent the relationships or hyperedges of the graph. Therefore,
relationship ri must have its source elements, sink elements, and timestamps all on row i
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of the corresponding sheet. Another important point is that element IDs must be recorded
as strings, even if the value itself is numeric.
A.1.1.1.

importxls.m

This is the primary data import function. This takes the relative or absolute file path
to the source workbook and returns the bi-partite data assembly and a corresponding
timestamps file if timestamp data is included. This function performs error handling at
first to ensure that the file passed contains the required sheets. The built in function
xlsread is then used to load the text data in the source and sink lists and the numeric
timestamp data. Timestamp data is adjusted for a difference in zero date convention
between file types. Text data from the source and sink lists it then passed to
parseTextData.m to create the assembly data structure.
function [assembly,timestamps] = importxls(filename)
[type, sheets] = xlsfinfo(filename);
if isempty(type)
error(' %s is nto a readable xls file.',filename)
end
hastimestamps = 0;
hassources = 0;
hassinks = 0;
for i = 1:length(sheets)
hastimestamps = hastimestamps + strcmp(sheets{i},'Time Stamps');
hassources = hassources + strcmp(sheets{i},'Sources');
hassinks = hassinks + strcmp(sheets{i},'Sinks');
end
if (hastimestamps < 1)
timestamps = [];
else
timestamps = xlsread(filename,'Time Stamps');
end
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if (hassources < 1)
error(' %s does not contain a valid Source sheet.',filename)
end
if (hassinks < 1)
error(' %s does not contain a valid Sink sheet.',filename)
end

[~,sources] = xlsread(filename,'Sources');
[~,sinks] = xlsread(filename,'Sinks');
timestamps = timestamps + datenum('30-Dec-1899');
assembly = parseTextdata(sources,sinks);

A.1.1.2.

parseTextData.m

This function iterates over text data structures representing the source and sink lists of
a hypergraph to package the data into a single data structure which the remaining
functions can use. This function iterates over the rows of each list. For each row, the
function iterates over each cell, copying its contents into the corresponding cell string,
until an empty cell is reached. For this reason, there cannot be any extraneous cells or
information in the source and sink spreadsheets as this data will be assumed to be a new
element ID.
function assembly = parseTextdata(sources,sinks)
relations = size(sources,1);
source_limit = size(sources,2);
sink_limit = size(sinks,2);
assembly = cell(relations,2);
for i = 1:relations
for j = 1:source_limit
if isempty(sources{i,j})
assembly(i,1) = {cell(sources(i,1:(j-1)))};
break
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elseif j==source_limit
assembly(i,1) = {cell(sources(i,:))};
end
end
for j = 1:sink_limit
if isempty(sinks{i,j})
assembly(i,2) = {cell(sinks(i,1:(j-1)))};
break
elseif j==sink_limit
assembly(i,2) = {cell(sinks(i,:))};
end
end
end

A.1.2. Data Formatting
The following functions are used for converting between the bi-partite assembly
structure described in A.1.1 and other data formats including obsolete omnidirectional
array format, design structure matrices, and relational design structure matrices.
A.1.2.1.

asm2omni.m

This function takes a bi-partite assembly structure and will convert it to an
omnidirectional array structure. This is primary for backward compatibility but can be
used to convert a directed or mixed graph into an undirected graph by converting back to
assembly structure.
function [omni] = asm2omni(assembly)
omni = [];
R = size(assembly,1);
for i = 1:R
rel_list = unique(cell2mat(assembly(i,:)));
if length(rel_list) < size(omni,2)
rel_list(size(omni,2)) = 0;
elseif length(rel_list) > size(omni,2)
omni(i,length(rel_list)) = 0;
end
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omni(i,:) = rel_list;
end

A.1.2.2.

omni2asm.m

This function takes data formatted as an omnidirectional array and returns the data in
assembly format. This is used in converting older data into the current data format.
function [assembly] = omni2asm(omni)
assembly = mat2cell(omni,ones(1,size(omni,1)),size(omni,2));
parfor i = 1:size(omni,1)
new_cell = assembly{i};
new_cell(new_cell == 0) = [];
assembly{i}= new_cell;
end
assembly = [assembly, assembly];

A.1.2.3.

buildbimat.m

This function takes either a 2D design structure matrix or 3D relational design
structure matrix and returns the corresponding assembly structure. Both unidirectional
and bidirectional matrices are supported. The type of matrix passed must be denoted by
specifying the execution mode or the function will default to bidirectional design
structure matrix.
%Bi-partite Assembly Matix Builder
%James L Mathieson
%10/28/2009
%This function converts a DSM relationship representation into a bipartite
%assembly matrix. The input must be a n-by-n-by-m matrix. For
traditional
%DSMs, m will be singular.
%Translation modes:
% Mode 0 = Bi-directional DSM (Default)
% Mode 1 = Uni-directional DSM
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% Mode 2 = Bi-directional rDSM
% Mode 3 = Uni-directional rDSM
%Note: Uni-directional modes will create separate relationships for
each
%direction. Mixed-directionality hyperedges are not currently
supported.
function [assembly] = buildbimat(A,mode)
if exist('mode')~=1
mode = 0;
end
if mode == 0
%Bi-directional DSM
A(logical(eye(length(A(:,1))))) = 0;
A = triu(A);
assembly = zeros(length(A(A~=0)),2);
for r = 1:length(A(A~=0));
[row col] = find(A,1,'first');
A(row, col) = 0;
assembly(r,:) = [row col];
end
elseif mode == 1
%Uni-directional DSM
A(logical(eye(length(A(:,1))))) = 0;
assembly = zeros(length(A(A~=0)),2);
for r = 1:length(A(A~=0));
[row col] = find(A,1,'first');
A(row, col) = 0;
assembly(r,:) = [row col];
end
elseif mode == 2
%Bi-directional rDSM
DS = size(A);
for r = 1:DS(3)
B(1:length(A(:,1,1)),1:length(A(:,1,1))) = A(:,:,r);
B(logical(eye(length(B(:,1))))) = 0;
B = triu(B);
for e = 1:length(B(B~=0));
[row col] = find(B,1,'first');
B(row, :) = 0;
assembly(r,e) = row;
end
end
elseif mode == 3
%Unidirectional rDSM
DS = size(A);
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for r = 1:DS(3)
B(1:length(A(:,1,1)),1:length(A(:,1,1))) = A(:,:,r);
B(logical(eye(length(B(:,1))))) = 0;
[row col] = find(B,1,'first');
assembly(r,1) = row;
for e = 2:length(B(B~=0))+1;
[row col] = find(B,1,'first');
B(row, col) = 0;
assembly(r,e) = col;
end
end
else
error 'Invalid Mode'
end

A.1.2.4.

buildrelmat.m

This function converts omnidirectional array data into a bidirectional relational design
structure matrix. The values passed are the count of elements and relationships followed
by the array data.
function [A] = buildrelmat(E,R,mat)
A = zeros(E,E,R,'uint8');
for i=1:R
%A(:,:,i) = eye(E,E);
mset = mat(i,mat(i,:)~=0);
A(mset,mset,i) = 1;
end

A.1.2.5.

buildrelmatd.m

This function functions nearly identically to buildrelmat.m with the exception that the
first column of the array is assumed to be a source element and all remaining elements
are assumed to be sink elements.
function [A] = buildrelmatd(E,R,mat)
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A = zeros(E,E,R,'uint8');
for i=1:R
%A(:,:,i) = eye(E,E);
mset = mat(i,mat(i,:)~=0);
for j = 2:length(mset)
A(mset(1),mset(j),i) = 1;
end
for j = 1:length(mset)
A(mset(j),mset(j),i) = 1;
end
end

A.1.3. Filtering
The following functions are for the purposes of filtering bi-partite assembly structures
and timestamp sets according to a given set of parameters. The functions shown here are
limited to simple text filtering and inclusive time filtering. There exists significant room
for additional filtering methods.
A.1.3.1.

filterAssembly.m

This function filters an assembly structure and timestamp data according to a text
comparison to requested terms. The output is an assembly structure and associated
timestamps composed only of elements containing any of the requested terms. Terms are
passed to the function in the form of a cell array of strings. Each entry in the assembly
structure is compared to these terms. If any part of the entry contains any of the terms
requested the entry is kept. In the event that the entire source or sink list for a given
relationship is eliminated, the entire relationship is removed as it is no longer valid.

130

function [assembly, timestamps] = filterAssembly(assembly, timestamps,
filters)
for j = 1:2
i = 1;
while i <= size(assembly,1)
k = 1;
while k <= length(assembly{i,j})
keep_entry = 0;
% Check for requested terms
for l = 1:length(filters)
curr = assembly{i,j}{k};
floc = findstr(assembly{i,j}{k},filters{l});
if ~isempty(floc)
keep_entry = keep_entry + 1;
end
end
% Remove if nothing found
if keep_entry < 1
assembly{i,j}(k) = [];
k = k-1;
end
k = k+1;
end
%Remove relationship if empty source or sink
if isempty(assembly{i,j})
assembly(i,:) = [];
timestamps(i,:) = [];
i = i-1;
end
i = i+1;
end
end

A.1.3.2.

filterByDate.m

This function filters a bi-partite assembly structure according to associated time
stamps for a specified range of time. This filtering is done inclusively by relationship. As
such, all relationships which have time ranges which intersect with the requested range
will be included in the output assembly structure.
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function [assembly] = filterByDate(assembly,timestamps,start,stop)
if size(timestamps,1) ~= size(assembly,1)
error('Assembly and Timestamp data must have an equal number of
entries.')
end
if ischar(start)
start = datenum(start);
end
if ischar(stop)
stop = datenum(stop);
end
i = 1;
while i <= size(timestamps,1)
if (timestamps(i,2) < start) || (timestamps(i,1) > stop)
timestamps(i,:) = [];
assembly(i,:) = [];
continue
end
i = i+1;
end

A.2.

Complexity Measurement

This section includes the core functions and dependencies used in complexity
analysis to yield the complexity measures developed in Chapter Two. These take the bipartite assembly structure as the primary input given to compag.m, the main analysis
execution.
A.2.1. Core Functions
These functions are the primary functions created for implementing complexity
analysis. Many of these functions have been written for use on multi-core systems or on
distributed MATLAB worker pools to significantly reduce the requisite execution time.
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To use this ability, the MATLAB client must have access to the MATLAB Parallel
Computing Toolbox. Assuming the necessary hardware and software are available, the
MATLAB pool must be initialized prior to beginning to use most of these functions. This
initialization only needs to be performed once per MATLAB session.
A.2.1.1.

compag.m

This is the main execution function for complexity analysis. The input is a given
assembly structure of interest while outputs are divided into the complexity array, a cell
array of per-element matrix and vector outputs for each analysis type, and a sorted list of
elements in the assembly. The complexity array data is ordered in the manner seen
throughout this document. The matrix and vector outputs saved to the cell array are, in
order: degree of freedom matrix, design structure matrix, shortest path length matrix,
flow capacity matrix, betweenness vector, clustering coefficient vector, in-core number
vector, and out-core number vector. Element lists are ASCII sorted and correspond to the
ordering of matrix and vector outputs.
The function steps through the various analysis types in the order in which they are
output. The first step executed is a conditioning of the assembly, detailed in Section
A.2.1.2. The remaining analyses, housed in cell blocks denoted by double percent signs
(%%), are coded to allow the user to disable each selectively by commenting them out..
function [CompArray,CellData,element_list] = compag(assembly)
echo on
[element_list, assembly] = condition_assembly(assembly);
CompArray = [];
CellData = {};
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%% Find dimensional size of system.
E = length(element_list);
R = size(assembly,1);
CompArray = [CompArray; E; R];
%% DOF Multigraph Projection and Degrees of Freedom
[DOF_mat,DOF] = map_degrees(assembly,E,R);
CompArray = [CompArray; DOF];
CellData = [CellData, {DOF_mat}];
%% Find Connective Size
Conn = full(sum(sum(DOF_mat(logical(eye(size(DOF_mat)))))));
CompArray = [CompArray; Conn];
%% Create Adjacency Matrix
DOF_mat(logical(eye(E,E))) = 0;
DSM = spones(DOF_mat);
CellData = [CellData, {DSM}];
%% Solve for Shortest Paths
[spath_mat] = iterative_spath(DSM);
TSPL = full(sum(sum(spath_mat)));
MSPL = full(max(max(spath_mat)));
ASPL = TSPL/(E^2-E);
SPLD = ASPL/R;
CompArray = [CompArray; TSPL; MSPL; ASPL; SPLD];
CellData = [CellData, {spath_mat}];
%
%
%
%
%
%
%
%

%% Solve for Longest Paths
[lpath_mat] = iterative_lpath(DSM);
TLPL = full(sum(sum(lpath_mat)));
MLPL = full(max(max(lpath_mat)));
ALPL = TLPL/(E^2-E);
LPLD = ALPL/R;
CompArray = [CompArray, TLPL MLPL ALPL LPLD];
CellData = [CellData, {lpath_mat}];

%% Max Flow Rate
FR_mat = zeros(E);
parfor i = 1:E
FR_line = zeros(1,E);
for j = 1:E
temp = max_flow(DOF_mat,i,j);
FR_line(j) = temp;
end
FR_mat(i,:) = FR_line;
end
TFR
AFR
MFR
FRD

=
=
=
=

sum(sum(FR_mat));
mean(mean(FR_mat));
max(max(FR_mat));
AFR/R;
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CompArray = [CompArray; TFR; MFR; AFR; FRD];
CellData = [CellData, {FR_mat}];
%% Betweenness Centrality
BC_vec = betweenness_centrality(DSM);
TBC = sum(BC_vec);
ABC = mean(BC_vec);
MBC = max(BC_vec);
BCD = ABC/R;
CompArray = [CompArray; TBC; MBC; ABC; BCD];
CellData = [CellData, {BC_vec}];
%% Clustering Coefficients
CC_vec = clustering_coefficients(DSM);
TCC = sum(CC_vec);
ACC = mean(CC_vec);
MCC = max(CC_vec);
CCD = ACC/R;
CompArray = [CompArray; TCC; MCC; ACC; CCD];
CellData = [CellData, {CC_vec}];
%% Run Ameri-Summers Algorithm
ASA = ASAcomp(asm2omni(assembly));
CompArray = [CompArray; ASA];
%% Core Numbers
[CNi_vec RTi_vec] = core_numbers(DSM);
[CNo_vec RTo_vec] = core_numbers(DSM');
CellData = [CellData, {CNi_vec} {CNo_vec}];
TCNi = sum(CNi_vec);
ACNi = mean(CNi_vec);
MCNi = max(CNi_vec);
CNDi = ACNi/R;
CompArray = [CompArray; TCNi; MCNi; ACNi; CNDi];
TCNo = sum(CNo_vec);
ACNo = mean(CNo_vec);
MCNo = max(CNo_vec);
CNDo = ACNo/R;
CompArray = [CompArray; TCNo; MCNo; ACNo; CNDo];
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A.2.1.2.

condition_assembly.m

This function is used to convert the string based assembly structure into a structure of
1xM double arrays. This is done to reduce processing and coding overhead in later steps
by allowing simple logical comparisons and double arrays as opposed to string compare
functions and cell strings. The function outputs a sorted list of elements as a mapping
between the textual element IDs and the numerical values assign to them in the
conditioned assembly structure.
function [element_list, assembly] = condition_assembly(assembly)
%% Create list of unique element names
element_list = cell(0,0);
for i = 1:size(assembly,1)
for j = 1:2
element_set = assembly{i,j};
if iscell(element_set)~=1
element_set = num2cell(element_set);
assembly{i,j} = element_set;
end
for k = 1:length(element_set)
if isnumeric(element_set{k})
element_set{k} = num2str(element_set{k});
assembly{i,j}{k} = element_set{k};
end
element_list = [element_list,element_set(k)];
end
end
end
element_list = unique(element_list, 'first');
%% Convert assembly to N x 2 cell array of 1 x M double matrices
for i = 1:size(assembly,1)
for j = 1:2
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for k = 1:length(assembly{i,j})
for l = 1:length(element_list)
if strcmp(assembly{i,j}{k}, element_list{l})
assembly{i,j}{k} = l;
break
end
end
end
assembly{i,j} = cell2mat(assembly{i,j});
end
end

A.2.1.3.

map_degrees.m

This function takes as input a conditioned assembly and dimensional sizes and
outputs the degree of freedom matrix and value. For each relationship in the assembly,
the function creates a design structure matrix. These matrices are summed together by
element to get the degree of freedom matrix. Each of the design structure matrices is
added by element to its transpose and the binary form of the upper triangular, one off the
diagonal, is taken. The sum of these is the degree of freedom value.
function [DOF_mat,DOF] = map_degrees(assembly,E,R)
DOF_mat = sparse(E,E);
para_mat = sparse(E,E);
for i = 1:R
rel_mat = sparse(E,E);
for j = 1:length(assembly{i,1})
source = assembly{i,1}(j);
sinks = assembly{i,2};
if any(sinks==source)~=1
rel_mat(source,source) = rel_mat(source,source) + 1;
end
rel_mat(source,sinks) = rel_mat(source,sinks) + 1;
end
for j = 1:length(assembly{i,2})
sources = assembly{i,1};
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sink = assembly{i,2}(j);
if any(sources==sink)~=1
rel_mat(sink,sink) = rel_mat(sink,sink) + 1;
end
end
DOF_mat = DOF_mat + rel_mat;
para_mat = para_mat + double(triu(rel_mat+rel_mat',1)>0);
end
DOF = full(sum(sum(triu(para_mat))));

A.2.1.4.

iterative_spath.m

This function implements a parallelized iterative search through a system given the
design structure matrix. This algorithm steps through the system from each node until all
nodes have been visited or until there are no further connected nodes. This is done by
maintaining a list of the nodes at the given distance from the starting nodes and a list of
nodes which have already been visited. The design structure matrix is used to identify a
list of nodes connected to the nodes at the given level. Any nodes on this list which are
present on the previously visited list are then removed to leave those nodes for the next
level. This proceeds until the list for the next level returns as empty. This process retrains
the amount of memory required but is processor intensive.
function [spath_mat] = iterative_spath(DSM)
DSM(logical(eye(size(DSM)))) = 0;
spath_mat = zeros(size(DSM,1),size(DSM,2));
parfor i = 1:size(DSM,1)
level = find(squeeze(DSM(i,:)) == 1);
found = i;
level_number = 0;

138

spath = zeros(1,size(DSM,2));
while isempty(level)~=1
level_number = level_number + 1;
found = [found , level];
spath(level) = level_number;
level_next = [];
for j = 1:length(level)
level_next = [level_next, find(squeeze(DSM(level(j),:)) ==
1)];
end
for j = 1:length(level_next)
if any(found == level_next(j))
level_next(j) = 0;
end
end
level_next(level_next == 0) = [];
level = unique(level_next);
end
spath_mat(i,:) = spath;
end

A.2.1.5.

iterative_lpath.m

This function and metrics deal with the longest path between nodes and are not used
in the research presented here. This is due to the extreme computational complexity of
this problem. Particularly, this problem‟s worse-case complexity is directly related to the
factorial of the number of nodes in the system, making the analysis of systems of more
than a few nodes impractical. The implementation is provided here for reference
purposes.
function [lpath_mat] = iterative_lpath(DSM)
DSM(logical(eye(size(DSM)))) = 0;
lpath_mat = zeros(size(DSM,1),size(DSM,2));
parfor i = 1:size(DSM,1)
branch = {find(squeeze(DSM(i,:)) == 1)};
current_path = i;
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level_number = 1;
level = zeros(1,size(DSM,2));
lpath = zeros(1,size(DSM,2));
lpath(branch{1}) = 1;
while isempty(branch{1})~=1
current_path = [current_path, branch{level_number}(1)];
branch{level_number + 1} =
find(squeeze(DSM(branch{level_number}(1),:)) == 1);
for j = 1:length(branch{level_number + 1})
if any(current_path == branch{level_number +1}(j))
branch{level_number + 1}(j) = 0;
end
end
branch{level_number + 1}(branch{level_number + 1} == 0) = [];
if isempty(branch{level_number + 1})
branch{level_number}(1) = [];
current_path(length(current_path)) = [];
stop_loop = 0;
while isempty(branch{level_number}) && stop_loop ~= 1
level_number = level_number - 1;
if level_number ~= 0
branch{level_number}(1) = [];
current_path(length(current_path)) = [];
else
level_number = 1;
stop_loop = 1;
end
end
else
level_number = level_number + 1;
level(branch{level_number}) = level_number;
lpath = max([lpath;level]);
end

end
lpath_mat(i,:) = lpath;
end
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A.2.1.6.

ASAcomp.m

This function performs the modified Ameri-Summers decomposition analysis
discussed in Section 2.3.4.1. This analysis is performed without regard to the direction of
connections. Therefore, the input to this function is in the omnidirectional array format.
The outputs are the ASA score as well as a cell array of the subgraphs generated in the
course of the algorithm.
%Ameri-Summers Connective Complexity Algorithm
%James L Mathieson
%11/28/2009
%This function uses an n-by-m assembly matrix of edge sets to compute a
%connective complexity measurement developed by Ameri, Summers, et al.
The
%computational method mirrors that of the psuedo-code algorithm by
parsing
%for and removing the edges whose nodes are most simply connected in
each
%sucessive subgraph until all edges have been removed.
%Note: The assembly matrix must contain edges as rows of non-zero edge
IDs.
%Zeros should be used in 'blank' spaces for assemblies containing
%hyper-edges.
function [score, remsteps] = ASAcomp(A)
%Initialize First Level * Score
score = 0;
level = 1;
remsteps = cell(1);
ref = A;
%Interate until all entities in A have been removed
while isempty(A) ~= 1
%Generate a frequency array of connections to entities
clear B
B = zeros(max(max(A)),1);
for n = 1:max(max(A))
B(n) = length(A(A==n));
end
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% Check for each possible step size
for stepsize = 1:max(max(B))
%Find indices of element sets of current step size
ind = find(B==stepsize);
%If valid index or indices are found, prodeed with removal.
if isempty(ind)~=1
%Find the row indices of A which contain the step elements
row = zeros(length(ind),stepsize);
col = zeros(length(ind),stepsize);
for rems = 1:length(ind)
[row(rems,1:stepsize),col(rems,1:stepsize)] =
find(A==ind(rems));
end
row = unique(row,'rows');
i = 1;
while i <= length(row(:,1))*stepsize
if row(i)~=0
[dr dc] = find(row==row(i));
dr = dr(2:length(dr));
if isempty(dr)~=1
row(dr,:) = [];
end
end
i = i+1;
end
rems = length(row(:,1));
row = row(row~=0);
rrow = row;
%Record Step Progress
clear ids
ids = zeros(1,length(rrow));
for i = 1:1:length(ref(:,1))
for j = 1:1:length(rrow)
if rrow(j)~=0
if ref(i,:) == A(rrow(j),:)
ids(j) = i;
rrow(j) = 0;
ref(i,:) = 0;
end
end
end
end
remsteps{level,1} = ids;
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%Remove identified rows
A(row,:) = [];
%Proceed to next level
break
end
end
%Add to score
score = score + level * stepsize * rems;
%Advance level counter
level = level + 1;
end

A.2.2. Dependencies
There are two primary dependencies to the implementation presented here. The first
of these is the MatlabBGL v3.0 implementation of the C++ Boost Graph Library for
MATLAB [50,51]. This dependency is provided in the digital files included with this
document under the terms of the GNU General Public License.
The second dependency of this code is the MATLAB Parallel Computing Toolbox.
This is necessary for the use of parallelized code to accelerate interconnection analyses.
This is a proprietary component of MATLAB and as such cannot be included with this
document.
A.3.

Neural Networks

The following m-files detail the process used in Chapter Four to implement neural
networks in the identification of a relationship between function structures and market
values. The MATLAB Neural Network and Parallel Computing Toolboxes are required
to run these files.
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A.3.1. neural_net_opt.m
This m-file executes a broad search of different neural network neuron arrangements
and evaluates their performance in respect to a validation set. The file begins by creating
a design of experiments containing many different arrangements per the initial
parameters of max neurons per layer and max layers. The process then generates multiple
neural networks of each arrangement in the number given by replicate. Each arrangement
is evaluated on the distribution of the results when given a validation set. The displayed
parameters require 12 hours of 2.4GHz processor time. As such, the process is
parallelized and sends an email with the output attached at the end. The MATLAB email
settings must be configured for this function to work.

max_nuerons = 15;
max_layers = 3;
replicate = 100;
count = 0;
for layers = 1:max_layers
Si = ones(1,layers);
while Si<=(max_nuerons/layers)
count = count + 1;
arrs(count) = {Si};
Si(layers) = Si(layers)+1;
if layers > 1
for layer = layers:-1:2
if Si(layer) > (max_nuerons/layers)
Si(layer) = 1;
Si(layer-1) = Si(layer-1) + 1;
end
end
end
end
end
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tStart = now;
tic
results = cell(length(arrs),5);
%results = cell(200,6);
for arr = 1:length(arrs)
Si = arrs{arr};
Y = zeros(replicate,size(NN_test,2));
parfor rep = 1:replicate
net = newcf(NN_inputs,NN_target,Si);
net.divideFcn = 'divideint';
net.performFcn = 'msereg';
net.trainFcn = 'trainscg';
net.trainParam.show = 25;
net.trainParam.max_fail = 35;
net.trainParam.showCommandLine = 0;
net.trainParam.showWindow = 0;
net = train(net,NN_inputs,NN_target);
Y(rep,:) = sim(net,NN_test);
end
f = zeros(size(NN_test,2),100);
x = f;
per = zeros(size(NN_test,2),1);
prob = per;
parfor p = 1:size(NN_test,2)
vals = Y(:,p);
vals(vals<0) = NaN;
[f(p,:),x(p,:)] = ksdensity(vals,'support','positive');
prob(p) = interp1(x(p,:),f(p,:),NN_test_target(p));
per(p) = prob(p)/max(f(p,:));
end
Var_prob = prob(15:18);
Var_per = per(15:18);
results(arr,:) = { Si, Y, {prob, per}, [min(Var_prob),
max(Var_prob), mean(Var_prob)], [min(Var_per), max(Var_per),
mean(Var_per)]};
disp([num2str(arr) ' / ' num2str(length(arrs))])
disp(Si)
disp([min(Var_per), max(Var_per), mean(Var_per)])
end
tElapsed = toc;
tStop = now;
save NN_backup.mat results;
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sendmail('userid@clemson.edu','Data Run Complete',[ 'The data run you
requested at ' datestr(tStart) ' completed at ' datestr(tStop) '
requiring ' num2str(tElapsed) ' seconds.'],'NN_backup.mat');

A.3.2. neural_net_opt2.m
This m-file generates the distribution plots for the indicated arrangement given the
specified number of replications. Also included is the ability to have the networks retrain
on each other‟s outputs, effectively debating the output.
Si = arrs{96};
replicate = 60;
debate = 1;
net = cell(replicate,1);
Y = zeros(replicate,size(NN_test,2));
parfor rep = 1:replicate
net{rep} = newcf(NN_inputs,NN_target,Si);
%net.layers{length(Si)+1}.transferFcn = 'poslin';
net{rep}.divideFcn = 'divideint';
net{rep}.performFcn = 'msereg';
net{rep}.trainFcn = 'trainscg';
net{rep}.trainParam.show = 25;
net{rep}.trainParam.max_fail = 35;
net{rep}.trainParam.showCommandLine = 0;
net{rep}.trainParam.showWindow = 0;
net{rep}.adaptFcn = 'trains';
net{rep} = train(net{rep},NN_inputs,NN_target);
Y(rep,:) = sim(net{rep},NN_test);
%
%

%
%
%
end

net{rep}.divideFcn = '';
net{rep}.trainFcn = 'trainbr';
net{rep}.trainParam.max_fail = 8;
net{rep}.trainParam.showCommandLine = 0;
net{rep}.trainParam.showWindow = 0;
net{rep}.adaptFcn = 'trainscg';

figure(1)
set(gcf,'color','w')
samp = 2;
% divs = round(replicate/30);
temp_inputs = [NN_inputs, repmat(NN_test,1,samp)];
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% aviobj = avifile('rand_sample_2_debate.avi','fps',2);
% aviobj.quality = 10;
plim = zeros(18,2);
for i = 19:19
in = Y(:,i);
in(in<0) = [];
[f(i,:),x(i,:)] = ksdensity(in,'support','positive');
%
subplot(2,2,(i-14))
plot(x(i,:),f(i,:))
title(['Product ' num2str(i,'%u')])
xlabel('Market Value [USD]')
ylabel('Probability Density')
plim(i,:) = xlim;
fprintf('\nProduct
%u:\n\tMean:\t$%3.2f\n\tMedian:\t$%3.2f\n\tMode:\t$%3.2f\n',i,mean(in),
median(in),mode(in))
end
for d = 1:debate
clc
for i = 19:19
in = Y(:,i);
in(in<0) = [];
[f(i,:),x(i,:)] = ksdensity(in,'support','positive');
%
subplot(2,2,(i-14))
plot(x(i,:),f(i,:))
title(['Product ' num2str(i,'%u')])
xlabel('Market Value [USD]')
ylabel('Probability Density')
xlim(plim(i,:));
fprintf('\nProduct
%u:\n\tMean:\t$%3.2f\n\tMedian:\t$%3.2f\n\tMode:\t$%3.2f\n',i,mean(in),
median(in),mode(in))
end
%
%

frame = getframe(gcf);
aviobj = addframe(aviobj,frame);

%
%

Y = circshift(Y,randi(replicate));
temp_targets = reshape(Y',1,size(Y,1)*size(Y,2));
for rep = 1:replicate
%
div = randi(divs);
%
net{rep} =
train(net{rep},temp_inputs,temp_targets((size(Y,2)*divs*div(size(Y,2)*divs-1)):(size(Y,2)*divs*div)));
n = 1;
temp_targets = zeros(1,8);
for i = 1:samp
for j = 1:size(NN_test,2)
temp_targets(n) = Y(randi(replicate),j);
n = n+1;
end
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end
temp_targets = [NN_target, temp_targets];
net{rep} = train(net{rep},temp_inputs,temp_targets);
Y_new(rep,:) = sim(net{rep},NN_test);
end
Y = Y_new;
end
% aviobj = close(aviobj);
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Appendix B. Analysis Results
The following tables show raw numerical outputs from this research. Table B.1 shows
the complexity analysis results for connectivity graphs as referenced in Section 3.4. Table
B.2 shows the complexity analysis results for function structures as referenced in Section
4.1.3. The complete numerical complexity analysis results on the design process
application case discussed in Section 5.3 are too expansive to be included in the text of
this document. However, this, along with copies of all other data, is provided in the
digital files included.
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Product

Metric

Dir

Type

Class

Table B.1: Results for Connectivity Graph Analyses
Shifter

Mixer

Chopper

Orig.

Redes.

Dim.

Redes.

18

13

24

15

36

36

49

38

1190

613

Rel.

23

19

22

17

37

35

64

51

524

531

DOF

55

35

50

29

81

79

132

105

3029

2772

Conn.

62

46

58

40

93

89

160

126

2023

1941

Sum

612

272

1226

490

3226

3226

6110

3450

3544532

749466

Max

3

2

5

5

5

5

4

4

6

3

Mean

2.00

1.74

2.22

2.33

2.56

2.56

2.60

2.45

2.51

2.00

Dens.

0.09

0.09

0.10

0.14

0.07

0.07

0.04

0.05

0.00

0.00

Sum

938

454

1142

422

2788

2682

6552

4322

4507952

2E+06

Max

29

27

29

16

25

23

42

30

720

675

Mean

2.90

2.69

1.98

1.88

2.15

2.07

2.73

2.99

3.18

5.78

Dens.

0.13

0.14

0.09

0.11

0.06

0.06

0.04

0.06

0.01

0.01

Sum

306

116

674

280

1966

1966

3758

2044

2129622

404834

Max

161

103

407

132

638.4

638.4

1149.7

577.0

713365

169260

Mean 17.00

8.92

28.08

18.67

54.61

54.61

76.69

53.79

1789.60

660.41

Dens.

0.74

0.47

1.28

1.10

1.48

1.56

1.20

1.05

3.42

1.24

Sum

15.20

8.95

16.20

7.92

21.58

21.58

34.76

25.53

1030.13

371.99

Max

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

Mean

0.84

0.69

0.68

0.53

0.60

0.60

0.71

0.67

0.87

0.61

Dens.

0.04

0.04

0.03

0.03

0.02

0.02

0.01

0.01

0.00

0.00

60

44

28

29

74

61

273

218

641

1854

Sum

36

24

44

25

84

84

116

100

3724

2743

Max

2

2

2

2

5

5

3

4

4

5

Mean

2.00

1.85

1.83

1.67

2.33

2.33

2.37

2.63

3.13

4.47

Dens.

0.09

0.10

0.08

0.10

0.06

0.07

0.04

0.05

0.01

0.01

Sum

36

24

44

25

84

84

116

100

3724

2743

Max

2

2

2

2

5

5

3

4

4

5

Mean

2.00

1.85

1.83

1.67

2.33

2.33

2.37

2.63

3.13

4.47

Dens.

0.09

0.10

0.08

0.10

0.06

0.07

0.04

0.05

0.01

0.01

Shortest Path

Size
Betweenness

Flow Rate

Interconnection

Clustering Coeff.

Centrality

Orig.

Elem.

Out

Core Numbers

In

ASA

Decomposition

Tweel™

Conn.

Orig. Redes. Orig. Redes. Orig. Redes.

Knife
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Table B.2: Results for Function Structure Analyses

Betweenness
Flow Rate
Shortest Path
Conn
Dim.

Out

ASA

In
Dir

Dens.

0.05

0.03

0.02

0.02

0.00

0.01

0.04

0.04

0.04

0.02

0.03

0.03

0.04

0.02

0.02

0.02

0.02

0.01

63

1

0.01

1.00

42

1

0.02

1.00

46

1

0.02

1.00

31

1

0.02

1.00

38

1

0.02

1.00

18

1

0.04

1.00

17

1

0.03

1.00

23

1

0.03

1.00

18

1

0.02

1.00

18

1

0.04

0.95

18

1.00

1

0.04

1.00

0.90

23

1.00

1

0.04

1.00

0.96

47

1.00

1

0.01

1.00

0.84

0

1.00

0

0.00

1.00

0.00

33

1.00

1

0.01
1.00

0.97

32

0.95

1

0.02
1.00

1.00

27

0.80

1

0.03
0.00

1.00

17

0.65

1

0.04
1.00

1.00

Sum

0.96

Max

Dens.
0.71

1

Mean

Mean

63

362

1

0.00

42

77

1

0.00

46

167

1

0.00

31
120

1

0.00

38
185

1

0.00

18
48

1

0.00

17
155

1

0.00

23
46

1

0.00

18
252

1

0.00

19
65

1

0.00

19
59

1

0.00

24
61

1

0.00

45
380

0

0.00

0
83

0.00

1

0.00

0.00

22
174

0.00

1

0.00

0.00

32
58

0.00

1

0.00

0.00

26
119

0.04

1

0.00

0.50

12
27

0.01

Sum

0.00

0.17

Max

Dens.

0.11

0.00

0.50

0.00

4.00

0.15

0.00

4.90

0.50

1.34

4.74

0.00

0.34

2.19

0.00

2.06

2.99

0.14

2.64

0.50

2.48

68.61 179.66 111.55 308.09 249.95 383.89

0.02

1.07

0.17

0.00

41.76

0.05

3.28

0.50

2.48

95.00

0.00

1.11

0.00

0.42

46.78

0.01

3.31

0.17

1.08

79.47

0.01

0.00

2.66

0.08
0.50

4.59

0.00

4.06

0.00
0.22

279.82 124.04 66.50

0.02

0.41

0.50
0.00

9.83

0.00

0.67
1.48

0.00
0.00
3.24

0.00

0.00
2.71

0.00

1.86

Max
Sum

37.24 100.11 139.50 72.59

Mean

Mean

14172 10498 24185
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Dens.

3458

3314
6827

1394
1235

1443
710

676
2185

1123
842

201
1510

183
1330

353
2977

199
15670

194
177

0.01

206

315

2468

1.09

1589

4464

0.02

39

652

2703

1.02

486

482

633

0.02

133

Sum

1.06

Max

0.02

9

1.14

4

0.07

4325

0.02

5

0.14

1793

1.10

7

0.12

2239

0.04

6

0.09

1094

1.10
6

0.10

1591

0.04

355

1.60
7

0.19

0.04

461

1.03
4

0.09

0.04

544

1.61
7

0.18

0.04

522

0.98
3

0.09

0.04

355

0.89
5

0.22

0.04

355

0.98
4

0.17

18

7.19

0.01

563

17

7.10

0.70
7

0.24

18

7.85

0.02

3

0.08

2207

10

4.72

0.42

135

14

5.86

0.02

5

0.04

13

5.04

0.76

876

9

3.61

0.02

6

0.06

11

5.32

1.04

6

0.13

1069

9

3.75

0.03

748

13

5.36

1.03

3

0.13

12

4.36

0.04

226

14

6.35

0.78

Max

0.15

22

5.77

Mean

Sum

7

0.89

Dens.

Dens.

10

2.87

193

14

97

5.50

102

96

13

51

63

4.81

130

51

10

65

42

3.06

65

Max

51

46

Mean

51

16242 12220 28091

60

31

102

60

4388

27

38

120

26

8233

42

18

53

39

1541

29

17

81

29

982

45

23

58

42

2691

24

18

87

24

1148

25

19

48

25

18

1834

28

20

17

50

27

16

1655

69

24

15

55

69

14

3506

25

56

13

138

24

12

17775

49

18

11

49

49

10

271

44

34

9

98

43

8

3217

37

32

7

87

37

6

5456

21

27

5

76

20

4

3379

Sum
Conn
.
DOF

17

3

43

Rel.

2

831

Elem.

1

Product

Met.

Core Numbers
Clustering
Coeff.
Type

Decomposition
Centrality
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