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Abstract--The singular values and singular functions of the convolution operator 
Ko= fo'K(x- y)'dy, O<-x <- I. 
are studied under the conditions that K(u) is mildly smooth and K(0) ~ 0. It is shown that hese singular 
values and functions are asymptotic to those of the operator with K(u) -= I. A study of the kernel 
K(u) = e"" reveals that he results obtained are the best possible. Numerical nd computational implica- 
tions for the solution of convolution i tegral equations of the first kind, g = Kf, are briefly discussed. 
I. INTRODUCTION 
Convolution integral equations of the first kind 
g(x) = K(x - y)f(y) dy (I.1) 
arise frequently in practice. Usually one assumes 0 ~ x < oc. However, in many contexts this 
is unrealistic. For instance, if ( l .1) models an experiment done over time, x -- t, one must 
recognize that only a finite time period elapses during the experiment. Thus x = t -< T and it 
is appropriate to consider both f and g as having domains (0, T). We shall study (l.1) under 
such a restriction. 
Attempts to solve (1.1) numerically usually give rise to triangular matrix operators, with 
K(0) occurring along the diagonal. If K(0) -- 0 a more sophisticated approach is called for 
since the matrix is then singular. This is not just a numerical difficulty. It is shown in [1] that 
the behavior of the singular values of the integral operator K associated with (l .1) is very 
dependent upon the properties of K(u) near u = 0. In this paper the assumption K(0) ~ 0 is 
made everywhere. 
Numerical studies of a large number of problems revealed that the nth singular value of 
K seemed to behave like l/n. The singular values associated with Ko(u) = l, T = 1, are 
precisely [(n + ½)'rr]-'. Calculations also showed that the singular functions for quite general 
K's seemed to approach those of K0 as n increased, though this approach was less dramatic 
than with the singular values. 
An analytic study of the kernels K(u) = e '~ (reproduced in Sec. 8) confirmed these 
observations. These computational and analytical investigations led to obvious conjectures, 
which will be verified in this paper. 
It must be noted that similar observations have been made in the past. In [2] attention is 
turned at once to matrix operators associated with K. A plausibility argument is made there 
concerning the properties of the singular values and singular vectors of these Toeplitz matrices. 
These properties are the discrete analogues of those we shall discuss for the integral operator. 
In Sec. 2 we pose the problem more precisely and show that the original integral operator, 
K, can easily be replaced by a more tractable self-adjoint operator, Ks. (This is the continuous 
analogue of a matrix operator introduced in [2].) In Sec. 3 the problem of finding the ranges 
of K and Ks, under various smoothness restrictions on their associated kernels, is investigated. 
This information is very important in Secs. 4 and 5, which set the stage for the study of the 
eigenfunctions and eigenvalues of Ks. Asymptotic properties of these eigenfunctions and ei- 
genvalues are focused on in Secs. 6 and 7, respectively. The results provide quite complete 
information on the asymptotic behavior of the singular functions and singular values of the 
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original operator K. In Sec. 8 the kernel K(u) = e ~", mentioned earlier, is studied in detail. It 
is shown there that the general asymptotic results obtained are the best possible. 
The understanding of convolution operators achieved suggests various efficient numerical 
methods for the solution of (1.1). These algorithms are discussed very briefly in Sec. 9. but 
the details will be postponed to a later paper. 
2. STATEMENT OF THE PROBLEM 
We proceed to the investigation of (1.1) under the assumption that 0 - x --< 1. (Note that 
choosing T = I is merely a matter of scaling.) Henceforth, (1.1) will often be written 
g = Kf .  (2.1) 
The symbol K represents he integral operator. The kernel will be distinguished by the functional 
notation K(u). 
The operator K is not self-adjoint in the usual Hilbert inner product. This unpleasantness 
may be overcome by rewriting (1.1) as 
f 
l 
g(x) = K(x + y - 1)f(l - y) dy, 0 -<x-< 1. (2.2) 
I--X 
Clearly the solution (2.1) is equivalent to that of (2.2). Further, the operator 
f l Ks '= K(x + y - 1)-dy (2.3) 
I--X 
is self-adjoint, lfK(u) E L2, the singular values of K are just the absolute values of the eigenvalues 
of Ks. Singular functions of K are related to the eigenfunctions of Ks through the transformation 
y ~ 1 - y. Because the solution of (2.1) can, under appropriate circumstances, beexpressed 
in terms of the singular functions and singular values of K, we may study either K or Ks as 
convenience dictates. 
As noted in the introduction, we shall always assume K(0) ~ 0. More specifically, we 
ask 
K(0) = 1. (2.4) 
This can also be achieved by scaling. The kernel K(u) is required to be in L2. Various continuity 
requirements will be imposed as the need arises. 
3. THE RANGES OF K AND Ks 
In our analysis we shall find that knowledge of the ranges of K and Ks is of utmost 
importance. We proceed to this investigation under various assumptions on the smoothness of 
K(u). 
THEOREM 3.1 
Suppose K(u) ~ C~[0, 1]. Let the domain D of K be C[0, 1]. Then g is in the range R(K) 
of K if and only if g(0) = 0 and g(x) E C~[0, 11. 
Proof. Let h(y) ~ C[0, 1] and define 
g(x) = K(x - y)h(y) dy, 0-<x--< 1. (3.1) 
Clearly, 
g(0) = 0. (3.2) 
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Moreover, 
g'(x) = K'(x - y)h(y) dy + h(x). (3.3) 
The continuity of g'(x) is obvious. 
To show the converse, suppose g(x) ~ C~[0, 1] and g(0) = 0. Consider the Volterra 
integral equation of the second kind, 
g'(x) = f~(x) + f l  K'(x - y)f~(y) dy. (3.4) 
Equation (3.4) is soluble and/~ is given by the Neumann series 
/~ = ~ [K']"g', (3.5) 
n=O 
where K' is the operator 
K' ,= - K'(x - y) , dy. (3.6) 
A straightforward analysis of this series confirms that /~(x) U C[0, 1]. But (3.4) may be 
written 
} g'(x) = ~x K(x - y)[7(y) dy . (3.7) 
Because g' is continuous and g(0) = 0, we may integrate (3.7) to get 
g(x) = I K(x - y)[ffy) dy. (3.8) 
Jo 
Thus g ~ R(K). 
COROLLARY 3.1 
Theorem 3.1 holds with K replaced by Ks. 
Proof. The result is obtained trivially by use of Eqs. (2.2) and (2.3). 
THEOREM 3.2 
Suppose K(u) E CZ[0, I]. Let the domain D of K be C~[0, 1]. Then g is in the range 
R(K) if and only if g(0) = 0 and g(x) ~ C~[0, 1]. 
Proof. The necessity follows exactly as in the proof of the previous theorem. 
For the sufficiency, note that the hypotheses of Theorem 3.1 are satisfied by K(u) and 
g(x). Therefore, there exists/'](x) E C[0, 1] satisfying (3.8). The function/~ is given by (3.5). 
A typical term of that series is, for n > 0, 
Thus 
x f~ l  t __ A,(x) = ( -1 ) " (  K'(x - Yl) dYt K (yt Y2) dy2" " " 
x f]"?K'(y._,-y)g'(y)dy. 
fo A'(x) = K'(O)A,_ i(x) + K"(x - yOA,-I(Yl) dyl. 
(3.9) 
(3.10) 
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It follows easily that E~= ~ IA'(x)l converges uniformly. 
The term in (3.5) corresponding to n = 0 is simply g'(x), differentiable by assumption. 
Therefore, the formal derivative of (3.5) converges uniformly to a continuous function, which 
is precisely/~'(x). Hence ,~(x) ~ Ct[0, 1]. 
COROLLARY 3.2 
Theorem 3.2 holds with K replaced by Ks. 
Proof. The proof is obvious. 
Remark. An inductive procedure can be used to show that if K(u) ~ C"*~[0, 1] and K 
has domain C"[0, 1] then g is in the range R(K) if and only g(0) = 0 and g ~ C"+1[0, 1], 
n = 0, 1, 2 . . . . .  However, only the cases n = 0 and n = I are of interest here. 
4. THE E IGENVALUES AND E IGENFUNCTIONS OF Ks 
If K(u) E L2(0, 1) classical theory assures us that Ks has at least one eigenvalue and a 
corresponding eigenfunction. It is easy to show that the kernel associated with Ks is not separable. 
Therefore, there is an infinite denumerable set of such values and functions: 
or 
~1 I h;q~(x) = K(x + y - 1)~,(y) dy, k, ~ 0, (4.1) 
-x 
~-;~i = Ks~i, i = 1, 2, 3 . . . . .  (4.1a) 
We shall assume that the q~ are normalized. 
Equation (4.1) may be rewritten 
fo ' 
hi~(x) = K(x - y)~,(l - y)dy,  (4.2) 
a form that will sometimes prove convenient. Thus the singular values and singular functions 
of K are 
~, = Ix, I ,  
ui(x) = q~i(1 - x), (4.3) 
vi(x) = sgn(h,)~,(x). 
If K(u) E C[0, II, then ~;(x) ~ C[O, 11. From (4.2) we obtain formally, 
f0 ' h;q~'(x) = K(0)~;(1 - x) + K'(x - y)~;(l - y)dy.  (4.4) 
Thus if K(u) E Ct[0, 11, ~i(x) E Cl[0, 11. Finally, suppose K(u) E C210, 1]. Then 
h;~,"(x) = -K(0)~;(1  - x) + K'(0)~,(1 - x) + K"(x - y)q~,(1 - y)dy.  (4.5) 
Hence 
~,(x) E C2[0, 1]. 
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A bit of manipulation of (4.2), (4.4) and (4.5) now yields 
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fO -- X 
2 PP h,q~,(x) + K:(0)q~i(x) = { -K(0)K ' ( I  - x - y) + K'(0)K(I  - x - y)} 
fo x ~(1 - y )dy  + h, K"(x - y)w,(l - y )dy .  (4.6) 
The structure of (4.6) suggests that we consider the right-hand side as a perturbation of 
the familiar operator 
{ d2 } 
L .= h~ ~-~ + K-'(0) * (4.7) 
It is well known that the properties of L for K(0) ~ 0 are quite different from those when 
K(0) = 0. It is for this reason that we have chosen not to set K(0) = 1 in Eqs. (4.2)-(4.7). 
This observation illuminates omewhat certain comments made in Sec. 1. With this in mind, 
we henceforth return to K(0) = 1. We summarize below. 
THEOREM 4.1 
If K(u) E C2[0, 1], the eigenvalues and eigenfunctions of Ks satisfy 
L~i 2 " = hiq~i(x) + q~i(x) = Ii(i) + h~{12(i) + K"(O)13(i)}, (4.8) 
where 
~0 
1 - X 
l l( i) = {K'(0)K(I - x - y) - K ' ( I  - x - y)}q~,(1 - y )dy ,  (4.8a) 
12(i) = {K"(x - y) - K"(0)}~(1 - y )dy ,  (4.8b) 
i0 ' I3(i) = qo~(l - y) dy. (4.8c) 
In order to determine the sense in which the right-hand side of (4.8) acts as a perturbation 
of the differential operator L, we must study the behavior of 11, lz and 13. 
5. SOME LEMMAS 
LEMMA 5.1 
Let 0(x) ~ Ct[0, 1], 0(0) = 0. Assume K(u) ~ Cl[0, 1]. Then 
Ji(x) -- t~(X -- y)q~(l - y )dy  
= o( Ix , I ) .  (5. I) 
Note. The notation o([x,[) indicates IJ,(x)] <-- MIhiI for some M independent of i and x, 
0 - x --< 1. This convention will be used consistently. 
Proof. Write 
Ji(x) = 0(y)q~i(1 + y - x) dy. (5.2) 
and note that K(u) and 0 satisfy the hypotheses of Theorem 3.t .  Therefore, there exists a 
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function h(x) ~ C[O, 1], dependent only upon + and K,  such that 
Thus 
f0 
+(y)  = K(y  - z)h(z)  dz. (5.3) 
i:[J: ] Ji(x) = K(y  - z)h(z)  dz q~,(1 + y - x) ckr 
f,i f,' = h(z) dz K (s  + x - z - l)q~,(s) ds. (5.4) + ." -r 
Now recall that ~, is an eigenfunction of Ks. Thus 
fo J i(x) = h(z)hiq~i(x - z) dz 
= hi h(x  - z)~z,(z)dz.  (5.5/ 
By Schwarz's inequality 
fl fo J~(x) <- h i  h2(x - z) dz <- k~ h'-(z) dz,  (5.6) 
because the tp~ are normalized. Because h(x) E C[0, 1], h is bounded. Moreover, h is independent 
of i. Thus 
]h (x ) l -<M,  0-<x-< 1. (5.7) 
The result follows at once. 
LEMMA 5.2 
Let K(u) E Cl[0, 1]. Then 
Proof .  Write 
fo f0 ~(1 - y)  dy  = 
fi ~ ~p~(l - y) dy = O([h,l"2). (5.8) 
fo r {1 - K(x  - y)}q:~(1 - y )  dy  + K(x  - y)~p~(1 - y )  dy  
{1 - K(x  - y)}~p,(l - y) + k,q~,(x). 
[Here we have used (4.2).] Define 
O(z) = 1 - K(z) ,  
and note that 0(z) satisfies the conditions of Lemma 5. I. Thus 
q~,(1 - y )dy  = 0(]~.,]) + h,tp,(x). 
(5.9) 
From (4.2) 
X,,~; (z) = 
(5. lO) 
(5.111 
fj K ' (z  -y ) ,~(1  -y )dy  + q~(1 - z), (5.121 
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so that 
h.q~(z)q~;(z) = tp, (z) f ]  K ' ( z  - y)q~;(1 - y )dy  + tp,(z)q~,(l - :). 
Integrating, and recalling that tp;(0) = 0, we obtain 
fo ff hA0,?'(x) = q0;(z) dz K' (z  - y)~;(1 - y) dy + 
Now 
IK'(u)l - M,  0 -< u - 1. 
2 
K'(z  - y)q~;(1 - y) dy --< M 2 
Io ¢pi(z)tpi( l - z) dz. 
Thus 
Also 
f0 1 M 2 . q0,2(z) dz ,~(1 - y) dy = 
x dz 2 ¢pi(z)q~,(1 - z) --< 1, 
by Schwarz's inequality. From (5.15), (5.11) and (5.14) we obtain 
I~;(x)l - MiX, I -''=. 
The result now follows from (5.11). 
LEMMA 5.3 
Under the conditions of Lemma 5.2 
o'q~(y) dy = o(Ix, l"2). 
Proof.  The proof is trivial; see (5.11). 
LEMMA 5.4 
Let +(x) ~ Cz[0, 1], 0(0) = 0. Suppose K(u)  E C2[0, 1]. Then 
fo J~(x) = 0(x - y )~( l  - y )dy  = O(Ih;[3;2). 
Proof. The hypotheses of Lemma 5.1 are satisfied. Therefore, from (5.5), 
fox J i(x) = h.i h(x - z)q~i(z) dz 
f: = hi q~i(x - z){h(z) - h(0)} dz + ki h(O)~;(x - z )dz  
fo = x,  q,,(x - z){h(z)  - h(0)} ctz + O(IX,I~-'). 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
(5.17) 
(5.18) 
(5.19) 
(5.20) 
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To obtain the second term, we have used the fact that Lemma 5.2 applies. The hypotheses 
of the present lemma imply that Theorem 3.2 may be used. Thus h(z) ~ C~[0, 1] [recall the 
meaning of h, Eqn (5.3)]. Write 
~(z) = h(z) - h(O), (5.21) 
so that +(z) ~ C~[0, 1] and 4(0) = 0. Equation (5.20) may be rewritten 
J,(x) = X, ~i(z)+(x - z)dx + O(th, l-~'-'). (5.22) 
The result now follows from Lemma 5.1. 
With this battery of lemmas we may return to (4.8). 
6. AN ASYMPTOTIC  RESULT FOR qz, 
Consider [see (4.8a)] 
f0 
1 -- X 
l~(i) = {K'(0)K(I - x - y) - K'( I  - x - y)}tpi(l - y) dy 
f f{K'(O)K( ,~ K'(.f v)}q:,(1 - y) dr, .f = 1 - x. ~_. - -  y )  - -  - -  • 
We employ Lemma 5.4 with 
Thus 
tb(x) = K'(O)K(x) - K'(x).  
+(o)  = 0. 
Imposing the condition that K(u) E C3[0, l], we find +(x) ~ C2[0, 1]. Thus 
l~(i) = O([X,[3"-). 
Now let us investigate 12(i) [see (4.8.6)]: 
f; 12(i) = {K"(x - y) - K"(O)}~,(I - y)dy.  
Set 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
f0  I 13(i) = tp,(l -- 3') dy = O(th,I '2) 
according to Lemma 5.2, because K(u) ~ Ct[0, I]. 
(6.8) 
Finally [see (4.8c)] 
O(x) = K"(x) - K"(0). (6.6) 
Again require that K(u) ~ C3[0, 1]. Then O(x) ~ C~[0, I] and O(0) = 0. By Lemma 5.1 we 
have 
12(i) = O(th,[)- (6.7) 
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Observe that all estimates hold provided K(u) ~ C3[0, I]. We can thus state [see (4.8)]: 
THEOREM 6.1 
If K(u) E C3[0, 1], then 
2 tt h.~i(x) + ~i(x) = O(IX~[3'"). (6.9) 
It is convenient to rephrase (6.9) by taking note of the structure of the right-hand side of 
(4.8). We write 
~2 t rz  x i q~, ix) + q0i(x) = P(q03, (6.10) 
where P(~3 is a linear functional of ~.  In fact, 
IP( 0 )l ~ Mlxil 3'z. (6.11) 
Recalling that q~i(0) = 0, we obtain from (6.10) 
~i(x) = A, sin A;x + A~ sin(A~(x - Y))P(~3[Yl dy = Ai sin Aix + o(Ixill'2), (6.12) 
where 
Hence 
so that 
Ai = l/hi. (6.13) 
We must now choose A~ so that q~ is normal. Recall that h~ is an eigenvalue of Ks. Thus 
lim h, = 0. 
(6.14) 
A, = V'2(1 + O(th,l~'2)}. (6.15) 
instead of the weaker 
q~,(x) = X/2 sin A,x + O([h,lv"). (6 .16)  
Before attempting to estimate k~ we compare (6.16) with (5.17). Obviously we now have 
a better estimate of q0i(x), namely 
q~(x) = O(I),  (6.17) 
= o( Ih , I - " : ) .  (6.18) 
If we retrace all of the arguments in Lemma 5.2, we find that the right side of (5.8) becomes 
Therefore, 
fo' fo' 1 = ~(x)  dx = A 2 sin 2 A,x dx + A,O(Ih,[ t'z) 
= a~, (~ + O(lX,I)} + a,o(Ix,l'% 
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O(Ixil). Clearly Lemmas 5.3 and 5.4 can similarly be improved. Thus Eq. (6.9) in Theorem 
6.1 becomes 
h~i' + ~(x) = O(Ih,l:). (6.19) 
Using this to recalculate Ai we finally conclude 
THEOREM 6.2 
If K(u) E C2[0, 1], then 
~,(x) = X/2 sin A,x + o(Ixil). (6.20) 
It is interesting to note that an iteration of the preceding argument does not improve (6.20). 
Observe also that the singular functions of K are given by tOi(x) and ~i(1 - x). [See (4.3).] 
7. ASYMPTOTIC  RESULTS FOR A, AND ~., 
Equation (6.20) is of marginal interest unless an estimate of Ai can be found. To do this 
we must first investigate ~[(x). Write, using (4.4), 
fo' hi~p;(l) = K'(1 - y)q~i(1 - y )dy  
f/ f/ = K'(0) ~p~(l - y) dy + {K'(1 - y) - K'(0)}~,(I - y) dy. (7.1) 
If K(u) ~ C3[0, 1], the second integral is estimated by Lemma 5. I. Thus, using (6.20), 
fo' hiq~/(1) = K'(0) V'2 sin A,y dy + o(ixil) = x ' (o)k , /2  h,(l - cos ski) + o([h.il). (7.2) 
it follows that tp[(1) is bounded independent of i: 
[q~[(1)[ --< M. (7.3) 
From (6.12) we find 
fox ~;(x) = AiAi cos Aix + A~ cos(Ai(x - Y))P(~i)[Yl dy. (7.4) 
In light of the updating of the estimates described at the end of Sec. 6 we now know that 
IP(,~i)I ~ MlXil-'. (7.5) 
From (7.4) we obtain 
~;(x) = V'2 Ai cos Aex + O(1) (7.6) 
Combining this with (7.3) yields 
Icos Ai[ -< M/IA, I. (7.7) 
Clearly, Ai is "a lmost"  a zero of the cosine. Write, for some positive or negative integer ni, 
A, = (-1)n,(n, + ½)~r + ~e, I~t < 'rr/2. (7.8) 
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Substituting (7.8) into (7.7) and rearranging a bit yields 
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A, = (- l)“(n, +- h)n + O(l/ln,l). (7.9) 
There is a strong temptation to identify n, with i, but this must be justified. To do so we 
begin by introducing a new operator 
’ K,, l = 1 l dv. 
The associated self-adjoint operator is 
K 0.5. = 1 l dy. 
(7.10) 
(7.11) 
It is easily verified that the exact eigenfunctions of I& are 
cpp(x) = V/2 sin[( - l)‘(i + QITX], i = 0, 1, 2, . . . , (7.12) 
with corresponding exact reciprocal eigenvalues 
Ai = (- l)‘(i + I)n, i = 0, 1, 2, . . . . (7.13) 
At this point it is convenient to confine our attention to just the positive reciprocal eigen- 
values that we denote by 
A:(O) = (2i - &IT, i = 1, 2, 3, . . . . (7.14) 
(All of our arguments carry over readily to the case of negative igenvalues.) 
Next we define 
&.s = (1 - tMo,s + SK,. OS{5 1, (7.15) 
and observe that K,,s has all the basic properties of K (differentiability of the associated kernel, 
etc.). Further, 
so that Kt.s is continuous in norm as a function of 5. Hence the corresponding positive eigenval- 
ues X’(e) are also continuous in 5. Since Kts is a convolution kernel, we have X,‘(S) E- 
A:+,(t) >Ofori = 1,2,3,. . . . Thus the positive eigenvalues form a sequence of continuous 
functions that converge pointwise and monotonically to zero on the compact set [0, 11. By 
Dini’s theorem (cf. [3], p. 213) the positive eigenvalues converge uniformly to zero. 
Since the positive eigenvalues are strictly positive, the positive reciprocal eigenvalues 
A:([) are continuous on [0, l] and converge uniformly to infinity. Examination of (7.8) shows 
that n,(S) also converges uniformly to infinity. 
From (7.9) we obtain 
(A:({) - W(Q - g)n] 5 WS)+,(S)I+ (7.17) 
where we have indicated that both n, and M may change with 5. The latter is nor the case, 
however. A careful review of all proofs reveals that M(t) depends only upon the supnorms of 
the various derivatives of the kernel associated with K,,5. These norms are majorized by those 
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associated with K. Thus (7.17) can be improved to 
(7.17a) 
Now select N so that M/N < n/4 and choose i. such that n,(t) z N, for i 2 iO, 5 E [0, I]. 
The reciprocal eigenvalue curve A:(!$, plotted as a function of 5, must then be in a strip of 
half-width r/4 about (2n,(Q - $)n. If this were not the case, the continuity of A:(c) as a 
function of .$ would be violated. 
Next consider A,+(O) = (2i - 4)~. If i 2 i0 the point A,‘(l), the ith positive reciprocal 
eigenvalue of KS, must be in the strip defined above. Because n,(c) is now an integer, it must 
be that n,(c) = i. The same argument clearly holds for any i Z iO. As noted earlier, the negative 
A,‘s may be treated similarly. We have established Theorem 7.1. 
THEOREM 7.1 
Let K(u) E C’[O, 11. Then there exists N such that for n 2 N, 
IA, - (- I)“(n + l)xJ < M/n. (7.18) 
The constant M depends only upon the supnorms of the first three derivatives of the kernel 
K(u). 
COROLLARY 7.1 
For n 2 N the eigenvalues of KS are simple. 
COROLLARY 7.2 
Equation (6.20) may be rewritten 
q,(x) = V/2 sin(n + &rx + 0(1/n). 
Proofs. The proofs are obvious. 
It is interesting to note that (7.18) implies 
(- 1)” 1 
An = (n + Qn + 0 ;;s 0 
(7.19) 
(7.20) 
Thus the estimates of the eigenvalues of KS, and hence of the singular values of K, are excep- 
tionally good. 
8. ANALYSIS OF THE KERNEL K(u) = en’ 
It has been mentioned in Section 1 that an analytic study of the kernel K(u) = eau played 
a role in some of the conjectures that lead to this paper. Because that study also reveals that 
the estimates given by Eqs. (7.19) and (7.20) are sharp, it is appropriate to reproduce the 
arguments here. 
We seek X, and q,(x) such that 
h,cp,(x) = eofx-%pn(l - y) dy. (8.1) 
Differentiation yields 
&V:(X) = cp,(l - X) + CL ’ ea(X-y)(pn(l - y) dy = (~“(1 - X) + d,cp,(x). (8.2) 
Thus 
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A#%) = - cp;(l - r) + aA&: = - cp;( 1 - x) + c&,(1 - x) + A,&)}. (8.3) 
From Eq. (8.2) we obtain 
&(l - x) - cUp,(l - x) = (l/h,)cp,(x). (8.4) 
[Note that an easy analysis of (8.2) reveals that A, f 0.1 Finally, substituting (8.4) into (8.3) 
yields 
cpw = (a2 - llh;)cp,(x). (8.5) 
To obtain boundary conditions we first turn to (8.1) and find 
G(O) = 0. 
Equation (8.4) then gives 
(PA(l) = c%(l). 
The solutions to (8.5)-(8.7) are of the (non-normalized) form 
(8.6) 
(8.7) 
G(X) = sin pL,x, (8.8) 
where 
(1W.b = tan h, 
A;: = (~1~ + pi)-‘. 
A graphical analysis of (8.9a) shows that for c( 2 1, 
m < p,,, < (n + I)T, n = 1, 2, 3, . . . , 
and forol < 1, 
(8.9a) 
(8.9b) 
(8.10) 
(n - 1)n < p., < (n - f)n, n = 1, 2, 3, . . . . 
We fix attention on a 2 1 and write 
p., = (n + &rr - E,. 
(8.11) 
(8.12) 
From (8.9) we obtain, after some standard manipulations, 
We now compute A: from (8.9b): 
1 
1 
a(a - 2) 1 
Ai = (n + 4)2+ 1 - (n + f)+2 + O nQ 
i 11 * 
(8.13) 
(8.14) 
To determine which root to take we use (8.2) with x = 0, noting that q,(O) = 0, and get 
A&(O) = ~(1). (8.15) 
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Using (8.8) we obtain 
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k, = sin ~,/~,.  (8.16) 
The expression for it. reveals that for large n, h, is positive for n even, negative for n odd. 
Thus 
h, = (n + ½)'r: 1 2(n + ½)2-rr2 + O • (8.17) 
Therefore, the O(l/n 3) term in (7.2) cannot be improved. (The exceptional case, a = 2, is 
interesting, but not relevant.) 
We now establish the asymptotic behavior of the eigenfunctions. It is convenient to write 
~, = (n + ½)7 (8.18) 
and consider [see (8.8) and (8.13)] 
sin nx )2  x sin( n 
= 2 cos (n + ½)'rr (2n - 1)~r + O x 
(x 
(8.19) 
Setx = ½toget 
1~,(½) - sin(~,/2)[ = 2 cos + ~ cos (2n + 1)2w + O 
+ sin n + ~rsin (2n + l)2w + O 
[ ° 
x 2(2n + 1) ~ + 0 
= = - + 0  . ~/2 1 + 0 2(2n + 1)~ n (8.20) 
Thus the term O(l/n) in Corollary 7.2 cannot be improved. 
9. SUMMARY AND REMARKS 
It has been shown that the singular values and singular functions of the operator 
f0 K.= K(x - y) ody, K(0) = 1, (9.1) 
are well approximated by those associated with the kernel Ko(u) --- i provided K(u) is reasonably 
smooth. 
The methods of Fourier smoothing and allied devices are frequently employed in attempts 
to solve (1.1) computationally. Our results suggest why these algorithms are often moderately 
successful. They also suggest hat the proper Fourier functions to use are not the complete set 
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of sines and cosines but rather just the "quarter-wave" sines and cosines, 
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t~.(x) = sin(n + ½)-rrx and +.(1 - x) = cos(n + ½)'rrx. n = 0, t ,2  . . . . .  
Several numerical schemes have been devised using this observation. They are very fast and 
efficient, but much less satisfactory than more sophisticated (and time-consuming) methods that 
employ the actual singular functions of K. The reason for this is clear. The quarter-wave cosines 
are only asymptotically the correct functions to use. In practice, one often finds that the first 
dozen or so singular functions of K give adequate numerical results for the solution of (1.1). 
Because the asymptotic approach of the quarter-wave cosines to the true singular functions is 
rather slow, many more of the cosine approximates may be required, and the need to use larger 
numbers of functions can lead to numerical complications. 
These remarks, perforce rather vague, will be clarified in a forthcoming paper. 
Acknowledgement--The authors wish to thank Professor Seymour Patter for suggesting the perturbation approach 
employed in Sec. 4. 
REFERENCES 
1. V. Faber and G. M. Wing, The dependence of singular values of convolution kernels on the behavior of K(0), 
Rocky Mount. J. Math. In press. 
2. D. P. O'Leary and J. A. Simmons, A bidiagonalization-regularization procedure for large scale discretization of
ill-posed problems. SlAM J. Sci. Stat. Comput. 2,474-489 (1981). 
3. D. A. Sprecher, Elements of Real Analysis. Academic, New York (1970). 
