The paper is concerned with error bounds for iteration methods for the numerical approximation of the zeros x of Legendre polynomials, i.e., the nodes of the GaussLegendre quadrature formula Q G n . From these bounds, new stopping criteria are derived. It is furthermore shown, how the calculation of the weights of Q G n may depend on the precision of the approximation of x .
Introduction
The e cient numerical calculation of probably the most important quadrature formula, the Gauss-Legendre quadrature formula Q G n (for its properties, see Brass 1] and Davis / Rabinowitz 2]), has caused some interest (cf. Gautschi 7, Section 5], Lether 8] Most publications dealt with the fast calculation of approximations for the nodes. Here, we suppose that the once calculated Gaussian formula shall be applied frequently. The calculation of Q G n should not be too slow, but it shall be more important to guarantee the precision of the derived approximation. For example, in the numerical recipes 10, p.152], the Newton-method for the calculation of the zeros of P n is recommended. We show that this Newton method applied to P n converges under certain assumptions on the initial values and we give error estimates for the approximation of the nodes as well as for the resulting approximation of the weights. In the table in Section 4, we list, how many iteration steps are su cient to obtain a certain precision. For usual precision, these will be very few. In the same way, we also analyze a method of higher order convergence.
Another reason for the necessity of having error estimates for approximations of x is to have a reasonable stopping criterion. Usually, we iterate until the di erence of the last two approximations is less than a given precision and we hope that this implies a certain precision of the approximation. If we have good error estimates, e.g. an a-posteriori bound, the last iteration is in general unnecessary. We will give stopping criteria, which are weaker than the usual ones. For example, the stopping criterion in the numerical recipes may therefore be modi ed readily saving one iteration in general.
To simplify the notation we enumerate the nodes in reversed order, ?1 < x n < : : : < x 1 < 1; where x = cos and 2 (0; )
The proofs are based solely on the formula (1 ? x 2 )P 00 n (x) = 2xP 0 n (x) ? n(n + 1)P n (x); Equation (1) is used to express all derivatives of functions involving Legendre polynomials as terms in which no second or higher derivative of P n occurs. The inequality (2) de nes the areas, in which P n has a certain structure as described in the lemma below.
The proofs are all elementary and do not require particular details from the theory of orthogonal polynomials, for example. Therefore, beside its practical interest, the following is also a nice nontrivial application of error estimates for the Newton iteration.
The error estimates for the Newton method
We apply the Newton method to the equation P n (x) = 0, i.e., Remark. From the proof, we may conclude that (4) is a realistic bound for the error. This might not be true for the bound (5 ] and let a = 2
Then, using the notation of Theorem 1,
Remark. The proof of Theorem 2 shows that the upper bound for a is a realistic one. Since c is large for small , the precision in the approximation of the nodes must be very high in order to determine the weight accurately. The show part c) of the lemma. d) The case = 1 is obvious, since P n has the full number of zeros. We di erentiate (1) and use the inequality (1) to eliminate P 00 n , such that Since P 0 n has all its zeros z in the interval (x n ; x 1 ), we have that Theorem 1a) follows. Part b) directly follows from part a) and inequality (7).
For the proof of c), we note that for ' which proves the theorem.
A higher order method.
From error bounds for lower order methods, we may also obtain error bounds for higher order methods. We only have to guarantee that the approximations obtained from the high order method remain on the correct side of the zero x . We demonstrate this for the third order method:
Theorem 3. Let 1 < 
]. jP 000 (t)j:
Di erentiating equality (1) twice, we obtain
n (x) ? 6xP 000 n (x) + (n 2 + n ? 6)P 00
n (x) = 0:
Since P 00 n (x) and P 000 n (x) are of opposite sign, we have sgnP (4) n (x) = sgnP 000 n (x) for x 2 (x ; x (0) ].
It follows that there is a 2 x ; y k ] such that M = jP 000 n (y k )j = jP 000 n (x )j + (y k ? x )jP (4) n ( )j = jP 000 n (x )j + (y k ? x )j6 P 000 n ( ) ? (n 2 + n ? 6)P 00 n ( )j jP 000 n (x )j + (y k ? x ) j6y k P 000 n (y k )j + (n 2 + n ? 6)jP 00
n (x )j ;
i. From inequality (7) where the last inequality follows from the proof of part e) of the lemma in Section 2. We nally have 
which yields part a).
In order to prove part b), we set := k , := ;k and t := y k ?x Equation (10) The above estimate of 2 = yields f(t 0 ) < 0 and therefore the assertion.
Remark. With more e ort than for the iteration (9), we can show for 1 < (n + 1)=2 and the quartically convergent method that y k > x . Furthermore, using the methods of Theorem 3, one may obtain diverse error estimates.
Examples for the required number of iterations
We rst consider the Newton method with its error estimates from Section 2. By a rather pessimistic estimation of (4) or (5), we may calculate the values of , for which a certain number of iteration steps guarantees the desired precision. In the third and fth column of the table below, we indicate the results in brackets, which would hold if the conjecture mentioned in our remark concerning Theorem 1 would be true. The asterisks means that the entry would be greater than one million, which should rarely occur in practice. It is a remarkable consequence of this table that two iteration steps and the initial approximation y 0 = cos are su cient to obtain the usual precision if 2 .
By the remark after Theorem 3, we see for example, that we obtain 30 correct digits after 2 iterations of the method (9) if 2. One iteration of the method yields 15 correct digits for 6.
