Open Systems Dynamics for Propagating Quantum Fields by Baragiola, Ben Q.
Open systems dynamics for propagating
quantum fields
by
Ben Quinn Baragiola
B.A., University of New Mexico, 2004
B.S., University of New Mexico, 2005
DISSERTATION
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
Physics
The University of New Mexico
Albuquerque, New Mexico
July 2014
ar
X
iv
:1
40
8.
44
47
v1
  [
qu
an
t-p
h]
  1
8 A
ug
 20
14
iii
c©2014, Ben Quinn Baragiola
iv
Dedication
for Frank Kelly,
you who knew me first.
vAcknowledgments
Whether or not one is a physicist, we and our natural world are subject to all
the laws of physics. Particles dance here and there as waves interfere; every bit of
everything interacting with every other bit. This notion of all-pervasive interconnec-
tion does not come naturally, as we rely primarily on our purely local senses and the
intuitions that follow. The first stage of training as a physicist involves abandoning
our instinct in favor of universal natural laws. But yet, how does this not compli-
cate our description of the world to the point where computation and prediction
are impossible? The second stage is learning to forget what we have just learned
and to treat problems using only the essential complications. This task is delicate,
indeed. For me it spanned the majority of my years of graduate school during which
I encountered so many influential and unforgettable people. These are but a few.
I was initially culled from an exploratory undergraduate quantum mechanics
course by JM Geremia, who must be thanked for leading me into theoretical physics
before making his mysterious exit. From my first day as a greenhorn in his lab and
then beyond, no one walked beside me more patiently than Rob Cook. He stands
surely as a friend and scientific colleague. Several years later, I careened into the
research group of my advisor, Ivan Deutsch. To him I extend my gratitude for his
guidance as I learned to separate the vital from the frivolous. It is now matter-of-
fact that an equation must come accompanied by a physical understanding. Within
Ivan’s group I began a close collaboration with Leigh Norris, whose innovations and
meticulous calculations were the saving grace that brought us to the end of a truly
challenging project. Finally, from Josh Combes, who served as an additional, de
facto advisor, I learned not to fear the unblazed path or the complex idea castled in
Byzantine formalism. Much of this dissertation sprang directly from his inexhaustible
creativity and ceaseless encouragement. There were many other physicists whose
insights, genius, friendship, and cumulative support were critical to my success.
Beyond the physics department were my mom, dad, sister, and a huge group of
friends with varied lives and interests – architects, actors, engineers, teachers, skaters,
psychologists, lovers, craftsmen, lawyers, anthropologists, doctors, musicians, motor-
cycle mechanics, statesmen, counselors, midnight revelers, mathematicians, moth-
ers, fathers, doctors, builders, artists, biologists, cine´philes, coders, linguists, en-
trepreneurs, fellow travelers. Thanks to you all.
vi
Open systems dynamics for propagating
quantum fields
by
Ben Quinn Baragiola
B.A., University of New Mexico, 2004
B.S., University of New Mexico, 2005
Ph.D., Physics, University of New Mexico, 2014
Abstract
In this dissertation, I explore interactions between matter and propagating light.
The electromagnetic field is modeled as a Markovian reservoir of quantum harmonic
oscillators successively streaming past a quantum system. Each weak and fleeting
interaction entangles the light and the system, and the light continues its course.
In the context of quantum tomography or metrology one attempts, using measure-
ments of the light, to extract information about the quantum state of the system.
An inevitable consequence of these measurements is a disturbance of the system’s
quantum state. These ideas focus on the system and regard the light as ancillary. It
serves its purpose as a probe or as a mechanism to generate interesting dynamics or
system states but is eventually traced out, leaving the reduced quantum state of the
system as the primary mathematical subject.
What, then, when the state of light itself harbors intrinsic self-entanglement?
One such set of states, those where a traveling wave packet is prepared with a defi-
nite number of photons, is a focal point of this dissertation. These N -photon states
vii
are ideal candidates as couriers in quantum information processing device. In con-
trast to quasi-classical states, such as coherent or thermal fields, N -photon states
possess temporal mode entanglement, and local interactions in time have nonlocal
consequences. The reduced state of a system probed by an N -photon state evolves
in a non-Markovian way, and to describe its dynamics one is obliged to keep track of
the field’s evolution. I present a method to do this for an arbitrary quantum system
using a set of coupled master equations.
Many models set aside spatial degrees of freedom as an unnecessary complicating
factor. By doing so the precision of predictions is limited. Consider a ensemble of
cold, trapped atomic spins dispersively probed by a paraxial laser beam. Atom-light
coupling across the ensemble is spatially inhomogeneous as is the radiation pattern
of scattered light. To achieve strong entanglement between the atoms and photons,
one must match the spatial mode of the collective radiation from the ensemble to the
mode of the laser beam while minimizing the effects of decoherence due to optical
pumping. In this dissertation, I present a three-dimensional model for a quantum
light-matter interface for propagating quantum fields specifically equipped to address
these issues. The reduced collective atomic state is described by a stochastic master
equation that includes coherent collective scattering into paraxial modes, decoher-
ence by local inhomogeneous diffuse scattering, and measurement backaction due to
continuous observation of the light. As the light is measured, backaction transmutes
atom-light entanglement into entanglement between the atoms of the ensemble. This
formalism is used to study the impact of spatial modes in the squeezing of a collec-
tive atomic spin wave via continuous measurement. The largest squeezing occurs
precisely in parameter regimes with significant spatial inhomogeneities, far from the
limit in which the interface is well approximated by a one-dimensional, homogeneous
model.
viii
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1Chapter 1
Introduction
The joint power of light, matter, and their interactions for quantum information
science lies in the exquisite precision with which experimentalists can control such
quantum systems in the laboratory, but also in the detailed mathematical models we
use to understand them. A quantum description of the electromagnetic field requires
a countably infinite Hilbert space associated with each mode we wish to describe.
The immensity of the Hilbert space has weighed heavy enough to render single-mode
approximations commonplace in many cases where a quantum treatment is necessary.
However, with restricted models the predictive potential is limited. When further
accuracy in needed, ultimately we are forced to concede that nothing is a closed
system and the influence of the full electromagnetic field must be included. Accom-
panying the increased complexity is a richness in the models that allows for deeper
understanding of the fundamental light-matter interactions. In this dissertation, I
study quantum systems interacting with propagating quantum fields, which requires
such a multi-mode description. I rely on the theory of open quantum systems, where
one balances the universality of coupling to all the modes of the electromagnetic
field with a subjective division into a system and an environment. The power of this
theory lies in placing the divider in such a way that the system can be described rel-
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atively simply and the quantum state of the environment can be ignored while while
its effects on the system are retained. The penalty is that the reduced system does
not in general admit a description as a pure quantum state, rather we are obliged to
use a statistical weighting over pure states – a density matrix.
The theoretical toolbox of open systems for quantum optics is packed with semi-
adjustable gadgets and esoteric contraptions, each with its purposes. The bulk of
this dissertation is dedicated to extensions to current tools that allow a more precise
description of light-matter interactions. The first is a master equation description
for a quantum system interacting with a traveling wave packet of definite photon
number. The second is a three-dimensional model for an atomic ensemble interacting
with a paraxial laser field. For dipole-trapped atomic clouds probed by a paraxial
laser, such a model is necessary to fully characterize the inhomogeneous light-matter
coupling.
1.1 Quantum systems interacting with N-photon
states
Nonclassical states of light are important resources for quantum metrology [GLM11,
LSSZV12], secure communication [BBG+02], quantum networks [Kim08, MMO+07,
AM11], and quantum information processing [RRN05, KLM01]. Of particular inter-
est for these applications are traveling wave packets prepared with a definite number
of photons in a continuous temporal mode. As the generation of such states be-
comes technologically feasible [BC10, VBW04, WDY06, SRZ06, MLS+08, AAS10,
NJDLK11, LPPN12, MBB+04, SBM+09, KBD+08], a theoretical description of the
light-matter interaction becomes essential.
A natural approach to such problems is through the input-output formalism of
Gardiner and Collett [Cav82, YD84, CG84, GC85]. A central result of input-output
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theory is the Heisenberg-Langevin equation of motion driven by quantum noise that
originates from the continuum of harmonic oscillator field modes [GZ10, CDG+10].
The application of input-output theory to open quantum systems has historically
been restricted to Gaussian fields [GC85, DPZG92, GZ10] —vacuum, coherent, ther-
mal, and squeezed. N -photon states are distinct from quasi-classical Gaussian states
in that they feature temporal mode entanglement that manifests in temporal corre-
lations. This is why intensity correlation measurements are used to diagnose single-
photon states. A quantum system interacting with an N -photon state at time t
becomes entangled the entirety of the field state, including the portion that has not
yet reached it. This entanglement precludes the use of a standard Markovian master
equation description of the system’s reduced dynamics.
One approach to modeling these reduced dynamics is to enlarge the Hilbert space
under consideration to include a photon “source.” For instance, a single photon of
arbitrary shape can be modeled as the output of a cavity with a controllable decay
rate [GJN11]. By feeding the output of the source into the system of interest using
a cascaded systems approach [Car93b], one can use a standard Markovian master
equation under vacuum to describe the joint state of the source/system. Tracing
over the source then gives the reduced system state. The cascaded approach has
a straightforward physical understanding; however, it requires a source model for
input states one would like to consider. Recently, it has been shown that a host of
interesting nonclassical field states can be modeled as the output of a modulated
cavity, including multi-photon states and photonic cat states [GZ14].
An alternate approach, first developed in Ref. [GEPZ98] uses a system of coupled
master equations. The equation that describes the physical state couples to a set
of auxiliary “reference” states that keep track of the necessary degrees of freedom
in the field. Again, when one consider the set of states as a whole, Markovian
evolution under vacuum input applies. Similar coupled equations for Heisenberg-
picture operators of a two-level atom were independently developed in Refs. [DHR02,
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WMSS11].
Using a variety of methods including those discussed above, aspects of quan-
tum systems interacting with a propagating single-photon state have been exam-
ined. In addition to master equations these include two-time correlation functions
[DHR02], properties of scattered light [DHB00, SF05, DHR02, Kos08b, ZGL+08,
LSB09, Roy10, ZGB10, CWMK11, Ely12], optimal pulse shaping for excitation
[SAL09, DWB09, WMSS11, SAL10, RSF10, Ely12], and comparisons with coher-
ent state input [WMS12]. Such studies have rarely been applied beyond two-level
systems, nor have field states where N  1 often been considered.
In Chapter 3 of this dissertation we present a unifying method, based on the
coupled master equations of Ref. [GEPZ98], to describe the reduced system dynamics
of an arbitrary quantum system as it interacts with a propagating N -photon state.
From the form of the light-matter interaction, one begins by identifying a set of
field states in the Fock basis that couple to the physical state, each of which has
an associated “reference” system state. The result is a set of intercoupled master
equations that are propagated as a whole. With this technique one can describe
a wide variety of input field states including superpositions and mixtures of Fock
states, spectrally correlated N -photon states, and multi-mode, multi-photon states.
1.2 Three-dimensional quantum interface for atomic
ensembles
Atomic ensembles interacting with optical fields have proven to be powerful tools in
quantum science with applications that include quantum communication [DCZ02,
MK04], quantum memory [FL02, JSC+04, CDLK08], continuous variable quantum
computing [BvL05], and metrology [AWO+09, LSSV10]. Measurement of the light
entangled with an atomic ensemble plays a critical role in many applications, pro-
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viding the necessary nonlinearity for remote entanglement [DLCZ01] and the back-
action for quantum nondemolition (QND) spin squeezing [KBM98, TIT+05]. Con-
tinuous measurement of atomic ensembles has been used for the production of spin-
squeezed states [KMB00], Faraday spectroscopy [SCJ03], high-bandwidth magne-
tometry [SVR10], quantum state tomography [RJD11], and optimal phase estimation
[YNW+12].
At the heart of these protocols is the strong coupling between a quantum mode of
the field and an effective collective spin of the ensemble. This coupling can generate
entanglement between atoms and photons, such that measurement of the light yields
strong quantum backaction on the atoms. Photons can also enable a quantum data
bus for entangling atoms with one another. Further, neutral atomic spins are a
robust, controllable resource [DJ10]. Enhancing the atom-light interface is thus
essential for improving the performance of quantum technologies and for reaching
new regimes where a quantum advantage becomes manifest. This can be achieved
through confined modes such as in optical cavities [MNB+05, LSSV10, CBS+11] or
waveguides in optical nanostructures [VRS+10, BSK+12, HMC+13].
Strong atom-photon coupling occurs in free space when photons are indistin-
guishably scattered by the ensemble and interference enhances the radiation into the
probe mode relative to diffuse scattering into 4pi steradians [TSLSS+11, BBPK13].
Early experiments demonstrated such strong coupling and entanglement in vapor
cells where a one-dimensional description of plane wave modes and uniform atomic
density is applicable [KMJ+99, JKP01, JSC+04]. More recently, experiments have
employed ensembles of ultracold atoms in pencil-shaped dipole traps probed by highly
focused laser beams [KKN+09, KNDM10, KKS+12]. When the radiation pattern
of the light scattered from the average atomic ensemble is well matched with the
paraxial mode of the probe, the spatial mode of the scattered photons is effectively
indistinguishable from the probe. In this case the probe mode becomes strongly
entangled with a collective variable of the atomic ensemble. Such geometries have
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the potential to enhance the atom-photon quantum interface, but their description is
more complex and requires a full treatment of scattering, diffraction, inhomogeneous
coupling, and decoherence.
Harnessing the advantages of these atomic ensembles thus demands a three-
dimensional quantum theory of the underlying interaction, including both coherent
coupling and quantum noise. Significant progress has been made recently in the de-
velopment of such a model. Mode matching of the scattered light to the spatial mode
of the probe laser, including the effects of diffraction, has been studied using a semi-
classical scattering model [MPO+05]. A rigorous field-theoretic treatment separates
the mean-field classical effects from the quantum fluctuations and noise, including
the spatial inhomogeneities of the atomic and light modes [SS08]. Models that in-
clude spatial modes have been developed in a variety of contexts [KK04, WOH+08,
KM09, SLCSK10]. Applications include remote entanglement via collective Raman
scattering in a DLCZ-type protocol [DCZ02, SS09] multi-mode quantum memories
[ZGGS11]. From such studies, it is clear that not only can one-dimensional mod-
els not only fail to describe relevant coherent and incoherent effects, but they also
overlook spatial degrees of freedom as a resource [GGZS12, HSR+12].
In Chapter 5 we present a theoretical model for a three-dimensional quantum
interface for a cloud of multi-level alkali atoms interacting dispersively with a paraxial
laser. The model rests on a transverse spatial mode decomposition of the propagating
paraxial quantum field, which allows us to identify the collective spin waves that
couple to each of the field modes. In addition to the coherent coupling that acts
collectively across the ensemble, diffuse scattering of photons leads to decoherence
that acts locally on the atoms at a rate proportional to the local probe intensity.
A proper accounting of the balance between coherent coupling and decoherence is
especially challenging given the tensor nature of the atom-photon interaction for
alkali atoms.
Through the interaction, information about the quantum state of the atoms is
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coherently mapped onto the light as it propagates through the ensemble. Measur-
ing the light retrieves this information, and the atomic state can be conditioned on
the measurement result. The indistinguishability of contributions to the measured
light from atoms throughout the ensemble generates entanglement. The conditional
dynamics of the collective atomic state can be formalized in a stochastic master equa-
tion, which we derive for continuous polarimetry measurements. The dynamics of the
collective atomic state include the effects of measurement backaction, collective deco-
herence from unmeasured paraxial light, and local decoherence from diffuse photon
scattering that gives rise to optical pumping. The model should be broadly appli-
cable to protocols where a strong, free-space, atom-light interface is essential, and
where measurement backaction may be a tool for induced atom-atom interactions.
In Chapter 6 we employ the three-dimensional atom-light interface to study QND
squeezing of spin waves via the Faraday effect [KMB00, KNDM10, TFNT09]. In
this protocol, the key interaction is the off-resonant scattering of horizontally po-
larized photons into vertical polarization. Measurement in a balanced polarimeter
corresponds to a homodyne measurement of the scattered photons. The degree of
scattering into the local oscillator, defined by the paraxial laser mode, determines the
measurement strength and the resulting backaction that generates spin squeezing.
However, counteracting the squeezing are the damaging effects of decoherence from
diffuse scattering. Optimal squeezing results from a geometry-dependent balance of
coherent squeezing and incoherent optical pumping. We use numerical simulations
to help build physical intuition about the three-dimensional atom-light interface and
to investigate how the model can be used to optimize an experimental design. We
find that the greatest squeezing occurs in parameter regimes where spatial inhomo-
geneities are significant, far from the limit in which the interface is well approximated
by a one-dimensional, homogeneous model.
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1.3 Structure of the dissertation
The remainder of this dissertation is organized as follows. In Chapter 2 we give a
review of two quantization schemes for propagating quantum fields, both of which
are used throughout this dissertation. Interactions with matter in a weak coupling
regime are described with quantum stochastic differential equations (QSDEs), which
are briefly reviewed1. In Chapter 3 we derive the master equations for systems
interacting with various types of N -photon states, and examples are presented to
aid understanding. Chapter 4 gives the essential details for the coupling of an off-
resonant electric field to the hyperfine spin of a single alkali atom. This description
is extended to include spatial degrees of freedom for a collection of atoms in Chapter
5. The result is a model for a three-dimensional quantum interface for atomic en-
sembles. In Chapter 6, this model is used to study the squeezing of spin waves in an
atomic ensemble. Numerical results point to preferable geometries for spin squeez-
ing. Finally, in Chapter 7 we summarize the key results and provide directions for
future research and enquiry.
1.4 Publications and papers in preparation
• B. Q. Baragiola and J. Combes. Quantum trajectories for systems probed with
propagating Fock states, in preparation.
• B. Q. Baragiola, L. Norris, E. Montan˜o, P. Mickelson, P. Jessen, and I. H.
Deutsch, Three-dimensional light-matter interface for spin squeezing in atomic
ensembles, Phys. Rev. A 89, 033850 (2014).
• S. R. Sathyamoorthy, L. Tornberg, A. F. Kockum, B. Q. Baragiola, J. Combes,
C. M. Wilson, T. M. Stace, and G. Johansson, Quantum nondemolition mea-
1In the words of Joseph Kerchoff [Ker11], the formalism of QSDEs is presented as an
“incredibly useful...tool, not an object of study in itself.”
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surement of a propagating microwave photon, Phys. Rev. Lett. 112, 093601
(2014).
• B. Q. Baragiola, R. L. Cook, A. M. Bran´czyk, and J. Combes, N-photon wave
packets interacting with an arbitrary quantum system, Phys. Rev. A 86, 013811
(2012).
• B. Q. Baragiola, B. A. Chase, and JM Geremia, Collective uncertainty in
partially-polarized and partially-decohered spin-1/2 systems, Phys. Rev. A
81, 032104 (2010).
• B. A. Chase, B. Q. Baragiola, H. L. Partner, B. T. Black, and JM Geremia,
Magnetometry via a double-pass continuous quantum measurement of atomic
spin, Phys. Rev. A 81 032104 (2010).
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Chapter 2
Propagating quantum fields
2.1 Introduction
The interaction between quantum light and matter serves as the foundation for quan-
tum optics upon which a smorgasbord of theoretical and technological innovations
rests. When presenting such a highly developed and detailed formalism one runs the
risk of falling down the rabbit hole and including far more than necessary. Claiming
to have leapt this pitfall altogether would be exceedingly dishonest, but at least by
keeping this caveat in mind, I hope to have trimmed down the content to a useful
yet manageable level. The goal of this chapter is to lay out the majority of the
mathematical tools that are put to specific uses in the following chapters. For this
reason a reader who finds this chapter dense and in some cases needlessly detailed
may proceed to the following chapters, returning here only for reference.
The description of propagating quantum fields has historically proceeded along
several parallel routes. In this chapter we will present a quantization of free-space
paraxial fields from Ref. [BNMn+14], which is based on the idea of paraxial field
states introduced by Deutsch and Garrison in Ref. [DG91]. From this quantization
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scheme arises a set of creation and annihilation operators, defined with respect to a
slowly varying envelope, that form the backbone of the analysis in Chapters 4, 5, and
6. A large body of work relies on an alternate description, that of continuous-mode
quantum optics, introduced by Blow et al. [BLPS90]. This theory has been folded
into the widely-used description of light-matter interactions known as input-output
theory [GZ10]. The equivalence of the methods will be shown, as throughout this
thesis we make use of both.
For many quantum optical situations it is appropriate to make any number of sim-
plifying approximations which can reduce the complexity of the resulting equations
or transform them to more mathematically tractable forms. As with all complex
physics no model is right, what we seek is a model that is not wrong. We are pri-
marily interested in electric fields which arrive, interact with a quantum system, and
then propagate away, possibly towards a detector, potentially carrying with them
some information acquired from the interaction. In such a description the direction
of propagation plays a special role as it becomes, in a sense which we hope to clarify,
interchangeable with time. For the situations considered in the remainder of this
dissertation, we will focus on quasi-monochromatic fields coupling to quantum sys-
tems where the rotating wave approximation can be made, and the scattered fields
are well described in the first Born approximation.
2.2 Classical paraxial electric fields
We begin with a classic description of free-space paraxial electric fields in the absence
of sources or sinks. The classical electric field is the solution to the wave equation,(
∇2 − 1
c2
∂2
∂t2
)
E(r, t) = 0, (2.1)
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where the electric field is represented as the real part of a complex, quasi-monochromatic
vector field with carrier frequency ωc,
E(r, t) = Re
[
~E(r, t)ei(kcz−ωct)], (2.2)
with free-space dispersion, ωc = c|kc|. Within this description, the z-direction has
already been established as a “preferred” spatial direction. The conditions for the
slowly varying envelope approximation are∣∣∣∣∂ ~E∂t
∣∣∣∣ ωc|~E|, ∣∣∣∣∂ ~E∂z
∣∣∣∣ kc|~E|. (2.3)
That is, the electric field envelope varies slowly in time compared to the carrier
frequency ωc and slowly in space compared to the wave number kc. Plugging Eq. (2.2)
into Eq. (2.1) and neglecting terms according to Eq. (2.3), gives the homogeneous
paraxial wave equation,
i
(
∂
∂z
+
1
c
∂
∂t
)
~E(r, t) = − 1
2kc
∇2⊥~E(r, t), (2.4)
where ∇2⊥ is the transverse Laplacian,
∇2⊥ ≡
∂2
∂x2
+
∂2
∂y2
. (2.5)
We now make an ansatz that the slowly varying envelope factors into two func-
tions, ~E(r, t) = A(z, t)~U(r), where A(z, t) is the temporal pulse envelope and ~U(r)
is the vector-valued spatial mode function. The paraxial wave equation Eq. (2.4)
becomes separable and yields an independent differential equation for each.
The pulse envelope, satisfying(
∂
∂z
+
1
c
∂
∂t
)
A(z, t) = 0, (2.6)
has solutions of the form A(z, t) = f(t− z/c) for any function f that complies with
the conditions in Eq. (2.3). To see this one makes the substitution τ ≡ t−z/c, where
τ is the retarded time. Total differentials can be used to show(
∂
∂z
+
1
c
∂
∂t
)
f(τ) = 0. (2.7)
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Thus, any choice of A(τ) satisfies Eq. (2.6).
We now turn to the function ~U(r) that describes the spatial dependence of the
slowly varying envelope. In homogeneous media such as free space, the transverse
polarization components decouple and can be treated independently using a scalar
function U(r⊥, z). On occasions where the distinction is important, we explicitly
separate the transverse and longitudinal coordinates within the parentheses to em-
phasize the fact that the longitudinal propagation coordinate z plays a different
role than the transverse spatial coordinates r⊥. The spatial function satisfies the
homogeneous paraxial Helmholtz equation,(
−i ∂
∂z
+
1
2kc
∇2⊥
)
U(r⊥, z) = 0. (2.8)
Solutions to this equation can be decomposed in an orthonormal set of dimensionless
transverse mode functions, {ui(r⊥, z)}, with mode label i. Normalizing to an effective
transverse area A, the transverse modes enjoy several properties. First, they are
orthonormal in every longitudinal plane designated by z,∫
d2r⊥u∗i (r⊥, z)uj(r⊥, z) = Aδi,j, (2.9)
and second, they form a complete basis in that plane∑
i
ui(r⊥, z)u∗i (r
′
⊥, z) = Aδ
(2)(r⊥ − r′⊥). (2.10)
Between two different longitudinal planes the mode functions are interconnected by
the classical propagator, which we will see in the following subsection. The Laguerre-
Gauss modes, described in Appendix A, are one such set that we will make use of in
Chapter 6.
2.2.1 Classical paraxial scattering
We would like to describe the output electromagnetic field for a system probed by
an input field. The system’s polarizability determines its response to the input field
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and the nature of the induced radiation. In Maxwell’s equations, this corresponds to
an induced current, or macroscopic polarization density, that acts as a source term
in the wave equation, (
∇2 − 1
c2
∂2
∂t2
)
E(r, t) =
4pi
c
∂2
∂t2
P(r, t), (2.11)
Within the paraxial approximation, the slowly varying envelope is then governed by,
i
(
∂
∂z
+
1
c
∂
∂t
)
~E(r, t) = − 1
2kc
∇2⊥~E(r, t)− 2pikc
↔
χ(r) · ~E(r, t), (2.12)
where
↔
χ(r) is the spatially averaged dielectric susceptibility [GC08]. As above, a
transformation to a comoving frame with the retarded time, τ = t − z/c, yields
a factorized solution, with the spatial function satisfying the paraxial Helmholtz
equation,
i
∂
∂z
~U(r⊥, z) = − 1
2kc
∇2⊥ ~U(r⊥, z)− 2pikc
↔
χ(r⊥, z) · ~U(r⊥, z). (2.13)
Equation (2.13) is isomorphic to the time-dependent Schro¨dinger equation with
the propagation distance z playing the role of time and the susceptibility playing
the role of the potential [BNMn+14]. As such, we can define a Hilbert space of
square-integrable functions in a transverse plane and use Dirac notation to express
the evolution of the scalar function U(r⊥, z) as a function of z:
U(r⊥, z) = 〈r⊥|U(z)〉. (2.14)
In representation-free operator form, the free-space propagator, Kˆ(z− z′), that gen-
erates z-evolution,
|U(z)〉 = Kˆ(z − z′)|U(z′)〉, (2.15)
for z ≥ z′ satisfies the free-particle Schro¨dinger equation in two dimensions,
i
∂
∂z
Kˆ =
pˆ2⊥
2kc
Kˆ. (2.16)
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The solution,
Kˆ(z − z′) = exp
[
−i pˆ
2
⊥
2kc
(z − z′)
]
, (2.17)
has the familiar position-space representation, using pˆ⊥ = −i∇⊥, for the spreading
of a wavepacket and Fraunhofer diffraction [New82],
K(r⊥ − r′⊥, z − z′) = 〈r⊥|Kˆ(z − z′)|r′⊥〉
=
−ikc
2pi(z − z′) exp
[
ik0|r⊥ − r′⊥|2
2(z − z′)
]
. (2.18)
This equation for the classical paraxial propagator can also be found by making
the paraxial approximation on the three-dimensional, free-space Green’s function for
outgoing waves1.
When the spatial function is known in a transverse plane at longitudinal plane
z′, the longitudinal evolution for a freely propagating paraxial field is found using
the paraxial propagator, Eq. (2.18). At longitudinal position z, the spatial function
is given by
U(r⊥, z) = 〈r⊥|U(z)〉
= 〈r⊥|Kˆ(z − z′)|U(z′)〉
= 〈r⊥|Kˆ(z − z′)
(∫
d2r′′⊥ |r′′⊥〉〈r′′⊥|
)
|U(z′)〉
=
∫
d2r′⊥ K(r⊥ − r′⊥, z − z′)U(r′⊥, z′). (2.19)
Other properties of the propagator follow from unitarity, Kˆ†(z − z′) = Kˆ(z′ − z),
and thus
U∗(r′⊥, z′) = 〈r′⊥|Kˆ(z′ − z)|U(z)〉∗ = 〈U(z)|Kˆ(z − z′)|r′⊥〉
=
∫
d2r⊥U∗(r⊥, z)K(r⊥ − r′⊥, z − z′). (2.20)
1One must be mindful of the units when performing this operation. The free-space
Green’s function that solves the full Helmholtz equation has units 1/V , where as Eq. (2.18)
has units 1/A. Transforming from the full wave equation, Eq. (2.1) to the paraxial wave
equation, Eq. (2.4), we have divided by the carrier wave number kc.
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In analogy with the previous section, we define a complete basis, {|ui(z)〉}, that can
be used to express the propagator as
Kˆ(z − z′) =
∑
i
|ui(z)〉〈ui(z′)|. (2.21)
In the position representation, the dimensionless basis functions are found by pro-
jecting onto the transverse position eigenkets |r⊥〉, which have units 1/
√
A,
ui(z) =
√
A〈r⊥|ui(z)〉 (2.22)
are normalized to a fixed transverse area A, [Eq. (2.9)],
〈uj(z)|ui(z)〉 = 1
A
∫
d2r⊥u∗j(z)ui(z) = δi,j. (2.23)
Then, the position-space representation of the propagator, as in Eq. (2.19), is
K(r⊥ − r′⊥, z − z′) =
1
A
∑
i
u∗i (r
′
⊥, z
′)ui(r⊥, z), (2.24)
with the boundary condition2 K(r⊥ − r′⊥, 0) = δ(2)(r′⊥ − r⊥) that follows from com-
pleteness.
The scattering of paraxial fields thus follows in complete analogy to the scattering
of nonrealistic Schro¨dinger waves [New82], where the time-dependent formulation of
scattering translates into z-dependence. In the first Born approximation that applies
for dilute samples where multiple scattering is negligible, given an incident field (free
propagating solution) ~Uin(r⊥, z), the total scattering solution is
~U(r⊥, z) = ~Uin(r⊥, z) + i2pikc
∫ z
−∞
dz′
∫
d2r′⊥K(r⊥ − r′⊥, z − z′)
↔
χ(r′⊥, z
′) · ~Uin(r′⊥, z′),
(2.25)
corresponding to the superposition of incident and reradiated fields.
2In some sense, this is more of an initial condition than a boundary condition.
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2.3 Quantization of the paraxial electric field
Paraxial quantization follows from the slowly varying envelope approximation de-
tailed in the previous sections [DG91]. For these modes, we define the positive-
frequency component of the electric field analogous to a classical beam
Eˆ(+)(r, t) =
√
2pi~ωc
∑
λ
eλΨˆλ(r⊥, z, t)ei(kcz−ωct), (2.26)
where λ labels transverse polarizations, and the slowly varying envelope satisfies the
equal-time commutation relations of a nonrelativistic bosonic field,[
Ψˆλ(r⊥, z, t), Ψˆ
†
λ′(r
′
⊥, z
′, t)
]
= δλ,λ′δ
(2)(r⊥ − r′⊥)δ(z − z′). (2.27)
The appearance of space-local δ-functions in the commutation relations is a reflec-
tion of the fact that the slowly varying envelope approximation smears over the
nonlocal features in the exact commutation relations. These δ-functions must be un-
derstood as being coarse-grained over volumes large compared to a cubic wavelength,
λ3c [GC08].
The free field satisfies the homogeneous paraxial wave equation,
i
∂
∂t
Ψˆλ = −ic ∂
∂z
Ψˆλ − 1
2kc
∇2⊥Ψˆλ, (2.28)
which is the Heisenberg equation of motion for a forward-propagating envelope gov-
erned by the free paraxial Hamiltonian,
Hˆfree = ~
∑
λ
∫
d3r Ψˆ†λ
(
−ic ∂
∂z
− 1
2kc
∇2⊥
)
Ψˆλ. (2.29)
The free field solution is thus determined by the classical propagator,
Ψˆλ(r⊥, z, t) =
∫
d2r′⊥K(r⊥ − r′⊥, ct)Ψˆλ(r′⊥, z − ct, 0). (2.30)
It then follows that the free field satisfies the general commutation relations,[
Ψˆλ(r⊥, z, t), Ψˆ
†
λ′(r
′
⊥, z
′, t′)
]
= δλ,λ′δ (z − z′ − c(t− t′))K(r⊥ − r′⊥, z − z′), (2.31)
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and thus equal-z, unequal-t commutation relations,[
Ψˆλ(r⊥, z, t), Ψˆ
†
λ′(r
′
⊥, z, t
′)
]
=
1
c
δλ,λ′δ
(2)(r⊥ − r′⊥)δ(t− t′). (2.32)
As discussed above, the paraxial field is naturally decomposed into an orthonor-
mal set of dimensionless transverse mode functions, {ui(r⊥, z)}. Using the com-
pleteness relation, Eq. (2.10), we define local, slowly varying mode creation and
annihilation operators for each transverse mode i and polarization λ as follows,
Eˆ(+)(r, t) =
√
2pi~ωc
∑
λ
eλΨˆλ(r⊥, z, t)ei(kcz−ωct)
=
√
2pi~ωc
∑
λ
eλ
∫
d2r′⊥Ψˆλ(r
′
⊥, z, t)δ
(2)(r− r′)ei(kcz−ωct)
=
√
2pi~ωc
∑
λ
eλ
∑
i
∫
d2r′⊥
A
Ψˆλ(r
′
⊥, z, t)ui(r⊥, z)u
∗
i (r
′
⊥, z
′)ei(kcz−ωct)
=
∑
i,λ
√
2pi~ωc
cA
eλ ui(r⊥, z) aˆi,λ(z, t)ei(kcz−ωct). (2.33)
The slowly varying, traveling-wave mode annihilation operator has been defined,
aˆi,λ(z, t) ≡
∫
d2r⊥
√
c
A
Ψˆλ(r⊥, z, t)u∗i (r⊥, z), (2.34)
and, along with the partner creation operator, it satisfies the free-field unequal-space,
unequal-time commutation relation,[
aˆi,λ(z, t), aˆ
†
j,λ′(z
′, t′)
]
= δi,jδλ,λ′ δ(t− t′ − (z − z′)/c). (2.35)
The mode creation operators in Eq. (2.34) evolve under the free-field Hamiltonian
according to aˆi,λ(z, t) = aˆi,λ(0, t− z/c) = aˆi,λ(z − ct, 0).
This paraxial quantization will be put to use in our model of a quantum interface
for atomic ensembles in Chapter 5 and its application to spin squeezing in Chapter
6. In these studies, we are specifically interested in the spatial dependence of the
atom-light coupling and how it affects coherent interactions, polarimetry measure-
ments, and decoherence. This quantization scheme is not limited to free space and
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may be employed in more general situations where propagation is restricted to one
dimension. In inhomogeneous media, the boundary conditions often mix the polar-
ization components of the electric and magnetic fields, and the mode labels do not
necessarily refer to fixed polarizations.
2.3.1 Continuous-mode quantum optics
In this section we briefly review the method of Blow et al. presented in the seminal
paper, Continuum fields in quantum optics [BLPS90], that takes a slightly different
path to describe propagating quantum fluctuations. This theory rests on several
assumptions. First, the field of interest is one-dimensional in the sense that it is
well described by a single direction in k-space. The mode variables are then indexed
by the magnitude of the wave vector, k, or equivalently by the positive angular fre-
quencies, ω = c|k|. In such an approximation transverse effects are ignored, and a
fixed transverse quantization area A is assumed. Second, one considers quantiza-
tion along a length L large enough that the discrete quantized frequency spacing,
∆ω = 2pic/L, is sufficiently small that the frequency distribution can be considered
effectively continuous. In this case the sum over wave vectors is converted to an
integral, ∑
k
→ 1
∆ω
∫
dω, (2.36)
and the continuous-mode creation and annihilation operators are related to the
discrete-mode versions through,
aˆk →
√
∆ω aˆ(ω), aˆ†k →
√
∆ω aˆ†(ω), (2.37)
which yields the continuous-mode commutation relation,
[aˆ(ω), aˆ†(ω′)] = δ(ω − ω′). (2.38)
Chapter 2. Propagating quantum fields 20
The positive frequency component of the one-dimensional electric field operator is
expressed via the continuous-mode creation operators as
Eˆ(+)(z, t) = i
∑
λ
∫ ∞
0
dω
√
~ω
cA
eλ aˆλ(ω)e
−iω(t−z/c), (2.39)
where we have included a transverse polarization index λ, just as in Sec. 3.5.1. The
free electromagnetic field Hamiltonian, neglecting vacuum energy terms, is
Hˆfield =
∫ ∞
0
dω ~ω aˆ†(ω)aˆ(ω). (2.40)
Up to this point, nothing more has been done other than a conversion to a
one-dimensional continuous theory. We now assume the field to be sufficiently nar-
rowband such that the spread in frequencies (bandwidth) is small compared to the
carrier frequency ωc. This brings along with it the quasi-monochromatic condition
and is equivalent to the slowly varying envelope approximation. Within this approx-
imation the range of integration may be extended to negative frequencies without
consequence, and one may define Fourier-transformed pairs of field operators,
aˆ(t) ≡ 1√
2pi
∫ ∞
−∞
dω aˆ(ω)e−iωt ←→ aˆ(ω) = 1√
2pi
∫ ∞
−∞
dt aˆ(t)eiωt. (2.41)
The Fourier-transformed field operators obey the commutation relation,
[aˆ(t), aˆ†(t)] = δ(t− t′), (2.42)
which follows from Eq. (2.38) and Eq. (2.41).
To the extent that the field is sufficiently narrowband around a carrier frequency
ωc, the electric field operator in Eq. (2.39) may be well approximated by making the
replacement ω → ωc and using the definition in Eq. (2.41)3:
Eˆ(+)(z, t) = i
∑
λ
√
2pi~ωc
cA
eλ aˆλ(t− z/c)e−iωct. (2.43)
3We have chosen to follow the convention in the literature and include a phase of i the
positive-frequency component of the electric field. Note that in Eq. (2.33) the phase is
chosen differently.
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Once again we see the equivalence of the longitudinal spatial coordinate and time,
which results from making the slowly varying envelope approximation along that
direction. This gives the more general unequal-space, unequal-time commutation
relation for the slowly varying, free-field operators,
[
aλ(t− z/c), a†λ′(t′ − z′/c)
]
= δλ,λ′δ(t− t′ − (z − z′)/c), (2.44)
which is identical to Eq. (2.35) in the absence of transverse spatial dependence.
The continuous-mode quantization scheme explicitly avoids writing the Hamilto-
nian in the time domain, but it would follow in analogy to Eq. (2.29) as a one-
dimensional paraxial wave equation that marries time evolution with propagation in
the z-direction,
2.4 Interaction with quantum systems
Now that a mathematical foundation for propagating quantum fields has been es-
tablished from two distinct but related standpoints, we are poised to develop an
understanding of how such fields interact with quantum systems. The atom-light
interaction for multi-level atoms will be treated separately and in great detail in
Chapter 4. For our study of N -photon states, we will approach this subject with the
well-developed input-output formalism using quantum stochastic differential equa-
tions (QSDEs) based on the continuous-mode quantization of Sec. 2.3.1, which will
be reviewed here. A foundation of rich mathematical machinery underlies the ma-
nipulation of QSDEs and their derivation from physical systems. We only touch
the surface commensurate with our purposes; an interested reader is directed to
Refs. [HP84, GZ10, ALV02, Bar06, ZG95, Gou06, WM10] for a more rigorous and
detailed analysis.
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2.4.1 The quantum white noise limit
We consider a quantum system at position z interacting with a continuous-mode
field described by bosonic field operators, aˆ(ω), satisfying the commutation relation
Eq. (2.38). In the Schro¨dinger picture, where quantum states evolve and operators
are stationary, the total Hamiltonian has three distinct parts,
Hˆ = Hˆfield + Hˆsys + Hˆint. (2.45)
The bare Hamiltonian of the system is left general and is designated by Hˆsys. The
Hamiltonian for the free field is given in Eq. (2.40),
Hˆfield =
∫ ∞
0
dω ~ω aˆ†(ω)aˆ(ω). (2.46)
The Hamiltonian describing the interaction between system and field is described by
a dipole-type, linear coupling of the general form,
Hˆint = −i~
∫ ∞
0
dωκ(ω)
(
cˆ+ cˆ†
) (
aˆ(ω)− aˆ†(ω)) , (2.47)
where cˆ is the system operator that couples to the field. The strength of the in-
teraction is given by κ(ω) which has units of
√
frequency and is assumed to be
real-valued. For instance, if the quantum system is a two-level atom, then cˆ = |g〉〈e|
and κ(ω) = |〈e|dˆ|g〉|√ω/~cA. The electric field operators in the interaction Hamil-
tonian are evaluated at the position of the system, assumed to be point-like in space,
chosen to be z = 0.
We work in the interaction picture, as it gives a clear justification for making
the rotating wave approximation and, for resonant interactions, greatly simplifies
the form of the Hamiltonian. We now specify an interaction picture with the choice
Hˆ0 = Hˆfield + Hˆsys. The field operators in the interaction picture become aˆ(ω)e
−iωt
and system operators rotate via the bare system Hamiltonian at transition frequency,
cˆe−iω0t. Any remaining detuning between the system frequency and the carrier fre-
quency of the field manifests in a remaining bare Hamiltonian on the system at the
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detuning ∆ = ωc − ω0. The interaction Hamiltonian in the interaction picture can
then be written,
Hˆint = −i~
∫ ∞
0
κ(ω)
(
cˆe−iω0t + cˆ†eiω0t
) (
aˆ(ω)e−iωt − aˆ†(ω)eiωt) . (2.48)
Only in the interaction picture is it clear that there are co-rotating terms whose
time evolution oscillates so quickly that its effect is averaged out over system time
scales. Making the rotating wave approximation by discarding these terms, Eq. (2.48)
becomes
Hˆint =− i~
∫ ∞
0
κ(ω)
(
cˆ†aˆ(ω)e−i(ω−ω0)t − cˆaˆ†(ω)ei(ω−ω0)t) (2.49)
=− i~κ(ω0)
(
cˆ†b˜(t)− cˆ b˜†(t)) (2.50)
where the operator b˜(t) has been defined,
b˜(t) ≡ 1√
2piκ(ω0)
∫ ∞
0
dω κ(ω)aˆ(ω) e−i(ω−ω0)t, (2.51)
and has commutation relation,
[
b˜(t), b˜†(t′)
]
=
∫ ∞
0
dω
(
κ(ω)
κ(ω0)
)2
e−i(ω−ω0)(t−t
′)
2pi
. (2.52)
It is at this point that the first Markov approximation, or quantum white noise
limit, is made [GZ10]. When κ(ω) is slowly varying around ω0, we make the approx-
imation that the atom has a flat spectral response; mathematically this translates to
making the replacement, κ(ω)→ κ(ω0). The implication of the Markov approxima-
tion is that the correlation time of the field is short compared to the slowly-varying
interaction time, τi ≈ 1/|κ(ω0)|2. That is, the Markov approximation amounts to
coarse-graining over time scales that are long compared to the field correlation time
but slow compared to system dynamics. Within this approximation, the limits of
integration in Eq. (2.51) can be extended to negative frequencies, and the field can
be described by the following operators,
bˆ(t) ≡ 1√
2pi
∫ ∞
−∞
dω aˆ(ω) e−i(ω−ω0)t, (2.53)
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which, from Eq. (2.52), obey the singular commutation relation [bˆ(t), bˆ†(t′)] = δ(t−
t′). For classical stochastic processes, δ-correlation implies white noise, so the op-
erators bˆ(t) and bˆ†(t) are dubbed quantum white noise operators. These operators
describe the propagating quantum field that arrives at time t and interacts with the
system. The modes label t indexes the time at which the operator bˆ(t) interacts
with the system. It is clear that within the white noise approximation the opera-
tors in Eq. (2.53) are those from continuous-mode quantization, Eq. (2.41), which in
turn are analogous to those defined for free-space paraxial propagation, Eq. (2.35).
The equivalence comes from the fact that in making the Markov approximation, we
assumed a quasi-monochromatic field.
The interaction Hamiltonian in Eq. (2.49) can be recast in terms of the quantum
white noise operators, Eq. (2.53), as
Hˆint(t) = i~
√
γ
(
cˆ bˆ†(t)− cˆ† bˆ(t)), (2.54)
where the coupling rate γ is defined through the relation4
κ(ω0) =
√
γ/2pi ↔ γ = 2pi|κ(ω0)|2. (2.55)
This is the fundamental interaction in input-output theory that describes the linear
coupling of a quantum system to propagating fields through the operators cˆ and cˆ†.
The moniker input-output theory is explained when we consider the time evolution of
a field operator bˆ(t) via the interaction Hamiltonian. Since t labels the mode, we use
a subscript “in” to indicate the free field which arrives and interacts with the system
and a subscript “out” to indicate the field after the interaction. The output field is
generated via the Hamiltonian, Eq. (2.54), under the assumption of weak coupling
such that the first Born approximation applies,
bˆout(t) = bˆin(t) +
√
γcˆ(t). (2.56)
4The density of states has been included in the continuous mode quantization and gives
rise to Eq. (2.36). See, for example, Ref. [Car93a, Ch. 1] or Ref. [Lou00, Ch. 6].
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This input-output relationship reveals how the output field becomes entangled with
the system through a linear coupling. When performing continuous measurements
in time, it is these output fields that are detected.
2.4.2 Quantum stochastic differential equations
Input-output theory has been widely used in the quantum optical community. Re-
cently a powerful tool, the (S, L,H) formalism, has emerged that builds on input-
output theory and the theory of cascaded quantum systems [Car93b, Car08] in anal-
ogy to modular circuit design in electronics. Within the (S, L,H) formalism, one
identifies three operators that characterize a quantum system: the Hamiltonian Hˆsys,
the operator Lˆ that describes linear coupling to the continuous-mode field, and the
unitary scattering matrix5 Sˆ. Networking various quantum components through op-
tical connections is simply a matter of combining their (S, L,H) triples using a set
of rules [GJ09b, NJD09, JG10]. The underlying foundation is the theory of quan-
tum stochastic differential equations, a mathematically rigorously formalism for the
singular quantum white noise operators that arise in input-output theory.
Under the Hamiltonian in Eq. (2.54), the system and the field undergo joint
unitary evolution via the propagator (time evolution operator) Uˆ(t) which has a
formal solution [Bar90],
Uˆ(t) =
←−T
{
exp
[−i
~
∫ t
0
dt′ Hˆint(t′)
]}
(2.57)
=
←−T
{
exp
[∫ t
0
dt′
(
Lˆ bˆ†(t′)− Lˆ†bˆ(t′))]} , (2.58)
where
←−T indicates time ordering and, to make a connection with the notation in
the literature, we have absorbed the coupling rate into the system operator with the
definition Lˆ ≡ √γcˆ.
5Within the formal theory of quantum stochastic differential equations, the general form
goes back to Hudson and Parthasarathy [HP84].
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Being the quantum versions of classical white noise, the operators bˆ(t) and bˆ†(t)
that appear in the unitary propagator, Eq. (2.58), bring along the difficulties of
zero-mean, infinite-bandwidth noise6. Further, the differential dt bˆ(t) is of order
√
dt, indicating that in the Dyson series second order terms must be kept. For these
reasons, care must be taken when defining stochastic integrals of the sort that appear
in Eq. (2.58). First, we define Bt and B
†
t as time integrals over the quantum noises,
Bt =
∫ t
0
dt′ bˆ(t′) and B†t =
∫ t
0
dt′ bˆ†(t′). (2.59)
The subscript on the quantum noises indicates that they act only up to time t and as
the identity for the time interval [t,∞). The singular nature of the quantum white
noise operators can be removed by expressing Eq. (2.58) in terms of continuous
differential increments dBt and dB
†
t of the quantum noises
7 [GC85, Bar86],
dBt ≡ Bt+dt −Bt and dB†t ≡ B†t+dt −B†t . (2.60)
These are the quantum, non-commuting analogues of the classical Wiener process
and are referred to generically as quantum noise increments and are in some sense
short-time averages of the quantum white noise operators [Doh08]. Now equation
(2.58) can be recast in the form
Uˆ(t) =
←−T
{
exp
[∫ t
0
LˆdB†t′ − Lˆ†dBt′
]}
. (2.61)
Giving precise mathematical meaning to Eq. (2.61) requires a formal definition of an
integral with respect to the quantum noise increments dBt and dB
†
t . Even classically,
where integration is defined with respect to a classical Wiener increment dW , this is
not a trivial task.
6They are, in fact, operator densities and should never appear outside of a time inte-
gral. This become clear in the oft-repeated example, where one attempts to calculate the
expectation under vacuum 〈0|bˆ(t)bˆ†(t)|0〉 = δ(0).
7Although we punctiliously label operators with hats throughout this dissertation, here
we follow the literature, which does not do so for the quantum noise increments.
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Two distinct but equivalent definitions of stochastic integrals exist, both in the
classical and quantum domains. The Stratonovich integral is defined,
(S)
∫ t
t0
f(t′)dBt′ = lim
n→∞
n∑
i=0
f(ti+1)− f(ti)
2
(
Bti+1 −Bti
)
. (2.62)
The integrand is taken as the midpoint of the function f(t) in each time interval.
In the stochastic calculus associated with the quantum Stratonovich integral, dif-
ferentials follow the standard rules from calculus. For quantum (non-commuting)
stochastic processes Xˆ and Yˆ :
d(XˆYˆ ) = (dXˆ)Yˆ + Xˆ(dYˆ ). (2.63)
Stratonovich QSDEs arise as the natural form for the quantum white noise limit of
physical processes [ZG95, Gou06].
The Ito¯ integral is defined,
(I)
∫ t
t0
f(t′)dBt′ = lim
n→∞
n∑
i=0
f(ti)
(
Bti+1 −Bti
)
. (2.64)
The beauty of the quantum Ito¯ integral stems from the fact that the integrand f(t)
and the operator differential dBt act on independent time intervals and therefore
commute, [f(t), dBt] = 0. As a result, expectations with respect to a quantum state
factorize,
E
[∫ t
t0
f(t′)dBt′
]
=
∫ t
t0
E[f(t′)]E[dBt′ ]. (2.65)
In Chapter 3 we will emphatically exploit this property in the calculation of expecta-
tion values with respect to continuous-mode N -photon states. In spite of the useful
properties, working in Ito¯ form brings the burden of its own calculus, which requires
that differentials be taken to second order. For quantum stochastic processes Xˆ and
Yˆ this means
d(XˆYˆ ) = (dXˆ)Yˆ + Xˆ(dYˆ ) + dXˆdYˆ. (2.66)
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Henceforth, we will work exclusively with QSDEs in Ito¯ form, and omit further
discussion of Stratonovich integrals. Now the time evolution operator in Eq. (2.61)
can be expressed as a QSDE in Ito¯ form by expanding to second order
dUˆ(t) =
(
LˆdB†t − Lˆ†dBt −
1
2
Lˆ†Lˆdt
)
Uˆ(t). (2.67)
The first two terms describe the dipole coupling to the quantum noise increments
and the third, deterministic term, known as the Ito¯ correction, is an artifact of using
Ito¯-form QSDEs.
2.4.3 Including the gauge process and scattering matrix
Before moving on, we include a generalization of the Hamiltonian, Eq. (2.54), and
related unitary propagator, Eq. (2.61). The (S, L,H) formalism includes the scat-
tering matrix Sˆ that describes a system’s response to the photon flux at time t. In
a single mode, as considered here, Sˆ describes a unitary coupling of a system to a
two-photon process in an infinitesimal time increment, where a photon is absorbed
and and immediately re-emitted. In the interaction the system is returned to its
initial state, possibly with a photon-dependent phase imprinted on it (and a state-
dependent phase on the outgoing field). For example in Ref. [KBSM09], the authors
consider as their basic unit a Λ-type three-level atom in a cavity. In the limit where
the cavity and excited atomic state decay quickly compared to the interaction time,
they may be adiabatically eliminated8, leaving effective dynamics in the two atomic
ground states, |g〉 and |h〉. In this case they find that the cavity QED system acts
just as a simple, state-dependent scatterer with Sˆ = |g〉〈g| − |h〉〈h|.
When multiple field modes are considered, as in Sec. 2.4.5, Sˆ describes a system’s
response to scattering between them. For example, a beam splitter has no internal
dynamics but scatters between spatial field modes [GJ09b], while a multi-level atom
8A technique for adiabatic elimination within the formalism of QSDEs can be found in
Ref. [BS08].
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in an adiabatically eliminated model scatters between polarization modes and re-
sponds with effective ground state dynamics [Coo12]. Other effective couplings to
photon number appear in optomechanical systems [Van11]. Within the unitary time
evolution operator, Sˆ couples to another fundamental quantum stochastic process,
Λt =
∫ t
0
dt′ b†(t′)b(t′), (2.68)
known as the gauge process. It counts the number of photons in the field up to time
t and has increments
dΛt ≡ Λt+dt − Λt, (2.69)
that describe photon flux. With this, and including a possible Hamiltonian acting
on the system, Hˆsys, the general QSDE for the time evolution operator in one mode
has the form [GJ09b],
dUˆ(t) =
{
−
(
i
~Hˆsys +
1
2
Lˆ†Lˆ
)
⊗ Iˆfield dt− Lˆ†Sˆ ⊗ dBt (2.70)
+ Lˆ⊗ dB†t +
(
Sˆ − Iˆsys
)⊗ dΛt}Uˆ(t).
Explicit tensor product notation is used here to be very clear about system and field
operators within the QSDE.
As a quick endnote, we have only briefly discussed the scattering operator Sˆ as
it appears for effective couplings after adiabatic elimination and for a non-dynamic
beamsplitter. For fundamental number coupling there is still some debate as to
whether Sˆ should be found from a normally-ordered Stratonovich calculus [Gou06,
GvH07] or from a time-ordered exponential [Kho91], as both seem to give different
results9.
9Perplexing is that the results agree to second order in a Taylor expansion. It may be
that they are mathematically equivalent.
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2.4.4 Ito¯ Langevin equations
The time evolution operator in Eq. (2.70) allows us to calculate the equation of
motion for a system operator Xˆ(0) = Xˆ ⊗ Iˆfield. Since we work with Ito¯ QSDEs, this
requires taking differentials to second order,
d
(
Uˆ †(t)XˆUˆ(t)
)
=
(
dUˆ †(t)
)
XˆUˆ(t) + Uˆ †(t)Xˆ
(
dUˆ(t)
)
+
(
dUˆ †(t)
)
Xˆ
(
dUˆ(t)
)
. (2.71)
When manipulating QSDEs such as Eq. (2.71) one encounters products of the quan-
tum noise increments. Under vacuum expectation the rules for these products are
given by the vacuum Ito¯ table [GZ10, Bar06],
dBtdB
†
t = dt dBtdΛt = dBt
dΛtdΛt = dΛt dΛtdB
†
t = dB
†
t ,
(2.72)
with all other products vanishing.
With Eq. (2.71) and Eq. (2.72) we can write down the Ito¯ QSDE for a system
operator, Xˆ(t0) = Xˆ ⊗ Iˆfield,
dXˆ =
(
i
~ [Hˆsys, Xˆ] + L†L[Xˆ]
)
dt+ [Lˆ†, Xˆ]SˆdBt + Sˆ†[Xˆ, Lˆ]dB
†
t + (Sˆ
†XˆSˆ − Xˆ)dΛt,
(2.73)
referred to as an Ito¯ Langevin equation10. The action of the Lindblad superoperator
in the Heisenberg picture is,
L†L[Xˆ] ≡ Lˆ†XˆLˆ− 12
(
Lˆ†LˆXˆ + XˆLˆ†Lˆ
)
. (2.74)
The first two terms in Eq. (2.73) describe smooth evolution from an external Hamil-
tonian on the system and from a Lindblad-type dissipator. The second two terms
describe the influence of quantum noise through coupling of a system operator Lˆ
linearly to the field operators, e.g. dipole-type coupling. The final term arises from
10In the quantum filtering literature one often finds that Heisenberg-picture, time-evolved
system operators are denoted as jt(Xˆ) ≡ Uˆ †(t)XˆUˆ(t). We proceed without this notation,
as time evolution of the operators in the Heisenberg picture is assumed.
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coupling of a system operator Sˆ to a quantity quadratic in the field operators, such
as photon number.
We can also find the Heisenberg-Langevin operators for output quantum noises,
such as Boutt = Uˆ
†(t)BtUˆ(t). Since Eq. (2.70) is an Ito¯ form QSDE for a time-ordered
exponential of the form of Eq. (2.61), expanding to first order gives the infinitesimal
evolution operator over the interval [t, t+ dt) [Bar90, WM10],
Uˆ(t, t+ dt) =Iˆsys ⊗ Iˆfield −
(
i
~Hˆsys +
1
2
Lˆ†Lˆ
)
⊗ Iˆfield dt (2.75)
− Lˆ†Sˆ ⊗ dBt + Lˆ⊗ dB†t +
(
Sˆ − Iˆsys
)⊗ dΛt.
Then, the QSDE for the output quantum noise increments can be found [Bar86,
ZG95],
dBoutt =B
out
t+dt −Boutt
=Uˆ †(t)
{
Uˆ †(t, t+ dt)dBtUˆ(t, t+ dt)
}
Uˆ(t)
=Lˆdt+ SˆdBt, (2.76)
We perform similar calculations to find the QSDE for output photon number Λoutt =
Uˆ †(t)ΛtUˆ(t),
dΛoutt = Lˆ
†Lˆdt+ Lˆ†SˆdBt + Sˆ†LˆdB
†
t + dΛt, (2.77)
where we have used the relation, Sˆ†Sˆ = Iˆsys. Since Eq. (2.76) and Eq. (2.77) are
in the Heisenberg picture, the system operators that appear are the time-evolved
versions from Eq. (2.73). The two relations in Eq. (2.76) and Eq. (2.77) are the
input-output relations within the formalism of Ito¯ QSDEs.
2.4.5 Multi-mode fields
In more general cases, we might wish to model interactions in multiple field modes,
separate from the longitindual spatio-temporal continuous modes, such as polariza-
tion or transverse spatial modes. A discussion of the underlying physical modeling
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is given in Sec. 3.2.1. For multiple modes the evolution is given by the QSDE for the
multi-mode time evolution operator,
dUˆ(t) =
{
−
(
i
~Hˆsys +
1
2
∑
i
Lˆ†i Lˆi
)
⊗ Iˆfield dt−
∑
i,j
Lˆ†i Sˆij ⊗ dBj (2.78)
+
∑
i
Lˆi ⊗ dB†i +
∑
i,j
(
Sˆij − δij Iˆsys
)⊗ dΛij}Uˆ(t).
Here, Lˆi is the linear coupling operator between the i
th mode and the system, Hˆsys is
an external Hamiltonian, and the scattering matrix Sˆij is constrained by unitarity:∑
k SˆikSˆ
†
jk = δij Iˆsys and
∑
k Sˆ
†
kiSˆkj = δij Iˆsys (see [GGY08, Appendix A] and [GJ09b,
Sec. IV] and the references therein for more details on multi-mode QSDEs). The fact
that in physical situations the system couples differently to each mode is captured
by the fact that the coupling operators contain the coupling rate, Lˆi =
√
γicˆi, where
γi is given by Eq. (3.14). Note that the subscript t on the quantum noises has
been dropped for notational compactness in favor of the mode labels {i, j}. The
multi-mode quantum noise increments,
dBi ≡
∫ t+dt
t
dt′ bˆi(t′) and dΛij ≡
∫ t+dt
t
dt′ bˆ†i (t
′)bˆj(t′) (2.79)
satisfy the multi-mode vacuum Ito¯ table,
dBidB
†
j = δi,jdt dBidΛjk = δi,jdBk
dΛijdΛkl = δj,kdΛil dΛijdB
†
k = δj,kdB
†
i .
(2.80)
Using multi-mode versions of the evolution operators, Eq. (2.71), and the Ito¯ table,
we can write down the QSDE for a system operator [Bar06],
dXˆ =
(
i
~
[
Hˆsys, Xˆ
]
+
∑
i
LLi [Xˆ]
)
dt+
∑
i,j
[Lˆ†i , Xˆ]SˆijdBj (2.81)
+
∑
i,j
Sˆ†ij[Xˆ, Lˆi]dB
†
j +
∑
i,j
(∑
k
Sˆ†kiXˆSˆkj − δijXˆ
)
dΛij.
The output quantum noise increments in mode i can likewise be found:
dBouti =
∑
j
SˆijdBj + Lˆidt, (2.82)
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as well as the output photon flux from mode j to mode i,
dΛoutij = Lˆ
†
i Lˆjdt+
∑
k
Lˆ†i SˆjkdBk +
∑
k
Sˆ†ikLˆjdBk +
∑
k,l
Sˆ†ikSˆjldΛkl. (2.83)
In Chapter 3, we will use the QSDE formalism laid out here to describe the
interaction of a quantum system with a traveling wave packet of light prepared in a
state of definite photon number.
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Chapter 3
Quantum systems interacting with
N-photon states
3.1 Introduction
In this chapter we present a unifying method, based on the formalism of the pre-
vious chapter, to describe the dynamics of a quantum system as it interacts with
a continuous-mode N -photon state, as depicted in Fig. 3.1. During the interaction,
these fundamentally quantum mechanical states of light become nonlocally entangled
with the system. This is a departure from the standard situation in open quantum
systems where the input field interacting with the system at time t is assumed to be
uncorrelated both with the system and with the field at other times. Consider the
simplest situation in which the input field is prepared in a wave packet ξ(t) with ex-
actly one photon. Classically, there are two possible paths that can have been taken
by time t: (i) the photon has been absorbed by the system at some previous time
t′ < t, or (ii) the photon has not yet been absorbed and can be found, with certainty,
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t
portion of the wave packet that 
has interacted with the system
wave packet envelope
quantum system
Figure 3.1: A traveling wave packet interacting with an arbitrary quantum sys-
tem. The temporal wave packet is described by a slowly-varying envelope ξ(t)
which modulates fast oscillations at the carrier frequency. We consider the case
where the wave packet is prepared in a nonclassical state of definite photon num-
ber.
in the remaining input field1. Quantum mechanically, these two classical options
can also be in superposition. The major obstacle to describing the reduced system’s
dynamics comes from keeping track of the joint system-field correlations that can
arise. The method detailed in this chapter addresses this issue and allows one to
derive the master equations and output field quantities for an arbitrary quantum
system interacting with any combination of continuous-mode N -photon states.
A description of a system interacting with a traveling wave packet naturally
calls for a formulation in the time domain. The input-output theory and underly-
ing continuous-mode quantization of the field, reviewed in Chapter 2, provide such
a description [GC85, YD84, Cav82, DPZG92, GZ10, Gar93, Car93b]. Often input-
ouput theory is formulated for a one-dimensional electromagnetic field, although this
is not a necessary restriction [DPZG92]. Such effective one-dimensional models are
typically applied in the context of optical cavities [APA+09] or photonic waveguides
[CWMK11, SPS+08, VRS+10, CSDL07]. In this formalism the rotating wave approx-
1The first path also bifurcates. After the photon is absorbed, it can either remain as
an excitation within the system or be reemitted into the field.
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imation, the weak-coupling limit (the first Born approximation), and the Markov ap-
proximation are made [vH55, vHSM05]. Strict enforcement of these approximations
is known as the quantum white noise limit, discussed in Sec. 2.4.1. The main result
is a quantum stochastic differential equation (QSDE) for the unitary time evolution
operator that governs the system-field dynamics. From this equation one can derive
Heisenberg-picture QSDEs for system and field operators driven by white noise, also
known as white-noise Langevin equations. Taking expectations with respect to input
states then gives unconditional system and field dynamics, which can be ported to
quantum states in the Schro¨dinger picture with a quick transformation.
This chapter is organized as follows: we begin in Sec. 3.2 with the definition
of a subset of N -photon states, known as continuous-mode Fock states, for which
the input photons are uncorrelated. To motivate the Fock-state master equations
derived later in this chapter, and in particular to highlight the complications when
dealing with N -photon states, we present an analytic solution for the particular
case of a two-level atom interacting with a Fock state. In Sec. 3.3 we present the
central result: master equations for systems interacting with continuous-mode Fock
states and related equations for output field observables. The formalism is illustrated
with a variety of examples beginning with a two-level atom interacting with Fock
states in wave packets of different shape. In Sec. 3.5, we present a generalization to
Fock states in multiple modes. This sets the stage for the study of many canonical
problems in quantum optics. As an example, we examine the scattering of Fock
states from a two-level atom. Finally, in Sec. 3.6 we show how these equations can
be used to study general N -photon states, for which the spectral density function
is not factorizable. This is illustrated by a two-level atom interacting with a pulse
train of two consecutive Gaussian single-photon wave packets.
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3.2 Continuous-mode Fock states
A continuous-mode single-photon state [Lou00, GZ10, BLPS90] can be interpreted
as a single photon coherently superposed over many spectral modes [Mil07, Mil08]
with weightings given by the spectral density function (SDF) ξ˜(ω),
|1ξ〉 =
∫
dω ξ˜(ω)b†(ω)|0〉. (3.1)
We focus on quasi-monochromatic wave packets, where the spectral spread is much
smaller than the carrier frequency, ∆ω  ωc. This holds for optical carriers, whose
bandwidths are small relative to the carrier frequency. Then, we can define a slowly-
varying envelope rotating at the carrier frequency,
ξ˜(ω)→ ξ˜(ω)e−iωct, (3.2)
where ωc is near relevant system frequencies. The Fourier transform of the slowly-
varying envelope, F [ξ˜(ω)] = ξ(t), characterizes a square-normalized temporal wave
packet,
∫
dt |ξ(t)|2 = 1. In the time domain, and within the quasi-monochromatic
approximation, the single-photon state in Eq. (3.1) becomes [Lou00],
|1ξ〉 =
∫
dt′ ξ(t′)b†(t′)|0〉 (3.3)
≡ B†(ξ)|0〉, (3.4)
where we have absorbed the possible detuning from the system frequency into ξ(t).
The operator B†(ξ) creates a single photon in the wave packet ξ(t) and satisfies the
commutation relation, [
B(ξ), B†(ξ)
]
= 1. (3.5)
Equation (3.3) can be interpreted as a superposition of instantaneous photon cre-
ation times weighted by the temporal wave packet. Since the white noise operators
are defined in the interaction picture, it is clear that ξ(t) is a slowly-varying tem-
poral envelope modulating fast oscillations at the carrier frequency ωc. By focusing
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on quasi-monochromatic wave packets we ensure the approximations made in the
quantum white noise limit are not violated.
By selecting a time t at which to divide the integral in Eq. (3.3), one can clearly see
that the single-photon Fock state possesses temporal mode entanglement [GJN11],
|1ξ〉 =
∫ t
0
dt′ ξ(t′)b†(t′)|0〉+
∫ ∞
t
dt′ ξ(t′)b†(t′)|0〉. (3.6)
That is, the photon is in a superposition of being found before time t and after time t.
This property is not shared by vacuum, coherent, and thermal fields2, which can all
be written as a continuous-time tensor product state [Par92, Coo12]. While not an
attribute that we study in this dissertation per se, it is this temporal entanglement
that makes N -photon states manifestly non-classical and complicates dynamical de-
scriptions when they interact with other systems.
A straightforward extension leads to the definition of normalized, continuous-
mode Fock states (referred to hereafter as Fock states) in the wave packet ξ(t) with
N photons [BLPS90],
|Nξ〉 = 1√
N !
[∫
dt′ ξ(t′)b†(t′)
]N
|0〉 (3.7a)
=
1√
N !
[
B†(ξ)
]N |0〉. (3.7b)
With respect to the temporal envelope ξ(t), continuous-mode Fock states behave
just like the single-mode Fock states with the standard normalization 1/
√
N !. At
this point one might imagine that the description is effectively single mode, defined
by the temporal envelope ξ(t). However, interactions occur at specific local times
as seen in the white noise Hamiltonian in Eq. (2.54), rather than over the entire
2Squeezed states are under investigation.
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temporal envelope. Acting with a white-noise operator on a Fock state,
bˆ(t)|Nξ〉 = 1√
N !
∫ t
0
dt1 . . .
∫ t
0
dtN ξ(t1) . . . ξ(tN)bˆ(t)bˆ
†(t1) . . . bˆ†(tN)|0〉 (3.8)
=ξ(t)
N√
N !
∫ t
0
dt1 . . .
∫ t
0
dtN−1 bˆ†(t1) . . . bˆ†(tN−1)|0〉 (3.9)
=
√
Nξ(t)
1√
(N − 1)!
[
B†(ξ)
]N−1|0〉 (3.10)
=
√
Nξ(t)|N − 1ξ〉, (3.11)
not only lowers the photon number by one and generates a
√
N factor that comes
from normally ordering, but also pulls out the value of the temporal envelope at
time t. This can be understood by Eq. (3.11) taking the inner product to find the
probability density for finding a photon at time t,
P(t) = 〈Nξ|bˆ†(t)bˆ(t)|Nξ〉 = N |ξ(t)|2. (3.12)
One can similarly perform a temporal decomposition as in Eq. (3.6) to find that the
temporal correlations become even more intertwined due to the indistinguishability
of the photons.
When multiple photons are produced they are often spectrally correlated, as in
spontaneous parametric down conversion, which translates to temporal correlations.
The Fock states in Eq. (3.7) are a subset of these more general N -photon states
for which the SDF is not, in general, factorizable [Ou06, RMS07]. These states are
defined and treated in Sec. 3.6.
3.2.1 Interactions in one or many modes
The quantum white noise limit of Sec. 2.4 is derived for system-field interactions
within a single spatial/polarization mode. However, in physical situations, a system
with dipole matrix element deg couples to each field mode with strength,
κi(ω) = deg · ~ui(r)
√
ω
~Ac
, (3.13)
Chapter 3. Quantum systems interacting with N -photon states 40
where ~ui(r) is one of a set of dimensionless, orthonormal modes, as in Sec. 2.2
[Car93a, Ch. 2]. As described in Sec. 2.4.1, the interaction is centered around a
system frequency ω0, and the Markov approximation is made, giving a coupling rate
to mode i,
γi = 2pi|κi(ω0)|2. (3.14)
The total decay (coupling) rate into all modes given by Γ =
∑
i γi; in free space, Γ
is the Wigner-Weisskopf spontaneous emission rate. When the rate of coupling to
a particular mode, labeled by g, far exceeds that to others, then the interaction is
effectively single mode and γg ≈ Γ.
The single-mode approximation is rooted in the presumption that light in a chosen
mode can be efficiently coupled to the system. An example is the excitation of a
two-level atom in free space by input light whose spatial profile matches the dipole
emission pattern [TCA+08, WMSS11]. To achieve proper mode matching, the input
light must be prepared in a mode consisting of a symmetric combination of left-
and right-propagating dipole waves [WMS12]. Alternatively, the atom can be placed
at the focus of a parabolic mirror [ABSan+13]. This is more closely analogous to
the standard physical situation for a single-mode approximation using a single-sided
cavity [vHSM05, JF11, DNJSK12], where there is no distinction between forward
and backward propagation.
Another widely applicable physical context where the continuous-mode formalism
can be useful is that of strongly confined one-dimensional photonic or microwave
waveguides3 [LKDGBH05, VRS+10, RSF10, vLFL+13, GHY+14]. In such systems
there is often significant backscattering, and one must often consider both forward-
and backward-propagating guided modes. In some cases, the coupling rates into the
3Methods for continuous-mode quantization in a dielectric waveguide are given in Refs.
[BLPS90, Mil95]. Since one quantizes the photon flux, the pre-factor in the expression
for the electric field, Eq. (2.39), contains the group velocity in the medium. The coupling
strength, Eq. (3.13), is likewise modified.
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guided modes, γg, can be much larger than into all other modes, γ⊥. The total decay
rate is modified in the presence of a dielectric and is found by summing over all modes,
Γ = γ⊥ +
∑
g γg [CSDL07, CWMK11]. For freely propagating waveguide modes,
a side-coupled or embedded quantum system of interest couples both to forward-
and backward-propagating modes, although not necessarily symmetrically [LKR14].
A single-mode approximation depends on the nature of the input field; i.e. it may
apply when the input light is prepared in a symmetric combination of forward- and
backward-propagating guided modes.
In the following sections, we abstract away the physical details, realizing that the
relevance of our theory relies on the degree to which single-, two-, or finite multi-
mode approximations apply in any physical situation. We work from an idealized
standpoint where coupling other than to the modes of interest can be fully suppressed,
and we set γ⊥ = 0. With that in mind, we point out that using the tools of Sec. 3.5,
the effects of these ancillary modes can be readily included.
3.2.2 Interactions with Fock states: two-level atom
The non-classical temporal correlations in Fock states along with the fact that they
are modified during interactions generates rich and interesting dynamics which arise
even for the relatively simple case of a two-level atom. Consider such an atom with
ground and excited states |g〉 and |e〉 separated by transition frequency ω0 as it
interacts with a continuous-mode field, assumed to be strongly coupled to the atom
in both spatial and polarization degrees of freedom. The system and field couple
via the interaction-picture Hamiltonian in Eq. (2.49) with cˆ = |g〉〈e| and coupling
strength κ(ω0) as in Eq. (3.13). When the atom is initially in the ground state and the
input field is a single-photon Fock state with resonant carrier frequency (ωc = ω0),
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the joint state can be written in the single-excitation subspace as
|ψ(t)〉 = ce(t)|e〉 ⊗ |0〉+ |g〉 ⊗
∫
dω cg,ω(t)bˆ
†(ω)|0〉. (3.15)
For an off-resonant carrier frequency ωc, the resulting detuning appears in an ad-
ditional system Hamiltonian Hˆsys
4. The equations of motion for the probability
amplitudes follow from the Hamiltonian,
c˙g,ω(t) = κ(ω)ce(t)e
i(ω−ω0)t, (3.16)
c˙e(t) = −
∫
dω κ(ω)cg,ω(t)e
−i(ω−ω0)t, (3.17)
and, within the Markov approximation, can be integrated to find the formal solutions,
cg,ω(t) =cg,ω(0) + κ(ω0)
∫ t
0
dt′ce(0)ei(ω−ω0)t
′
e−
Γ
2
t′ (3.18)
+ |κ(ω0)|2
∫ t
0
dt′
∫ t′
0
dt′′ei(ω−ω0)t
′
e−
Γ
2
(t′−t′′)
∫
dω′ cg,ω′(0)e−i(ω
′−ω0)t′′ ,
ce(t) =ce(0)e
−Γ
2
t + κ(ω0)
∫ t
0
dt′e−
Γ
2
(t−t′)
∫
dω cg,ω(0)e
−i(ω−ω0)t′ , (3.19)
where Γ is the total decay rate.
For an atom in the ground state interacting with a quasi-monochro-matic, single-
photon Fock state, [Eq. (3.1)], the initial conditions are ce(0) = 0 and cg,ω(0) = ξ(ω).
Recognizing the inverse Fourier transform, we rewrite the coefficient in terms of the
time-domain wave packet,
cg,ω(t) =ξ(ω) + 2pi|κ(ω0)|2
∫ t
0
dt′
∫ t′
0
dt′′ei(ω−ω0)t
′
e−
Γ
2
(t′−t′′)ξ(t′′),
ce(t) =
√
2piκ(ω0)e
−Γ
2
t
∫ t
0
dt′ e
Γ
2
t′ξ(t′). (3.20)
Using these solutions in the expression for the joint state, Eq. (3.15), the probability
of finding the atom in the excited state at time t is
Pe(t) = 2pi|κ(ω0)|2e−Γt
∣∣∣∣ ∫ t
0
dt′ ξ(t′)e
Γ
2
t′
∣∣∣∣2. (3.21)
4For example, a two-level atom with bare Hamiltonian in the Schro¨dinger picture,
Hˆsys =
ω0
2 σˆz, has a remaining bare Hamiltonian in the interaction picture, Hˆsys = −∆2 σˆz,
where ∆ = ωc − ω0.
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In the input-output formalism, note that the coupling rate to the guided modes,
[Eq. (2.55)], is γ = 2pi|κ(ω0)|2.
Excitation with an N-photon wave packet
The method in the previous section can be extended to higher photon number with a
solution given by Julio Gea-Banacloche [GB13a]. The details are given in Appendix
E; the result is summarized here. While not restricted to the single-excitation sub-
space, the joint state at any can time can still generally be written as
|ψ(t)〉 = |e〉 ⊗ |φe(t)〉+ |g〉 ⊗ |φg(t)〉, (3.22)
where |φe(t)〉 and |φg(t)〉 are photonic wave functions to be determined. Their equa-
tions of motion, Eqs. (E.2), follow from the white-noise Hamiltonian, Eq. (2.54).
When the atom is initially in the ground state and the input field is an N -photon
Fock state, Eq. (3.7), the analytic solution for the excited photon wave function,
derived in Appendix E, is
|φe(t)〉 = −
√
γN
∫ t
0
dt1e
− γ
2
(t−t1)ξ(t1) |N − 1ξ〉 (3.23)
+ γ3/2
√
N(N − 1)
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 e
−γ(t−t1)e−γ(t2−t3)ξ(t1)ξ(t3)bˆ†(t2)|N − 2ξ〉
− γ5/2
√
N(N − 1)(N − 2)
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4
∫ t4
0
dt5
× e−γ(t−t1)e−γ(t2−t3)e−γ(t4−t5)ξ(t1)ξ(t3)ξ(t5)bˆ†(t2)bˆ†(t4)|N − 3ξ〉+ . . .
The expression for the ground photonic wave function |ψg(t)〉 can be found by plug-
ging this solution into (E.2b) and integrating, thus giving the full joint state. The
beauty of the analytic solution is that, in principle, any expectation values can be cal-
culated; for instance, the excitation probability at any time is Pe(t) = 〈φe(t)|φe(t)〉.
In practice, however, this may prove challenging due to complicated time-ordered
integrals.
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3.2.3 Tracing over the field: master equations
While it can be useful to have an analytic solution for the full joint state of the
system and field, Eq. (E.6) involves quite a few nested, time-ordered integrals and
can be difficult to integrate, even numerically. The expression results from the fact
that the quantum state of the field is modified during the interaction, and Fock states
of different photon numbers couple in via the exchange of excitations between the
atom and field. When the system itself is the primary object of interest, we may
benefit from using a master equation approach, where the field is traced out. The
resulting equation of motion for the reduced system state, %ˆ, includes the effects of
the field which may manifest in coherent driving, and to the extent that the system
and field become entangled, decoherence.
To introduce the machinery used in the derivation of the master equations for
Fock-state input fields, we begin with the much simpler case of a system driven by
a field in vacuum. The technique rests on the foundation of quantum stochastic
calculus, reviewed in Sec. 2.4.2. The time evolution of an arbitrary system operator,
Xˆ(0) = Xˆ ⊗ Iˆfield, is given by the Ito¯ Langevin equation [Eq. (2.73)],
dXˆ =
(
i
~ [Hˆsys, Xˆ] + L†L[Xˆ]
)
dt+ [Lˆ†, Xˆ]SˆdBt + Sˆ†[Xˆ, Lˆ]dB
†
t + (Sˆ
†XˆSˆ − Xˆ)dΛt.
(3.24)
To find the master equation, we first take vacuum expectations of Eq. (3.24) using the
following notation (to be explained in detail in Sec. 3.3): E0,0[dXˆ] = Trsys+field
[
(ρˆsys⊗
|0〉〈0|)dXˆ]. The action of the quantum noise increments on vacuum,
dBt|0〉 =
∫ t+dt
t
ds bˆ(s)|0〉 = 0, (3.25a)
dΛt|0〉 =
∫ t+dt
t
ds bˆ†(s)bˆ(s)|0〉 = 0, (3.25b)
reveals that all of the terms in Eq. (3.24) involving dBt, dB
†
t , and dΛt vanish. The
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equation of motion then becomes,
d
dt
E0,0[dXˆ] =Trsys+field
[
(ρˆsys ⊗ |0〉〈0|) i~ [Hˆsys, Xˆ(t)] + (ρˆsys ⊗ |0〉〈0|)L†L[Xˆ(t)]
]
=Trsys
[
%ˆ0,0(0)
(
i
~ [Hˆsys, Uˆ
†(t)XˆUˆ(t)] + L†L[Uˆ †(t)XˆUˆ(t)]
)]
(3.26)
=Trsys
[
Xˆ
(−i
~ [Hˆsys, %ˆ0,0(t)] + LL[%ˆ0,0(t)]
)]
. (3.27)
From the first line to the second, we performed a trace over the field. In doing so we
have defined the reduced density matrix for the system,
%ˆ0,0(t) ≡ Trfield
[
U(t)ρˆsys ⊗ |0〉〈0|U †(t)
]
. (3.28)
This step is critical to the derivation and to the understanding of the Fock-state
master equations derived later in this chapter since, as we will see, interactions with
an N -photon field can be described by a coupling of systems prepared in different
initial states. Although superfluous in this example, the subscripts label the initial
state of the field, vacuum – labeled 0,0 – in this case. Using the cyclic property of
the trace in Eq. (3.27) we obtain the vacuum master equation,
d
dt
%ˆ0,0(t) = − i~
[
Hˆsys, %ˆ0,0(t)
]
+ LL
[
%ˆ0,0(t)
]
, (3.29)
where the action of Lindblad superoperator in the Schro¨dinger picture is
LL[%ˆ] ≡ L%ˆL† − 12
(
L†L%ˆ+ %ˆL†L
)
. (3.30)
The master equation evolution of the reduced state in Eq. (3.29) describes a sys-
tem interacting at each time t with fresh vacuum that is uncorrelated with the
system. The Lindblad dissipator describes the decoherence introduced when excita-
tions present in the atom decay back into the field. The reduced system dynamics
can be expressed as a completely-positive map, and the resulting master equation is
closed in the initial conditions. We will see that for N -photon states, this is not the
case.
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3.3 Fock-state master equations
In this section we derive master equations for a quantum system interacting with a
field prepared in a Fock state [Eq. (3.7)]. The derivation is performed in the Heisen-
berg picture where the time-dependent operators evolve according to Eq. (3.24).
Similar to what was done for vacuum in the previous section, we take expectations
with respect to input Fock states and then convert to the Schro¨dinger picture for
the master equation. To facilitate the derivation we first introduce notation conve-
nient for representing expectations with respect to a Fock states. It should be noted
that our method is a generalization to N -photon states of a method introduced in
Refs. [GJN11, GJNC12] for a single photon.
Before taking expectations, we need the action of the quantum noise increments
that appear in Eq. (3.24) on the input Fock states. Using Eq. (3.11) we obtain the
general actions of the quantum noise increments on Fock states [BCBC12, SZX13],
dBt|nξ〉 = dt
√
nξ(t)|n− 1ξ〉 (3.31a)
dΛt|nξ〉 = dB†t
√
nξ(t)|n− 1ξ〉. (3.31b)
The composition rules for the quantum noise increments, expressed in Eq. (2.72),
are generally modified for non-vacuum fields [GZ10, WM10]. However, the Ito¯ table
for Fock states is identical to that for vacuum [GJN11, GJNC12, BCBC12, CHJ12,
SZX13].
Assuming no correlations before the interaction, the initial joint state is described
by the product state
ρˆ(0) = ρˆsys ⊗ |Nξ〉〈Nξ|, (3.32)
with the system in the state ρˆsys and the field in the Fock state |Nξ〉. At any time,
the reduced state of the system is found by tracing over the field,
%ˆN,N(t) ≡ Trfield
[
Uˆ(t)ρˆsys ⊗ |Nξ〉〈Nξ|Uˆ †(t)
]
, (3.33)
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where, as above, we use the subscripts N,N to label the reduced system state by the
initial field state. Using the Hilbert-Schmidt inner product for operators Aˆ and Bˆ,
〈Aˆ|Bˆ〉 ≡ Tr[Aˆ†Bˆ], (3.34)
one can take expectations with respect to system and/or field states5. For the follow-
ing derivation we make use of the asymmetric expectation value [GJNC12], defined
using Eq. (3.34),
Em,n[Oˆ] ≡ Trsys+field
[
(ρˆsys ⊗ |mξ〉〈nξ|)† Oˆ
]
, (3.35)
where Oˆ can be a joint operator on the system and field and is not necessarily
separable6. We use a convention where capital letters, |Nξ〉 denote the number of
photons in the input field. Lowercase letters, that is, |nξ〉 where n = {0, ..., N −
1}, label “reference” Fock states to which the system couples. The asymmetric
expectation in Eq. (3.36) is the link between the Heisenberg picture where the trace
over input field states is performed and the Schro¨dinger picture master equation for
the reduced quantum state.
After some interaction time the system and field become entangled. The expec-
tation value in Eq. (3.36) is
Em,n
[Oˆ(t)] = Trsys[%ˆ†m,n(t)Oˆ], (3.36)
where we have defined a set of generalized density operators, %ˆm,n – first introduced
in Ref. [GEPZ98] – by tracing over the field,
%ˆm,n(t) ≡ Trfield
[
Uˆ(t)ρˆsys ⊗ |mξ〉〈nξ|Uˆ †(t)
]
. (3.37)
Again, the subscripts m,n refer to the initial field state. Such generalized density
operators were also used in Refs. [GJN11, GJNC12, CHJ12] for a single photon.
5The dagger in the HS inner product is important when considering general operators
Aˆ and Bˆ. It does not typically appear when taking expectation values, as the physical
density matrix is Hermitian; ρˆ = ρˆ†.
6For a pure initial system state, ρˆsys = |ψ〉〈ψ|, the asymmetric expectation in Eq. (3.36)
above is 〈mξ|〈ψ|Oˆ|ψ〉|nξ〉, and the ordering of the subscripts suddenly makes sense.
Chapter 3. Quantum systems interacting with N -photon states 48
Further interpretation and understanding of these generalized density operators is
given in Sec. 3.3.1.
As the trace in Eq. (3.36) is over both system and field, it gives a c-number
expectation value. Using the partial trace we can also define an asymmetric partial
expectation over the field alone which results in an operator. We define this operation
with the notation7,
$m,n
(Oˆ) ≡ Trfield[(Iˆsys ⊗ |mξ〉〈nξ|)†Oˆ]. (3.38)
The derivation of the Fock-state master equations in the following section is based
on the Ito¯ Langevin equations of motion for system operators. In this picture, the
state remains separable and the expectations will always have the form of Eq. (3.36)
and Eq. (3.38).
3.3.1 Fock-state master equations
We are now equipped to derive the Fock-state master equations. To extract the
Schro¨dinger-picture master equations, we take equation of motion for a system opera-
tor, Eq. (3.24), making use of the asymmetric expectation in Eq. (3.37): Em,n[X(t)] =
Trsys[%ˆ
†
m,n(t)X]. Then, using the cyclic property of the trace, we can write down the
master equations for the system state:
d
dt
%ˆm,n(t) = − i~ [Hˆsys, %ˆm,n] + LL[%ˆm,n] (3.39)
+
√
mξ(t)[S%ˆm−1,n, Lˆ†]+
√
nξ∗(t)[Lˆ, %ˆm,n−1S†]
+
√
mn|ξ(t)|2(S%ˆm−1,n−1S† − %ˆm−1,n−1).
This set of coupled differential equations is the main result of this section. The initial
conditions for these equations follow from Eq. (3.37),
%ˆm,n(0) = Trfield
[
ρˆsys ⊗ |mξ〉〈nξ|
]
= ρˆsysδm,n. (3.40)
7The symbol $ was used in Refs. [GJN11, GJNC12]. Our definition is different.
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That is, the diagonal equations %ˆn,n should be initialized with the initial system state
ρˆsys, while the off-diagonal equations should be initialized to zero. In order to cal-
culate expectation values of system operators for an N -photon Fock state one needs
only the top-level density operator that describes the physical state, %ˆN,N . However,
extracting %ˆN,N(t) requires propagating all equations between 0 and N to which
it is coupled. We note some special cases of Eq. (3.39) were derived previously in
Refs. [GEPZ98, GJN11, GJNC12]; however, little intuition or physical interpretation
was given to these equations.
The master equations in Eq. (3.39) require further explanation. The diagonal
terms, %ˆn,n, are valid state matrices describing the evolution of the system interacting
with an n-photon Fock state for n ∈ {0, . . . , N}. For example, when N = 0 we
recover the vacuum master equation, Eq. (3.29). From the actions of the quantum
noise increments on vacuum, Eq. (3.25a), we see that the vacuum master equation is
the only closed-form equation in Eq. (3.39). ForN ≥ 1, the diagonal equations couple
“downward” towards the vacuum master equation via the off-diagonal equations %ˆm,n
where m 6= n. These off-diagonal operators are non-Hermitian of trace-class zero
[GEPZ98]; consequently they are not valid state matrices but do satisfy %ˆm,n = %ˆ
†
n,m.
The fact that the equations couple downward means that we need only consider
a finite set of equations, which can be integrated numerically and in some cases,
analytically. For a field in an N -photon Fock state there are (N + 1)2 equations.
From the symmetry %ˆn,m = %ˆ
†
m,n, the number of independent coupled equations
reduces to 1
2
(N + 1)(N + 2).
Finally, we comment on the physical interpretation of these equations. Absorp-
tion of a photon by the system significantly changes a field prepared in a Fock state,
so its dynamics are non-Markovian [GEPZ98, GJN11]. This necessitates propagating
a set of coupled master equations. In contrast, for coherent states, photons can be
removed while leaving the field state unchanged and a single master equation suffices.
Before the wave packet has interacted with the system ξ(t) is zero and only the top
Chapter 3. Quantum systems interacting with N -photon states 50
level equation %ˆN,N contributes to the evolution of the system. In other words, the
system evolves solely under the terms on the first line of Eq. (3.39), which describe
evolution from an external Hamiltonian and decay due to coupling to the vacuum.
When the wave packet begins to interact with the system ξ(t) becomes nonzero, and
the other coupled equations contribute to the evolution of the system. Then, the
information flow propagates upwards from %ˆ0,0 to %ˆN,N .
So far we have discussed the dynamics of the system before and during the in-
teraction. The last physically important observation is related to the correlation
between the system and the outgoing field during and after the interaction. Con-
sider the case where ξ(t) is bimodal. When the temporal spacing between the peaks
is much greater than the characteristic decay time of the system and since ξ(t) is zero
at these intermediate times, the coherence between the first peak of the wave packet
and the system is lost before the second peak begins to interact. Thus only the
top-level equation must be propagated at these times, and the only nonzero terms
describe external Hamiltonian drive and decay into the vacuum. When the temporal
spacing between the two peaks is on the order of the system decay time or shorter,
then the initial temporal coherence between the peaks can affect the system.
From Eq. (3.38), we can take the partial trace over Fock states for an arbitrary
system operator Oˆ = Xˆ ⊗ Iˆfield, whose equation of motion is given by Eq. (3.24).
Doing so yields the Heisenberg-picture master equations:
d
dt
$m,n
(
Xˆ(t)
)
=
i
~
$m,n
(
[Hˆsys, Xˆ]
)
+$m,n
(L†L[Xˆ]) (3.41)
+
√
mξ∗(t)$m−1,n
(
S†[Xˆ, Lˆ]
)
+
√
nξ(t)$m,n−1
(
[Lˆ†, Xˆ]S
)
+
√
mn|ξ(t)|2$m−1,n−1
(
S†XˆS − Xˆ).
In order to find solutions in the Heisenberg picture, one needs to find not only
$m,n
(
Xˆ(t)
)
for all {m,n}, but all other operators to which Xˆ couples as well. In
many cases, solving Eq. (3.39) for the reduced state in the Schro¨dinger-picture pro-
vides easier access to expectation values. However, in situations where the full quan-
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tum state is hard to determine or requires massive resources8, Heisenberg-picture
equations can prove useful.
3.3.2 Output field expectation values
In addition to expectation values of system observables, we may also be interested
in features of the output field. Consider a field observable Yˆ (t) with initial condition
Yˆ (t0) = Iˆsys ⊗ Yˆ . We insert the Ito¯ Langevin equation of motion for Yˆ into the
asymmetric expectations. Using Eq. (3.38) for the partial trace$m,n(Yˆ (t)), the result
is operator-valued Heisenberg master equations. We focus here on expectation values,
Em,n[Yˆ (t)], which are found by tracing over the system as well, as in Eq. (3.36). For
two field quantities of interest – photon flux and field quadratures – we produce a set
of coupled differential equations similar in form to Eq. (3.39). The initial conditions
are $m,n(Yˆ (t0)) = 〈mξ|Yˆ |nξ〉Iˆsys and similarly Em,n[Yˆ (t0)] = 〈mξ|Yˆ |nξ〉. Since the
wave packet is assumed at the initial time to be far from the system (which defines
t0 in the observables) these expectations vanish at the initial time.
The photon flux is given by dΛt, which counts the number of photons in the field
in the infinitessimal time increment t to t+ dt. The rules of Ito¯ calculus are used to
find the equation of motion for the output photon flux [Eq. (2.77)],
dΛoutt = Lˆ
†Lˆdt+ Lˆ†SˆdBt + Sˆ†LˆdB
†
t + dΛt. (3.42)
Taking expectations over Fock states using Eq. (3.38) yields an equation for the mean
photon flux operator in terms of remaining system operators,
d
dt
$m,n
(
Λoutt
)
=$m,n
(
Lˆ†Lˆ
)
+
√
nξ(t)$m,n−1
(
Lˆ†Sˆ
)
(3.43)
+
√
mξ∗(t)$m−1,n
(
Sˆ†Lˆ
)
+
√
mn|ξ(t)|2$m−1,n−1
(
Iˆsys
)
.
8Consider a large ensemble of N qubits, whose Hilbert space dimension scales as 2N .
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Tracing over the system yields an equation for the mean photon flux9,
d
dt
Em,n
[
Λoutt
]
=Em,n
[
Lˆ†Lˆ
]
+
√
nξ(t)Em,n−1
[
Lˆ†Sˆ
]
+
√
mξ∗(t)Em−1,n
[
Sˆ†Lˆ
]
+
√
mn|ξ(t)|2Em−1,n−1
[
Iˆsys
]
. (3.44)
For an input Fock state with N photons, the top-level solution to this equation,
EN,N [Λ
out
t (t)], gives the integrated mean photon number up to time t. If one can
solve Eq. (3.39) for the generalized density operators, the most direct route to finding
the expectation value of field operators is to use %ˆm,n(t) to directly calculate the
asymmetric expectation values, Eq. (3.36), that appear in Eq. (3.44). In this case,
one need only calculate the physical observable found from the top-level equation,
d
dt
EN,N
[
Λoutt
]
=EN,N
[
Lˆ†Lˆ
]
+
√
Nξ(t)EN,N−1
[
Lˆ†Sˆ
]
+
√
Nξ∗(t)EN−1,N
[
Sˆ†Lˆ
]
+N |ξ(t)|2. (3.45)
This equation has the following interpretations: the final term is the photon flux
from the unperturbed free Fock state [Eq. (3.12)], the first term arises from the
field radiated due to an excitation in the system, and the two middle terms describe
interference between absorbed and emitted photons.
We can also calculate the output quadratures. A Hermitian field quadrature Zt
measurable via homodyne detection is described by
Zt = e
iφBt + e
−iφB†t . (3.46)
Following the same prescription, the equation of motion for the quadrature after the
interaction is given in Eq. (2.76),
dZoutt = e
iφdBoutt + e
−iφdB†outt
= eiφ(Lˆdt+ SˆdBt) + e
−iφ(Lˆ†dt+ Sˆ†dB†t ). (3.47)
9Note that in the final term in Eq. (3.43) and in Eq. (3.44), the off-diagonal expectations
vanish.
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Taking expectations over Fock states using Eq. (3.36) gives the mean homodyne
current,
d
dt
Em,n
[
Zoutt (t)
]
=Em,n
[
eiφLˆ+ e−iφLˆ†
]
(3.48)
+ eiφ
√
nξ(t)Em,n−1
[
Sˆ
]
+ e−iφ
√
mξ∗(t)Em−1,n
[
Sˆ†
]
.
3.3.3 System correlation functions: quantum regression the-
orem for Fock-state input
One method for calculating correlation functions for system operators is using the
quantum regression theorem [Lax63], reviewed in Appendix D. Since the Fock-state
master equation formalism requires the use of a whole set of auxiliary generalized
density operators, it is not clear how one should apply the quantum regression the-
orem. However, Gheri et al. had already understood (and possibly worked out)
the relevant equations for the case of a single photon in 1999, hinted at in Ref.
[GEPZ98]. The results in this subsection first appeared in the supplemental mate-
rial of Ref. [STK+14]10, with a derivation in the Schro¨dinger picture, which is, in
fact, much more involved. Here we present the Heisenberg-picture derivation, which
follows in a straightforward manner from the techniques in Sec. 3.3.1.
For a system interacting with an N -photon Fock state, we wish to calculate two-
time correlations between system operators Aˆ ⊗ Iˆfield and Bˆ ⊗ Iˆfield, for times t and
t+ τ ,
〈Aˆ(t)Bˆ(t+ τ)〉 = Trsys+field[Aˆ(t)Bˆ(t+ τ)ρˆtot(0)] (3.49)
= Trsys
[
BˆAˆN,N(t, t+ τ)
]
. (3.50)
Using the joint initial state of system and field in Eq. (3.32), we define a two-time
10The notation therein differs slightly from that in this dissertation.
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operator,
AˆN,N(t, t+ τ) ≡Trfield
[
Uˆ(t, t+ τ)ρˆtot(t)AˆUˆ
†(t+ τ, t)
]]
(3.51)
=Trfield
[
Uˆ(t, t+ τ)Uˆ(t, 0)ρˆsys ⊗ |Nξ〉〈Nξ|Uˆ †(t, 0)AˆUˆ †(t, t+ τ)
]]
(3.52)
subject to the boundary condition (τ = 0),
AˆN,N(t, t) =%ˆN,N(t)Aˆ. (3.53)
The equation of motion for AˆN,N(t, t+τ) can be derived in the Heisenberg picture
using the same technique as in Sec. 3.3.1. That is, from time t to t′ ≡ t+τ , AˆN,N(t, t′)
is nothing more than a system operator evolving just as if it were a density operator,
Eq. (3.39), with initial condition (t′ = t) given by Eq. (3.53). Just as for the Fock-
state master equations, we see that the physical operator AˆN,N(t, t′), couples to
auxiliary operators Aˆm,n(t, t′), defined
Aˆm,n(t, t′) ≡ Trfield
[
Uˆ(t, t′)Uˆ(0, t)ρˆsys ⊗ |mξ〉〈nξ|Uˆ †(0, t)AˆUˆ †(t, t′)
]
. (3.54)
subject to the boundary conditions,
Aˆm,n(t, t) = %ˆm,n(t)Aˆ. (3.55)
The equations of motion for Aˆm,n(t, t′) from t to t′ are
d
dt′
Aˆm,n(t, t′) =− i~ [Hˆsys, Aˆm,n(t, t
′)] + LL
[Aˆm,n(t, t′)] (3.56)
+
√
mξ(t′)
[
SˆAˆm−1,n(t, t′), L†
]
+ dt
√
nξ∗(t′)
[
L, Aˆm,n−1(t, t′)Sˆ†
]
+
√
mn|ξ(t′)|2
(
SˆAˆm−1,n−1(t, t′)Sˆ† − Aˆm−1,n−1(t, t′)
)
.
To perform calculations, follows these steps: first, find all the generalized density
operators, %ˆm,n(t), at time t and use them to calculate the boundary conditions,
Eq. (3.55). Second, evolve all of the operators Aˆm,n(t, t′) from time t to t′. Finally,
at time t′ take the trace of the physical operator, AˆN,N(t, t′), with system operator
Bˆ. Since Fock states are defined within a temporal envelope, in general there is no
steady state, and the correlation functions and related spectra are time dependent.
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3.3.4 Superpositions and mixtures of Fock states
The previous Fock-state results can be generalized to field states described by an
arbitrary superpositions and/or mixtures of Fock states in the same temporal wave
packet. As the Fock states span the full Hilbert space, they form a basis for arbitrary
states in the wave packet ξ(t),
ρˆfield =
∞∑
m,n=0
cm,n|mξ〉〈nξ|. (3.57)
The coefficients are constrained by the requirements of valid quantum states: ρˆfield ≥
0, Tr[ρˆfield] = 1, and ρˆfield = ρˆ
†
field.
When the input field is described by Eq. (3.57) the reduced system state is a
superposition over the generalized density matrices in Eq. (3.37), weighted by the
appropriate coefficients,
%ˆphys(t) =
∑
m,n
cm,n%ˆm,n(t), (3.58)
where %ˆm,n(t) are the solutions to the master equations
11. Generating the full, phys-
ical density operator for an arbitrary field requires combining the appropriate solu-
tions from the hierarchy of coupled equations in Eq. (3.39) with associated weights
cm,n. This does not change the initial conditions,
The Heisenberg master equation is found in the same manner,
$phys(t) =
∑
m,n
c∗m,n$m,n(t). (3.59)
Finally, the physical expectation value of a system operator Xˆ is given by
Ephys[Xˆ(t)] = Trsys+field
[
%ˆ†phys(t)Xˆ
]
(3.60)
=
∑
m,n
c∗m,nEm,n
[
Xˆ(t)
]
. (3.61)
11Here we use a slightly different convention from Ref. [BCBC12] so that the combination
of generalized density operators, rather than the combination of asymmetric expectations,
uses the unstarred coefficients.
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This technique also applies to the output field quantities in Sec. 3.3.2. Note that the
definition of the Hilbert-Schmidt inner product, Eq. (3.34), gives rise to the conjugate
coefficients in Eq. (3.58) but not in Eqs. (3.59, 3.61). The field quantities behave in
the same way. For example, the output photon flux is given by
Ephys
[
Λoutt
]
=
∑
m,n
c∗m,nEm,n
[
Λoutt
]
. (3.62)
The same procedure applies to the quantum regression theorem for system driven
by superpositions and mixtures of Fock states. In the context of the quantum re-
gression theorem, the solutions to Eq. (3.56), Aˆm,n(t, t′), are combined just as the
Schro¨dinger-picture states in Eq. (3.58); that is, using the unstarred coefficients cm,n.
3.3.5 Displaced Fock states
The Mollow transformation can be used to coherently displace a single frequency
mode of the field; Dˆ†ω(α)bˆ(ω)Dˆω(α) = bˆ(ω) + α(ω). Thus, the quantum white noises
transform according to
bˆ(t)→ 1√
2pi
∫ ∞
−∞
dωD†ω(α)bˆ(ω)Dω(α)e
−iωt
=
1√
2pi
∫ ∞
−∞
dω
(
bˆ(ω) + α(ω)
)
e−iωt
= bˆ(t) + α(t). (3.63)
We see that the time domain fields are displaced by a coherent-state wave packet
α(t) = (2pi)−1/2
∫∞
−∞ dωα(ω)e
−iωt, which must also satisfy the quasi-monochromatic,
slowly-varying envelope conditions. The photon flux of the coherent-state wave
packet is |α(t)|2, and the total average photon number in the pulse is given by∫
dt|α(t)|2 = n¯. (3.64)
In contrast to Fock-state wave packets, the coherent field is not required to have
finite photon number - for example, a continuous coherent pump - it is only the flux
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that must be finite and Eq. (3.64) may be infinite. Using the displaced white noise
operators, Eq. (3.63), the fundamental quantum noises become
Bt →
∫ t
0
dt′
(
bˆ(t′) + α(t′)
)
B†t →
∫ t
0
dt′
(
bˆ†(t′) + α∗(t′)
)
(3.65)
Λt →
∫ t
0
dt′
(
bˆ†(t′)bˆ(t′) + α∗(t′)bˆ(t′) + α(t′)bˆ†(t′) + |α(t′)|2). (3.66)
The displaced quantum noise increments are then,
dBt → dBt + α(t)dt (3.67a)
dB†t → dB†t + α∗(t)dt (3.67b)
dΛt → dΛt + α∗(t)dBt + α(t)dB†t + |α(t)|2dt. (3.67c)
Using these quantum noise increments in Eq. (2.73) and taking expectations with
respect to Fock states using the methods in Sec. 3.3 gives the displaced Fock-state
master equation,
d
dt
%ˆm,n(t) = − i~ [Hˆsys, %ˆm,n] + LL[%ˆm,n] (3.68)
+α(t)[S%ˆm,n, L
†]+α∗(t)[L, %ˆm,nS†]+|α(t)|2
(
S%ˆm,nS
† − %ˆm,n
)
+
√
mα∗(t)ξ(t)
(
S%ˆm−1,nS† − %ˆm−1,n
)
+
√
nα(t)ξ∗(t)
(
S%ˆm,n−1S† − %ˆm,n−1
)
+
√
mξ(t)[S%ˆm−1,n, L†]+
√
nξ∗(t)[L, %ˆm,n−1S†]
+
√
mn|ξ(t)|2(S%ˆm−1,n−1S† − %ˆm−1,n−1).
The first two lines originate entirely from driving by the coherent field12. The third
line describes processes, mediated by the scattering operator Sˆ, where photons are
scattered between the Fock and coherent states. The two final lines are those dynam-
ics from Eq. (3.39) that result from the Fock state field. Because the displacement is
independent of the Fock states, the envelopes α(t) and ξ(t) are not required to be the
same shape. Indeed, by setting α(t) constant, one can model continuous coherent
pumping punctuated by interaction with a Fock-state wave packet. Equation (3.68)
12For m,n = 0, 0, Eq. (3.68) is the standard coherent state master equation.
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can also be found by using a modified Ito¯ table for coherent states [GZ10] and then
taking expectations with respect to Fock states.
For completeness, we take expectations of the output displaced quantum noise
increments with respect to Fock states to find the output photon flux,
d
dt
Em,n
[
Λoutt
]
=Em,n
[
Lˆ†Lˆ
]
+
√
nξ(t)Em,n−1
[
Lˆ†Sˆ
]
+
√
mξ∗(t)Em−1,n
[
Sˆ†Lˆ
]
+ α∗(t)
(
Em,n
[
Lˆ
]
+
√
nξ(t)Em,n−1
[
Sˆ
])
+ α(t)
(
Em,n
[
Lˆ†
]
+
√
mξ∗(t)Em−1,n
[
Sˆ†
])
+ |α(t)|2Em,n
[
Iˆsys
]
+
√
mn|ξ(t)|2Em−1,n−1
[
Iˆsys
]
.
and output quadratures,
d
dt
Em,n
[
Zoutt (t)
]
=Em,n
[
eiφLˆ+ e−iφLˆ†
]
(3.69)
+ eiφ
√
nξ(t)Em,n−1
[
Sˆ
]
+ e−iφ
√
mξ∗(t)Em−1,n
[
Sˆ†
]
+
(
eiφα(t) + e−iφα∗(t)
)
Em,n
[
Iˆsys
]
.
3.4 Examples using the Fock-state master equa-
tions
In this section, we present a variety of examples to illustrate the use and breadth of
the Fock-state master equations. In Sec. 3.4.1, we examine the form of the master
equation for the simple case of a two-photon Fock state. Next in Sec. 3.4.2 we
numerically examine a two-level atom interacting on a dipole transition with a wave
packet prepared with at most two photons. First, we reproduce the single-photon
excitation results from prior studies, then we broaden these results to include two
photons and output field quantities. Finally in Sec. 3.4.3 we present a numerical
study for large-photon-number Fock states. This allows us to explore the relationship
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between excitation probability, bandwidth, interaction time, and photon number.
For photon numbers N  1, we identify a region of average strong coupling.
To use the formalism developed in the previous section, the underlying physical
interaction is assumed to be single mode, as discussed in Sec. 3.2.1.
3.4.1 Two-photon Fock-state master equations
It is instructive to examine the form of the master equation for the simple case of
interaction with a two-photon Fock state where both photons are created in the
same temporal wave packet ξ(t), |ψ〉field = |2ξ〉. From Eq. (3.39), the two-photon
Fock state master equations are,
˙ˆ%2,2(t) =− i~ [Hˆsys, %ˆ2,2] + LL[%ˆ2,2] +
√
2ξ(t)[Sˆ%ˆ1,2, Lˆ
†] +
√
2ξ∗(t)[Lˆ, %ˆ2,1Sˆ†] (3.70a)
+ 2|ξ(t)|2(Sˆ%ˆ1,1Sˆ† − %ˆ1,1)
˙ˆ%2,1(t) =− i~ [Hˆsys, %ˆ2,1] + LL[%ˆ2,1] +
√
2ξ(t)[Sˆ%ˆ1,1, Lˆ
†] + ξ∗(t)[Lˆ, %ˆ2,0Sˆ†] (3.70b)
+
√
2|ξ(t)|2(Sˆ%ˆ1,0Sˆ† − %ˆ1,0)
˙ˆ%2,0(t) =− i~ [Hˆsys, %ˆ2,0] + LL[%ˆ2,0] +
√
2ξ(t)[Sˆ%ˆ1,0, Lˆ
†] (3.70c)
˙ˆ%1,1(t) =− i~ [Hˆsys, %ˆ1,1] + LL[%ˆ1,1] + ξ(t)[Sˆ%ˆ0,1, Lˆ†] + ξ∗(t)[Lˆ, %ˆ1,0Sˆ†] (3.70d)
+ |ξ(t)|2(Sˆ%ˆ0,0Sˆ† − %ˆ0,0)
˙ˆ%1,0(t) =− i~ [Hˆsys, %ˆ1,0] + LL[%ˆ1,0] + ξ(t)[Sˆ%ˆ0,0, Lˆ†] (3.70e)
˙ˆ%0,0(t) =− i~ [Hˆsys, %ˆ0,0] + LL[%ˆ0,0] (3.70f)
with the initial conditions:
%ˆ2,2(0) = %ˆ1,1(0) = %ˆ0,0(0) = ρˆsys (3.71)
%ˆ2,1(0) = %ˆ2,0(0) = %ˆ1,0(0) = 0. (3.72)
Similar equations to Eqs. (3.70) were originally derived in Ref. [GEPZ98, Equa-
tions 71 (a)-(f)] for a two-level atom but without the scattering operator Sˆ. Later,
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Ref. [GJN11] generalized to an arbitrary quantum system for single photon input.
Then Ref. [GJNC12] showed how to propagate these equations for superpositions
and mixtures of one photon and vacuum.
Now suppose the input field is in a superposition of one and two photons, |ψ〉field =
c1|1ξ〉+ c2|2ξ〉 with |c1|2 + |c2|2 = 1. From Eq. (3.58) we combine the solutions to the
master equations, Eq. (3.70), to get the physical reduced system state,
%ˆsys(t) =|c1|2%ˆ1,1(t) + |c2|2%ˆ2,2(t) + c1c∗2 %ˆ1,2(t) + c∗1c2 %ˆ2,1(t). (3.73)
Notice that the last two terms of Eq. (3.73) originate in the coherences of the input
field. It is interesting that the “off-diagonal,” traceless generalized density operators
(e.g. %ˆ1,2) contribute to the calculation of physical quantities, albeit in Hermitian
combinations. They are required to calculate the interference between the one- and
two-photon sectors. Had the field been a pure Fock state or a statistical mixture
of one and two photons, these terms would not appear. Output field quantities are
calculated in the same fashion as Eq. (3.73). For example, the mean photon flux is,
Ephys[Λ
out
t ] = |c1|2E1,1[Λoutt ] + |c2|2E2,2[Λoutt ] + c∗1c2E1,2[Λoutt ] + c1c∗2E2,1[Λoutt ],
(3.74)
where Eq. (3.61) is used to calculate Ephys[ · ]13.
3.4.2 Excitation of a two-level atom with few-photon wave
packets
Efficient photon absorption is important for information transfer from a flying to
a stationary qubit. In this section we analyze this problem with a study of the
excitation probability and output field quantities for Fock states interacting with a
two-level system. This problem has been studied before in much detail for a single
13In Ref. [BCBC12] there is an error in the coefficients on the interference terms in
Eq. (3.73) and Eq. (3.74).
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photon [SAL09, WMSS11, SAL10]. Our intention is to make a direct connection to
established results and then to extend those results to higher photon numbers.
We specialize to a wave packet prepared with up to two photons interacting on
a dipole transition with a two-level atom initially in the ground state. We focus on
two square-normalized wave packets. The first is a rising exponential,
ξrexp(t) =
√
∆ω exp
[
∆ω
2
(t− ta)
]
, (3.75)
which is known to be optimal for single-photon excitation with parameter ∆ω = 1.
The second is a Gaussian as defined in Ref. [WMSS11],
ξgau(t) =
(
∆2ω
2pi
)1/4
exp
[
−∆
2
ω
4
(t− ta)2
]
. (3.76)
For both wave packets, the peak arrives at time ta, which choose to be 0 for simu-
lations. For Gaussian wave packets the simple relationship between bandwidth ∆ω
and temporal width enables us to explore the tradeoff between interaction time and
spectral support around resonance14. The (S, L,H) triple used in the Fock-state
master equations is: Hˆsys = −~∆02
(|e〉〈e| − |g〉〈g|), Lˆ = √γ|g〉〈e|, Sˆ = Iˆsys, where
∆0 = ωc − ω0 = 0. The atom is assumed to be perfectly coupled to the mode of the
input field with a rate is chosen to be γ = Γ = 1. To study the excitation probability
we numerically integrate the master equations (3.70a)–(3.70f) for a resonant carrier
frequency, ∆0 = 0. Then, for a given input field state we calculate the excitation
probability,
Pe(t) = Tr
[
%ˆsys(t)|e〉〈e|
]
, (3.77)
where %ˆsys(t) is given by Eq. (3.58).
Figures 3.2(a)-(b) present the excitation probability for a two-level atom interact-
ing with rising exponential Eq. (3.75) and Gaussian wave packets Eq. (3.76) prepared
14As defined in Eq. (3.76), the variance of |ξ(t)|2 is 1/∆2ω and of ξ(t) is σ2T = 2/∆2ω. The
variance of |ξ(ω)|2 is ∆2ω and of ξ(ω) is σ2ω = ∆2ω/2. This parameterization of a Gaussian
was chosen to aid comparison with previous studies.
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Figure 3.2: Dynamics for a two-level atom interacting with rising exponential
(first column) and Gaussian (second column) wave packets in three field states:
a single-photon Fock state (solid green), a two-photon Fock state (dashed red),
and an equal superposition of one and two photons (dash-dot blue). Both wave
packets are chosen to be optimal for a single photon: ∆ω/Γ = 1 for the rising
exponential and ∆ω/Γ = 1.46 for the Gaussian. The input wave packet, |ξ(t)|2,
is shown in black filled grey. a-b) Excitation probability. c-d) Output photon
flux. e-f) Integrated output photon flux. For comparison the integrated input
single-photon flux is shown.
in three different states: (i) a single-photon Fock state, (ii) a two-photon Fock state,
and (iii) an equal superposition of one and two photons; c1 = c2 = 1/
√
2 in Eq. (3.73).
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In the simulations we use a bandwidth known to be optimal for a single-photon wave
packets: ∆ω/Γ = 1 for the rising exponential and ∆ω/Γ = 1.46 for the Gaussian
[SAL09]. As the optimally shaped rising exponential is the time-reversed shape of
a decaying excited atom, it can lead to full excitation as seen in 3.2(a). A second
photon interferes with the excitation, and the maximum is reduced. For the Gaus-
sian wave packet, the maximum excitation probability is found to be Pmaxe ≈ 0.801
for N = 1 as found in other works [SAL09, WMSS11, SAL10]. Putting a second
photon in the wave packet slightly increases this to Pmaxe ≈ 0.805; however, we see in
Sec. 3.4.3 that this is not universal behavior for all bandwidths and photon numbers.
In Figs. 3.2(c)-(d) we plot the mean photon flux of the output field, dEphys[Λ
out
t ]/dt,
after interaction with the atom. For a single photon, we see a drastic change in the
output photon flux for both wave packets. The rising exponential is completely ab-
sorbed by the atom, with re-radiation from atomic decay interfering destructively
with the incoming field. For the Gaussian wave packet, the absorption is not com-
plete; however, the “double-hump” in the photon flux indicates a period where de-
structive interference is playing an important role. The first hump (to the left) is
the attenuated input wave packet and the second (to the right) is the re-radiation
of the excitation back into the field. For two photons, however, much of the wave
packet travels through the atom undisturbed, since a two-level atom can absorb at
most one photon. The related integrated mean photon flux (total integrated pho-
ton number), Ephys[Λ
out
t ], is plotted in Figs. 3.2(e)-(f). For these pure one- and
two-photon Fock states there exist a definite number of excitations, whereas for the
superposition there is not. Regardless, any excitation induced in the atom through
absorption of a photon eventually decays back into the field15. This is shown in Fig.
3.2(c) where the integrated mean photon flux for long times approaches the number
of initial excitations, {1, 1.5, 2}. During the absorption of the single-photon wave
packet, the integrated intensity is zero for the rising exponential and flattens out
15Since the interaction is single mode, “transmission” and “reflection” describe the same
process. Scattering between two modes is treated later in Sec. 3.5.3.
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for the Gaussian since the photon has been transferred to an atomic excitation and
arrives only later after decay.
For a single-photon wave packet, the Schro¨dinger equation can be solved analyti-
cally for the excitation probability [Eq. (3.21)]. The simulations in Fig. 3.2 agree with
the analytic expression in Eq. (3.21). For larger photon number, the excitation prob-
ability can likewise be calculated using embedded time integrals, [Eq. (E.6)], but the
system of Fock-state master equations developed here is easier to integrate numeri-
cally [GB13a] and, being in the Schro¨dinger picture (as compared to the Heisenberg-
picture results in Refs. [DHR02, WMSS11, WMS12]), it gives access to all system
expectation values.
System-field entanglement
As the atom and field interact they become entangled, and at intermediate times we
expect to see signatures of this entanglement in the reduced state of the atom. The
purity, Tr[%ˆ2phys], can be used as a witness for system-field entanglement [RWC
+11]
when the system is prepared in a pure state. A more direct entanglement measure
is the von Neumann entropy, −Tr[%ˆphys log2(%ˆphys)] [NC07]. In Fig. 3.3 we compare
the purity and von Neumann entropy for a two-level atom interacting with rising
exponential and Gaussian wave packets prepared with a single-photon, with two
photons, and with an equal superposition of one and two photons using the same
parameters as in the previous section. As pure Fock states have no associated phase,
the excitation dynamics (see Fig. 3.2) drive the state directly through the center of the
Bloch sphere. When the excitation probability is 0.5, the reduced state is fully mixed
Fig. 3.3 (a)-(b) and the atom is maximally entangled with the field as confirmed by
the von Neumann entropy in Fig. 3.3 (c)-(d). Similar results were found for single-
photon input in Ref. [DS13]. For the optimal rising exponential wave packet, at the
moment of complete absorption of the photon the joint system-field is described by
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Figure 3.3: Dynamics of the purity, von Neumann entropy, and 〈jˆx〉 Bloch com-
ponent for a two-level system interacting with rising exponential (first column)
and Gaussian (second column) wave packets in three states: a single-photon Fock
state (solid green), a two-photon Fock state (dashed red), and an equal super-
position of one and two photons (dash-dot blue). The wave packets, |ξ(t)|2, are
shown in black filled grey. Wave packet parameters and field states are those
used in Fig. 3.2 (a)-(b) Purity. (c)-(d) Von Neumann entropy. (e)-(f) 〈jˆx〉 Bloch
vector component with |ξ(t)|2 superimposed for clarity.
a product state and the entanglement vanishes. It may seem counterintuitive that
the superposition state does not achieve maximum entanglement at 0.5 excitation
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probability. This can be understood by looking at the components of the Bloch
vector, 〈jˆi(t)〉 = Tr[%ˆphys(t)jˆi]. The superposition coefficients set a relative phase,
which, in our example, manifests as a non-zero 〈jˆx〉 component of the Bloch sphere
Fig. 3.3 (e)-(f).
Here we have only shown some results relating to system-field entanglement; one
may also be interested in measures of initial system-field correlations at each time
t, which are expected for systems interacting with Fock states. Further studies are
needed to quantify the degree of the non-Markovianity in the Fock-state system
dynamics. A connection between witnesses for non-Markovianity as well as initial
system-field correlations considered in Ref. [RRMMAG12] could be useful in this
endeavor.
3.4.3 Excitation for large photon numbers
In this section we expand the numerical study of excitation probability to larger
photon numbers. Since perfect excitation can be achieved with a rising exponential
pulse with but a single photon, we focus here on Gaussian wave packets, [Eq. (3.76)],
prepared Fock states with photon number N ≥ 1.
Scaling
For small bandwidths (∆ω/Γ  1), see the left side of Fig. 3.4(a), one would ex-
pect a high probability of excitation from the substantial spectral support near the
transition frequency of the atom. However, the long temporal extent of the wave
packet means the photon flux over the relevant interaction time scale τ = 1/Γ is
too small to significantly excite the atom [WMSS11]. A complementary way of
understanding this is that the dissipative terms in the master equations [terms on
the first line of Eq. (3.39)] prevail over the coherent coupling (terms on the other
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lines). By extending the analysis in Ref. [GEPZ98], we find a recursive scaling of
the excitation probability for very long temporal wave packets: Pmaxe ≈ PN , where
PN = NP1(1− 2PN−1) with P1 = 4 max |ξ(t)|2.
In the other asymptotic regime where bandwidths are large (∆ω/Γ 1), see the
right side of Fig. 3.4(a), the maximum excitation probability is small even for large
photon numbers. This is due to the wave packet being so short that its bandwidth
is spread over frequencies far from the atomic resonance. We numerically find the
asymptotic scaling Pmaxe = 5NΓ/∆ω for ∆ω/Γ ∈ [103, 107] with R2 = 1 for photon
numbers N ∈ {1, . . . , 10}.
At intermediate bandwidths, we note several interesting features. First, the
maximum excitation probabilities are not universally ordered by photon number
and adding photons to the field can, in fact, decrease Pmaxe . Indeed, there exists
a bandwidth region in Fig. 3.4 where a single photon in the wave packet is opti-
mal for excitation, ∆ω/Γ ∈ [.5, 1.4]. In a related study, [WMS12], it was found
that excitation with coherent states of increasing mean photon number do not
exhibit crossings in the excitation curves; adding more photons always increases
the maximum excitation probability. Second, for each photon number there ex-
ists an optimal bandwidth for excitation. In Fig. 3.4 (b) we have plotted the ab-
solute maximum of Pe (maximized over t and ∆ω/Γ) as a function of the num-
ber of photons. We find excellent agreement (R2 = 1) by fitting to the model
P
max
e (N) = 1 − aN−b over the range N ∈ {10, . . . , 40} with coefficients (95% confi-
dence): a = 0.2694(0.2678, 0.271), b = 0.973(0.9709, 0.975). The conclusion is that
the absolute maximum of Pe does monotonically increase with N , but with dimin-
ishing returns.
In Fig. 3.4 (c) we investigate the optimal bandwidth for excitation for each photon
number N . Fitting to the model ∆maxω (N)/Γ = aN
b gives a = 1.447(1.418, 1.476)
and b = 0.9869(0.981, 0.9928) with 95% confidence and R2 = 0.9998. Thus, to
achieve this scaling for photon number N , the optimal bandwidth of the wave packet
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Figure 3.4: (a) Maximum excitation probability Pmaxe of a two-level atom in-
teracting with Gaussian wave packets of bandwidth ∆ω/Γ for photon numbers
N ∈ {1, . . . 10}. Small (large) bandwidths correspond to long (short) tempo-
ral wave packets. (b) Scaling of Pmaxe with photon number (red circles). The
fit shown is Pmaxe (N) = 1 − 0.269N−0.973 (blue line). (c ) Scaling of Pmaxe
with optimal bandwidth for each photon number N (red circles). The fit is
∆optω (N)/Γ = 1.45N
0.987.
is ∆optω (N)/Γ ≈ 1.45N0.987. Thus, the optimal width seems to be proportional to the
single-photon optimal bandwidth, ∆optω (N)/Γ ≈ 1.46N .
Excitation dynamics
Finally we illustrate the excitation probability dynamics. Figure (3.5) shows Pe
for bandwidths ∆ω/Γ ∈ {50, 1, 1/2, 1/20}, chosen to illustrate three types of be-
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havior. In each subplot (a)-(d), excitation curves are plotted for photon numbers
N ∈ {1, . . . , 10}.
In Fig. 3.5(a) a short pulse quickly excites the atom, which then decays into
vacuum with rate Γ after the wave packet leaves the interaction region. Larger photon
number corresponds directly to larger maximum excitation. In the intermediate
bandwidth regime, ∆ω/Γ ≈ 1, excitations can be coherently exchanged between the
atom and field, leading to oscillations in the excitation probabilities. This continues
until the wave packet leaves the interaction region as shown in Fig. 3.5(b)-(c). Similar
damped Rabi oscillations were observed for large-photon-number coherent state wave
packets in Ref. [WMSS11, Fig. 5]. For a single photon in the field, these oscillations
are never seen due to the tradeoff between spectral bandwidth and photon density
[DHR02, SD03]. At the chosen bandwidth ∆ω/Γ = 1, a single photon achieves
the highest maximum excitation with maximum excitation falling off roughly with
photon number in agreement with Fig. 3.4. Finally, in Fig. 3.5(d) we see that an
atom interacting with a long wave packet is excited and then decays well within the
wave packet envelope and the Pe(t) curves are nearly symmetric around the peak of
the wave packet for all photon numbers N = {1, . . . , 10}.
3.4.4 Strong coupling with Fock states
The damped Rabi oscillations seen in Fig. 3.5(b) suggest the existence of a regime
where coherent processes dominate over dissipation, known in cavity QED as the
strong coupling regime. The authors of Ref. [SD03] defined a strong coupling pa-
rameter (for very short rectangular wave packets):
√
Ngeff  Γ where geff = ξ(t)√γg.
Specifically the wave packet was taken to be a rectangular pulse; ξ(t) = 1/
√
tmax for
times t ≤ tmax  1/Γ and zero otherwise. In this limit they showed that full Rabi
oscillations for N photons occur at frequency ωR = geff
√
N . In Fig. 3.6 we compare
their analytically-predicted excitation oscillations with our numerical calculations for
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Figure 3.5: Excitation probability Pe of a two-level atom interacting with
Gaussian wave packets of bandwidth ∆ω/Γ = {50, 1, 1/2, 1/20} prepared with
N ∈ {1, . . . , 10} photons. Highlighted are N = 1 (solid green), N = 2 (dashed
red), and N = 10 (dash-dot blue). The input photon flux |ξ(t)|2 is plotted in
black filled grey (normalized in (a) for clarity). (a) Behavior of short temporal
wave packets (large bandwidths) shows Pe is ordered by photon number. (b)-
(c) For intermediate bandwidths, we see damped Rabi oscillations, discussed in
Sec. 3.4.4. Note that Pe is not necessarily ordered at any time. (d) Behavior of
long temporal wave packets (small bandwidths) where Pe is again ordered. Note
the different time scales in (a)-(d).
N = 50 photons. In (a), the wave packet is long compared to 1/Γ and, while the os-
cillation frequencies match, the amplitudes do not due to dissipation. For short wave
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Figure 3.6: Comparison of the numerically-calculated (dark blue) and
analytically-predicted (dashed orange) Rabi oscillations for rectangular wave
packets (normalized for clarity) with N = 50 photons. (a) Wave packet length
tmax large compared to 1/Γ. (b) Wave packet length approaching the limit
tmax  1/Γ. We see increasing agreement between prediction and numerics.
packets, as seen in (b), coherent coupling prevails over dissipation, we see excellent
agreement with the predicted frequency (in our parameters: ωR = 2ξ(t)
√
γgN) and
good agreement with the predicted amplitude.
For non-rectangular pulses the frequency of the Rabi oscillations is time-dependent
as seen in Fig. 3.5(b). The time variation of the wave packet ξ(t) must be accounted
for in order to define a general strong coupling parameter. To achieve strong cou-
pling, the coherent coupling rate into the guided modes
√
Nγg|ξ(t)| must dominate
the total relaxation rate Γ. We can immediately define the condition for instan-
taneous strong coupling:
√
Nγg|ξ(t)|/Γ  1. However, in order to see interesting
dynamics such as a complete Rabi oscillation, the coupling must remain strong over a
characteristic timescale τ . From this argument we define an average strong coupling
parameter, √
Nγg
τΓ
∫ ts+τ/2
ts−τ/2
dt |ξ(t)|  1 ∀ ts. (3.78)
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If, for any wave packet ξ(t), there is a value of ts such that Eq. (3.78) is much greater
than one, then average strong coupling has been achieved over the time window τ .
A natural choice for τ is the characteristic decay time of the atom, 1/Γ. In
Fig. 3.7(a) we present a contour plot of the average strong coupling parameter for
Gaussian wave packets prepared in a single-photon Fock state (N = 1). Ideal cou-
pling to the guided mode is assumed, γg = Γ = 1. For any bandwidth, maximum
coupling occurs when the time window is centered at the Gaussian peak (indicated
by the vertical, dashed white line) as expected, and the strongest coupling is achieved
for ∆ω/Γ = 4. Note that although the average strong coupling parameter for a single
photon never exceeds one, for larger photon numbers the
√
N factor can lead to
significant coupling. In Fig. 3.7(b) the excitation probability dynamics are shown for
an optimal bandwidth ∆ω/Γ = 4 wave packet. We see the appearance of damped
Rabi oscillations when the wave packet has N = 50 photons that are completely
absent when only a single photon is in the field. For comparison, a wave packet of
bandwidth ∆ω/Γ = 2 is shown in Fig. 3.7(c). Even at this bandwidth, damped Rabi
oscillations appear for N = 50 photons, albeit with reduced contrast and frequency.
3.4.5 Fock approximation to field states
Since the Fock states, |nξ〉, form a complete basis, they can be used to construct
any state in the temporal mode ξ(t). This allows the study of quantum systems
interacting with arbitrary field states using appropriately weighted solutions to the
Fock-state master equations. In the Fock basis, states may require an infinite number
of terms, such as coherent states, thermal states, and squeezed states, but often can
be well approximated with a finite number. In this section we illustrate this with an
truncated Fock-state approximation to a coherent state wave packet and compare
the exact and approximate dynamics as it interacts with a two-level atom.
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Figure 3.7: (a) Contour plot of the average strong coupling parameter for a
Gaussian wave packet prepared with a single-photon as a function of center of
the time window (ts) and bandwidth ∆ω/Γ (where τ = 1/Γ). (b) and (c):
Excitation probability of a two-level atom interacting with a wave packet of
bandwidths ∆ω/Γ = 4 for (b) and ∆ω/Γ = 2 for (c). Only N = 1 and N = 50
photons are shown. The input photon flux |ξ(t)|2 is shown in black filled grey.
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Example: Fock-state approximation to a coherent state wave packet
A continuous-mode coherent state with total average photon number n¯ in the
wave packet α(t) =
√
n¯ ξ(t) [Lou00], can be expanded in the Fock basis as
|α(t)〉 = e−n¯2/2
∑
n
n¯n√
n!
|nξ〉. (3.79)
Thus, the coefficients for the representation of |α(t)〉〈α(t)| in Eq. (3.57) are
cm,n = e
−n¯2 n¯
m+n
√
m!n!
. (3.80)
For a given mean n¯, one can find a suitable, finite approximation by truncating the
Fock expansion at a desired degree of accuracy depending on the photon number
distribution.
In Fig. 3.8 we plot the Bloch sphere representation and components of the pseudo-
spin of a two-level atom interacting with a coherent-state Gaussian wave packet with
∆ω = 2 and mean photon number n¯ = 16. The exact dynamics for the reduced state,
%ˆα(t), can be found from the coherent-state master equation, given by Eq. (3.68) with
m,n = 0. The Bloch vector components are calculated with 〈jˆi(t)〉 = Tr[%ˆα(t)jˆi]
where i ∈ {x, y, z} and are shown (blue lines) in Fig. 3.8(c). The exact dynamics are
compared to a Fock-state approximation using a finite number of terms, with Bloch
sphere components calculated with 〈jˆi(t)〉 = Tr[%ˆtotal(t)jˆi]. The approximate state
ρˆtotal(t) is composed of the solutions %ˆm,n(t) weighted by the coefficients Eq. (3.80).
For n¯ = 16, the photon number distribution and cumulative probabilities that de-
termine the diagonal coefficients, Eq. (3.80), are shown in Figure 3.8(a) shows the
photon number distribution that determines the diagonal coefficients in Eq. (3.80).
In this example, the approximations are truncated at Ntrunc ∈ {1, 15, 30}, which
have cumulative probabilities in the photon number distribution of {<.01, .467, .999}
(see Fig. 3.8(a) subplot), chosen to illustrate poor, average, and excellent agreement.
For these truncations, the total integrated photon flux is shown in Fig. 3.8(b) as it
converges to n¯ for Ntrunc = 30.
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Figure 3.8: Fock-state approximations to a coherent state in a Gaussian wave
packet with ∆ω/Γ = 2 interacting with a two-level atom. a) Photon number
distribution (probabilities) for an n¯ = 16 coherent state. Subplot shows the
cumulative probabilities. b) Coherent state input and output photon flux and
output flux for Fock approximations with Ntrunc ∈ {1, 15, 30}. The Ntrunc = 30
and exact curves overlap. c)-e) Bloch vector trajectory in the x − z plane and
dynamics of its components for coherent state (blue) and Fock approximations
(red dashed). Arrowheads indicate the trajectory on the Bloch sphere. Below,
the dynamics of the 〈jˆx〉 and 〈jˆz〉 components are shown (〈jˆy(t)〉 = 0). For
reference, the wave packet, |ξ(t)|2, is shown normalized (black line filled grey).
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Whereas a Fock state has an indeterminate phase, a coherent state’s phase breaks
the symmetry in the 〈jˆx〉 and 〈jˆy〉 Bloch sphere components and leads to coherent
rotations in around the 〈jˆy〉 axis (Rabi flopping). Meanwhile, coupling to the reser-
voir via the Lindblad terms drives decoherence and the Bloch vector spirals toward
the fully mixed state at the origin, as seen in the exact dynamics (blue curves) in
Fig. 3.8(c). Eventually, the wave packet exits the interaction region and the atom
state decays back to the ground state. In Fig. 3.8 the Fock approximation approaches
the coherent state dynamics for the Bloch vector and the output photon flux when
the truncation is large enough.
3.4.6 Higher-dimensional systems: cavity QED
In the previous examples, we have chosen as our system a two-level atom for its
simplicity. In physical applications one often probes systems with more complex
internal structures; as an example we briefly study dynamics for a richer system
consisting of a two-level atom placed in an optical cavity. The addition of the cavity
removes the direct coupling of the atom to the input fields, replacing it with an
indirect cavity-mediated coupled. Now, rather than just two internal levels, the
atom-cavity system has infinitely many; and in some sense this is more interesting
as such a system can store multiple excitations as they arrive in the form of Fock
states.
The total Hamiltonian has the form of Eq. (2.45). The system includes both the
atom and cavity, and thus the system Hamiltonian has three parts,
Hˆsys = Hˆatom + Hˆcav + HˆJC. (3.81)
The bare atomic Hamiltonian with transition frequency ω0 and the bare cavity Hamil-
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tonian with cavity frequency ωcav,
Hˆatom =
~ω0
2
(|e〉〈e| − |g〉〈g|) (3.82)
Hˆcav = ~ωcavaˆ†aˆ. (3.83)
where aˆ and aˆ† are cavity annihilation and creation operators, not to be confused with
continuous-mode field operators. The Jaynes-Cummings interaction that describes
coherent transfer of excitations between the atom and cavity is given by
HˆJC = ~g
(
aˆ+ aˆ†
)(|e〉〈g|+ |g〉〈e|), (3.84)
with interaction strength g. The bare Hamiltonian of the free field is given by
Eq. (2.46), and the continuous-mode field interacts directly with the cavity (and
only indirectly with the atom) via Eq. (2.47) with cˆ → aˆ and κ(ω0) related to the
cavity decay rate. We move into an interaction picture with respect to the carrier
frequency of the input Fock-state wave packet, ωc, with the choice,
Hˆ0 = ~ωc
(|e〉〈e| − |g〉〈g|)+ ~ωcaˆ†aˆ+ ∫ ∞
0
dω ~ω bˆ(ω)†bˆ(ω). (3.85)
In this interaction picture the (S, L,H) parameters that go into the Fock-state master
equations are
Hˆsys = −~∆0|e〉〈e| − ~∆cavaˆ†aˆ+ ~g
(
aˆ|e〉〈g|+ aˆ†|g〉〈e|), (3.86)
Lˆ =
√
γaˆ, (3.87)
Sˆ = Iˆsys, (3.88)
where ∆0 = ωc− ω0 is the detuning of the atom, ∆cav = ωc− ωcav is the detuning of
the cavity, and the cavity coupling rate is γ = 2pi|κ(ω0)|2. In this system we consider
perfect matching of the input field into the cavity, and thus the cavity coupling rate
is equal to the total rate, γ = Γ. We also assume that the atom interacts only with
the cavity mode and we ignore side coupling to other modes of the free field.
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Figure 3.9: Basis-state populations (columns) for a cavity QED system interact-
ing with a Fock state in a Gaussian wave packet of bandwidth ∆ω. For each
bandwidth, the first row is single-photon input and the second is two-photon
input. The wave packet |ξ(t)|2 is indicated in black, filled grey. The dynamics
are shown for three values of the parameter, γ/g ∈ {1/3, 1, 3}. a) ∆ω/Γ = 10
(here ξ(t) has been normalized for clarity), b) ∆ω/Γ = 1, c) ∆ω/Γ = 1/10.
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Dynamics for Fock-state input
With this model the dynamics of the cavity QED system can be explored numerically
as it is probed by Fock states. Varying the relative strengths of the cavity coupling
rate and the atom-cavity coupling rate g allows us to consider strong coupling (g/Γ >
1), weak coupling (g/Γ < 1), and intermediate coupling (g/Γ ≈ 1) regimes. We
consider Fock states in Gaussian wave packets given by Eq. (3.5.1) with frequency
bandwidth ∆ω and focus on wave packets with N ∈ {1, 2} photons. The Fock-state
master equations are numerically integrated and then the populations in the tensor
product basis states, |a〉 ⊗ |nc〉, are calculated, where |a〉 is an atomic state, either
|g〉 or |e〉, and |nc〉 is a Fock state in the cavity. Since we put at most two photons
into the system and it begins in the ground state, we truncate the system’s Hilbert
space to include up to two excitations.
In Fig. 3.9 we plot the dynamics of the populations in the basis states for three
bandwidths ∆ω/Γ ∈ {10, 1, 1/10} for one and two photons. For each bandwidth, we
simulate the dynamics for three values of the parameter, g/Γ ∈ {3, 1, 1/3}. When
the wave packet is prepared with only a single photon, the two-excitation subspace
remains unoccupied as seen in the first row of Fig. 3.9(a), (b), and (c). Adding a
second photon accesses these states. In Fig. 3.9 (a) we consider short wave packets
(∆ω/Γ = 10). When the cavity-atom coupling is large enough (g/Γ > 1), then
the excitations can be coherently transferred between the atom and cavity - Rabi
flopping - many times before decaying back out of the cavity. Lower coupling rates
transfer the excitation more slowly. For intermediate bandwidths (∆ω/Γ = 1), a
high cavity-atom coupling rate prevents significant excitation. For long wave packets
(∆ω/Γ 1), the excitations are spread out temporally, and only for relatively weak
coupling (g/Γ < 1) does the system become moderately excited, but even then we
see no oscillations.
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Figure 3.10: Decay dynamics when the atom is prepared in the excited state for
g/Γ = 0.9/
√
2pi. a) Basis-state populations. b) Output photon flux showing the
shape of the emitted single-photon wave packet.
Optimal atomic excitation for a single photon input
For the case of a two-level atom without a cavity to mediate interactions with the
input field, the maximum excitation for single-photon in a Gaussian wave packet was
found in Sec. 3.4.2 to be Pmaxe = 0.801. With the addition of the cavity this can not
only be improved. This section is based on the ideas and conclusions of Ref. [JF11],
where the authors consider an “‘artificial atom” consisting of a quantum dot in an
optical nanocavity. For this system, application of a large electric field can decouple
the quantum dot from the cavity to allow storage and release of an input photon. We
reproduce their results using the Fock-state formalism developed in this dissertation.
A fundamental consideration when exciting a system with a single photon is the
overlap between the system’s natural temporal mode for decay. An excited two-level
generates a photon with a decaying exponential wave packet, and excitation with
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Figure 3.11: Exciting the atom with an optimal single-photon Gaussian wave
packet |ξ(t)|2, shown in black, filled grey. a) Basis-state population dynamics. In
the third column, the atom achieves excitation probability of 0.966. b) Protocol
for storing the excitation: once full excitation is achieved, the atom is detuned
off resonance. When it is brought back to resonance with the cavity, the photon
is released. c) Input and output photon flux for the stored photon.
a Gaussian wave packet is limited by the overlap of the temporal modes. When a
cavity is placed around the atom, the temporal mode of decay can have a much higher
overlap with a Gaussian as seen qualitatively in Fig. 3.10. This overlap depends
highly on the relative atom-cavity coupling rate g/Γ. In the strong coupling regime
(g/Γ > 1) the excitation coherently oscillates between the atom and cavity before
decaying out, while in the weak coupling regime (g/Γ < 1) the excitation decays
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slowly. In both cases, the output wave packet is poorly matched to a Gaussian
(further details can be found in Ref. [JF11]). For well-chosen parameter, g/Γ =
0.9/
√
2pi, the output wave packet is shown in Fig. 3.10(b). This wave packet has
excellent overlap (0.97) with a Gaussian wave packet of spectral width ∆ω/Γ = 1/
√
pi
[JF11]. Excitation with this optimal wave packet is shown in Fig. 3.11(a). The
achieved excitation of 0.966 is far beyond the maximum for an atom without a
cavity.
This near-perfect excitation of the atom can be used to store the input photon
[JF11]. The atomic excited state can be maintained by rapidly switching on an
external electric field to detune the atom away from resonance with the cavity, as
seen in Fig. 3.11(b). Any portion of the excitation that resides as a cavity photon
leaks out, while the atomic excitation persists. Tuning the two-level atom back on
resonance releases the photon back into the field, Fig. 3.11(c). This idea serves as
the foundation for the proposal of a photonic phase gate in Ref. [JF12]. For a more
complete model, one would need to include the atom’s coupling to the field out the
side of the cavity, which would deco here the atom, reduce the output photon flux,
and ultimately limit the gate fidelity.
3.5 Multi-mode Fock-state master equations
In this section we derive the master equations for a system interacting with an ar-
bitrary combination of continuous-mode Fock states in multiple modes (spatial or
polarization). With this generalization, as we will see in Sec. 3.5.1, multi-photon
states with correlations across modes can be treated. This includes manifestly or-
thogonal modes such as transverse spatial and polarization modes as well as temporal
modes, which are inescapably intertwined with longitudinal spatial modes (and fre-
quency modes via Fourier transform). In just two modes, this allows one to consider
wave packets scattering off of atoms or addressing multiple dipole transitions, for
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instance. The analysis and formalism for multiple field modes is conceptually iden-
tical to but algebraically more complicated than the single-mode case. Because the
procedure to derive the multi-mode Fock-state master equation is exactly the same
as for the single-mode case, we omit some of the details.
The evolution of a system operator interacting with multiple continuous-mode
fields is given by the multi-mode Ito¯ Langevin equation, [Eq. (2.81)],
dXˆ =
(
i
~
[
Hˆsys, Xˆ
]
+
∑
i
LLi [Xˆ]
)
dt+
∑
i,j
[Lˆ†i , Xˆ]SˆijdBj (3.89)
+
∑
i,j
Sˆ†ij[Xˆ, Lˆi]dB
†
j +
∑
i,j
(∑
k
Sˆ†kiXˆSˆkj − δijXˆ
)
dΛij,
where the modes are labeled by the subscripts {i, j, k}. We consider interactions
with a multi-mode Fock state, where for each mode i there is temporal wave packet
ξi(t) with Ni photons. The multi-mode Fock state can be written,
|N1ξ1〉 ⊗ |N2ξ2〉 ⊗ · · · =
1√
N1!N2!...
[
B†1(ξ1)
]N1[B†2(ξ2)]N2 · · · |0〉, (3.90)
where the temporal mode creation operators, B†i ( · ), are defined in Eq. (3.3). To
simplify the notation, we henceforth drop the tensor products and write the state in
Eq. (3.90) as |N1, N2, ...〉, where strict ordering within the ket labels the modes.
The action of the quantum noise increments in each mode,
dBi|n1, n2, ...〉 = dt√niξi(t)|n1, n2, ..., ni − 1, ...〉 (3.91)
dΛij|n1, n2, ...〉 = dB†i
√
njξj(t)|n1, n2, ..., nj − 1, ...〉, (3.92)
couples together multi-mode Fock states, just as in the single-mode case. Thus we
follow the same prescription and define the multi-mode generalized density operators
with somewhat inelegant notation,
%ˆm1,m2,...|n1,n2...(t) ≡ Trfield
[
Uˆ(t)ρˆsys ⊗ |m1,m2, ...〉〈n1, n2, ...|Uˆ †(t)
]
, (3.93)
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in order to avoid confusion16. Within the subscript, the order of the indices on either
side of the divider “|” labels the mode, and the value of each index is the numbers
of photons in that mode. By taking the trace of Eq. (3.89) with the multi-mode
Fock states defined in Eq. (3.90), we find the coupled master equations for these
generalized density operators,
d
dt
%ˆm1,...|n1,...(t) = (3.94)
− i
~
[Hˆsys, %ˆm1,...|n1,...] +
∑
i
LLi
[
%ˆm1,...|n1,...
]
+
∑
i,j
√
mjξj(t)
[
Sˆij %ˆm1,...,mj−1,...|n1,..., Lˆ
†
i
]
+
∑
i,j
√
njξ
∗
j (t)
[
Lˆi, %ˆm1,...|n1,...nj−1,...Sˆ
†
ij
]
+
∑
i,j
√
minjξi(t)ξ
∗
j (t)
(∑
k
Sˆki%ˆm1,...,mi−1,...|n1,...nj−1,...Sˆ
†
kj − %ˆm1,...,mi−1,...|n1,...nj−1,...
)
.
Again, the sum over k in the final line is only over terms involving subscripts k. The
initial conditions follow from Eq. (3.119),
%ˆm1,m2,...|n1,n2...(0) = ρˆsysδm1,n1δm2,n2 , . . . (3.95)
To solve a multi-mode master equation with Ni photons in the i
th mode, we need to
propagate Πi(Ni+1)
2 coupled equations. As in the single-mode case the symmetries
in the generalized density operators, %ˆn1,...|m1,... = %ˆ
†
m1,...|n1,..., reduce the number
of independent equations to 1
4
Πi(Ni + 1)(Ni + 2). With these generalized density
operators we define the asymmetric expectations of system operators,
Em1,m2,...|n1,n2,...[Xˆ(t)] ≡ Trsys
[
%ˆ†m1,...|n1,...(t)Xˆ
]
, (3.96)
which are used to calculate expectation values.
16This notation differs from that of Ref. [BCBC12], wherein the subscripts were grouped
by mode. I prefer this notation because it has some advantages. For example, taking a
conjugate transpose is simply making the replacements mi ↔ ni for all i.
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3.5.1 Multi-mode output field expectation values
By taking asymmetric expectations of output field operators, we can calculate expec-
tation values of photon flux and quadrature current in multiple modes. The number
of photons scattered from mode j into mode i in the interval t to t + dt is given
by dΛoutij . The diagonal elements Λ
out
ii give the photon flux in mode i. The output
relation for dΛoutij , given in Eq. (2.83), is
dΛoutij = Lˆ
†
i Lˆjdt+
∑
k
Lˆ†i SˆjkdBk +
∑
k
Sˆ†ikLˆjdBk +
∑
k,l
Sˆ†ikSˆjldΛkl. (3.97)
Taking asymmetric expectations with respect to Fock states gives
d
dt
Em1...|n1...
[
Λoutij (t)
]
= Em1...|n1...
[
Lˆ†i Lˆj
]
(3.98)
+
∑
k
√
mkξ
∗
k(t)Em1...mk−1,...|n1...
[
Sˆ†ikLˆj
]
+
∑
k
√
nkξk(t)Em1...|n1...nk−1,...
[
Lˆ†i Sˆjk
]
,
+
∑
k,l
√
mknlξ
∗
k(t)ξl(t)Em1...mk−1,...|n1...nk′−1,...
[
Sˆ†ikSˆjl
]
.
The output quantum noise increment in mode i is given by Eq. (2.82),
dBouti = Lˆidt+
∑
j
SˆijdBj. (3.99)
Taking asymmetric expectations with respect to Fock states gives
d
dt
Em1...|n1...
[
dBouti
]
=Em1...|n1...
[
Lˆi] +
∑
j
√
njξj(t)Em1...|n1...nj−1...
[
Sˆij
]
. (3.100)
Physically observable quadratures are given by Hermitian combinations of Bouti and
Bout†j . For example, when the modes are two transverse polarizations orthogonal to
the propagation direction, such combinations are generated in a laboratory setting
with wave plates and polarizing beamsplitters.
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3.5.2 Superpositions and mixtures of Fock states in multiple
modes
One would like to describe system interacting with field states that, in general, are
not multi-mode Fock states. However, as Fock states form a basis, and thus by proper
combination of the solution to the multi-mode master equations in Eq. (3.94), such
situations can be treated. Consider the input field state
ρˆfield =
∑
m1,m2,...
∑
n1,n2,...
cm1,m2,...|n1,n2,...|m1,m2, ...〉〈n1, n2, ...| (3.101)
As before, the coefficients, cm1,m2,...|n1,n2,..., are constrained by the requirements of
valid quantum states. When the input field is described by Eq. (3.101), the total
system state is given by
%ˆphys(t) =
∑
m1,m2,...
∑
n1,n2,...
cm1,m2,...|n1,n2,...%ˆm1,m2,...|n1,n2,...(t), (3.102)
The composition rule for system expectation values is given by
Ephys[Xˆ(t)] =
∑
m1,m2,...
∑
n1,n2,...
c∗m1,m2,...|n1,n2,...Em1,m2,...|n1,n2,...[Xˆ(t)]. (3.103)
where the asymmetric expectation value is defined in Eq. (3.96). As before, the con-
jugate coefficients in Eq. (3.102) come from the conjugate transpose in the Hilbert-
Schmidt inner product, Eq. (3.34). This technique also applies to the field quantities,
such as the output photon flux,
Ephys[Λˆ
out
ij (t)] =
∑
m1,m2,...
∑
n1,n2,...
c∗m1,m2,...|n1,n2,...Em1,m2,...|n1,n2,...[Λˆ
out
ij (t)]. (3.104)
3.5.3 Example: two-mode Fock-state master equations
The formalism developed above is by no means transparent or easy to use at first
glance. In this section, we provide the details for two modes, in hopes that the sim-
plest nontrivial example will help guide an understanding of the multi-mode formal-
ism. Here, we examine the photon flux of the transmitted and reflected fields when
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Fock states are incident on a two-level atom [DHB00, DHR02, CWMK11, ZGB10,
SF07, ZGL+08, LSB09, SF05, Roy10]. In this setting, we have two spatial modes –
the forward- and backward-propagating fields – as in a tightly-confined waveguide
QED setting [SF07, ZGB10].
Consider the case where photons in mode one are prepared in a temporal wave
packet ξ(t) and those in mode two are in the wave packet η(t). A two-mode Fock
state with N1 photons in mode one and N2 photons in mode two is,
|N1ξ〉 ⊗ |N2η〉 = |N1, N2〉 =
1√
N1!N2!
[
B†1(ξ)
]N1[B†2(η)]N2|0〉. (3.105)
We specialize the Ito¯ Langevin equation, Eq. (3.89), and the output photon flux,
Eq. (3.97), to two modes by restricting the indices to run over the mode labels
{1, 2}. The two-mode generalized density operators are,
%ˆm1,m2|n1,n2(t) ≡Trfield
[
Uˆ(t)
(
ρˆsys⊗ |m1ξ〉〈n1ξ| ⊗ |m2η〉〈n2η|
)
Uˆ †(t)
]
(3.106)
=Trfield
[
Uˆ(t)
(
ρˆsys⊗ |m1,m2〉〈n1, n2|
)
Uˆ †(t)
]
. (3.107)
The labels {m1, n1} refer to mode one and {m2, n2} to mode two. With these we
can find asymmetric expectations for two-mode Fock states,
Em1,m2|n1,n2 [Xˆ(t)] ≡Trsys
[
%ˆ†m1,m2|n1,n2(t)Xˆ
]
. (3.108)
The actions of the quantum noise increments on two-mode Fock states are
dB1|n1, n2〉 = dt√n1ξ(t)|n1 − 1, n2〉, (3.109a)
dB2|n1, n2〉 = dt√n2η(t)|n1, n2 − 1〉, (3.109b)
dΛ11|n1, n2〉 = dB†1
√
n1ξ(t)|n1 − 1, n2〉, (3.109c)
dΛ22|n1, n2〉 = dB†2
√
n2ξ(t)|n1, n2 − 1〉, (3.109d)
dΛ12|n1, n2〉 = dB†1
√
n2η(t)|n1, n2 − 1〉 (3.109e)
dΛ21|n1, n2〉 = dB†2
√
n1η(t)|n1 − 1, n2〉. (3.109f)
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Assuming only linear, dipole coupling for brevity (Sˆij = δi,j Iˆsys), the two-mode
Fock-state master equations then follow from Eq. (3.94),
d
dt
%ˆm1,m2|n1,n2 = −
i
~
[Hˆsys, %ˆm1,m2|n1,n2 ] +
∑
i
LLi [%ˆm1,m2|n1,n2 ] (3.110)
+
√
m1ξ(t)[%ˆm1−1,m2|n1,n2 , Lˆ
†
1] +
√
n1ξ
∗(t)[Lˆ1, %ˆm1,m2|n1−1,n2 ]
+
√
m2η(t)[%ˆm1,m2−1|n1,n2 , Lˆ
†
2] +
√
n2η
∗(t)[Lˆ2, %ˆm1,m2|n1,n2−1].
According to Eq. (3.95), the diagonal generalized density operators are initialized to
the system state; that is,
%ˆm1,m2|n1,n2(0) =
{
ρˆsys if m1 = n1 and m2 = n2
0 if m1 6= n1 or m2 6= n2.
(3.111)
To solve a two-mode master equation with N1 photons in mode one and N2 photons
in mode two, ρˆfield = |N1, N2〉〈N1, N2|, we need to propagate (N1 + 1)2 × (N2 + 1)2
coupled equations.
Two-mode output photon flux
The output equations for field observables in two modes are significantly more com-
plicated than the single-mode case because one can consider linear combinations of
the modes. Thus, there is a continuum of possible of output photon fluxes and field
quadratures. Here we focus on photon fluxes that are diagonal in the modes. More
complicated output observables that combine both modes can be obtained using
beam splitter relations – effectively, a change of basis – as described in Ref. [GJ09b].
From Eq. (3.98), the mean photon flux in mode one is governed by the equation,
d
dt
Em1,m2|n1,n2 [Λ
out
11 (t)] =Em1,m2|n1,n2 [Lˆ
†
1Lˆ1] (3.112)
+
√
m1ξ
∗(t)Em1−1,m2|n1,n2 [Lˆ1] +
√
n1ξ(t)Em1,m2|n1−1,n2 [Lˆ
†
1]
+
√
m1n1|ξ(t)|2δm,n.
The equation for mode two follows similarly.
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Fock states in a Gaussian wave packet scattering from a two-level atom
As above we specialize to a resonant Gaussian wave packet ξ(t) described by Eq. (3.76)
interacting with a two-level atom in two propagating modes. The master equation
parameters we use are again those for dipole coupling without external Hamiltonian
drive: Hˆsys = 0, Lˆi =
√
γi|g〉〈e|, Sˆ11 = Sˆ22 = Iˆsys, Sˆ12 = Sˆ21 = 0 for i 6= j, and the
coupling rate is chosen to be symmetric in the modes γ1 = γ2 = 1/2. The forward-
propagating field, mode 1, is prepared in a Fock state with N ∈ {1, . . . , 5} photons
while the backward mode is initially in vacuum; that is, |ψfield〉 = |N, 0〉.
In Fig. 3.12(a) we plot the excitation probability Pe for a two-level atom interact-
ing with a wave packet with bandwidth ∆ω/Γ = 1. The photon flux of the transmit-
ted, Eq. (3.112), and reflected fields is plotted in Figures 3.12(b) and (c), normalized
to the number of input photons N . We first examine the single-photon input state
(solid green curves). While absorbing the photon, the atom has a substantial Pe. The
two peaks in the transmitted flux correspond to the attenuated input wave packet
and the contribution from remission into the forward mode [DHB00]. Notice the dip
between the peaks occurs when there is a large atomic excitation. Consequently this
dip in the transmitted photon flux is due to atomic absorption and destructive inter-
ference with the incoming wave packet [DHB00, LSB09, CWMK11, SF05]. Energy
from the field that is not absorbed is scattered into the backward mode through the
reemission process [DHB00]. For N > 1, we see that the excitation probability is
comparable to that for a single photon, but the relative transmitted and reflected
photon fluxes are quite different. In particular the ratio of transmitted to reflected
flux increases with N .
In order to understand this phenomena we consider the normalized transmitted
and reflected photon numbers in the long-time limit (E[Λ11] and E[Λ22]) at different
bandwidths [DHB00, ZGB10]. In Fig. 3.13 we explore this issue numerically. Recall
that the reflection process involves absorption and then reemission into the backward
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Figure 3.12: Scattering of a Gaussian wave packet of bandwidth ∆ω/Γ = 1
from a two-level atom. The wave packet |ξ(t)|2 (black filled grey) is prepared
with N ∈ {1, . . . , 5} photons. (a) Excitation probability. Photon flux of the
transmitted (b) and reflected (c) fields, normalized to input photon number.
mode. Thus one would expect reflection to dominate for small bandwidth wave
packets, which is indeed what is seen in the left hand side of Fig. 3.13. In the large
bandwidth limit very little of the wave packet is near resonance with the atomic
transition so no absorption occurs and the wave packet is transmitted. The bump
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Figure 3.13: Normalized transmission and reflection for Gaussian wave packets,
prepared with N ∈ {1, . . . , 5} photons, with bandwidths ∆ω/Γ scattering from a
two-level atom. The left (right) side represents long (short) temporal wave pack-
ets. For larger photon number, note the increased transmission at intermediate
bandwidths.
in the N > 1 transmission and reflection curves is a consequence of an effective
photon-photon interaction [DCG92, SF07, ZGB10]. By calculating the scattering
eigenstates, Zheng et al. found “multi-photon bound states” [ZGB10] which can
increase transmission in that bandwidth region. They also considered coherences
between photons scattered between the forward and backward modes, which can be
done in our formalism with Λ12 and Λ21.
3.6 General N-photon master equations
In many experimental settings multiple photons are not created in Fock states. Fock
states are a subset of more general N -photon states, which have a definite number of
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photons but an arbitrary SDF ψ˜. Indeed, a quantum tomography protocol for char-
acterizing the SDF was recently proposed [Roh06] and implemented [WKF07]. The
techniques developed earlier in this chapter can be applied to general N -photon states
by first decomposing the temporal mode function in a basis of temporal modes17.
3.6.1 N-photon states
In a single spatial and polarization mode, a general N -photon state is
|ψN〉 = 1√N
∫
dω1 . . . dωN ψ˜(ω1, . . . , ωN)b
†(ω1) . . . b†(ωN)|0〉. (3.113)
Again we assume quasi-monochromatic wave packets such that the Fourier transform
of the SDF, ψ = F [ψ˜], is a slowly-varying envelope with respect to the carrier
frequency. Then, in the time domain a general N -photon state can be written as
|ψN〉 = 1√N
∫
dt1 . . . dtN ψ(t1, . . . , tN)b
†(t1) . . . b†(tN)|0〉, (3.114)
where N is a normalization factor that depends on the permutation symmetry of
ψ(t1, . . . , tN)
18. To describe N -photon states we make use of the occupation number
representation developed by Rohde et al. [RMS07], which we review and modify
slightly in Appendix F. Using Eq. (F.12), the N -photon state in Eq. (3.114) can be
17Master equations similar to those in this section were derived in Ref. [GEPZ98] for
two photons without the terms involving dΛt or Sˆ. Also, the master equations and con-
ditional quantum filters for N -photon states were recently derived using a non-Markovian
embedding [SZX13].
18Although the temporal envelope (or in the frequency domain the SDF) is not required
to be permutation symmetric, the quantum state is. Permutation of the indices in the
full N -photon state, [Eq. (3.113)], leaves the state invariant thanks to the fact that the
creation operators commute and to the integration over all ωi. For this reason, one may
choose to symmetrize ψ˜(ω1, . . . , ωN ) beforehand; here we follow Refs. [Ou06, RMS07,
Ou08] and do not assume permutation symmetry. Within those publications, the goal was
often to describe the distinguishability of the photons in a generalized Hong-Ou-Mandel
interferometer, which can be directly related to the unsymmetrized ψ˜(ω1, . . . , ωN ) as we
use it.
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written in a basis of Fock states defined on orthogonal temporal modes,
|ψN〉 =
∑
n1,n2,...
cn1,n2,...|n1ξ1〉|n2ξ2〉 · · · →
∑
n1,n2,...
cn1,n2,...|n1, n2, ...〉, (3.115)
where |niξi〉 is a normalized Fock state described by Eq. (3.7) with ni photons in
temporal mode ξi(t). We have essentially projected the input state into a basis of
unentangled Fock states. The initial field state that enters the multi-mode Fock state
formalism is
|ψN〉〈ψN | =
∑
m1,m2,...
∑
n1,n2,...
cm1,m2,...|n1,n2,...|m1,m2, ...〉〈n1, n2, ...|, (3.116)
with coefficients that arise from products of the coefficients in Eq. (3.115) when the
outer product is taken.
The occupation number representation relies on a set of temporal modes to repre-
sent the states. Thus, everything follows exactly the multi-mode Fock-state formal-
ism from Sec. 3.5, with one notable difference. The quantum noise increments are
not indexed by these modes, and each acts on Fock states in every temporal mode.
This can be seen when we write down the action of the quantum noise increments
on the basis Fock states in Eq. (3.115) [BCBC12, SZX13]:
dBt|n1, n2, ...〉 = dt
∑
i
√
niξi(t)|n1, n2, ..., ni − 1, ...〉 (3.117)
dΛt|n1, n2, ...〉 = dB†t
∑
i
√
niξi(t)|n1, n2, ..., ni − 1, ...〉 (3.118)
The action of the quantum noise increments leads to a superposition of multi-mode
Fock states with one fewer photons, weighted by the value of the temporal mode
envelopes at time t. The generalized density operators are precisely the multi-mode
operators in Eq. (3.119),
%ˆm1,m2,...|n1,n2...(t) ≡ Trfield
[
Uˆ(t)ρˆsys ⊗ |m1,m2, ...〉〈n1, n2, ...|Uˆ †(t)
]
, (3.119)
with a physical state given by the proper superposition,
%ˆphys(t) =
∑
m1,m2,...
∑
n1,n2,...
cm1,m2,...|n1,n2,... %ˆm1,m2,...|n1,n2...(t) (3.120)
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using the coefficients from Eq. (3.116). The master equations are solved with initial
conditions given in Eq. (3.95), and the solutions recombined via Eq. (3.120) in order
to calculate expectation values. The equations for the output field quantities follow
in the same way.
The succinct summary is that, once the input field state is represented in a basis
unentangled Fock states over a set of temporal modes, the N -photon master equa-
tions can be found simply from Eq. (3.94) with Lˆi → Lˆ and Sˆij → δi,jSˆ. Each master
equations couples to a set of equations enumerated by the indices {m1, ..., n1, ...}. The
total number of equations required to describe such a state depends on the overlap
of the initial wave packet ψ(t1, ...tN) with the particular choice of basis. In order
for this formalism to be useful, a particular set of modes in which to decompose an
N -photon state much be chosen wisely to reduce as much as possible the number of
equations one is required to track.
3.6.2 Non-orthogonal, factorized temporal envelopes
While the occupation number representation gives us a method to deal with arbi-
trary field states by projecting them into a basis of unentangled Fock states, the
applicability of this technique relies heavily on the existence of a convenient basis of
temporal modes. Imagine the case of two single-photon wave packets following one
another with a time delay τ . As long as τ is much larger than the temporal width
of the wave packets, they are effectively orthogonal and the state is well described
by two temporal modes. As τ is shortened, the wave packets begin to overlap. In
order to use the occupation number representation, one must find a suitable basis
(with the smallest number of necessary basis functions) on which to project these
modes, which may not be an easy task. However, this particular case can be treated
directly. For situations when the input photons are not entangled, one may proceed
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directly without resorting to projection onto an orthogonal basis19.
In this situation, the input field’s temporal envelope factorizes with respect to
the photon labels and can be written [OMKI02],
ψ(t1, . . . , tN) = ξt1(t1)ξt1(t2) . . . ξtN (tN). (3.121)
If we gather all the terms for which the wavepacket is that same, ξti(ti) = ξtj(tj),
then the field state can be written,
|ψN〉 = 1√N
[
B†(ξ1)
]n1[B†(ξ2)]n2 . . . [B†(ξk)]nk |0〉
≡|ψNn1,n2,...nk〉. (3.122)
This representation of the state reveals that there are mi photons in wave packet ξi(t),
within k different wave packets (temporal modes), with total number of photons given
by the superscript, N =
∑
i ni
20. The actions of the increments are
dBt|ψNn1,...〉 =
dt√N
nk∑
i=n1
niξi(t)
[
B†(ξ1)
]n1 . . . [B†(ξi)]ni−1 . . . [B†(ξk)]nk |0〉
=
dt√N
nk∑
i=n1
niξi(t)|ψN−1n1,...ni−1,...〉, (3.123)
dΛt|ψNn1,...〉 =
dB†t√N
nk∑
i=n1
niξi(t)|ψN−1n1,...ni−1,...〉. (3.124)
Following the prescription within this chapter, we define generalized density ma-
trices with respect to the states in Eq. (3.122),
%ˆm1,...|n1,...(t) ≡
1
N Trfield
[
Uˆ(t)ρˆ0 ⊗ |ψMm1,...〉〈ψNn1,...|Uˆ †(t)
]
. (3.125)
19The technique in this subsection is both inspired the ideas in Ref. [SZX13]. That paper
is but an onslaught of equations that, to be honest, I could not follow, so I proceeded to
derive similar equations myself.
20The superscript on the state in Eq. (3.122) is somewhat superfluous, as one can simply
add up all the ni to find the total photon number N , which is why it does not appear in
the definition of the generalized density matrices, Eq. (3.125). The superscript does help
with notation when calculating the inner product in Eq. (3.128).
Chapter 3. Quantum systems interacting with N -photon states 96
The master equations for these generalized density matrices are
d
dt
%ˆm1,...|n1,...(t) = (3.126)
− i
~
[Hˆsys, %ˆm1,...|n1,...] + LL
[
%ˆm1,...|n1,...
]
+
∑
j
mjξj(t)
[
Sˆ%ˆm1,...,mj−1,...|n1,..., Lˆ
†]
+
∑
j
njξ
∗
j (t)
[
Lˆ, %ˆm1,...|n1,...ni−1,...Sˆ
†]
+
∑
i,j
minjξi(t)ξ
∗
j (t)
(
Sˆ%ˆm1,...,mi−1,...|n1,...nj−1,...Sˆ
† − %ˆm1,...,mi−1,...|n1,...nj−1,...
)
.
The sums run over the indices regardless of the total number of photons. These
N -photon master equations are very nearly the same as those in Sec. 3.5.1, other
than a conspicuous lack of square roots in the prefactors in each term. Whereas in
the previous sections we had the convenience of representing our coupled field states
in terms of orthogonal Fock states, here we do not. The square roots arose from the
normalization factors on Fock states; here the normalization appears in the definition
of the generalized density matrices, Eq. (3.125).
The major difference arises in the initial conditions,
ρˆm1,...|n1,...(0) =
1
N Trfield
[
ρˆ0 ⊗ |ψMm1,...〉〈ψNn1,...|
]
= ρˆ0
〈ψNn1,...|ψMm1,...〉
N , (3.127)
which are modified by the nonorthogonality of the wave packets. For multi-mode
Fock states, the inner products lead to δ-functions in the subscripts (mode labels),
but here they must be computed. It is true that the sum of the values of the sub-
scripts on each state must be equal, as they give the number of creation/annihilation
operators. The inner products are then,
〈ψNn1,...|ψMm1,...〉 = δM,N〈0|
[
B(ξ1)
]n1 . . . [B(ξk)]nk[B†(ξ1)]m1 . . . [B†(ξk)]mk |0〉,
(3.128)
where the evaluation may be simplified21 with the commutation relation for the wave
21“May be” as in “it is possible that”, rather than “I know how and will show you.”
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packet creation/annihilation operators,
[
B(ξi), B
†(ξj)
]
=
∫
dt ξ∗i (t)ξj(t). (3.129)
Taking asymmetric expectations in the standard way, [Eq. (3.96)], gives an output
photon flux,
d
dt
Em1...|n1...
[
Λoutt (t)
]
= Em1...|n1...
[
Lˆ†Lˆ
]
(3.130)
+
∑
i
miξ
∗
i (t)Em1...mi−1,...|n1...
[
Sˆ†Lˆ
]
+
∑
i
niξi(t)Em1...|n1...ni−1,...
[
Lˆ†Sˆ
]
,
+
∑
i,j
minjξ
∗
i (t)ξj(t)Em1...mi−1,...|n1...nj−1,...
[
Sˆ†Sˆ
]
.
and an expectation value for the output quantum noise,
d
dt
Em1...|n1...
[
dBoutt
]
=Em1...|n1...
[
Lˆ] +
∑
i
niξi(t)Em1...|n1...ni−1...
[
Sˆ
]
. (3.131)
Because of the non-orthogonality, one must take care when taking expectation values.
Superpositions and mixtures of input states of the form Eq. (3.122), are composed
just as in Eq. (3.102). The rules for calculating physical observables are found in
Sec. 3.5.2.
3.6.3 Example: two-photon state in two non-orthogonal wave
packets
To illustrate the N -photon master equation formalism, we examine the case of a
system interacting with a two-photon state |ψ2〉, whose temporal function factorizes,
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ψ(t1, t2) = ξ(t1)η(t2). Using Eq. (3.122) the state can be written
22,
|ψ2〉 = 1√N
∫
dt1
∫
dt2 ξ(t1)η(t2)bˆ
†(t1)bˆ†(t2)|0〉
=
1√N B
†(ξ)B†(η)|0〉
≡ 1√N |ψ1,1〉. (3.132)
The normalization is given by Eq. (F.6),
N = 1 +
∣∣∣∣ ∫ dt ξ(t)η∗(t)∣∣∣∣2, (3.133)
and depends on the degree to which the wave packets are orthogonal.
The physical reduced density operator is then
%ˆphys(t) =
1
N Trfield
[
Uˆ(t)ρ0 ⊗ |ψ1,1〉〈ψ1,1|Uˆ †(t)
] ≡ %ˆ1,1|1,1(t). (3.134)
For simplicity we consider only dipole-type interactions, Sˆ → Iˆsys in Eq. (3.126), to
give the master equations,
d
dt
%ˆm1,m2|n1,n2 =− i~
[
Hˆsys, %ˆm1,m2|n1,n2
]
+ LL[%ˆm1,m2|n1,n2 ] (3.135)
+m1ξ(t)[%ˆm1−1,m2|n1,n2 , Lˆ
†] + n1ξ∗(t)[Lˆ, %ˆ
†
m1,m2|n1−1,n2 ]
+m2η(t)[%ˆm1,m2−1|n1,n2 , Lˆ
†] + n2η∗(t)[Lˆ, %ˆ
†
m1,m2|n1,n2−1].
The initial conditions are
%ˆ1,1|1,1(0) = ρˆsys, (3.136)
%ˆ1,0|0,1(0) =
〈ψ0,1|ψ1,0〉
N ρˆsys (3.137)
%ˆ0,1|1,0(0) =
〈ψ1,0|ψ0,1〉
N ρˆsys (3.138)
%ˆ1,0|1,0(0) = %ˆ0,1|0,1(0) = %ˆ0,0|0,0(0) =
1
N ρˆsys, (3.139)
22If ξ(t) and η(t) are orthogonal, then Eq. (F.4) can be written |ψ2〉 = |1, 1〉.
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Figure 3.14: Excitation dynamics, reduced state purity, photon flux, and inte-
grated photon flux for a two-level atom interacting with the general two-photon
state. The input field state, described by Eq. (3.132), is composed of two unen-
tangled, Gaussian, single-photon wave packets with spectral width ∆ω/Γ = 1.46
and varying delay time between the peaks, τ . The rows correspond to a different
delays between the pulses: a) τ = 20/∆ω, b) τ = 4/∆ω, c) τ = 6/∆ω, d) τ = 0.
with all others initialized to zero. The inner products are evaluated simply,
〈ψ0,1|ψ1,0〉 = 〈ψ1,0|ψ0,1〉∗ =
∫
dt ξ(t)η∗(t). (3.140)
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For orthogonal wave packets this inner product vanishes and gives normalization
N = 1, and for identical wave packets (Fock states) the inner product is 1 and we
find N = 2 for the normalization23.
These situations are illustrated in Fig. 3.14, which plot various quantities for a
two-level atom probed by two consecutive Gaussian single-photon pulses each de-
scribed by Eq. (3.76) for several choices of delay time, τ . The atom interacts on a
dipole transition with parameters Hˆsys = 0, Lˆ =
√
γ|g〉〈e|, and Sˆ = Iˆsys in a single
mode, γ = Γ. The system interacts with the photon in the first wave packet and
remains entangled with the field until the excitation is released through decay. The
case of large τ is shown in 3.14(a). We see in the first column that, before the second
photon arrives, the atom returns to the ground state. The atom’s purity, used as a
witness for system-field entanglement (see Sec. 3.5.1), is shown in the second column
and likewise shows that the atom returns to the pure ground state before the second
photon arrives. Each of the two excitation curves in Fig. 3.14(a) is identical to the
single-photon excitation in Fig. 3.2(b), and similarly the photon fluxes, third and
fourth column, are those in Fig. 3.2(d) and (f). When the second photon arrives
before the atom has fully decayed, Fig. 3.14(b)-(d), then this entanglement and the
resulting interference between excitation from the first and second photon affect the
system’s dynamics as well as the output photon flux, as seen in Figs. 3.14(b)-(d).
When the pulses completely overlap, the field is a two-photon Fock state, and the
dynamics agree with the results from Sec. 3.4.2, as seen in the two-photon curves in
Fig. 3.2(b), (d), and (f).
23Taking the Fock state limit, ξ(t) = η(t), can be confusing because the off-diagonal
equations are initialized to ρˆsys. This is in fact correct, but to make the proper comparison
it is important to realize that in this limit the subscripts collapse to a single subscript, as
for the Fock-state case in Sec. 3.3.
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3.6.4 Multi-mode multi-photon master equations
Finally, one may wish to consider input fields in combinations (superpositions and/or
mixtures) of different N -photon states in multiple modes, similar to the analysis of
Ref. [SZX13]. With the techniques from this chapter, one may first represent the
initial field state in a basis of Fock states both over spatial/polarization modes and
over temporal modes. From there, the generalized density matrices are those of
Eq. (3.94). One need only take care to properly identify the coupling operators
for each mode Lˆi and Sˆij, since, for all temporal modes within a single spatial/
polarization mode, these coupling operators will be the same. Such a situation
follows in a straightforward way but is quite complicated and, as such, is not explicitly
included in this dissertation.
102
Chapter 4
Dispersive atom-light interaction
We now shift our attention to the study of an atomic ensemble interacting dispersively
with a paraxial electric field. Entanglement generated between the collective atomic
state and the propagating modes of the field makes atomic ensembles a rich and
promising platform for quantum information processing. The entangling atom-light
interaction is produced by detuning the probe laser such that the excited states
are negligibly populated. Two critical consequences are that (i) the light effectively
couples to the robust and controllable atomic ground-state spins, and (ii) decoherence
from spontaneous photon scattering is reduced. An interface based on a dispersive
atom-light interaction has been extensively studied in the literature; our goal is to
treat, in a fully quantum fashion, the spatial effects for a paraxial probe laser that is
inhomogeneous in both amplitude and phase across the ensemble. Before navigating
the complicated problem of a multi-atom interaction with spatially varying electric
fields, treated in Chapter 5, we lay the groundwork with a careful analysis for a single
multi-level alkali atom interacting with a monochromatic probe laser of frequency
ω0. In this chapter, we review the dispersive atom-light interaction for a single,
multi-level alkali atom closely following Ref. [DJ10].
Following Refs. [Ham06, VHKS12], we partition the quantized electric field into
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paraxial modes and nonparaxial, diffuse modes,
Eˆ(+)(r, t) = Eˆ
(+)
fwd(r, t) + Eˆ
(+)
diff (r, t). (4.1)
This decomposition is motivated by the geometry we wish to consider – photon
scattering of a paraxial laser beam by an extended atomic ensemble. For this analysis
we assume the positive frequency component of the paraxial electric field operator
in the spatial mode of the laser is
Eˆ
(+)
fwd(r) =
√
2pi~ω0
Ac
U(r⊥, z)
(
exaˆx(z, t) + eyaˆy(z, t)
)
eik0z, (4.2)
and all other spatial modes have been traced out and give rise to decoherence and loss.
The dimensionless mode function U(r⊥, z) plays no role in the simplified analysis in
this chapter and will summarily be ignored until Chapter 5, when it emerges as a
central complicating factor.
The dispersive light shift interaction describes an atom’s effective response to
an electric field when the excited states can be adiabatically eliminated from the
dynamics. This reduced description applies when the saturation parameter is small,
s =
Ω2/4
∆2 + Γ2/4
 1, (4.3)
where Ω is the Rabi frequency, Γ is the spontaneous emission rate, and ∆ = ω0−ωeg
is the probe detuning from the atomic resonance frequency ωeg. As the saturation
parameter is proportional to the ratio of the Rabi frequency to the detuning, Ω/∆,
physically this allows condition Eq. (4.3) to be satisfied even for large driving power
(Rabi frequency) so long as the probe laser is far enough detuned. In this limit, the
atom-light coupling is described by the dispersive light-shift interaction,
Hˆeff = −Eˆ(−)fwd(rA) ·
↔
α · Eˆ(+)fwd(rA), (4.4)
where the electric field operator in Eq. (4.2) is evaluated at the atomic position rA.
This coupling gives rise to the Faraday interaction, which serves as the basis for
the QND squeezing protocol in Chapter 6. In the next subsection we review the
irreducible decomposition of the atomic polarizability tensor,
↔
α.
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4.1 Atomic polarizability tensor
The atomic polarizability tensor that appears in Eq. (4.4) is the dyad of two vector
dipole operators and connects between ground states through the excited states.
The atom is probed by a laser detuned near a fine structure transition with excited
electronic angular momentum j′ = l′ ± s for l′ = 1 (P orbital) and the single spin of
the valence electron, s = 1/2. Two hyperfine ground states emerge from the coupling
of the nuclear spin (i = 7/2 in 133Cs) to the total electronic angular momentum,
jˆ = lˆ + sˆ, to form total hyperfine angular momentum fˆ = iˆ + jˆ. A similar hyperfine
splitting occurs in each of the excited P states. Each hyperfine state has 2f + 1
magnetic sublevels, where f = i+ j.
Due to the massive fine-structure splitting between the first excited P1/2 and
P3/2 states (∆ω ≈ 2pi × 7000 THz in 133Cs), one need only consider a single j →
j′ transition, e.g. the D2 line (j′ = 3/2). It can be shown that the interaction
Hamiltonian is effectively block-diagonal in the hyperfine ground states [DJ10],
↔
α =∑
f
↔
α(f), where
↔
α(f) = −1
~
∑
f ′
dˆff ′dˆ
†
f ′f
∆f,f ′ + iΓ/2
. (4.5)
Within the effective interaction, Eq. (4.4), the real and imaginary parts of the com-
plex polarizability tensor comprise a non-Hermitian Hamiltonian. The real part
drives coherent, entangling evolution between the atom and paraxial field, and the
imaginary part leads to decoherence and loss.
First, we set the convention for the atomic dipole operators on the j → j′ tran-
sition. The operator that raises the atom from the ground hyperfine state f to the
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excited state f ′ is
dˆ†f ′f =
∑
q
∑
m,m′
〈f ′m′|dqf ′,f |fm〉|f ′m′〉〈fm|e∗q (4.6)
= 〈f ′||d||f〉
∑
q
∑
m,m′
〈 fm; 1q | f ′m′ 〉|f ′m′〉〈fm|e∗q (4.7)
where we used the Wigner-Eckart theorem to pull out the reduced matrix element
〈f ′||d||f〉. It can be further simplified with another application of the Wigner-Eckart
theorem,
〈f ′||d||f〉 = 〈j′||d||j〉oj′f ′jf , (4.8)
in terms of a reduced matrix element involving the j → j′ transitions and a relative
oscillator strength,
oj
′f ′
jf ≡ (−1)f
′+i+j′+1
√
(2j′ + 1)(2f + 1)
 f ′ i j′j 1 f
 . (4.9)
that determines the spontaneous decay branching ratios on allowed dipole transitions;
Γj′f ′→jf/Γj′→j = |oj′f ′jf |2 [DJ10].
This allows us to factor out characteristic units from the dipole raising operator
and define dimensionless dipole operators,
Dˆ†f ′f =
dˆ†f ′f
〈j′||d||j〉 (4.10)
=
∑
q
∑
m,m′
e∗qo
j′f ′
jf 〈 f ′m′ | fm; 1q 〉|f ′m′〉〈fm|. (4.11)
Finally, we write the detuning from a particular hyperfine transition as
∆f,f ′ = ∆ + δf ′ , (4.12)
where we have factored out the detuning relative to the largest hyperfine excited
state,
∆ ≡ ∆f,f ′max = ω0 − (ωf ′max − ωf ), (4.13)
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and δff ′ ≡ ∆f,f ′ −∆ is the residual detuning for the other hyperfine excited states.
All the units are collected in a characteristic polarizability,
α0(∆) = −|〈j
′||d||j〉|2
~∆
= −3λ
3
j′j
32pi3
Γ
∆
. (4.14)
The wavelength of the transition λj′j and spontaneous emission rate Γ are defined
with respect to the fine-structure splitting j′ → j; that is,
Γ =
1
~
4
3
ω3jj′
c3
|〈j′||d||j〉|2. (4.15)
One could define a slightly different characteristic polarizability using a different
detuning in Eq. (4.13), such as the fine structure splitting on the j → j′ transition.
The atomic polarizability tensor in Eq. (4.5) can then be written in terms of the
dimensionless dipole operators and the characteristic polarizability,
↔
α(f) = α0(∆)
∑
f ′
Dˆff ′Dˆ
†
f ′f
1 + δf ′/∆ + iΓ/(2∆)
. (4.16)
For 133Cs with ground hyperfine manifolds f = {3, 4}, this becomes
↔
α =
↔
α(3) +
↔
α(4)
= α0(∆3)
∑
f ′
Dˆ3f ′Dˆ
†
F ′3
1 + δ3,f ′/∆3 + iΓ/(2∆3)
+ α0(∆4)
∑
F ′
Dˆ4f ′Dˆ
†
f ′4
1 + δ4,f ′/∆4 + iΓ/(2∆4)
.
(4.17)
I have explicitly labeled the detunings by the ground state hyperfine level f in order
to emphasize that the detunings are different on each of the two terms. Unless the
laser detuning is chosen such that ∆3 and ∆4 are of the same order, one of the two
terms will dominant the dynamics and the other can be ignored.
4.1.1 Irreducible representation of the atomic polarizability
tensor
The atomic polarizability tensor, being a dyad of two vector operators, can be decom-
posed into rank-0, rank-1, and rank-2 irreducible tensor components [Sto07, Ham06,
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GSM06, DJ10, KSR13]. The terms in the Hamiltonian can be written in a Cartesian
basis, useful for describing atomic interaction with linearly polarized light. The di-
mensionless Cartesian ij-component of the atomic polarizability tensor in the ground
hyperfine state f is defined,
αˆij(f) ≡ ei · Dˆff ′Dˆ†f ′f · ej. (4.18)
It can be shown that the block-diagonal terms have a basis-independent form whose
Cartesian ij-components are [DJ10],
αˆij(f) = C
(0)
j′ff ′δij Iˆ + iC
(1)
j′ff ′εijkfˆk + C
(2)
j′ff ′
(
1
2
(
fˆifˆj + fˆj fˆi
)− 1
3
δijˆf · fˆ
)
. (4.19)
The fˆi are dimensionless hyperfine spin operators satisfying
[fˆi, fˆj] = iεijkfˆk, (4.20)
with total angular momentum f for each ground hyperfine manifold. The tensor
coefficients are [DJ10]
C
(0)
j′ff ′ = (−1)3f−f
′+1 1√
3
2f ′ + 1√
2f + 1
 f 1 f ′1 f 0
 |oj′f ′jf |2, (4.21)
C
(1)
j′ff ′ = (−1)3f−f
′ 3√
2
2f ′ + 1√
f(f + 1)(2f + 1)
 f 1 f ′1 f 1
 |oj′f ′jf |2, (4.22)
C
(2)
j′ff ′ = (−1)3f−f
′
√
30(2f ′ + 1)√
f(f + 1)(2f + 1)(2f − 1)(2f + 3))
 f 1 f ′1 f 2
 |oj′f ′jf |2.
(4.23)
These coefficients depend on the fine-structure quantum numbers {j, j′} through
the relative oscillator strengths, oj
′f ′
jf , given in Eq. (4.9). Note that the notation in
Eq. (4.18) is different from that for the full polarizability tensor, Eq. (4.16), (and dif-
ferent from that in Ref. [DJ10]) in that it contains no units, detunings, or sums over
excited states. Instead its intention is to isolate the irreducible tensor components.
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When the detuning is also large compared to the excited hyperfine splitting the
detuning becomes independent of f ′ (essentially δf ′/∆ → 0). Then, the sums over
the tensor coefficients in Eqs. (4.27) can be done explicitly to yield,
C
(0)
j′f ≡
∑
f ′
C
(0)
j′ff ′ =
2j
′−1/2
3
(4.24)
C
(1)
j′f ≡
∑
f ′
C
(1)
j′ff ′ = (−1)j
′−1/2 gf
3
(4.25)
C
(2)
j′f ≡
∑
f ′
C
(2)
j′ff ′ = 0. (4.26)
The Lande´ g-factor depends on the ground state manifold: gf = 1/f↑ for f↑ = i+1/2
and gf = −1/f↑ for f↓ = i − 1/2. In this far-detuned limit, we see that the C(2)j′ff ′
coefficients sum to zero and the rank-2 terms in Eq. (4.27) vanish,
αˆij(f)→ C(0)j′fδij Iˆ + iC(1)j′fεijkfˆk. (4.27)
This reflects the fact that in the absence of hyperfine resolution, the nuclear spin is
decoupled and the ground state angular momentum is given by the total electronic
angular momentum, j = 1/2.
4.2 Interaction with a quantum field
The coherent interaction can be written in a useful form involving the coupling of
the Stokes vector, which describes the field’s polarization, to the angular momentum
of the atom. The operator components of the Stokes vector are
sˆ0(z, t) =
1
2
(
aˆ†x(z, t)aˆx(z, t) + aˆ
†
y(z, t)aˆy(z, t)
)
(4.28a)
sˆ1(z, t) =
1
2
(
aˆ†x(z, t)aˆx(z, t)− aˆ†y(z, t)aˆy(z, t)
)
(4.28b)
sˆ2(z, t) =
1
2
(
aˆ†x(z, t)aˆy(z, t) + aˆ
†
y(z, t)aˆx(z, t)
)
(4.28c)
sˆ3(z, t) =
1
2i
(
aˆ†x(z, t)aˆy(z, t)− aˆ†y(z, t)aˆx(z, t)
)
, (4.28d)
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and, from Eq. (2.35), they satisfy the unequal-t, unequal-z commutation relations of
an effective angular momentum,
[
sˆi(z, t), sˆj(z
′, t′)
]
= iεijksˆk(z, t)δ(t− t′ − (z − z′)/c). (4.29)
Using these definitions in the real part of the light shift interaction, Eq. (4.4), gives
a coherent Hamiltonian of the form,
Hˆcoh = ~χ0
∑
F ′
1
1 + δf ′/∆
(
Aˆ0sˆ0(zA, t) + Aˆ1sˆ1(zA, t) (4.30)
+ Aˆ2sˆ2(zA, t) + Aˆ3sˆ3(zA, t)
)
,
where the atomic operators that couple to the Stokes components at the atom’s
position zA are
Aˆ0 =C
(0)
j′ff ′ Iˆ + C
(2)
J ′FF ′
(
3fˆ 2z − fˆ · fˆ
6
)
(4.31a)
Aˆ1 =C
(2)
j′ff ′
(
fˆ 2x − fˆ 2y
2
)
(4.31b)
Aˆ2 =C
(2)
j′ff ′
(
fˆxfˆy + fˆyfˆx
2
)
(4.31c)
Aˆ3 =− C(1)j′ff ′ fˆz. (4.31d)
The dimensionless coupling constant,
χ0 = −
(
4piω0
Ac
)
α0(∆) =
(σ0
A
)( Γ
2∆
)
, (4.32)
is a measure of the strength of the light-matter interaction. It is proportional to
the detuning, ∆−1, but more importantly to the ratio of the resonant atomic cross
section, σ0 = 3λ
2
jj′/2pi, to the transverse mode area A. This ratio sets the strength of
the single-atom coupling, as it roughly describes the amount of light scattered from
the atom back into the probe mode. The form of the real part of the interaction,
Eq. (4.30), assumes we are working in a regime where the detuning is much greater
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than the linewidth, ∆f,f ′  Γ, for all excited hyperfine states. Note that the sign of
Aˆ3 is opposite that found in Ref. [DJ10].
Although we ultimately focus on the mapping of atomic spin noise to the field
via the interaction Hamiltonian in Eq. (4.30), it is also useful for the study of the
polarization dynamics. The state of a macroscopically prepared field (a coherent
state) can be represented by a Stokes vector whose position on the Poincare´ sphere
describes the polarization state of the field. Through interaction with a multilevel
atom, the field’s polarization undergoes a rotation on the Poincare´ sphere which de-
pends on the spin state of the atom through the operators in Eq. (4.31). A particular
effect of interest is Faraday rotation, where an input linear polarization experiences a
rotation proportional to the atomic polarization along the direction of propagation,
Θ ∝ χ0〈fˆz〉 [DJ10].
4.2.1 Coherent driving field
In many cases, such as the generation of spin squeezing in Chapter 6, we are specif-
ically interested in probing an atomic ensemble with a coherent laser. We can make
a Mollow transformation on the paraxial field that displaces the mode of the laser
into a large amplitude coherent state,
Eˆ
(+)
fwd(r)→ E (+)L (r)~L + Eˆ(+)fwd(r), (4.33)
where E (+)L (r) = E (+)0 U(r)eik0z is a classical paraxial laser field with polarization ~L1.
As was done in Eq. (4.2), we henceforth bury the explicit appearance of the spatial
mode. The remaining quantum field operator, Eˆfwd(r), describes the underlying
quantum fluctuations.
Making this transformation on the effective Hamiltonian, Eq. (4.4), we can de-
1Note that E(+)0 is the positive-frequency amplitude, which is twice the real amplitude.
This distinction is important when comparing our results to the literature.
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compose the coherent (real) part of the interaction into a portion that couples the
atom to the quantum paraxial electric field,
Hˆint =− α0(∆)
∑
f ′
Eˆ
(−)
fwd(rA) · Dˆff ′Dˆ†f ′f ·~LE (+)L (rA)
1 + δf ′/∆
+ H.c., (4.34)
and a portion that does not couple the field, but drives coherent dynamics in the
internal spin state of the atom,
HˆLS =~
Ω(rA)
4∆
∑
f ′
~∗L · Dˆff ′Dˆ†f ′f ·~L
1 + δf ′/∆
. (4.35)
The effective Rabi frequency,
Ω(r) =
〈j′||d||j〉2E (+)0
~
, (4.36)
has been defined in terms of the positive-frequency amplitude of the classical probe,
E (+)0 . The terms that describe scattering between quantum fluctuations (fields ini-
tially in vacuum) have been ignored.
In the irreducible representation of the atomic polarizability, Eq. (4.27), an effec-
tive the interaction describes coupling of the atomic operators to the field quadra-
tures with polarization orthogonal to that of the laser. Of specific interest to us is
the Faraday interaction, which we isolate with a choice of ~L = ex. Neglecting the
rank-2 terms, in this case the interaction Hamiltonian becomes
Hˆint = α0(∆)E (+)L (rA)
√
4pi~ω0
Ac
∑
f ′
C
(1)
j′ff ′
1 + δf ′/∆
fˆzPˆ (zA, t) (4.37)
= −~χ0
√
N˙L
2
∑
f ′
C
(1)
j′ff ′
1 + δf ′/∆
fˆzPˆ (zA, t) (4.38)
and the state-independent residual light shift is
HˆLS =~
Ω(rA)
4∆
∑
f ′
C
(0)
j′ff ′
1 + δf ′/∆
Iˆ . (4.39)
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As expected we see a coupling of the laser to the field quadrature, Pˆ (z, t) = −i(aˆy(z, t)−
aˆ†y(z, t))/
√
2, via the z-component of the atom’s hyperfine spin. A rotation of po-
larization on the Poincare´ sphere becomes, in this linearized regime, a translation in
quadrature phase space. In the next chapter, we develop this further for multiple
atoms, including a detailed description of the effects of the ignored rank-2 compo-
nents of the interaction.
4.3 Single-atom master equation
In addition to the coherent interaction which generates entanglement between the
atom and the paraxial field, light is scattered into other field modes and carries
away information and leads to decoherence. Keeping track of this decoherence is
critical, as it sets limits on potential uses for the light-atom interface. The effects of
this decoherence can be included in a master equation description of the atom-light
dynamics,
dρˆ
dt
= − i
~
[
Hˆeff ρˆ− ρˆHˆ†eff
]
+ Γ
∑
q
WˆqρˆWˆ
†
q . (4.40)
This involves a non-Hermitian Hamiltonian that drives loss and a “feeding term”
that describes incoherent repopulation of the atomic ground states when a photon is
scattered. The feeding term is comprised of jump operators,
Wˆq =
∑
f ′
〈j′||d||j〉/~
∆f ′ + iΓ/2
(
e∗q · Dˆff ′
)(
Dˆ†f ′f · Eˆ(+)fwd(rA)
)
, (4.41)
where q sums over all spherical basis components. This differs from the polarization
indices of the paraxial field operator, which sum only over allowed polarizations
orthogonal to the direction of propagation. Since the quantized field operators used
in this dissertation have units of
√
photon flux, the jump operators have a slightly
different form than those found in Ref. [DJ10].
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The effective non-Hermitian Hamiltonian is given by the dispersive interaction,
Eq. (4.4), which can be divided into coherent (Hermitian) and loss (anti-Hermitian)
terms,
Hˆeff = Hˆcoh + Hˆloss. (4.42)
The coherent portion of the effective Hamiltonian, Eq. (4.30), was the focus of the
previous section. The loss Hamiltonian arises from the imaginary part of atomic
polarizability tensor. Expanding Eq. (4.16) and keeping terms to order 1/∆2,
↔
α(f) = α0(∆)
∑
f ′
Dˆff ′Dˆ
†
f ′f
1 + δf ′/∆
− iα0(∆) Γ
2∆
∑
f ′
Dˆff ′Dˆ
†
f ′f . (4.43)
Using the Mollow transformation, Eq. (4.33), the anti-Hermitian part of the effective
Hamiltonian that drives loss is
Hˆloss = −i~γs(rA)
2
∑
f ′
~∗L · Dˆff ′Dˆ†f ′f ·~L, (4.44)
where we have written it in terms of the photon scattering rate,
γs(rA) =
Ω2(rA)
4∆2
Γ. (4.45)
In the same limit, to order 1/∆2, the jump operators in Eq. (4.41) become,
Wˆq =
Ω(rA)
2∆
∑
f ′
(
e∗q · Dˆff ′
)(
Dˆ†f ′f ·~L
)
. (4.46)
Higher-order corrections as well as a justification of the omitted terms are presented
in Appendix G.
The master equation Eq. (4.40) can be divided up conveniently into the coherent
and incoherent pieces,
dρˆ
dt
= − i
~
[Hˆcoh, ρˆ] +
dρˆ
dt
∣∣∣
dec
. (4.47)
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The terms that drive loss and decoherence are proportional to the rate of incoherently
scattered photons,
dρˆ
dt
∣∣∣
dec
=
γs(rA)
2
{∑
f ′
~∗L · Dˆff ′Dˆ†f ′f ·~L, ρˆ
}
+
(4.48)
+ γs(rA)
∑
q
(∑
f ′
e∗q · Dˆff ′Dˆ†f ′f ·~L
)
ρˆ
(∑
f ′
~∗L · Dˆff ′Dˆ†f ′f · eq
)
.
The anti-commutator term on the first line results from the loss Hamiltonian in
Eq. (4.44), and the second line is the feeding term using the jump operators in
Eq. (4.46).
For a probe laser linearly polarized along ex, we can input the irreducible decom-
position of the atomic polarizability tensor into Eq. (4.48) to find the loss Hamilto-
nian,
Hˆloss = −i~γs(rA)
2
C
(0)
j′f Iˆ , (4.49)
and the feeding terms,
Γ
∑
q
WˆqρˆWˆ
†
q = γs(rA)
(
|C(0)j′f |2ρˆ+ |C(1)j′f |2
(
fˆzρˆfˆz + fˆyρˆfˆy
))
. (4.50)
This gives a master equation,
dρˆ
dt
∣∣∣
dec
= −γs(rA)
(
C
(0)
j′f − |C(0)j′f |2
)
ρˆ+ γs(rA)|C(1)j′f |2
(
fˆzρˆfˆz + fˆyρfˆy
)
. (4.51)
For an atom driven on an S1/2 → Pj transition (such as 133Cs) the coefficients are,
|C(0)j′f |2 − C(0)j′f = −
2
9
(4.52)
|C(1)j′f |2 =
g2f
9
. (4.53)
Defining the quantization axis along ex, fˆy = (fˆ+ + fˆ−)/2 and fˆz = (fˆ+− fˆ−)/2i, and
focusing only on the incoherent terms, we arrive at the standard optical pumping
equation [DCT89],
dρˆ
dt
∣∣∣
dec
= −γs(rA)2
9
ρˆ+ γs(rA)
g2f
18
(
fˆ+ρˆfˆ− + fˆ−ρˆfˆ+
)
. (4.54)
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Chapter 5
Three-dimensional light-matter
interface for atomic ensembles
5.1 Introduction
In this chapter, we present a three-dimensional model for the interaction of a paraxial
probe laser with a spatially extended ensemble of spin-f atoms, depicted in Fig. 5.1.
When driven by an off-resonant laser field such that the excited state probability is
small, the atoms and light interact dispersively as studied in Chapter 4. In a rigorous
field-theoretic analysis, Sørensen and Sørensen showed that the mean-field effect of
the light interacting with an atomic ensemble gives rise to an index of refraction
of the gas due to the spatially-averaged local density of the atoms [SS08]. Diffuse
scattering into 4pi arises from the random positions of the point atomic scatterers and
is equivalent to local spontaneous emission. This leads to attenuation of the incident
wave and optical pumping of the atomic state, accounted for by the imaginary part
of the polarizability according to the optical theorem.
A number of novel features emerge from the fact that atoms experience position-
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dependent probe amplitudes and phases. First, probe photons are coherently scat-
tered into many paraxial modes, similar to the diffraction effects considered semi-
classically in Ref. [MPO+05]. The resulting interaction between that atoms and and
paraxial quantum field is inherently multi-mode [KMS+05] and can be decomposed
in a set of collective atomic spin waves, each of which couples to a different trans-
verse mode of the paraxial field. Second, photons diffusely scattered out of the probe
result in decoherence that dictates the limitations for any quantum information task.
This process occurs locally according to the spatially varying probe intensity experi-
enced by individual atoms. The relative rate at which coherent, collective evolution
dominates over local decoherence depends on the resonant optical density (OD) of
the ensemble,
OD = N
σ0
A
, (5.1)
a concept which we generalize for multiple spatial modes. The OD is routinely used
as a figure-of-merit for strong coupling in atomic ensembles. The ratio of the single-
atom scattering cross section on resonance, σ0 = 3λ
2
0/2pi, to the transverse beam
area, A, describes the coupling strength to a single atom, which is multiplied by the
total number of atoms N . While the OD describes the rate of extinction of resonant
light as it traverses a medium, in the far detuned, dispersive regime, the atoms are
transparent to the laser, and the OD serves to characterize the strong coupling.
After the interaction, the forward-scattered paraxial light is continuously mea-
sured with a balanced polarimeter. We spend some time discussing this measurement
using a classical model of the paraxially scattered light before including the quantum
effects. Balanced polarimetry selects only light scattered into the spatial mode of the
probe. Light in all other paraxial modes is lost, which leads to an additional, collec-
tive form of decoherence. The stochastic master equation presented in this chapter
describes all the relevant physical features including the conditional dynamics of
collective atomic state from measurement backaction, collective decoherence from
unmeasured paraxial light, and local decoherence from diffuse photon scattering.
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Figure 5.1: Schematic of a linearly polarized laser probe with a Gaussian spatial
mode (solid blue lines entering from the left of the cloud) interacting disper-
sively with a cold, trapped atomic ensemble. The light that is indistinguishably
scattered by the average atomic density distribution defines the radiated parax-
ial mode (solid red arrows emanating from the cloud to the right). The spatial
overlap of the collectively scattered field and the probe, which determines the
strength of the atom-light interface, depends highly on geometry. Density fluc-
tuations drive diffuse scattering out of the paraxial modes which leads to local
decoherence of the ensemble.
5.2 Multi-atom dispersive light-matter interaction
The mean-field, spatially averaged atomic density, which plays the role of the index of
refraction in the classical theory, appears as coherent radiation by a collective atomic
observable in the quantum theory. The coupling of collective atomic observables to
paraxial modes thus describes the coherent atom-photon light-shift interaction, medi-
ated by the Hermitian part of the atomic polarizability operator. The diffuse modes,
in contrast, couple to the density fluctuations in the ensemble due to the discrete
atomic positions and thus act locally on each atom [SS08]. In the usual Born-Markov
approximation, tracing over these modes leads to decoherence and is described by the
anti-Hermitian part of the atomic polarizability [DJ10]. In this section we first de-
rive a multi-mode generalization of the tensor polarizability interaction, reviewed in
Chapter 4, that coherently entangles the atomic ensemble and the paraxial quantum
field.
Chapter 5. Three-dimensional light-matter interface for atomic ensembles 118
Quantization of the paraxial electromagnetic field was discussed in Sec. 2.3.
The paraxial field operator is decomposed into a set of transverse spatial modes
{ui(r⊥, z)}, which are orthonormal in a longitudinal plane. The positive-frequency
component of the electric field restricted to the paraxial subspace is
Eˆ
(+)
fwd(r, t) =
∑
i,λ
√
2pi~ω0
cA
eλ ui(r⊥, z)aˆi,λ(z, t)ei(k0z−ω0t), (5.2)
where A is the quantization area. Relevant spatial symmetries in a particular problem
under consideration motivates a specific choice of modes – Laguerre-Gauss, Hermite-
Gauss, etc.
For weak excitation the atomic response is linear in the field, and the excited
atomic states can be adiabatically eliminated. The effective interaction governing
the coupling of the quantized paraxial modes with the atomic ensemble is given by
the non-Hermitian Hamiltonian,
Hˆeff = −
N∑
n=1
Eˆ
(−)
fwd(rn, t) ·
↔ˆ
α(n) · Eˆ(+)fwd(rn, t). (5.3)
The index n labels atoms at respective positions rn, each with dynamic tensor polar-
izability
↔ˆ
α(n). Upon substitution of the irreducible components given in Eq. (4.19),
we find scalar (rank-0), vector (rank-1), and tensor (rank-2) contributions to the in-
teraction. Defining multi-mode generalizations of the Stokes operators in Eq. (4.28),
akin to those in Ref. [SS08],
sˆij0 (z, t) =
1
2
(
aˆ†i,x(z, t)aˆj,x(z, t) + aˆ
†
i,y(z, t)aˆi,y(z, t)
)
(5.4a)
sˆij1 (z, t) =
1
2
(
aˆ†i,x(z, t)aˆj,x(z, t)− aˆ†i,y(z, t)aˆi,y(z, t)
)
(5.4b)
sˆij2 (z, t) =
1
2
(
aˆ†i,x(z, t)aˆj,y(z, t) + aˆ
†
i,y(z, t)aˆi,x(z, t)
)
(5.4c)
sˆij3 (z, t) =
1
2i
(
aˆ†i,x(z, t)aˆj,y(z, t)− aˆ†i,y(z, t)aˆi,x(z, t)
)
, (5.4d)
the interaction can be written as a multi-mode version of the single atom interaction
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in Eq. (4.30):
Hˆcoh =~χ0
∑
i,j
N∑
n=1
∑
f ′
u∗i (r⊥n, zn)uj(r⊥n, zn)
1 + δf ′/∆
(5.5)
×
(
sˆij0 (zn, t)Aˆ
(n)
0 + sˆ
ij
1 (zn, t)Aˆ
(n)
1 + sˆ
ij
2 (zn, t)Aˆ
(n)
2 + sˆ
ij
3 (zn, t)Aˆ
(n)
3
)
.
Here, Aˆ
(n)
i are the components of the polarizability tensor for the n
th atom at position
rn which couple to the Stokes components in Eq. (5.4):
Aˆ
(n)
0 =2C
(0)
j′ff ′ Iˆ
(n) + C
(2)
j′ff ′
(
3fˆ
(n)2
z − fˆ (n) · fˆ (n)
6
)
(5.6a)
Aˆ
(n)
1 =C
(2)
j′ff ′
(
fˆ
(n)2
x − fˆ (n)2y
2
)
(5.6b)
Aˆ
(n)
2 =C
(2)
j′ff ′
(
fˆ
(n)
x fˆ
(n)
y + fˆ
(n)
y fˆ
(n)
x
2
)
(5.6c)
Aˆ
(n)
3 =− C(1)j′ff ′ fˆ (n)z . (5.6d)
The interaction has been written in terms of the dimensionless coupling strength χ0,
given in Eq. (4.32).
5.2.1 Coherent driving field
The multi-mode light-matter interaction can be useful in the fully quantum form,
Eq. (5.5), for instance when studying input fields at the single photon level. For our
purposes, we wish to model the interaction with a driving laser by promoting the
appropriate paraxial modes using the Mollow transformation. We take the spatial
mode of the laser as the fundamental mode with label i = 0. The laser also has a well-
defined polarization, and thus only one of its polarization components is promoted to
a classical field. This is important because we consider scattering of probe photons
into orthogonal photons in the same spatial mode. As it will be useful in the next
chapter, we consider a probe with linear polarization along ex. We make the Mollow
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transformation, equivalent to Eq. (4.33),
aˆ0,x(z, t)→
√
N˙L + aˆ0,x(z, t), (5.7)
where the average photon flux of the laser is related to its peak intensity I0 via the
relation N˙L = AI0/~ω0. This gives a classical coherent complex amplitude for the
laser,
~E (+)L (r, t) = E (+)0 u0(r⊥, z, t)ei(k0z−ω0t)ex, (5.8)
with positive-frequency electric field amplitude
E (+)0 =
√
2pi~ωN˙L
Ac
. (5.9)
When the description of the probe laser requires more than one mode, the general-
ization is straightforward using Eq. (5.7) for the photon flux in each mode.
We now rewrite the multi-mode interaction Hamiltonian with the transformation,
Eq. (5.7), neglecting all higher order terms that describe scattering between modes
initially in vacuum. The resulting linearized interaction is
Hˆcoh = ~
χ0
√
N˙L
2
N∑
n=1
∑
f ′
∑
i
{
u∗0(r⊥n, zn)ui(r⊥n, zn)
1 + δf ′/∆
(5.10)
×
[
iC
(1)
j′ff ′ fˆ
(n)
z +
1
2
C
(2)
j′ff ′
(
fˆ (n)x fˆ
(n)
y + fˆ
(n)
y fˆ
(n)
x
)]
aˆi,y(zn, t) + H.c.
}
+ ~
χ0
√
N˙L
2
N∑
n=1
∑
f ′
∑
i
{
u∗0(r⊥n, zn)ui(r⊥n, zn)
1 + δf ′/∆
×
[
C
(0)
j′ff ′ Iˆ
(n) + C
(2)
j′ff ′
(
fˆ (n)2x − 13 fˆ (n) · fˆ (n)
)]
aˆi,x(zn, t) + H.c.
}
+ ~
χ0N˙L
2
N∑
n=1
∑
f ′
|u0(r⊥n, zn)|2
1 + δf ′/∆
[
C
(0)
j′ff ′ Iˆ
(n) + C
(2)
j′ff ′
(
fˆ (n)2x − 13 fˆ (n) · fˆ (n)
)]
.
This expression is quite a beast at the moment, but we will trim it down to useful
size and form. For now, let us examine the physical interpretation of this interaction.
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The terms in the first two lines describe scattering of x-polarized probe photons into
y-polarized photons in all spatial modes mediated by the vector and tensor compo-
nents of the atomic polarizability. The most useful for our purposes is the effective
Faraday interaction from the rank-1 vector part of the polarizability. The terms in
the third and fourth lines describe scattering of x-polarized probe photons back into
x-polarized photons in all modes mediated by the scalar and tensor components of
the atomic polarizability. The terms in the final line describe the dynamics induced
on the internal states of the atoms due to the classical electric field, which do not
generate atom-light entanglement.
5.3 Isolating the multi-mode Faraday interaction
The linearized interaction in Eq. (5.10) that coherently entangles the paraxial field
and the atomic ensemble is not only unwieldy, but contains rank-2 tensor terms
which spoil the multi-mode Faraday interaction we hope to isolate. In a single
mode, the Faraday interaction rotates the linear polarization of the probe by an
amount proportional to the collective atomic magnetization. In the spatial mode
of the probe, the interaction is analogous, and we find rotation of the macroscopic
polarization mediated by the collective magnetization of the atoms that couple to
its spatial mode. An additional effect involves the scattering of probe photons into
other spatial modes. Since these modes are initially in vacuum, this cannot be
thought of as a rotation of the polarization in these modes. In the next chapter, we
will analyze mode matching to maximize the portion of the scattered light into the
spatial mode of the probe. For the moment, we simply want to isolate the multi-
mode Faraday interaction such that the input quadrature of light and the collective
angular momentum of the atomic cloud are QND observables.
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5.3.1 Averaging out the tensor light shift dynamics
In some cases, the deleterious effects of the rank-2 component of the tensor polariz-
ability on the QND measurement can be removed via dynamical decoupling [KNDM10].
Here we take a different approach. Application of a uniform bias magnetic field along
the z-direction not only sets the quantization axis along the direction of propagation,
but will also benefit by helping to isolate the Faraday interaction. The Hamiltonian
for a magnetic field of strength B is
HˆB = ~ΩB
N∑
n=1
fˆ (n)z , (5.11)
with Larmor frequency ΩB = gFµBB. In a frame rotating at the Larmor frequency,
the effective Hamiltonian – both the Hermitian and anti-Hermitian components –
and the jump operators are transformed,
Hˆeff → exp
(
iΩ0t
∑
n
fˆ (n)z
)
Hˆeff exp
(
− iΩ0t
∑
n
fˆ (n)z
)
. (5.12)
Under this transformation, the hyperfine spin operators for each atom become
fˆx → fˆx cos ΩBt+ fˆy sin ΩBt, (5.13a)
fˆy → −fˆx sin ΩBt+ fˆy cos ΩBt, (5.13b)
fˆz → fˆz. (5.13c)
The second-order spin operators which couple to the Stokes components in Eq. (5.5)
(and linearly to the field operators in Eq. (5.10)) similarly transform. When the
bias field is strong compared to the rank-2 component of the interaction, i.e. Ω0 
C
(2)
j′ff ′χ0(δF ′/∆), then the rotating wave approximation can be made and the rapidly
oscillating terms can be ignored, as their effects average out. This is equivalent to
making the substitutions sin2 ΩBt = cos
2 ΩBt → 12 and sin ΩBt cos ΩBt = 0. Then
Chapter 5. Three-dimensional light-matter interface for atomic ensembles 123
we see that the cycle-averaged operators become,
fˆ 2x →
1
2
(ˆ
f · fˆ − fˆ 2z
)
(5.14a)
fˆ 2y →
1
2
(ˆ
f · fˆ − fˆ 2z
)
(5.14b)
fˆxfˆy + fˆyfˆx → 0. (5.14c)
The result is that the coupling to the sˆij1 (z, t) and sˆ
ij
2 (z, t) Stokes components averages
to zero, i.e. Aˆ
(n)
1 → 0 and Aˆ(n)2 → 0. Thus, the induced birefringence on the probe
does not spoil the desired Faraday interaction.
The third and fourth lines of Eq. (5.10) must now be understood. Since the
rank-2 tensor coefficients sum to zero, [Eq. (4.26)], the only nonvanishing terms that
generate nontrivial atom-light entanglement by scattering x-polarized photons are of
order in 1/∆2. But, unlike the unentangling residual light shift, Eq. (5.17), they are
proportional only to the square root of the photon flux. Finally, in the spatial mode
of the probe, these fluctuations are small compared to the laser amplitude. For these
reasons, they will be neglected.
The result is that Eq. (5.10) becomes
Hˆcoh = Hˆint + HˆLS, (5.15)
where the coherent interaction is decomposed into the multi-mode Faraday Hamil-
tonian,
Hˆint = −~χ
(1)
√
N˙L
2
N∑
n=1
∑
i
[
iu∗0(r⊥n, zn)ui(r⊥n, zn)aˆi,y(zn, t) + H.c.
]
fˆ (n)z , (5.16)
and a remaining light shift that acts on each atom’s internal hyperfine spin,
HˆLS = ~
χ(2)N˙L
2
N∑
n=1
|u0(r⊥n, zn)|2
(
fˆ (n)2z − 13 fˆ (n) · fˆ (n)
)
. (5.17)
We have defined parameters which group together the dimensionless constant χ0
in Eq. (4.32) with the remaining hyperfine excited state detunings and the tensor
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coefficients,
χ(i) ≡ χ0
∑
f ′
C
(i)
j′ff ′
1 + δf ′/∆
. (5.18)
Technically, these coefficients should be inside the sum over atom indices n, but the
since the detuning across the ensemble is identical, it can be treated as a constant
and factored out.
5.3.2 Longitudinal coarse graining and collective spin waves
The Hamiltonian in Eq. (5.16) describes a multi-atom interaction that scatters x-
polarized probe photons into y-polarized photons. However, its form is not yet
that of the traditional Faraday Hamiltonian, nor is it particularly obvious how to
identify the collective atomic observables which couple to the scattered light. Here,
we massage the interaction until it yields a description that is easily recognized as
the multi-mode extension of the standard Faraday Hamiltonian.
We begin by noting that Eq. (5.16) describes the collective coupling of all atoms
located at longitudinal plane to the field operators at that plane. We coarse grain
the interaction using longitudinal slices of thickness δz at longitudinal coordinate zk,
where k indexes the slices. At each longitudinal slice zk we perform the sum over
atoms within that slice and define z-local, collective spin-wave operators,
Fˆ iz(zk) ≡
Nk∑
nk=1
βi(r⊥nk , znk)fˆ
(n)
z . (5.19)
The subscript k in the sum indicates that only atoms in longitudinal slice zk are
included. Each local spin wave includes contributions from every atom in longitudinal
plane zk with a spatial weighting βi(r⊥, z) that depends upon the atom’s position
relative to the transverse mode functions,
βi(r⊥, z) ≡ u∗i (r⊥, z)u0(r⊥, z). (5.20)
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To reiterate, each of the operators defined in Eq. (5.19) is the collective spin wave
at longitudinal plane zk that couples to the field in transverse mode i at that plane.
Using the definitions in Eq. (5.19) and Eq. (5.20), the Hamiltonian in Eq. (5.16) can
be written,
Hˆint = i~
√
κ
2
∑
k
Fˆ i†z (zk)aˆi,y(zn, t)− Fˆ iz(zk)aˆ†i,y(zn, t), (5.21)
where k sums over longitudinal slices. The interaction has been expressed in terms
of the measurement strength,
κ ≡ ∣∣χ(1)∣∣2N˙L, (5.22)
with χ(1) given in Eq. (5.18).
As we have linearized the interaction around the classical mean of the input
probe, we can describe the y-polarized quantum field in terms of quadratures for
each mode,
Xˆi(z, t) ≡ 1√
2
(
aˆi,y(z, t) + aˆ
†
i,y(z, t)
)
(5.23a)
Pˆi(z, t) ≡ 1
i
√
2
(
aˆi,y(z, t)− aˆ†i,y(z, t)
)
, (5.23b)
and from Eq. (2.35) they satisfy the commutation relation,[
Xˆi(z, t), Pˆj(z
′, t′)
]
= iδi,jδ(t− t′ − (z − z′)/c). (5.24)
Finally, we divide the z-local spin waves into real and imaginary parts,
Fˆ iz(zk) = Re
{
Fˆ iz(zk)
}
+ i Im
{
Fˆ iz(zk)
}
, (5.25)
that arise from the spatial coefficients, Eq. (5.20). The multi-mode Faraday Hamil-
tonian can now be written in the pleasing form,
Hˆint = ~
√
κ
2
∑
k
∑
i
(
Im
{
Fˆ iz(zk)
}
Xˆi(zk, t)− Re
{
Fˆ zi (zk)
}
Pˆi(zk, t)
)
. (5.26)
where Xˆi(zk, t) and Pˆi(zk, t) are coarse-grained, z-local quadratures.
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5.3.3 Heisenberg-picture dynamics
The Heisenberg equation of motion for a y-polarized traveling wave mode interacting
with the atomic media in the presence of the probe field follows from Eq. (5.21):(
∂
∂t
+ c
∂
∂z
)
aˆi,y(z, t) = −
√
κ
2
N∑
n=1
βi(r⊥n, zn)fˆ (n)z (t)δ(z − zn). (5.27)
The formal solution in the Born approximation is
aˆi,y(z, t) = aˆi,y(0, t− z/c)−
√
κ
2
N∑
n=1
βi(r⊥n, zn)fˆ (n)z (t− (z− zn)/c)Θ(z− zn), (5.28)
where Θ(z) is the Heaviside step function. This solution can be verified by plugging
Eq. (5.28) into Eq. (5.27). The time derivative of any quantity proportional to the
retarded time, τ = t − z/c, vanishes, and the z-derivative of the Heaviside function
yields the spatial δ-function.
Neglecting the time it takes light to propagate across the sample, (z−zn)/c→ z/c,
the mode amplitude at a detector plane in the far field, zD, is
aˆi,y(zD, t) = aˆi,y(0, t− zD/c)−
√
κ
2
Fˆ iz(t− zD/c). (5.29)
The first term describes the vacuum fluctuations of the free, paraxial quantum field
and the second term is the “source term” that arises from scattering off the atoms.
The collective atomic spin wave that couples to the traveling paraxial mode i is the
sum over the z-local spin waves given in Eq. (5.19),
Fˆ iz ≡
∑
k
Fˆ iz(zk) =
N∑
n=1
βi(r⊥n, zn)fˆ (n)z , (5.30)
As the light travels through the ensemble, it becomes locally entangled with the spin
waves at every longitudinal plane, which in the far field are indistinguishable.
From the Heisenberg equation for the output modes, Eq. (5.29), and the defini-
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tions in Eq. (5.23), the output quadratures at the detector plane are,
Xˆi(zD, t) =Xˆi,y(0, t− zD/c)−
√
κ
2
Re
{
Fˆ iz(t− zD/c)
}
, (5.31a)
Pˆi(zD, t) =Pˆi,y(0, t− zD/c)−
√
κ
2
Im
{
Fˆ iz(t− zD/c)
}
. (5.31b)
In those modes for which the spin wave is purely real, such as the spatial mode of
the probe, the Pˆi,y quadrature undergoes no Hamiltonian evolution and is a constant
of motion.
When considering measurements of the output quadratures, the appearance of
the retarded time in the spin wave is a consequence of the detector being spatially
separated from the atomic cloud. In a laboratory experiment, a typical separation of
30 cm leads to a time delay of zD/c ≈ 1 ns, which is much slower than the collective
or local spin dynamics. Thus, we can reasonably conclude that the replacement
t− z/c→ t can be made without consequence. An alternative is to keep track of the
fact that measurements at time t are correlated with spin dynamics at a previous
time. This could matter, for instance, if one were interested in doing feedback control
for rapid spin dynamics.
Here we note a connection to the formalism of input-output theory presented
in Sec. 3.5.1 and used in Chapter 3. It is precisely the first-Born-approximation
scattering solutions for the field operators [Eq. (5.28)] and quadratures [Eq. (5.31)]
that one refers to as the output with the free-field solution as the input. Translated
to the language of input-output theory, Eq. (5.28) becomes,
aˆouti,y (t) = aˆ
in
i,y(t)−
√
κ
2
Fˆ iz(t). (5.32)
The z-component of the spin waves are themselves constants of motion since they
commute with the full Hamiltonian,
[Fˆ iz , Hˆint + HˆLS] = 0, (5.33)
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and thus are QND observables. The x- and y-components of the z-local spin waves,
defined
Fˆ ix ≡
N∑
n=1
βi(r⊥n, zn)fˆ (n)x =
∑
k
Fˆ ix(zk) (5.34)
Fˆ iy ≡
N∑
n=1
βi(r⊥n, zn)fˆ (n)y =
∑
k
Fˆ iy(zk), (5.35)
commute with neither the Faraday Hamiltonian [Eq. (5.26)] nor the residual light-
shift [Eq. (5.17)]. The z-local, coarse-grained spin-wave components, Fˆ ix(zk) and
Fˆ iy(zk), are defined just as in Eq. (5.19). Thus, each will experience both collective,
entangling dynamics and local dynamics due to light shifts on the spin of each atom.
5.4 Stochastic master equation for continuous bal-
anced polarimetry measurements
The Faraday Hamiltonian, Eq. (5.26), is an entangling interaction between the atomic
spin waves and the paraxial quadratures of the field. When the light is measured
with a polarimeter, quantum backaction leads to stochastic evolution of the atomic
state, conditioned on the random measurement results. A complete description of the
dynamics can be described by a stochastic master equation (SME), which accounts
for this stochastic evolution of the collective atomic state. If all of the scattered
light is measured, then all of the information about the atoms imprinted on the field
is recovered, and the SME preserves purity. As discussed in the previous section,
diffuse scattering propels information into nonparaxial modes which, never impinging
on a detector, give rise to decoherence that is local at the level of individual atoms.
This is because, in principle, this scattering is distinguishable. With a fine enough
microscope, one could determine which atom emitted a diffusely scattered photon.
Additionally, we show in this section that in a multi-mode description, collectively
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scattered light – that is, paraxial light scattered indistinguishably from the ensemble
at large – can lead to further decoherence that acts collectively on the ensemble.
While the description of the measurement process requires a fully quantum treat-
ment to understand the role of quantum fluctuations, much can be understood using
a semiclassical treatment. The mean polarimetry signal can be described with clas-
sical fields, and from this description we can identify the collective atomic spin wave
that couples to the measurement. We begin with a classical description of balanced
polarimetry, move to a semiclassical description where the tensor susceptibility arises
from alkali atoms with internal hyperfine structure, and then complete the descrip-
tion with fully quantum fields, which will be required for the derivation of the SME
and ultimately for the generation of spin squeezing.
5.4.1 Balanced polarimetry
In balanced polarimetry, the output light, composed of a superposition of input
and paraxially scattered fields, is collected and fed into a polarizing beam splitter
(PBS) oriented at 45◦ to the input linear polarization of the probe. The light ex-
iting each output port of the PBS is sent to its own detector, and the signals are
subtracted. This performs an effective homodyne detection of the light scattered
into the orthogonal polarization, in the spatial mode of the probe. Some details are
discussed here, more information about continuous polarimetry can be found in Refs.
[SCJ03, Sto07, DJ10], among others.
For an x-polarized probe, the PBS acts as a transformation into the diagonal/anti-
diagonal polarization basis, {ed, ed¯},
ex =
1√
2
(ed − ed¯) (5.36a)
ey =
1√
2
(ed + ed¯). (5.36b)
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At a single point on each of the two detectors, the intensity is proportional to the
square of the field amplitude:
Id(r⊥, zD1) ∝ |Eout,x|2 + |Eout,y|2 + E∗out,xEout,y + Eout,xE∗out,y (5.37a)
Id¯(r⊥, zD2) ∝ |Eout,x|2 + |Eout,y|2 − E∗out,xEout,y − E∗out,yEout,x. (5.37b)
The measurement current from each detector results from integration of the intensity
over the detector surface. When all of the paraxial light is collected, this isolates
the spatial mode overlap of the x- and y-polarized output fields in the interference
terms in Eq. (5.37). Intuitively, this makes sense as one can only see interference
for indistinguishable processes, in this context meaning that only light in the same
spatial mode interferes.
Each of the measurement currents contains information about the scattered light,
and by transitive property about the atoms. However, the signal of interest is hid-
ing beneath the dominant term that arises from the intensity of the probe at each
detector. The idea behind balanced polarimetry is to isolate the interference terms
by subtracting the signals from the two detectors,
M∝
∫
D1
d2r⊥Id(r⊥, zD)−
∫
D2
d2r⊥Id¯(r⊥, zD)
∝
∫
D
d2r⊥Re
{E∗out,x(r⊥, zD) Eout,y(r⊥, zD)} . (5.38)
It is balanced because the orientation of the PBS is chosen such that, in the absence
of any atoms, an equal amount of probe light falls on each detector, and thus the
subtracted measurement current has zero mean and is dominated solely by shot-noise
fluctuations, which only appear in a quantum treatment.
Through interaction with the atoms, light will be scattered into both the x
and y polarizations. The amplitude of the scattered x-polarized light is much
smaller than that of the incident probe and can be ignored. In this case, the x-
polarized output field at the detector can be replaced with the input, probe field,
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Eout,x(r⊥, zD) → EL(r⊥, zD). The y-polarized field is composed entirely of scattered
light: Eout,y(r⊥, zD)→ Escat,y(r⊥, zD). We can then write the polarimetry signal as
M∝
∫
D
d2r⊥Re
{E∗L(r⊥, zD)Escat,y(r⊥, zD)}. (5.39)
The transverse integration isolates only the portion of the y-polarized, scattered field
that is in the spatial mode of the probe. This is seen very clearly if one uses a mode
decomposition of the paraxial field. For an input probe prepared in spatial mode
u0(r⊥, z), as in Eq. (5.8), the orthogonality of the spatial modes explicitly shows that
the measurement current is proportional to light scattered back into mode u0(r⊥, z).
Using λ/2 and λ/4 waveplates along with a PBS, one can measure in any polariza-
tion basis and can in principle measure any Stokes component. That is, using probe
light prepared with arbitrary polarization, ~L ∝ ex+eiφey, one can always engineer a
balanced polarimetry measurement to detect scattered, orthogonally polarized pho-
tons using the probe as a local oscillator. Since these polarization component couple
differently to atomic operators, this could be an avenue to study interesting light-
matter interactions and generate non-classical collective spin states.
Classical description of paraxially scattered fields and measurement
Consider an incident quasi-monochromatic, paraxial laser beam with frequency ω0
and complex amplitude, EL(r⊥, z) = ~EL(r⊥, z)eik0z. The mean incident field is de-
scribed by the electric field envelope ~EL(r⊥, z, t) = A(t− z/c)~Uin(r⊥, z), where A(t)
is the temporal pulse envelope and ~Uin(r⊥, z) is the spatial envelope of the laser. The
laser scatters off of an dielectric medium with a tensor susceptibility,
↔
χ(r⊥, z). At
the level of the mean scattered electric field, an atomic ensemble can be treated as a
smooth, spatially extended dielectric scatterer. The total spatial field ~U(r⊥, z) sat-
isfies the paraxial wave equation, Eq. (2.13), whose solution describes the coherent
interference of the input and scattered fields. In the first Born approximation, i.e.
for dilute samples where multiple scattering is negligible, the total field is given in
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Eq. (2.25) as
~U(r⊥, z) = ~Uin(r⊥, z) + i2pik0
∫ z
−∞
dz′
∫
d2r′⊥K(r⊥ − r′⊥, z − z′)
↔
χ(r′⊥, z
′) · ~Uin(r′⊥, z′),
(5.40)
where K(r⊥ − r′⊥, z − z′) is the paraxial propagator, Eq. (2.18).
The solution for a paraxial field scattered from a single point dipole at position
r′ is found by setting
↔
χ(r) =
↔
α δ(3)(r − r′). However, in such a situation much
of the scattered field is into nonparaxial directions, as in Fig. 5.2, and the use of
the paraxial propagator will fail to describe the off-axis field. Roughly, the degree
to which a finite dielectric scatterer radiates paraxially is determined by its Fresnel
number F = σ2⊥/λ0σz, where σ⊥ and σz are the transverse and longitudinal extents of
the dielectric, respectively. For transversely extended clouds where F  1, scattered
light is not only paraxial but is reradiated perfectly back into the spatial mode of the
probe. In this case the light-matter interface is well described as single-mode [SS08].
However, a dielectric with a small Fresnel number can also scatter predominantly
paraxial light if the ratio of longitudinal extent to the wavelength of light, σz/λ0 is
large. A wave incident on a dielectric scatterer that extends over many wavelengths,
σz/λ0  1, creates a phased array of induced dipoles that scatter preferentially into
the forward direction1. Indeed, for the longitudinally extended atomic clouds often
used in experiments with dipole trapped atoms, the scattering can be overwhelmingly
paraxial even with a Fresnel number much less than one2. However, as the scattering
is not entirely into spatial mode of the probe [SS08], the first step is understanding
how geometry of the probe and ensemble affects the mode-matching. Henceforth, we
consider geometries where the scattering is entirely paraxial.
We wish to isolate the Faraday effect that arises from the scattering of linearly
1This concept is used for single-photon input to create and detect so-called timed Dicke
states [SFOW06].
2Consider the experimental set up in Ref. [KNDM11]. A cloud of 106 87Rb atoms
with dimensions σ⊥ = 20 µm and σz = 3000 µm is probed on the D2-line with light of
wavelength λ0 = 780 nm. The Fresnel number for this situation is F ≈ 1.7× 10−4.
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c) d)
point-like cloud pancake cloud
cigar cloud pencil cloud
Figure 5.2: Cartoons of the scattered modes for various atomic cloud and beam
geometries. The spatial profile of the probe mode is indicated with solid blue
lines and that of the field scattered by a given dielectric distribution is indicated
by solid red lines with arrows. a) A point-like atomic ensemble scatters light
isotropically. b) A “pancake”-shaped cloud at a fixed z-plane radiates nearly
perfectly into the probe mode. Extended clouds can radiate into the probe mode
well, as seen in c) for a “cigar”-shaped cloud, or poorly, as seen in d) for a
“pencil”-shaped cloud.
polarized input light into the orthogonal linear polarization, governed by the off-
diagonal element of the dielectric susceptibility matrix, χyx = ey ·↔χ · ex. The diago-
nal matrix elements of the average susceptibility (in the basis of the laser polarization)
describe the amount of scattering from one polarization back to the same polariza-
tion. The real part of the diagonal elements gives rise to an index of refraction and
the imaginary part describes attenuation and loss, resulting in a distortion of the
wavefront of the beam. We can neglect these effects for dilute gases, though they
are easily accounted for.
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We specify the probe as the input field with x-polarization, ~Uin(r⊥, z) = Ux(r⊥, z)ex,
which scatters y-polarized light according to Eq. (5.40),
Uy(r⊥, z) = i2pik0
∫ z
−∞
dz′
∫
d2r′⊥K(r⊥ − r′⊥, z − z′)χyx(r′⊥, z′) · Ux(r′⊥, z′). (5.41)
When the average susceptibility results from a rarefied cloud of atoms and the light
is detuned from resonance, the scattered field is quite weak compared to the input
coherent laser probe. Thus, Faraday rotation is measured with a balanced polarime-
ter at position zD in the far field as discussed in Sec. 5.4.1. The mean signal M is
proportional to the classical S2 Stokes vector, U∗xUy + U∗yUx, integrated across the
detector surface [Eq. (5.39)]. Using the solution for Uy(r⊥, zD), Eq. (5.41), and the
properties of the propagator, Eq. (2.20), we find
M∝
∫ zD
−∞
dz′
∫
d2r′⊥Re
{
iχyx(r
′
⊥, z
′)
}Ux(r′⊥, z′)∫ d2r⊥ U∗x(r⊥, zD)K(r⊥ − r′⊥, zD − z′)
=−
∫
d3r′ Im
{
χyx(r
′
⊥, z
′)
}|Ux(r′⊥, z′)|2. (5.42)
The measured signal is proportional to the local value of the susceptibility component
Im {χyx(r⊥, z)} integrated over the average positions of the scatterers, weighted by
the local field intensity |Ux(r⊥, z)|2.
We can acquire some physical intuition from this classical model. When the
squared probe amplitude, |Ux(r⊥, z)|2, is constant over the atomic ensemble then the
coupling is symmetric. Geometrically, this is approximately achieved when the beam
waist at the focus, w0, is much larger than the transverse extent of the cloud and
the length of the cloud is short compared to twice the Rayleigh range, zR = k0w
2
0/2.
The mean-field radiation pattern of such a cloud described by Eq. (5.41), however,
has poor overlap with the probe. The asymptotic limit is a point-like scatterer,
which scatters a spherical wave as depicted in Fig. 5.2(a). The end result is that
the polarimeter detects only a small fraction of the signal photons. On the other
hand, perfect mode matching is achieved for atoms confined as a uniform dielectric
sheet at a fixed z-plane, similar to the geometry shown in Fig. 5.2(b). Indeed, a
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Figure 5.3: Normalized mean intensity as a function of the radial coordinate at
the detector plane for a three-dimensional Gaussian cloud of scatterers described
by Eq. (5.43). The probe is a TEM00 beam with a waist w0 = 50 µm and the
detector plane is in the far field at zD = 5 cm. The radial profile of the probe
intensity (blue lines) is Gaussian, and the radial profile of the scattered field is
shown in red. a) In the far field, a point-like cloud (σ⊥ = 1 µm, σz = 1 µm)
radiates a spherical wave that approximates a plane wave in the paraxial regime.
b) A “pancake” cloud (σ⊥ = 1000 µm, σz = 10 µm) radiates nearly perfectly
into the probe mode. Longitudinally extended clouds can radiate into the probe
mode well, as seen in c) for a “cigar” cloud (σ⊥ = 80 µm, σz = 1000 µm), or
poorly, as seen in d), for a “pencil” cloud (σ⊥ = 20 µm, σz = 1000 µm).
uniform dielectric slab of extent much larger than the beam waist achieves perfect
mode matching, but one cannot achieve such an dielectric distribution with high OD
using cold atomic gases. Further, for a finite number of atoms, the realizable OD
[Eq. (5.1)] is low in this configuration, since the majority of the atoms are outside
the beam’s focus and experience little electric field. An more realistic intermediate
geometry where the ensemble is pencil-shaped allows for reasonable mode matching
while maintaining a high OD, as depicted in Figs. 5.2(c-d). To quantify these
Chapter 5. Three-dimensional light-matter interface for atomic ensembles 136
tradeoffs, it is clear that the concept of optical density in Eq. (5.1) requires some
notion of spatial dependence to describe the effective number of atoms addressed by
a particular laser and atomic cloud geometry, which we will return to in Sec. 5.4.1.
These concepts can be reinforced with a numerical calculation of the spatial
profile of the scattered amplitude and intensity. Consider a cylindrically symmetric
cloud of scatterers with a mean density described by a three-dimensional Gaussian
distribution,
η(r) = η0 exp
(
−2 ρ
2
σ2⊥
− 2 z
2
σ2z
)
, (5.43)
where σ2⊥ and σ
2
z are the transverse and longitudinal e
−2 variances, η0 is the peak
density, and the total atom number is found by integrating over the cloud, N =∫
d3r η(r). The cloud is probed by a TEM00 laser with waist at the focus of w0 = 50
µm. In the far field, zD = 5 mm, the probe and scattered electric fields are calculated
for the scattering geometries in Fig. 5.2.
Semi-classical scattering from an ensemble of alkali atoms using a mode
decomposition of the paraxial field
We now specify the scatterers as alkali atoms with hyperfine atomic structure, and we
decompose the paraxial field into a set of orthonormal modes. For a dilute ensemble
of N cold atoms at fixed positions rn, the dielectric susceptibility of the gas is
↔
χ(r) =
N∑
n=1
〈↔ˆα(n)〉 δ(3)(r− rn), (5.44)
where
↔ˆ
α(n) is the the dynamic polarizability tensor operator for the nth atom. We
consider here alkali atoms restricted to a subspace defined by a total (hyperfine)
angular momentum f as described in Chapter 4. In terms of the total angular mo-
mentum operator for each atom, fˆ (n), the polarizability operator can be decomposed
into its irreducible tensor components, Eq. (4.19). The effect of the rank-2 tensor
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component complicates both the collective coupling of the atoms to the probe as well
as the internal spin dynamics. Alternatively, as shown in Sec. 5.3.1, by applying a
strong bias magnetic field in the direction of the probe’s propagation, the birefringent
effect on the probe arising from the coupling to the atoms via the rank-2 tensor term
averages to zero [NTJD12]. The residual effect of the rank-2 component is a nonlin-
ear dynamics on the internal spin state of each atom [SCJ03], given in Eq. (5.17),
which does not affect the the QND measurement under consideration here.
The paraxial field is expanded in a a set of orthonormal spatial modes, with the
probe described by the fundamental mode, u0(r⊥, z). The scattered field amplitude
radiated by the induced dipoles is
~Uscat(r⊥, z) = i2pik0E0
N∑
n=1
[〈↔α(n)〉 · ex]⊥u0(r⊥n, zn)K(r⊥ − r⊥n, z − zn), (5.45)
where the subscript on the square brackets, ⊥, denotes the component of the dipole
transverse to the direction of observation. This is a consequence of free-space paraxial
scattering; the electric field vector must vanish along the direction of propagation.
Thus, the means scattered paraxial electric field is determined by the αˆxx and αˆyx
components of the polarizability tensor, but not by αˆzx.
Because the scattered radiation in general is not mode-matched with the Gaussian
laser beam, the light is scattered into all paraxial modes. In the far field, z  z′, we
can separate Escat(r) into a portion forward-scattered into the spatial mode of the
probe with amplitude ~ΥE0eik0z, and a portion scattered into all other spatial modes,
E′scat(r). The total field Eout(r) = EL(r) + Escat(r), takes the form
Eout(r) = Eout(r) = EL(r) + Escat(r)
=
[
ex + ~Υ
]E0u0(r⊥, z)eik0z + E′scat(r). (5.46)
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The amplitude of the scattered field into the probe mode is given by
~ΥE0eik0z ≡
∫
d2r⊥
A
u∗0(r⊥, z)Escat(r)
=i
2pik0
A
E0
N∑
n=1
[〈↔α(n)〉 · ex]⊥β0(r⊥n, zn)eik0(z−zn)., (5.47)
where the square of the probe’s spatial mode, β0(r⊥n, zn), is defined in Eq. (5.20).
The amplitude of the scattered light in the probe mode at a distant observation
plane z is proportional to the square of the probe’s spatial function at the atomic
positions.
Equation (5.47) reveals the key physical effects on the light which could be mea-
sured in the far field. The component of ~Υ along the laser polarization ex gives rise
to the scalar index of refraction and attenuation. The component of ~Υ along ey
(component orthogonal to the probe) gives rise to a rotation of the polarization on
the Poincare´ sphere – Faraday rotation and birefringence. Written in terms of the
components of the tensor polarizability, the total field is
Eout(r) =
[(
1 + iδφ− a
2
)
ex +
(
χ+ iν
2
)
ey
]
E0u0(r⊥, z)eik0z + E′scat(r), (5.48)
where,
δφ =
(
2pik0
A
) N∑
n=1
β0(r⊥n, zn)Re
{
〈↔ˆα(n)xx 〉
}
(5.49a)
a =
(
4pik0
A
) N∑
n=1
β0(r⊥n, zn)Im
{
〈↔ˆα(n)xx 〉
}
(5.49b)
χ = −
(
4pik0
A
) N∑
n=1
β0(r⊥n, zn)Im
{
〈↔ˆα(n)yx 〉
}
(5.49c)
ν =
(
4pik0
A
) N∑
n=1
β0(r⊥n, zn)Re
{
〈↔ˆα(n)yx 〉
}
(5.49d)
are respectively: φ is the index of refraction phase shift, a is the Beer’s law attenu-
ation coefficient3, χ is the rotation angle of the Stokes vector corresponding to the
3In this model, attenuation of the field in the spatial mode of the probe is caused by
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Faraday effect, and ν is the corresponding angle for birefringence, with the polariz-
ability matrix elements denoted as αˆij = ei ·↔α · ej in the x-y basis. An alternate and
insightful classical derivation of the attenuation and phase shift can be found in Ref.
[TSLSS+11].
Balanced polarimetry is sensitive to Faraday rotation, Eq. (5.49c). Retaining
only the vector component of the off-diagonal component of the atomic polarizability
tensor, Eq. (4.27), describes a pure Faraday interaction. Substituting Im
{〈↔ˆα(n)yx 〉} ∝
〈fˆ (n)z 〉 into the formula for the mean polarimetry signal, Eq. (5.42), yields
M∝
N∑
n=1
β0(rn)
〈
fˆ (n)z
〉
= 〈Fˆ 0z 〉 (5.50)
which is the spin wave given in Eq. (5.30). We see that for paraxial beams, the
polarimeter measures the effective collective spin determined by the inhomogeneous
weighting, Eq. (5.20), of the atomic spin operators by the spatial mode of the beam.
The spin wave is stationary because it is coupled to the forward-scattered light,
where the absorbed and emitted modes are the same. Physically, this spin wave is
the collective observable that radiates indistinguishably into the probe mode and is
effectively selected by the homodyne measurement of the polarimeter. In a plane
wave, homogeneous, one-dimensional description, the measured observable is pro-
portional to the symmetric collective spin, M∝∑i〈fˆ (i)z 〉 = 〈Fˆz〉.
The remaining paraxial field scattered into modes other than the probe can also
be decomposed in terms of the modes,
E′scat(r⊥, z) =
∑
i 6=0
~ciui(r⊥, z)eik0z, (5.51)
with vector overlap coefficients found using the scattering solution and the properties
of the modes and of the propagator, Eq. (A.3),
~ci = i
2pik0
A
E0
N∑
n=1
[〈↔ˆα(n)〉 · ex]⊥βi(r⊥n, zn). (5.52)
scattering into other modes, including off-axis scattering, rather than dissipative processes
such as heating.
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Similar to the physical quantities in Eq. (5.49), such a decomposition allows one
to characterize the phase and polarization of light scattered from the probe mode
into any higher order transverse mode. The real and imaginary parts of the vector
component of the off-diagonal term in the susceptibility allow us to identify the spin
wave that scatters into each of the higher-order transverse modes i 6= 0, Fˆ iz , defined
in Eq. (5.30). The higher order spin waves are different from the fundamental spin
wave Eq. (5.50) which couples to the probe mode and is measured in the polarimeter.
In fact, these higher order spin waves couple to paraxial radiation in modes that are
orthogonal to the probe (by construction), and as such are not measured in the
balanced polarimeter.
To characterize the atomic geometry with respect to the mode decomposition, we
introduce an effective atom number that describes the fraction of atoms scattering
probe light into mode i,
N
(1)
eff,i =
N∑
n=1
u∗i (rn)u0(rn) =
N∑
n=1
βi(rn). (5.53)
In the continuum limit, the mean atomic density distribution is described by a con-
tinuous function, η(r), often determined by the geometry of a trapping potential.
The density distribution is normalized so that integrating over the cloud yields the
total atom number, ∫
d3r η(r) = N. (5.54)
Then, the sum in Eq. (5.53) becomes an integral and the effective atom number can
be written,
N
(1)
eff,i =
∫
d3r η(r)βi(r). (5.55)
Optimizing laser and atomic cloud geometry to maximize the mean scattered
field in the fundamental mode is related to maximizing N
(1)
eff (in the fundamental
mode, u0(r), the label on the effective atom numbers will be dropped). The quan-
tities in Eq. (5.49) that describe the phase shift, attenuation, Faraday rotation, and
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birefringence can all be expressed in terms of N
(1)
eff when the particles are identically
prepared. For alkali atoms probed by a laser detuned far enough that the rank-2
components and the imaginary part of the polarizability can be ignored, the attenua-
tion and birefringence are effectively zero. The phase shift and the Faraday rotation
angle in the fundamental mode,
δφ =
1
2
(
Γ
2∆
)
C
(0)
j′f OD
(1)
eff , (5.56a)
χ =−
(
Γ
2∆
)
C
(1)
j′f OD
(1)
eff 〈fˆz〉, (5.56b)
can be expressed in terms of the effective resonant optical density4 seen by the probe,
OD
(1)
eff ≡ N (1)eff
σ0
A
. (5.57)
This generalizes the standard definition of the OD, Eq. (5.1), to include spatial
variations of a probe that address an effective atom number N
(1)
eff . The equality in
Eq. (5.56b) holds only when each atom’s expectation value 〈f〉z is the same, such as
for a spin coherent state. Closer to resonance, the attenuation and birefringence will
become non-negligible, and they, too, can be expressed in terms of OD
(1)
eff .
The maximum phase shift for a single alkali atom occurs when it is placed at
the focus of the Gaussian probe, δφmax = Γ
4∆
σ0
A
C
(0)
j′f . The tighter the focus, the more
the probe and scattered light overlap in the far field5. The atom scatters a spherical
wave that interferes with the Gaussian beam, which also approaches a spherical wave
in the far field with an additional pi/2 Guoy phase. In Fig. 5.4, the total phase shift,
Eq. (5.56a), is numerically calculated for different cloud geometries at fixed peak
atomic density, η0 = 5×1011 atoms/cm3. The clouds are probed by light far detuned
4Using a resonant quantity in off-resonant situations may seem odd. The goal is to iden-
tify a geometric quantity, independent of detuning or the atomic state, which characterizes
the measurable quantities. In the literature, one often encounters a detuning-dependent
optical density, OD(∆) = N σ0(∆)A , where σ0(∆) is the detuning-dependent, single-atom
scattering cross section.
5The intensity seen by the atom is also larger for small beam areas, and so the scattered
field is larger. This does not increase the phase shift, however, as it is scaled by the electric
field amplitude of the probe.
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Figure 5.4: Scattering phase shift in the probe mode calculated for different cloud
geometries – those from Fig. 5.3 – for fixed peak atomic density, as a function
of probe waist. a) Total phase shift. b) Phase shift per atom, normalized to the
maximum single atom phase shift.
from resonance, ∆/Γ = 200, with scalar polarizability coefficient given by Eq. (4.24);
C
(0)
J ′F = 2/3. In Fig. 5.4(a), we see that the cigar and pencil geometries make best use
of the available atoms, with the pancake and pencil geometries producing negligible
phase shifts. Although the total phase shift for the point-like geometry may be small
due to the minuscule effective atom number, we see in Fig. 5.4(b) that the phase
shift per atom (normalized to the maximum single-atom phase shift) can be quite
high. This is due to the fact that for a point-like geometry, the atoms are localized
where the probe field amplitude is the largest. Both the cigar and pencil geometries
have large relative contributions from their constituent atoms, whereas the pancake
does not.
Note that for symmetric coupling, when βi(r) → 1 in Eq. (5.53) and Eq. (5.55),
then the effective atom number in any mode approaches the total atom number,
N
(1)
eff,i → N . This indicates that every atom in the ensemble contributes to the
scattered field in that mode. There is no requirement that the atom numbers in
each mode sum to the total atom number N . This is seen by considering a cloud of
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atoms localized at the focus of a very wide beam, as in Fig. 5.2. Although β0 → 1,
indicating that all atoms scatter into the fundamental mode, the isotropic radiation
pattern reveals that they also scatter into many other modes. Using a Laguerre-
Gauss mode decomposition given in Appendix A, it can be shown that such a cloud
scatters equally into all l = 0 modes since βp0(r)→ 1 for all p6.
Quantum description of measurement
In addition to maximizing the signal by mode-matching the pattern of scattered light
with that of the probe mode, which can be done using the semiclassical description in
the previous section, we are also be interested in the fluctuations and noise. There are
two fundamental quantum effects: (i) the polarimeter has finite shot-noise resolution,
and (ii) atoms scatter photons diffusely into all directions (spontaneous emission).
We will deal with spontaneous emission and optical pumping in Sec. 5.4.3. Here, we
investigate the unavoidable quantum fluctuations of the field and, in addition, we
characterize how the quantum fluctuations of the atoms manifest in the measurement
signal. For the generation of spin squeezing, the mean polarimetry signal is zero and
these fluctuations play a critical role.
In a fully quantum model, balanced polarimetry can be interpreted as a measure-
ment of the 2-component of the Stokes operator in Eq. (5.4), sˆii2 (z, t), for a probe
with spatial mode ui(r⊥, z). We have considered the specific case of a large ampli-
tude, x-polarized probe field in spatial mode u0(r⊥, z) that gives the linearization,
sˆ002 (z, t)→
√
N˙L/2Xˆ0(z, t). Using the multi-mode Faraday interaction in the previ-
ous section, the output field operators are given by Eq. (5.29), and the measurement
current is generated by the scattered aˆ0,y(z, t) component.
The measured quadrature at the detector plane, found from Eq. (5.31a), is pro-
portional to the fundamental spin wave, Fˆ 0z – the same result as from the semiclassical
6The l = 0 generalized Laguerre polynomials evaluated at the origin are L0p(0) = 1.
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calculation, Eq. (5.50). The polarimeter signal is determined by the measurement
operator7
Mˆ(t) =
√
N˙L
2
∫ t
0
dt′Xˆ0(0, t′)−
√
N˙Lκ
4
∫ t
0
dt′Fˆ 0z (t
′). (5.58)
The statistical fluctuations in the integrated signal for a collection of experiments is
given by
∆M2 = N˙Lt
4
+
N˙Lκ
4
∫ t
0
dt′
∫ t
0
dt′′
〈
∆Fˆ 0z (t
′)∆Fˆ 0z (t
′′)
〉
(5.59)
≡ ∆M2SN + ∆M2PN, (5.60)
where N˙Lt is the total average number of probe photons. The fully quantum the-
ory explicitly includes the additional vacuum shot noise entering the polarimeter,
〈∆X0(0, t)∆X0(0, t′)〉 = δ(t − t′)/2, that leads to the shot-noise variance, ∆M2SN.
The additional fluctuations in the signal, ∆M2PN, come from the shot-to-shot uncer-
tainty in z-projections of the collective spin wave.
When diffuse scattering is neglected Fˆ 0z is a QND observable [Eq. (5.33)] and, for
vacuum input, the mean integrated signal,
〈Mˆ(t)〉 = −
√
N˙Lκ
4
t〈Fˆ 0z (0)〉. (5.61)
and projection-noise fluctuations,
∆M2PN =
N˙Lκ
4
t2
(
∆Fˆ 0z (0)
)2
, (5.62)
are entirely determined by the initial collective atomic state. Increasing the projection-
noise contribution to the fluctuations in the measurement signal is the key to achiev-
ing QND spin squeezing, as we will see in Chapter 6. In terms of its atomic con-
stituents, the fundamental spin wave variance,(
∆F 0z
)2
=
N∑
n=1
[
β0(rn)
]2〈(
∆fˆ (n)z )
2
〉
+
∑
m6=n
β0(rm)β0(rn)
〈
∆fˆ (m)z ∆fˆ
(n)
z
〉
, (5.63)
7The measurement operator Mˆ is exactly the output Stokes operator sˆ002 (zD, t) inte-
grated over the measurement time.
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consists of single-atom fluctuations (first term) as well as atomic correlations (second
term). In experimental realizations, the atoms are initialized by optically pumping
into a spin coherent state (SCS); a product state devoid of atomic correlations. To
maximize the projection noise contribution, the SCS is oriented orthogonal to the
probe’s propagation direction. This results in a spin wave variance in mode i,
(
∆F iz
)2
SCS
=
N∑
n=1
[
βi(rn)
]2〈fˆ (n)2z 〉 = f2N (2)eff,i, (5.64)
where we have introduced another effective atom number,
N
(2)
eff,i ≡
N∑
n=1
|βi(rn)|2 →
∫
d3r η(r)|βi(r)|2, (5.65)
similar to N
(1)
eff in Eq. (5.53)
8. In the fundamental probe mode, N
(2)
eff describes the
geometric dependence of the projection noise contribution in the measured signal.
To maximize ∆M2PN one maximizes N (2)eff .
The coupling strength ξ that sets the degree of attainable entanglement between
the atoms and photons is the ratio of the projection noise variance to the shot-noise
resolution [DJ10]. Using Eqs. (5.22) and (5.64) we find
ξ =
∆M2PN
∆M2SN
= κt
(
∆F 0z
)2
= OD
(2)
eff
g2f
18
∣∣∣∑
f ′
1 + δf ′/∆
∣∣∣−2γ0t, (5.66)
where the unit-oscillator-strength photon scattering rate at the peak intensity is
γ0 = N˙L
(σ0
A
)( Γ
2∆
)2
. (5.67)
In Eq. (5.66) we have defined another effective resonant optical density as it relates
to projection-noise fluctuations of the signal,
OD
(2)
eff ≡ N (2)eff
σ0
A
. (5.68)
The key to achieving a large OD
(2)
eff is choosing an atomic and beam geometry that
addresses a large number of atoms to maximize N
(2)
eff while keeping the mode area
8Again, we drop the label for the fundamental mode i = 0.
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A small. Note that OD
(2)
eff is different from OD
(1)
eff , defined in Eq. (5.57). In a one-
dimensional description a single optical density, Eq. (5.1), is associated both with the
coupling strength and with the phase shift, Beer’s law attenuation, Faraday rotation,
and birefringence. In the three-dimensional case different effective atom numbers are
associated with these effects, and the geometric couplings are not the same.
Thus far, we have analyzed the polarimetry measurements, including the fluctu-
ations in the signal from shot noise and atomic projection noise. In the following
section, we present a stochastic master equation that describes how the state of the
atoms is modified based on the projective polarimetry measurements of the field.
Further, while Eq. (5.66) implies an ever increasing coupling strength with integra-
tion time t, we have neglected so far the decoherence that limits the total useful
integration time and the strength of the atom-light interface. In Sec. 5.4.3 we treat
these effects a first-principles perspective, including spatial variations in the scatter-
ing rate which drives local decoherence.
5.4.2 Stochastic master equation for balanced polarimetry
We have learned from the previous section that balanced polarimetry selects light
scattered only into the spatial mode of the probe, and thus effectively measures
only the inhomogeneous spin wave coupled to that light. Continuous measurement
of this light reveals the stochastic dynamics of the spins in the ensembles through
the random measurement current. The paraxially scattered light orthogonal to the
probe mode goes undetected and carries away any information imprinted on it by
other spin waves. This ultimately leads to decoherence in the atomic ensemble.
In this section we derive the stochastic master equation (SME) in the Schro¨dinger
picture that quantitatively describes these processes.
The expectation value in Eq. (5.61) and the related projection noise, [Eq. (5.62)],
are statistical statements about an ensemble of measurement records, not a single
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experiment. Within a single experiment, the conditional expectation value 〈Fˆ 0z (t)〉c
changes stochastically as a function of the measurement record, even when Fˆz is
a QND observable. Only after the system has been “projected” into an eigenstate
in the long-time limit [SvHM04, BVHJ07], does its expectation value 〈Fˆz〉 remain
constant in time. For vacuum input, the classical measurement record from a single
shot of an experiment is determined by the conditional z-projection of the atoms in
the fundamental mode, 〈Fˆ 0z (t)〉c, with additive Gaussian noise,
M(t) =
√
N˙L
4
∫ t
0
dW −
√
N˙Lκ
4
∫ t
0
dt′〈Fˆ 0z (t′)〉c, (5.69)
where dW is a Wiener increment satisfying E[dW ] = 0 and dW 2 = dt. The infinites-
imal increments of the continuous polarimetry measurement are
dM =
√
N˙L
4
dW −
√
N˙Lκ
4
〈Fˆ 0z (t)〉cdt. (5.70)
The underlying signal in Eq. (5.69) - rightmost term - is the Faraday rotation angle,
equivalent to Eq. (5.49c) multiplied by the total number of photons in the integration
time9.
The SME is a theoretical tool that allows us to find the conditional atomic state
for a single measurement record, [Eq. (5.69)]. The state can then be used to calculate
conditional moments such as the mean that appears in Eq. (5.69) or the conditional
variance that is the focus of QND spin squeezing in Chapter 6. These conditional
moments describe the statistics of future measurements. We present here the SME
that results from independent measurements of the position quadrature Xˆi in each
spatial mode i, following the standard prescription given in Refs. [JS06, WM10].
Such a multi-mode measurement mathematically generalizes the single-mode mea-
surement in the previous section. How to physically implement this measurement is
not our concern; for our purposes, we ultimately trace over all spatial modes other
than that of the probe to get the SME for balanced polarimetry.
9Also equivalent to Eq. (5.56b) when the collective atomic state is uncorrelated.
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Prior to measurement, the time evolution operator Uˆ(∆t) describing the interac-
tion of the light and spin waves over a time interval ∆t can be divided up according
to the spatial modes,
Uˆ(∆t) =
∏
i
Uˆi(∆t). (5.71)
The quadrature operator that arrives at the detector plane has propagated through
then entire ensemble and become entangled with the z-local spin waves through the
multi-mode Faraday Hamiltonian Eq. (5.26) as given by Eq. (5.31a). In a single
spatial mode the unitary interaction is
Uˆi(∆t) = exp
[
− i
√
κ
2
∫ t+∆t
t
dt′
(
Im
{
Fˆ iz
}
Xˆi(zD, t
′)− Re{Fˆ zi }Pˆi(zD, t′))]. (5.72)
After this interaction the light and spin waves are entangled so that a polarimetry
measurement of each quadrature, Xˆi, generates quantum backaction on the atomic
ensemble. The evolution of the system conditioned on independent measurements of
each mode is determined by the full, multi-mode Kraus operator,
Kˆ(∆t) =
∏
i
Kˆi(∆t). (5.73)
Here, Kˆi(∆t) is the Kraus component for outcome xi in the spatial mode i is given
by Eq. (H.8),
Kˆi(∆t) =〈Xˆi = xi|Uˆi(t, t+ ∆t)|0〉
= exp
[
− ∆t
2
(
x2i + 2xi
√
κ
2
Fˆ iz +
κ
4
Re
{
Fˆ iz
}
Fˆ iz
)]
. (5.74)
As shown in Appendix H, in the infinitesimal limit, ∆t → dt and ∆Wi → dWi,
we can use the rules of Ito¯ calculus to expand the Kraus component in Eq. (5.74) to
first order in dt,
Kˆi(dt) = Iˆ − κ
2
Fˆ iz〈Re{Fˆ iz}〉cdt−
κ
8
Fˆ i†z Fˆ
i
zdt−
√
κ
4
Fˆ izdWi. (5.75)
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Here, we have used the statistical independence of stochastic Wiener processes,
dWidWj = δi,jdt. After the measurements are performed, the conditional collec-
tive atomic state is updated via the map,
ρˆ(t+ dt) =
Kˆ(dt)ρˆ(t)Kˆ†(dt)
Tr
[
Kˆ†(dt)Kˆ(dt)ρˆ(t)
] , (5.76)
where the full Kraus operator, given in Eq. (5.73), is composed of Kraus components
for each transverse mode, Eq. (5.75). Using Eqs. (5.73) and (5.75) with Eq. (5.76),
we derive the conditional atomic state. In differential form, dρˆ(t) = ρˆ(t+ dt)− ρˆ(t),
the SME is
dρˆ =
∑
i
(√
κ
4
Hi[ρˆ] dWi + κ
4
Li[ρˆ] dt
)
. (5.77)
The terms in this equation describe two distinct effects. First, the state of the atomic
ensemble is conditioned on the measurement outcomes. This is taken into account
by the superoperator Hi[ρˆ], defined
Hi[ρˆ] ≡ Fˆ iz ρˆ+ ρˆFˆ i†z −
〈
Fˆ iz + Fˆ
i†
z
〉
ρˆ. (5.78)
Second, the system undergoes Lindblad-form decoherence via the superoperator
Li[ρˆ] ≡ Fˆ iz ρˆFˆ i†z −
1
2
Fˆ i†z Fˆ
i
z ρˆ−
1
2
ρˆFˆ i†z Fˆ
i
z . (5.79)
This describes the effect on the atomic ensemble arising from indistinguishable ra-
diation into paraxial modes of the field; Lindblad maps arise for systems interacting
with Markovian baths.
Finally, we return to the physical situation at hand for balanced polarimetry.
Only the fundamental mode is measured, while radiation in higher-order modes is
lost. This is modeled by tracing over (ignoring) the measurement records for modes
i 6= 0. Information about the quantum state of the ensemble that is mapped to these
unmeasured modes is lost and SME does not preserve state purity. Including the
remaining internal light-shift Hamiltonian, Eq. (5.17), the SME is
dρˆ =− i
~
[
HˆLS, ρˆ
]
dt+
√
κ
4
H0[ρˆ]dW + κ
4
∑
i
Li[ρˆ]dt. (5.80)
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Finally, we can express the Wiener process as
dW =
1√
N˙L/4
dM−
(
−√κ〈Re{Fˆ 0z }(t)〉c
)
dt, (5.81)
where dM is the infinitesimal measurement increment, [Eq. (5.70)], and the condi-
tional mean is calculated from the conditional state at time t,
〈Re{Fˆ 0z }(t)〉c = Tr
[
Re{Fˆ 0z }ρˆ(t)
]
. (5.82)
The quantity in Eq. (5.81), known as the innovations process, describes deviations of
the measurement from the predicted mean, is a measure of the information gained in
each infinitesimal time. For situations in which one does not know the initial state,
the innovations process serves to drive the conditional guess towards the “true”
state10.
5.4.3 Local decoherence and optical pumping
The discrete random atomic positions are associated with the density fluctuations
that give rise to diffuse scattering into 4pi steradians [SS08]. We consider light far
detuned from any atomic resonance in a highly transparent regime, and thus we can
safely neglect the small attenuation of the laser probe associated with this absorption.
The scattering processes, however, cause decoherence of the spin wave due to optical
pumping. This local decoherence breaks the collective symmetry of the problem
and adds additional noise, which is detected in the polarimeter and competes with
squeezing.
To treat the atomic decoherence due to diffuse scattering, we divide the dy-
namics into terms that arise from forward-scattered light, described by the SME in
Eq. (5.80), and terms that arise from diffusely scattered light that lead to optical
pumping and decoherence. This is similar to what was done for a single atom in
10The state that is generating the measurement record.
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Eq. (4.47), except that we have subjected the paraxial light to measurement. The
key feature is that the paraxial modes couple to collective spin waves, while the dif-
fuse scattering couples to localized atoms and induces optical pumping according to
a decoherent map. Employing a many-atom map in the form Eq. (4.48), we get
dρˆ
dt
∣∣∣
dec
=
N∑
n=1
γs(rn)Dn[ρˆ]. (5.83)
The map Dn acts on the nth atom, proportional to the local scattering rate,
γs(rn) = I(rn)
σ0
~ω
Γ2
4∆2
= γ0β0(rn). (5.84)
Here, γ0 is the peak scattering rate defined in Eq. (5.67). We consider here a probe
driving an S1/2 → PJ transition in an alkali atom, with a detuning that is small
compared to the ground state hyperfine splitting but large compared to any hyperfine
splitting in the excited state. In this case, the light coherently couples substantially
only to atoms in a given ground-electronic hyperfine manifold f and the master
equation is restricted to this subspace.
The master equation for an x-polarized probe is given by Eq. (4.51) with coef-
ficients in Eq. (4.52) for an S1/2 → PJ transition in an alkali atom. In the frame
co-rotating with the bias magnetic field using the transformations in Eq. (5.14), the
local decoherence in the master equation due to optical pumping is given by the map
for each atom,
Dn[ρˆ] = −2
9
ρˆ+
g2f
9
[
fˆ (n)z ρˆfˆ
(n)
z +
1
2
(
fˆ (n)x ρˆfˆ
(n)
x + fˆ
(n)
y ρˆfˆ
(n)
y
)]
. (5.85)
The first term on the right-hand side of Eq. (5.85) describes the decaydue to optical
pumping, while the second term (in square brackets) represents a feeding that can
reduce this decay rate [CT77]. Note that for f > 1/2, this master equation is not
trace preserving, since atoms can be optically pumped to the other ground hyperfine
manifold where they are lost to any further measurement.
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Including local decoherence from diffuse scattering, Eq. (5.85), the full stochastic
master equation for homodyne polarimetry measurements of the fundamental, 0-
mode is
dρˆ =− i
~
[
HˆLS + Hˆ0, ρˆ
]
dt+
√
κ
4
H0[ρˆ]dW (5.86)
+
κ
4
∑
i
Li[ρˆ]dt+
N∑
n=1
γs(rn)Dn[ρˆ]dt.
where dW = dW0. The Hamiltonian in the first term consists the remaining light
shift on the atoms, Eq. (5.17), as well as any other external Hamiltonian that may
be applied to the ensemble. For example, full coherent control in the ground hyper-
fine manifolds for each atom can be achieved using applied magnetic fields and RF
pulses with properly chosen time-varying phases [CMH+07]. This SME is a com-
plete description of the evolution of the collective atomic state, accounting for the
three-dimensional nature of the atom-photon modes, decoherence, and measurement
backaction. We see that through its interaction with the probe, the atomic ensemble
undergoes an additional form of collective decoherence, Eq. (5.79), corresponding to
light radiated into paraxial modes i 6= 0 that ultimately goes unmeasured. Thus we
have arrived at the same conclusion as in Ref. [DCZ02]. That is, decoherence arises
through two distinct processes – first, the inherent mode-mismatch that gives rise to
collectively scattered light in spatial modes other than the probe mode and second,
the diffuse scattering of photons that acts locally on atoms in the ensemble.
5.4.4 Calculating expectation values of multi-atom observ-
ables
The decoherent dynamics generated by diffuse scattering complicate the calculation
of expectation values. This is because Eq. (5.85) is in general not a trace-preserving
map, since for spin-f > 1/2 it accounts for pumping out of the hyperfine manifold of
interest. We detail here the effects of diffuse scattering for collective atomic observ-
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ables that depend on one- and two-point atomic correlations, such as the variance of
a collective operator. Expectation values that depend on higher order correlations
follow in a straightforward manner.
Consider first an inhomogeneous, single-particle collective operator of the form
Xˆ =
N∑
n=1
cnxˆ
(n). (5.87)
where the weighting coefficient cn depends on some property of atom n, such as its
position rn. Because Xˆ is a weighted sum over single atom operators, the equation
of motion for its expectation value depends upon the evolution of the single-atom
density operator, ρˆ(n). Focusing only on the decoherent dynamics, summing over a
single index n in Eq. (5.83) we obtain
dρˆ(n)
dt
∣∣∣
diff
= γs(rn)Dn[ρˆ(n)], (5.88)
from which the evolution of 〈Xˆ〉 is given by
d
dt
〈Xˆ〉
∣∣∣
diff
=
N∑
n=1
cnTr
[
xˆ(n)
dρˆ(n)
dt
∣∣∣
diff
]
=
N∑
n=1
γs(rn)cn
〈Dn[xˆ(n)]〉. (5.89)
For inhomogeneous collective operators that depend on pairs of atoms,
Oˆ =
∑
m 6=n
cmcnxˆ
(m)yˆ(n), (5.90)
we require the joint density operator of the mth and nth atoms, ρˆ(m,n), with equation
of motion
d
dt
ρˆ(m,n)
∣∣∣
diff
= γs(rm)Dm[ρˆ(m,n)] + γs(rn)Dn[ρˆ(m,n)]. (5.91)
The evolution of 〈Oˆ〉 due to diffuse scattering is then
d
dt
〈Oˆ〉
∣∣∣
diff
=
∑
m 6=n
cmcn
{
γs(rm)
〈Dm[xˆ(m)]yˆ(n)〉+ γs(rn)〈xˆ(m)Dn[yˆ(n)]〉}. (5.92)
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This becomes particularly important when calculating the evolution of the vari-
ance of a collective spin wave,
(
∆F iz
)2
=
〈(
Fˆ iz
)2〉− 〈Fˆ iz〉2, (5.93)
with respect to some collective atomic state. The second moment is a combination
of one- and two-atom operators,
(
Fˆ iz
)2
=
N∑
n=1
[
βi(rn)
]2
fˆ (n)z +
∑
m6=n
βi(rm)βi(rn)fˆ
(m)
z fˆ
(n)
z . (5.94)
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Chapter 6
Spin squeezing with atomic
ensembles
6.1 Introduction
The three-dimensional quantum light-matter interface developed in the previous
chapter was intentionally presented in a general fashion to accommodate a variety
of possible physical problems involving atomic ensembles. In this chapter we apply
it to study a particular protocol - collective spin squeezing via QND measurement.
Broadly speaking, spin squeezing refers to the reduction of the variance of a com-
ponent of an angular momentum observable with respect to a “standard” variance.
When the angular momentum in question is the collective spin of an ensemble of
particles, spin squeezing can be a witness for pairwise entanglement [GT09]. In this
case, a collective spin can be considered squeezed when its variance is reduced below
that of spin coherent state, where all of the uncorrelated spins are oriented along the
same direction. From this simple and admittedly limited description, it is clear that
spin squeezing can be of both practical and foundational interest.
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Angular momentum, regardless of its specific physical origin, serves as a workhorse
for precision quantum metrology in Ramsey spectroscopy, gravimetry, and magne-
tometry, for example. These procedures rely on measurement of a phase φ acquired
over some fixed time. The uncertainty in the outcomes of projective measurements
of the spin to determine the acquired phase – projection noise – sets the ultimate
limit imposed by quantum mechanics on the precision. The projection-noise limited
resolution for Ramsey spectroscopy for mean angular momentum J‖ ≡ |〈Jˆ〉| and
variance orthogonal to the mean, ∆J2⊥ = 〈Jˆ2⊥〉 − 〈Jˆ⊥〉2 is
∆φ2 =
∆J2⊥
J2||
. (6.1)
For the most classical pure state, when the mean value is equal to the total angular
momentum oriented along some direction, the phase uncertainty is ∆φ2 = 1/(2J).
When the total angular momentum is the collective spin of a collection of particles,
Jˆ =
∑N
n=1 jˆ
(n), each with total angular momentum j, this describes a spin coherent
state (SCS), with phase uncertainty
∆φ2SCS =
1
2Nj
. (6.2)
This is known as the standard quantum limit (SQL), as it arises from a fundamental
assumption of quantized spins each with inherent quantum uncertainty orthogonal
to the mean. It is not, however, the ultimate limit imposed by quantum mechanics,
which arises from the Heisenberg-Robertson uncertainty relation,
∆J2z∆J
2
y ≥
1
4
∣∣〈[Jˆz, Jˆy]〉∣∣2 = 1
4
∣∣〈Jˆx〉∣∣2. (6.3)
The mean spin along any direction sets a strict lower bound on the product of
the transverse uncertainties. A SCS, which has maximum mean spin along some
direction, satisfies the equality in Eq. (6.3) with equal variances in the transverse
components. Spin squeezing is the reduction of the variance in one transverse com-
ponent. Although Eq. (6.3) must always be satisfied, the benefit to metrology comes
from the fact that unwanted uncertainty can be siphoned out of the component of
interest and fed into another component that does not couple to the measurement.
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For phase estimation using Ramsey interferometry, one can quantify the amount
of squeezing with the Wineland squeezing parameter [WBI+92], which compares the
phase uncertainty of a given state to that of a SCS [Eq. (6.2)],
ζ ≡
(
∆φ
∆φSCS
)2
= 2Nj
∆J2⊥
J2||
. (6.4)
The Wineland squeezing parameter is just one of a host of spin squeezing measures
(see Ref. [MWSN11] for detailed comparisons), but is useful in its operational un-
derstanding that for ζ < 1, phase sensitivity improves over that afforded by a SCS.
Additionally, when the constituent spins are qubits, j = 1
2
, then ζ < 1 also
implies many-body entanglement [TKGB09]. The impact of quantum correlations
on collective variance can be seen by representing a collective variance in terms of
its atomic components. For a symmetric collective variance,
∆F 2z =
N∑
n=1
〈(
∆fˆ (n)z )
2
〉
+
∑
m 6=n
〈
∆fˆ (m)z ∆fˆ
(n)
z
〉
. (6.5)
For qubits the first term is always N/4, and the second term vanishes for a SCS.
Thus, a reduction of the variance below that of a SCS requires negative correlations
between the atoms. This becomes tricker for larger spin ensembles [VAET14], but
the operational utility of ζ persists, regardless. Thus, we will rely on and extend the
definition of the spin squeezing parameter in Eq. (6.4) throughout this chapter.
In Sec. 5.4 the inhomogeneous collective spin wave measured in the balanced
polarimeter was identified,
Fˆ 0z ≡
∑
i
β0(ri)fˆ
(i)
z , (6.6)
as were the spin waves that couple to higher-order field modes, Fˆ iz , defined in
Eq. (5.30). For these inhomogeneous spin waves, we must tie the squeezing pa-
rameter directly to the measured quantities. For an initial mean spin polarization
along x and a small rotation around y, the mean signal by the mean spin wave
component addressed by the probe, 〈Fˆ 0x 〉 =
∑
i β0(ri)〈fˆ (i)x 〉, and the projection noise
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contribution to the resolution of the measurement will be given by the spin wave vari-
ance, (∆F 0z )
2
. The projection-noise limited resolution of this rotation is therefore
∆φ0 = ∆F
0
z /〈Fˆ 0x 〉.
Furthermore, given a SCS initially polarized along x, the initial mean spin in
the fundamental mode is 〈Fˆ 0x 〉SCS = N (1)eff f, with the effective atom number given by
Eq. (5.53). The variance orthogonal to the mean spin is
(
∆F 0z
)2
SCS
= N
(2)
eff f/2, and
thus the projection noise limited resolution for a SCS preparation is
(
∆φ0SCS
)2
=
1
2f
N
(2)
eff(
N
(1)
eff
)2 . (6.7)
Interestingly, this implies that in the absence of any squeezing, the phase sensitivity
of a SCS varies as a function of geometry. Putting this together, the squeezing
parameter for the measured spin wave is defined,
ζ ≡
(
∆φ0
∆φ0SCS
)2
= 2f
(
N
(1)
eff
)2
N
(2)
eff
(
∆F 0z
)2〈
Fˆ 0x
〉2 . (6.8)
This parameter quantifies the degree of “quantum backaction,” on a spin coherent
state, accounting for the change in projection noise due to measurement as well as
the damage done to both the mean spin polarization and variance due to optical
pumping. In the limit of symmetric coupling N
(1)
eff = N
(2)
eff = N , and the geometric
squeezing parameter, Eq. (6.8), reduces to the standard Wineland squeezing param-
eter in Eq. (6.4).
In a real-world metrological application such as an optically probed atomic mag-
netometer [BR07, SKN+12a], spin rotations are measured by passing the probe
through the atom sample and measuring the resulting Faraday rotation in a po-
larimeter. In addition to spin projection noise, the measurement resolution is then
subject also to probe shot noise and to “technical noise,” which includes detector
electrical noise, atom number fluctuations, initial state preparation uncertainty, etc.
Under those circumstances, optimizing the squeezing parameter as defined in Eq.
(6.8) is distinct from optimizing the magnetometer sensitivity.
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6.1.1 Spin squeezing via QND measurement: one-dimensional
model
In this section we present the procedure for generation of spin squeezing using QND
measurements with a simplified, single-mode description of the light-matter interface.
For simplicity we consider spin-1
2
atoms, for which there is no rank-2 tensor polar-
izability. Consider an ensemble of N such atoms and a coherent probe with linear
polarization along ex and photon flux N˙L. The effective interaction, Eq. (4.30), cou-
ples the spin of an atom to the 3-component of the field’s Stokes vector – the Faraday
interaction. A one-dimensional, symmetric, plane-wave model presumes that each
atom experiences the same electric field amplitude. The Faraday interaction, dis-
cussed in Chapter 4, couples the symmetric collective spin, Fˆz =
∑N
n=1 fˆ
(n)
z , to the
field quadrature, Pˆ (z, t) = −i(aˆy(z, t)− aˆ†y(z, t))/√2, via the Hamiltonian,
Hˆint = −~
√
κ
2
FˆzPˆ (z, t), (6.9)
with measurement strength κ = (σ0/A)(4γ0/9), corresponding to the rate of scat-
tering into the probe mode per atom1. The collective spin Fˆz is a QND observable
because it commutes with the Hamiltonian, [Fˆz, Hˆint] = 0. As such, it does not evolve
under coherent interaction or its bare Hamiltonian.
The spin squeezing procedure begins by preparing the collective atomic state
in a SCS polarized along the x-direction, with 〈Fˆz〉 = 0 and ∆F 2z = N/4. The
Faraday interaction generates a translation of the orthogonal quadrature Xˆ(z, t) =(
aˆy(z, t) + aˆ
†
y(z, t)
)
/
√
2 in the Heisenberg picture, as discussed in Sec. 5.3.3. For
each infinitesimal time interval dt such that the interaction is weak (κdt  1) the
output quadrature is Xˆout(t) = Xˆ in(t)−√κ/2Fˆz, which follows from Eq. (5.32). The
1For spin-12 , |C(1)|2 = 4/9.
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measurement operator, Eq. (5.61), is
Mˆ =
√
N˙L
2
∫ ∆t
0
dt′Xˆ in(t′)−
√
N˙Lκ
4
∆tFˆz. (6.10)
An ensemble of such measurements will have fluctuations around the mean given by
Eq. (5.60),
∆M2 = N˙L∆t
4
+
N˙Lκ
4
∆t2∆F 2z . (6.11)
The first term, ∆M2SN = N˙L∆t/4, describes the shot-noise vacuum fluctuations of
the input field and the second term, ∆M2PN =
(
N˙Lκ/4
)
∆t2∆F 2z describes projection
noise mapped onto the quadrature through the Faraday interaction.
For vacuum input and an initial SCS, we can assume Gaussian statistics for the
shot noise and for the distribution of projective outcomes in the z-basis. The Xˆ-
quadrature measurement will initially be Gaussian distributed with zero mean and
a variance given by Eq. (6.11). Using a Schro¨dinger-picture description this can be
shown, and the conditional statistics of the next measurement can be found. The
unnormalized Kraus operator for measurement outcome Xˆ = x is given by Eq. (5.74),
and the probability distribution for measurement outcomes is2
P
[
Xˆ(t) = x
]
= exp
[
−(x∆t)2
2
(
∆t
2
+ κ∆t
2
2
∆F 2z
)] . (6.12)
The measurement probabilities have been expressed in terms of x∆t, since the mea-
surements involve integrating the output quadrature over ∆t, as in Eq. (6.10). This
result is identical to Eq. (6.11); the variance of measurement outcomes increases
through the addition of atomic projection noise.
The (unnormalized) conditional state of the atoms, updated using the Kraus
operators, is Gaussian in the z-basis,
ρˆ(t+ dt) ≈
∫
dm exp
(
−(m− 〈Fˆz〉c)2
2(∆Fz)2c
)
|m〉〈m|. (6.13)
2The assumption of Gaussian statistics enters in this calculation when the finite distri-
bution of projective m-values is approximated with a continuous Gaussian distribution.
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with conditional mean spin projection along z,
〈Fˆz〉c = −
√
κ
2
∆F 2z(
∆Xˆout
)2x∆t, (6.14)
and projection-noise variance,
(
∆Fz
)2
c
= ∆F 2z
(
1
1 + ξ
)
. (6.15)
This reduction in variance – the conditional spin squeezing – is determined by the
coupling strength ξ in Eq. (5.66),
ξ =
OD
9
γ0∆t, (6.16)
where OD is the standard optical density in Eq. (5.1). In the well-founded assump-
tion of Gaussian statistics, the squeezing of the variance is not a function of the
measurement record, but depends on the coupling strength. If the input projection-
noise fluctuations are not significant compared to the input shot noise, then the
conditional spin squeezing will be negligible. While the direction of the mean spin is
stochastically altered depending on the measurement result, its length is not changed
(the state remains pure) and the Wineland squeezing parameter decreases in time
just as Eq. (6.15); ζ(t) = (1 + ξ)−1.
Equation (6.15) describes the conditional variance over time intervals where de-
coherence can be ignored. For longer times, the amount of squeezing will ultimately
be constrained by incoherent photon scattering, which injects noise into the variance
and shortens the mean spin. In this case, the dynamics of the conditional variance
can be found by taking ∆t → dt, as shown in Appendix H, to derive a differential
equation [MM04, TJD10, NTJD12],
d
dt
∆F 2z = −κ
(
∆F 2z
)2 − 4γ0
9
∆F 2z +
γ0
9
N. (6.17)
Henceforth we drop the subscript c indicating “conditional”, as all time evolution
results from measurement. Equation (6.17) can be solved analytically, with details
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given in Appendix I,
∆F 2z (t) =
N
4
√
OD + 1 + tanh
[√
OD + 12
9
γ0t
]
√
OD + 1 +
(
OD
2
+ 1
)
tanh
[√
OD + 12
9
γ0t
] . (6.18)
In the limit of short times, γ0t 1, we recover the expression for QND squeezing in
the absence of decoherence, Eq. (6.15), ∆F 2z (t) ≈ (N/4)(1 + ξ)−1. In the opposite
limit of long times, γ0t→∞, and large optical density, OD 1, we find the expected
scaling ∆F 2z (t→∞) ∝ OD−1/2 [HSP10].
The squeezing parameter in Eq. (6.4) is constructed from the magnitude of the
mean spin as well as the variance. The decoherent dynamics result from photon
scattering, the equation of motion is d
dt
〈Fˆx〉 = −γ03 〈Fˆx〉, which is solved by
〈Fˆx(t)〉 = N
2
exp
(
−1
3
γ0t
)
. (6.19)
Putting this together with Eq. (6.18), the analytic solution for the symmetric Wineland
squeezing parameter [Eq. (6.4)] is
ζ(t) = exp
(
2
3
γ0t
) √
OD + 1 + tanh
[√
OD + 12
9
γ0t
]
√
OD + 1 +
(
OD
2
+ 1
)
tanh
[√
OD + 12
9
γ0t
] . (6.20)
There is a slight subtlety that while in a single shot of an experiment the variance
is deterministically reduced, in order to make use of the metrological squeezing,
one must know the mean which is a function of the stochastic measurement record.
Ignorance of this mean gives no metrological advantage, as it effectively “undoes”
the expected squeezing.
The analytic solution for the conditional variance, Eq. (6.20), applies for a sym-
metrically coupled ensemble of spin-1
2
atoms. When the constituent spins are com-
posed of hyperfine spins with f > 1
2
, such as the ground states of 133Cs, the dynamics
are more complicated. Using a generalization of the Holstein-Primakoff approxima-
tion, squeezing of symmetric spin-f ensembles undergoing decoherence was studied
in Ref. [NTJD12].
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6.2 Squeezing of spin waves: three-dimensional
model
The intent of the previous section was to give a concrete and relatively simple de-
scription of how a light-matter interaction following by projective measurement of
the field can give rise to a reduction in the variance of an atomic angular momen-
tum. The remainder of this chapter focuses on extending this concept to include
spatial degrees of freedom that inevitably play a part in a laboratory experiment. In
Chapter 5, we laid out the mathematical tools necessary to study this problem. As
they are probed by a classical laser probe, a collection of atoms indistinguishably and
elastically scatters paraxial electromagnetic radiation in a manner equivalent to a set
of linearly polarizable particles. Thus, a great deal of qualitative and quantitative
information can be obtained from classical radiation theory. Using the semiclassical
scattering model from Chapter 2, we can characterize the coherent coupling that
results from the portion of scattered radiation in the spatial mode of the probe.
However, we are not detecting Faraday rotation per se; rather, when we can re-
solve the the projection noise fluctuations in the spatial mode of the probe then spin
squeezing is generated through measurement backaction. This spatial dependence
is incorporated in the definition of the effective optical density, ODeff , defined in
Eq. (5.68). Then, with a fully quantum model for the dispersive, three-dimensional
light-matter interaction, developed in Chapter 5, we can quantitatively assess the
effects of decoherence. We are ultimately concerned with entanglement between the
atoms in the ensemble which manifests through spin squeezing of a collective ob-
servable. The effects of such a measurement on the collective quantum state (in the
Schro¨dinger picture) of the atomic ensemble is described by a multi-mode stochastic
master equation, developed in Sec. 5.4.
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6.2.1 The dynamical evolution of squeezing
The multi-mode Faraday Hamiltonian, [Eq. (5.26)], serves as the QND interaction
which couples the paraxial field to the spin waves. The signal we seek to measure
with balanced polarimetry arises from different spin projections associated with the
eigenstates of the fundamental spin wave that couples to the spatial mode of the
probe, Fˆ 0z . Whereas in magnetometry these shot-to-shot projection noise variations
are the limiting factor, in the context of creating a spin squeezed state, these varia-
tions from the mean value represent the “signal” one seeks to resolve over the laser
shot noise. The projection noise in the polarimeter is proportional to the funda-
mental spin wave variance, Eq. (5.63). The amount of squeezing, quantified by the
geometric squeezing parameter defined in Eq. (6.8), requires dynamically evolving
this variance as well as the mean spin.
To determine the squeezing as function of time, we employ the SME in Eq. (5.86)
to track (∆F 0z )
2 and 〈Fˆ 0x 〉. For ensembles with large numbers of atoms, we can work
in the central-limit approximation where fluctuations in the spin waves are treated
as Gaussian random variables [HSP10, VHKS12]. Following [JS06, Sto07], the SME
then couples solely means and covariances. The moments of the fundamental spin
wave that characterize the spin squeezing parameter then evolve according to
d
(
∆F 0z
)2
=− κ[ (∆F 0z )2 ]2dt+ d(∆F 0z )2∣∣∣
dec
, (6.21a)
d
〈
Fˆ 0x
〉
=
√
κ
4
〈H0[Fˆ 0x ]〉 dW + κ4 ∑
i
〈Li[Fˆ 0x ]〉dt+ d〈Fˆ 0x〉∣∣∣
dec
, (6.21b)
The dynamical maps that describe measurement backaction, H0[ · ], and collective
decoherence, Li[ · ], are defined in Eqs. (5.78) and (5.79), respectively. Because we
assume the fundamental mode is measured with unit efficiency, diffuse scattering by
local spontaneous emission is the only process contributing to the decoherence of the
variance (∆F 0z )
2. Collective radiation into other transverse modes commutes with
Fˆ 0z and does not contribute to any decay or noise injection into the fundamental
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variance. In contrast, the mean spin 〈Fˆ 0x 〉 decoheres due to both diffuse scatter-
ing and collective scattering into other unmeasured paraxial modes, and further it
evolves stochastically from measurement backaction. However, the contributions to
the dynamics from both collective scattering and continuous measurement are small
in comparison to diffuse scattering and can be neglected when the radiation pattern
of the cloud is well matched to that of the probe. Additionally, local inhomogeneous
coherent local dynamics from the residual light shift in Eq. (5.17) can affect the
metrologically relevant spin squeezing by dephasing the mean spin. However, this
can be compensated for through additional control techniques3 and thus does not
appear in Eq. (6.21b).
We consider the moment evolutions, Eq. (6.21), with the initial condition that
the ensemble is in a SCS polarized along x. The initial mean spin and variance are
〈Fˆ 0x (t0)〉 = N (1)eff f and
(
∆F 0z (t0)
)2
= N
(2)
eff f/2 respectively. Along with the cross-
sectional area of the probe laser, N
(2)
eff specifies the effective optical density, ODeff
defined in Eq. (5.68) (we drop the superscript in this chapter, as we refer here only
to one effective optical density). The ODeff is the critical geometric parameter for
determining how the atomic density distribution influences collective scattering into
the probe mode and ultimately leads to spin squeezing. Both of these effective atom
numbers are determined solely by the cloud shape and beam geometry, and can be
found from the semiclassical model in Sec. 5.4.
For times short compared to the photon scattering rate, where decoherence is
negligible, the mean spin is essentially constant and the spin variance is affected
only by measurement backaction. The solution to Eq. (6.21) takes the familiar form
(
∆F 0z (t)
)2
=
(
∆F 0z (0)
)2( 1
1 + ξ
)
(6.22)
3By employing a two-color probe on the D1 and D2 resonance lines for alkali atoms,
one can cancel the residual nonlinear spin dynamics associated with the rank-2 tensor
light shift, while retaining the Faraday effect that is used in the QND measurement of the
collective spin [MnHJ14].
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where ξ is the integrated coupling strength in Eq. (5.66). In this limit the mean spin
is constant, 〈Fˆx(t)〉 = 〈Fˆx(0)〉, and the geometric squeezing parameter is
ζ =
1
1 + ξ
. (6.23)
This result is nearly identical to that for symmetric coupling, Eq. (6.15), with the
substitution of ODeff (and using χ
(1) for a spin-f atom). When diffuse scattering can
be neglected, the description is effectively single-mode, with geometry serving only
to modify the coupling strength.
For longer times, decoherence due to diffuse photon scattering must be included.
The mean spin will depolarize according to Eq. (5.89),
d
dt
〈
Fˆ 0x
〉
=
N∑
n=1
γs(rn)β0(ri)
〈Dn[fˆ (n)x ]〉, (6.24)
with local decoherence acting via the map Dn[ · ] in Eq. (5.85). The variance involves
both single atom and pairwise atomic correlations,
d
dt
(
∆F 0z
)2
=
N∑
n=1
[
β0(rn)
]2 d
dt
〈
(∆fˆ (n)z )
2
〉
+
∑
m 6=n
β0(rm)β0(rn)
d
dt
〈
∆fˆ (m)z ∆fˆ
(n)
z
〉
. (6.25)
The first term is the spin projection noise of the uncorrelated spins and the second
term contains the correlations that generate spin squeezing. Following Eqs. (5.89)
and (5.92), these correlations decay due to diffuse scattering according to
d
dt
N∑
n=1
〈
(∆fˆ (n)z )
2
〉∣∣
dec
=
N∑
n=1
γs(rn)
{〈Dn[fˆ (n)2z ]〉− 2〈Dn[fˆ (n)z ]〉〈fˆ (n)z 〉}, (6.26a)
d
dt
∑
m 6=n
〈
∆fˆ (m)z ∆fˆ
(n)
z
〉∣∣
dec
=
∑
m 6=n
{
γs(rm)
〈
∆Dm
[
fˆ (m)z
]
∆fˆ (n)z
〉
+γs(rn)
〈
∆fˆ (m)z ∆Dn
[
fˆ (n)z
]〉}
. (6.26b)
6.3 Spin-12 ensembles
We restrict our attention to ensembles of spin-1
2
atoms to focus on spatial effects
without the complications that arise for ensembles with larger-spin. Using the fact
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that the local scattering rate is proportional to the probe intensity, γs(r) = γ0β0(r),
the mean spin evolution of Eq. (6.21b) is
d
dt
〈
Fˆ 0x
〉
= −γ0
3
N∑
n=1
[
β0(rn)
]2〈
fˆ (n)x
〉
. (6.27)
The local decoherence does respects neither the orthogonality of the transverse parax-
ial modes nor the collective nature of the coherent interaction [CG08, BCG10] and
we will see that the diffuse scattering acts to couple the fundamental spin wave to
higher order spin waves.
Because the transverse modes are orthogonal in a plane at a fixed z, we can
derive a set of coupled equations by decomposing products of the spatial weighting
coefficients, Eq. (5.20), in the basis of mode functions as follows:[
β0(r⊥, z)
]2
= |u0(r⊥, z)|4 =
∑
i
c0i (z)βi(r⊥, z), (6.28)
with z-dependent projection coefficients,
c0i (z) ≡
1
A
∫
d2r⊥
[
u0(r⊥, z)
]2
u∗0(r⊥, z)ui(r⊥, z). (6.29)
Performing the sum over atoms within each coarse-grained slice, it follows that
Eq. (6.27) can be expressed in terms of the z-local, coarse-grained collective spin
waves just as in Eq. (5.19),
d
dt
〈
Fˆ 0x
〉
=− γ0
3
∑
k
∑
i
c0i (zk)
〈
Fˆ ix(zk)
〉
, (6.30)
The total spin wave for a given transverse mode is the sum over the local spin waves,
Fˆ ix =
∑
k Fˆ
i
x(zk) [Eq. (5.34)]. The mean spin in the fundamental mode couples, at
each longitudinal slice zk, to other z-local spin waves
〈
Fˆ ix(zk)
〉
. Thus, in order to
find the mean spin in the fundamental mode, we must also track the dynamics of〈
Fˆ ix(zk)
〉
. In general, the i-mode, z-local spin wave is also coupled to the other spin
waves within its slice zk and evolves according to
d
dt
〈
Fˆ ix(zk)
〉
= −γ0
3
∑
j
cij(zk)
〈
Fˆ jx(zk)
〉
, (6.31)
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with projection coefficients cij(zk) given in Eq. (J.21). Details of this derivation are
found in Appendix J.1 and the form of the projection coefficients for cylindrically
symmetric l = 0 Laguerre-Gauss modes is given in Appendix K. The initial con-
ditions, Eq. (J.14), account for the matching between the probe mode and cloud
geometry. By projecting onto the spin waves, we obtain a hierarchy of coupled
equations within the collective z-local spin waves.
The effect of diffuse scattering on the evolution of the collective spin variance
follows in an analogous manner. For spin-1
2
, ∆f 2z = 1/4 for all atoms. The map
for local decoherence, ∆Dn
[
fˆ
(n)
z
]
= −2∆fˆ (n)z /9, corresponds to decay of spin-spin
correlations with no feeding of coherences. The evolution of the fundamental spin
wave variance, Eq. (6.21a), simplifies to
d
dt
(
∆F 0z
)2
=− κ
[(
∆F 0z
)2]2 − 2γ0
9
N∑
m=1
N∑
n=1
[
β0(rm) + β0(rn)
]
β0(rm)β0(rn)
〈
∆fˆ (m)z ∆fˆ
(n)
z
〉
+
γ0
9
N∑
n=1
[
β0(rn)
]3
, (6.32)
where again we have used Eq. (5.84). The first term describes squeezing of the
variance due to measurement backaction, the second represents decay of correlations
due to diffuse scattering, and the third is the noise injected into the variance from
spin flips (optical pumping). Note the similarity to the equation for the variance in
the symmetric one-dimensional model [Eq. (6.17)], which is obtained for β0(r)→ 1.
Following the same procedure as for the mean spin, the decay terms are projected
onto higher order z-local spin waves,
d
dt
(
∆F 0z
)2
= −κ
[(
∆F 0z
)2]2−4γ0
9
∑
i
∑
k,k′
c0i (zk)
〈
∆Fˆ 0z (zk)∆Fˆ
i
z(zk′)
〉
+
γ0
9
N
(3)
eff . (6.33)
Here, another effective atom number governing the injection of noise through optical
pumping arises,
N
(3)
eff ≡
N∑
n=1
[
β0(rn)
]3
. (6.34)
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Equation (6.33) is a covariance description of the dynamics, similar to that com-
monly employed for spin squeezing [MM04, TJD10, Tra11], but which also accounts
for local decoherence from first principles. To solve for the fundamental variance,
we must track the evolution of the covariances between coarse-grained slices and be-
tween transverse modes, 〈∆Fˆ iz(zk)∆Fˆ jz (zk′)〉 = 〈Fˆ iz(zk) Fˆ jz (zk′)〉 − 〈Fˆ iz(zk)〉〈Fˆ jz (zk′)〉.
Equations of motion for these covariances follow readily from the SME, but the exact
form of the equations does not serve to enlighten. A detailed derivation is given in
Appendix J.
6.4 Numerical results for spin-12
Using our formalism we can calculate the moment dynamics and find the peak achiev-
able squeezing in the presence of decoherence. We now consider the fundamental
effects of geometry and the optimization of experimentally relevant quantities to
maximize spin squeezing. The geometry of the atom-laser system plays two distinct
roles in determining the amount of achievable squeezing. First, ODeff ∝ N (2)eff , Eq.
(5.68), is a purely geometrical quantity, derivable from the semiclassical model (see
also [MPO+05]). The ODeff sets the measurement strength, ξ, that characterizes
the amount of light that is collectively scattered into the spatial mode of the probe.
Second, because of the inhomogeneous intensity profile of the laser mode, the rate
of diffuse photon scattering that causes local decoherence and ultimately caps the
amount of generated squeezing varies across the cloud. Further complications arise
from the fact that optical pumping both injects noise into the spin wave variance
and causes a decay of the mean spin.
For simulations, we choose the ensemble to be a cylindrically symmetric Gaussian
cloud with average density described by Eq. (5.43). The transverse and longitudinal
1/e2 variances are given by σ2⊥ and σ
2
z , respectively, and η0 is the peak density.
The total atom number is found by integrating over the cloud, N =
∫
d3r η(r).
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To characterize the geometry of the atomic distribution we use the aspect ratio,
defined as AR ≡ σz/σ⊥. A longitudinally extended, pencil-shaped cloud commonly
employed in cold, dipole-trapped atomic ensemble experiments has an AR  1; a
pancake-shaped cloud that is much wider than it is long has an AR  1. The
cylindrical symmetry of Gaussian clouds motivates the use of Laguerre-Gauss (LG)
mode functions, described in Appendix A. LG modes are denoted by a radial index p
and azimuthal index l; i→ p, l throughout. The probe is prepared in the fundamental
TEM00 mode, and since the laser and cloud exhibit no azimuthal dependence, the
coupled modes in the descriptions in Eq. (6.31) and Eq. (6.33) have azimuthal mode
index l = 0.
The quantities of interest, including peak squeezing, are found by solving for
the evolution of the collective mean spin and variance, Eqs. (6.27) and (6.32), and
then calculating the spin squeezing as a function of time. This requires numerically
integrating a set of differential equations for the z-local spin waves in all modes, for
every longitudinal slice zk. Diffuse scattering couples spin waves within a slice, and
measurement couples spin waves within and between slices. The initial conditions,
found in Sec. J.0.4,
〈Fˆ p0x (zk)〉SCS =
δz
2
∫
d2r⊥η(r⊥, zk)βp0(r⊥, zk) (6.35)
〈∆Fˆ p0x (zk)∆Fˆ p0z (zk′)〉SCS =
δz
4
∫
d2r⊥η(r⊥, zk)βp0(r⊥, zk)βp′0(rnk), (6.36)
and coupling coefficients, Eq. (J.21), both decrease with increasing p and allow a
truncation at some mode index pmax to get a finite set of equations. The width of the
coarse-grained z-slices can be reduced until convergence at a desired level of precision
is attained. In the following numerical analyses, the squeezing parameter Eq. (6.8)
is given in dB, –10 log10[ζ
−1(t)], so that higher values indicate more squeezing.
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6.4.1 Geometric effects of local decoherence for a fixed rate
of squeezing
To gain physical insight, in this section we fix the ODeff as we vary the geometry
in order to isolate the effects of local decoherence as they relate specifically to the
squeezing parameter, Eq. (6.8). This requires varying the peak atomic density, η0, as
a function of the cloud geometry in order to keep ODeff ∝ N (2)eff /A constant. Figure
6.1 shows the resulting spin squeezing for different cloud geometries for a fixed beam
waist, w0 = 20 µm. The effective optical density is held constant, ODeff = 50,
which guarantees identical squeezing in the absence of decoherence for any geometry.
Fig. 6.1(a) shows the peak squeezing as a function of the AR. An increase in peak
squeezing accompanies an increasing aspect ratio, indicating that decoherence is
less detrimental to longitudinally extended clouds. The dynamics of the squeezing
parameter are plotted in Fig. 6.1(b) for the opposing cases of a pancake-shaped
cloud with AR = 0.1 and a pencil-shaped cloud with AR = 316. For comparison,
the short-time solution Eq. (6.23) is shown, which describes the squeezing for either
cloud in absence of decoherence.
These results can be understood by separately examining the dynamics of the spin
wave variance and the mean spin, as seen in Figs. 6.1(c-d). The effects of decoherence
lead to different steady state values of the fundamental spin wave variance in Fig.
6.1(c) because the noise injection due to optical-pumping-induced spin flips, set by
N
(3)
eff , is slightly smaller for the pencil than for the pancake (see subplot in Fig.
6.1(a)). More importantly, the decay rate of the mean spin is a strong function
of the AR, as seen in 6.1(d). For a fixed ODeff, under consideration here, different
cloud geometries correspond to different N
(1)
eff , which determines the mean spin of the
ensemble addressed by the beam. The pencil geometry addresses a larger N
(1)
eff when
compared to the pancake geometry, as seen in the subplot of 6.1(a). In addition, for
the pencil geometry N
(1)
eff also decays more favorably. This occurs because for a fixed
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Figure 6.1: Squeezing dynamics for a fixed ODeff = 50 and different atomic cloud
geometries. The laser probe is a TEM00 mode with beam waist w0 = 20 µm. a)
Peak squeezing denoted as the inverse of the squeezing parameter, ζ−1 in dB, as a
function of aspect ratio of the cloud. The inset shows effective atom numbers as a
function of aspect ratio; N
(2)
eff is constant by design. b) Comparison of squeezing
dynamics for clouds with AR = 0.1 (solid green line) and AR = 316 (dashed red
line). The behavior in the absence of decoherence, Eq. (6.23) (dotted black line),
is plotted at the same ODeff, showing agreement for short times. c) Dynamics
of the spin wave variance for the two clouds, normalized by dividing each by
its initial variance, N
(2)
eff /4. d) Dynamics of the mean spin for the two clouds,
normalized by dividing each by its initial mean spin, N
(1)
eff /2. For fixed ODeff, the
superior squeezing of the pencil-shaped cloud over the pancake-shaped cloud is
attributed to slower decay of the mean spin.
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ODeff, in the pencil geometry a large fraction of the atoms are spread far from the
beam waist where rates of optical pumping are lower. For the pancake geometry, to
achieve the same ODeff, more of the atoms the we address are concentrated in the
high intensity region and more quickly depolarize.
6.4.2 Optimizing geometry for fixed atom number
We gain further insight into the nature of the atom-light interface by keeping the
total atom number N fixed and optimizing the cloud dimensions for peak squeezing.
We fix the peak density at η0 = 5× 1011 cm−3, typical of dipole-trapped atoms, and
keep the total atom number constant, N = 9.8 × 106. The cloud volume is fixed
at V = 4.19 × 107 µm3, chosen to be within typical experimental constraints4. In
Fig. 6.2(a), we plot contours of peak squeezing as a function of aspect ratio and
beam waist. The optimal peak squeezing, ζ−1opt = 10.0 dB, is found for AR = 256 at
a beam waist of wopt0 = 31 µm. At the optimal geometry, the cloud length extends
over several Rayleigh ranges, σz/z
opt
R = 2.42, and the transverse width of the cloud
is slightly larger than the beam waist, σ⊥/w
opt
0 = 1.09.
To further understand the region of peak squeezing, in Fig. 6.2(b), we plot con-
tours of ODeff . Comparison of Figs. 6.2(a-b) shows that the optimal peak squeezing
occurs in a parameter region where ODeff is high, as expected. However, the optimal
peak squeezing arises from a balance between high ODeff with low noise injection
into the spin wave variance and low decay of the mean spin. Figure 6.2(c) shows
the fraction of total atoms contributing to the mean spin, N
(1)
eff /N , to the effective
optical density, N
(2)
eff /N , and to the noise injection N
(3)
eff /N . As the cloud becomes too
long and narrow, there does not exist a beam waist that can address a sufficiently
large number of atoms while keeping a high ODeff . Said another way, when the cloud
4Although arbitrary atomic clouds at this volume may not be physically realizable in
a laboratory, this volume was chosen as a reference. It is the volume for a cigar-shaped
cloud with dimensions σ⊥ = 100 µm and σ⊥ = 1000 µm.
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Figure 6.2: Squeezing for different cloud geometries with Gaussian atomic den-
sity distribution, Eq. (5.43), and a fixed total atom number N = 9.84× 106. a)
Contours of peak squeezing, ζ−1 in dB, as a function of cloud aspect ratio and
laser probe beam waist. b) Contours of the coupling strength, ODeff . The differ-
ence between the optimal coupling strength and the resulting squeezing depends
on the balance between coherent interactions and decoherence, characterized by
different effective atom numbers, N
(1)
eff , N
(2)
eff , and N
(3)
eff , shown in c) on the same
scale.
becomes too long, the diffraction of scattered light is too large to effectively mode
match with the probe field, as seen in Fig. 5.2(c). Similarly, too small a waist leaves
many atoms outside the Rayleigh range and too large a waist increases the beam
area, thus decreasing ODeff , both manifestations of poor mode matching of the probe
and the scattered field from the atom cloud.
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6.4.3 Optimizing the beam waist for a fixed atomic cloud
geometry
With a better understanding of how cloud geometry influences decoherence, we
study the optimization of squeezing in a situation typical of experiments with dipole-
trapped cold atoms, where both the trap dimensions and beam waist can be tuned
while the peak atomic density η0 remains fixed. In this situation, the total atom
number N depends on the trap volume.
For each cloud geometry there exists a beam waist that maximizes ODeff. This
is seen in Fig. 6.3(b) where contours of ODeff are shown for a cloud with a fixed
transverse width of σ⊥ = 100 µm as the cloud length σz and beam waist w0 are
varied. Contours for peak squeezing are shown in Fig. 6.3(a). Comparison with
6.3(b) demonstrates that for a given cloud geometry, the peak squeezing is achieved
with a smaller beam waist than that which optimizes ODeff. This is seen most clearly
in Fig. 6.3(c), where we compare the optimal beam waist for maximizing ODeff to
the beam waist that maximizes peak squeezing. Optimal squeezing occurs at smaller
beam waists where the region of the beam with greatest intensity, the Rayleigh range,
is smaller. Because the scattering rate γs(r) is proportional to the local intensity,
atoms outside the Rayleigh range experience a decreased rate of optical pumping.
Although a smaller Rayleigh range implies a decreased ODeff and N
(1)
eff as well, the
reduction of the decoherence rate dominates in this regime. This is a direct analogy
to Sec. 6.4.1, in which pencil-shaped clouds with higher mean spins were more robust
to decay due to a large number of atoms farther away from the beam waist. Finally,
in Fig. 6.3(d) we plot contours of peak squeezing for different geometries at the
optimal beam waist for each point. Since larger clouds contain more atoms, and in
general for properly chosen probe geometry ODeff and peak squeezing increase with
more atoms, there is no local maximum in Figs. 6.3(a), 6.3(b), and 6.3(d).
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Figure 6.3: Squeezing for a fixed peak density η0 = 5 × 1011 cm−3 and vari-
able atom number that fills a dipole trap for cold atoms. In a), b), and c) the
transverse cloud width is fixed at σ⊥ = 100 µm and cloud length is taken to be
variable. a) Contours of peak squeezing, ζ−1 in dB. b) Contours of ODeff . c)
Optimal beam waist for maximizing ODeff (upper red dots) and for maximizing
peak squeezing (lower blue dots). For a given atomic geometry, the beam waist
that optimizes the ODeff is not the same as that which optimizes peak squeezing.
d) Peak squeezing as a function of cloud size for the optimal beam waist at each
point.
6.4.4 Relation to the symmetric one-dimensional model
Spin squeezing by QND measurement is traditionally modeled using a one-dimensional
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Figure 6.4: Comparison between the symmetric 1D model and the three-
dimensional spin wave model. a) Peak squeezing, ζ−1 in dB, for a spherical
cloud with ODeff = 50 as the beam waist is increased. Inset shows the conver-
gence of N
(1)
eff (upper blue line), N
(2)
eff (middle green line), and N
(3)
eff (lower red
line) as w0 increases. b) Comparison of squeezing dynamics for the extremal
waists from a): the smallest, w0 = 10 µm, and the largest, w0 = 10
4 µm. For
comparison, the symmetric one-dimensional case using Eq. (6.17) is plotted with
decoherence (dotted black line) and without (dashed black line).
description of the atom-light interface where the ensemble is symmetrically coupled
to plane waves with no spatial variations [HSP10]. When accounting only for squeez-
ing due to collective scattering and QND measurement, the full three-dimensional
system can be effectively described by such a model, with the symmetric OD replaced
by ODeff [Eq. (6.23)]. When decoherence from local diffuse scattering is included,
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however, such models become insufficient. In addition, a symmetric description does
not account for the difference between the effective atom number contributing to
the spin wave variance, N
(2)
eff , that contributing to the mean spin, N
(1)
eff , and that
contributing to noise injection by spin flips, N
(3)
eff .
To understand the limit in which we recover the simple symmetric description,
recall the symmetric 1D model where an ensemble of spin-1/2 atoms is coupled
to a uniform plane wave and scatters collectively into this mode and locally into
diffuse modes, studied in Sec. 6.1.1. In this case a single atom number suffices as
every atom contributes equally to the optical density, to the mean spin, and to the
injection of noise, N
(1)
eff = N
(2)
eff = N
(3)
eff = N . The equation of motion for the spin
wave variance, Eq. (6.17), has an analytic solution given by Eq. (6.18). We can
compare the symmetric 1D model to a limiting case of the full three-dimensional
model developed here. When the transverse extent of the cloud is much smaller than
the beam waist and the longitudinal extent is well within the Rayleigh range, then
spatial variations of the field across the cloud are minimal. That is, the equation
of motion for the fundamental variance, Eq. (6.32), becomes exactly Eq. (6.17) in
the limit in which β00(rn) → 1 for all atoms. Although this limiting case replicates
the squeezing expected from the symmetric 1D model, it is in fact far from a single-
mode description. As discussed in Sec. 5.4.1, this geometry radiates paraxial light
into many of transverse modes defined relative to the beam, and the associated spin
waves couple together through diffuse scattering, Eq. (6.33).
We investigate this limit numerically in Fig. 6.4 for a spherical cloud (σ⊥, σz =
100 µm) probed by beams of increasing waist w0. In each case ODeff = 50, such
that in the absence of decoherence the different geometries would achieve identical
squeezing. In Fig. 6.4(a) we see that as the beam waist is increased, the peak squeez-
ing approaches that of the symmetric 1D model. The inset shows the convergence
of the effective atom numbers as the beam waist increases. Figure 6.4(b) shows the
dynamics of the squeezing parameter ζ−1(t) for the spherical cloud at both extremes
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in Fig. 6.4(a). For comparison, the squeezing parameter for the symmetric 1D model
is plotted both with and without decoherence. The difference between the models is
substantial – the optimal peak squeezing for the symmetric 1D model and full model
are ζ−1peak = {3.52 dB, 4.99 dB}, respectively. This difference can be understood in
terms of the effective atom numbers. The advantage for spin squeezing in the three-
dimensional model comes from the fact that N
(1)
eff ≥ N (2)eff ≥ N (3)eff due to different
dependence on the spatial weightings β00(r), while for the symmetric 1D case they
are equal. For the three-dimensional model, not only can the effective number of
atoms contributing to the noise injection be smaller than that contributing to the
ODeff , but the effective number of atoms contributing to the mean spin, and thus the
signal, is larger than both. Inspecting Fig. 6.1(d) we see an additional advantage
for the three-dimensional model – when geometry is properly chosen, the mean spin
decays at a much reduced rate.
6.5 Spin-f alkali atom ensembles
The constituent atoms in many spin squeezing experiments are alkali metal atoms
whose ground state structure is more complex than spin-1
2
. For example, in 133Cs,
the ground electronic subspace is defined by two hyperfine manifolds with total spin
angular momentum f = {3, 4}. Owing to the large ground-state hyperfine split-
ting (9.2 GHz in 133Cs), a single hyperfine manifold f is addressed by the coherent
interaction with the probe laser.
Though ensembles of higher spin atoms can be squeezed by the same measurement
process, spin size affects both the coherent squeezing dynamics and decoherence. Re-
call that the strength of the Faraday interaction is quantified by the coupling strength
ξ, Eq. (5.66). Because ξ ∝ 1/f 2, the atom-light coupling decreases with increasing
spin size. This decreased coupling strength is partially offset by an increased ro-
bustness to the effects of optical pumping. When f > 1/2, optical pumping events
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can be broadly divided into two categories: (i) “loss” that occurs when an atom is
pumped from the f manifold into the other ground hyperfine manifold and (ii) “spin
flips” that leave the atom in the f manifold. Because atoms lost to the other ground
manifold are no longer resonant with the probe, loss events decrease the mean spin
〈Fˆ 0x 〉, though they contribute no excess noise to (∆F 0z )2. Spin flips are responsible
for both a decrease in 〈Fˆ 00x 〉 and a noise injection into (∆F 0z )2. For the SCS prepa-
ration, the deleterious effects of spin flips are mitigated by “transfers of coherence”
between pairs of magnetic sublevels that reduce the rate of decay of correlations.
While the interplay between these effects is complex, the rate of spin flips remains
a good indicator of an ensemble’s robustness to optical pumping. For an ensemble
of spin-f alkalis prepared in a SCS, the spin flip rate is γs(r)/(12f), thus decreasing
for larger spin size.
Due to these decoherence processes, the dynamics of the squeezing parameter is
substantially more complicated for larger spin atoms. Full details of the equations
of motion for the mean spin and covariances are given in Appendix J. For spin-f , we
obtain the evolution of the mean value of a spin wave in slice zk by projecting onto
the different spin waves in a manner analogous to Eq. (6.31),
d
dt
〈
Fˆ ix(zk)
〉
= −2γ0
9
∑
j
cij(zk)
〈
Fˆ jx(zk)
〉
+
g2Fγ0
9
∑
j
∑
nk
cij(zk)βj(r⊥nk , zk)Cnk [fˆ (nk)x ].
(6.37)
Here, we have defined a local superoperator that arises solely from the “feeding”
terms in the master equation:
Cn[Xˆ] ≡ fˆ (n)z Xˆfˆ (n)z + 12
(
fˆ (n)x Xˆfˆ
(n)
x + fˆ
(n)
y Xˆfˆ
(n)
y
)
. (6.38)
Chapter 6. Spin squeezing with atomic ensembles 181
Similarly, we find equations of motion for the fundamental spin wave variance,
d
dt
(
∆F 0z
)2
= −κ[ (∆F 0z )2 ]2 (6.39)
− 4γ0
9
∑
i
∑
k′,k
c0i (zk)
〈
∆Fˆ 0z (zk′)∆Fˆ
i
z(zk)
〉
+
g2fγ0
9
∑
i
∑
k′,k,nk
c0i (zk)βi(rnk)
{〈
∆Fˆ 0z (zk′)∆Cnk [fˆ (nk)z ]
〉
+
〈
∆Cnk [fˆ (nk)z ]∆Fˆ 0z (zk′)
〉}
+ γ0
∑
k,nk
[
β0(rnk)
]3{2
9
〈
(fˆ (nk)z )
2
〉
+
g2f
9
(〈Cnk [fˆ (nk)2z ]〉− 〈{fˆ (nk)z , Cnk [fˆ (nk)z ]}+〉)},
where {Xˆ, Yˆ }+ denotes the anti-commutator. As for the case of spin-12 , we have an
infinite hierarchy of equations that couple spin wave operators in the different zk-
slices. In general, the feeding terms in Eq. (6.39) couple to covariances outside the
set of z-local spin waves, 〈∆Fˆ iz(zk)∆Fˆ jz (zk′)〉. This expands considerably the number
of equations that must be solved to reach convergence. Solving these equations,
furthermore, requires methods different from those for spin-1
2
which are beyond the
scope of this dissertation.
6.6 Summary
We have studied the strength of the atom-photon interface in a traveling wave con-
figuration for spin squeezing via QND measurement. We developed a description in
terms of quantized paraxial modes of the field in order to model the inhomogeneous
atom-light coupling across the atomic ensemble, which leads to two distinct effects.
First, the collective coupling describes a generalization of the Faraday interaction
that entangles the quantized Stokes vector of the laser field with a spin wave defined
by the weighted ensemble of atoms that indistinguishably radiates into the mode of
the probe. The spin wave that is squeezed is defined by the probe mode we measure
in a balanced polarimeter. Second, diffusely scattered photons lead to optical pump-
ing and decoherence across the ensemble at a rate proportional to the local probe
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intensity. The delicate balance of these two effects favors certain geometries for spin
squeezing.
We numerically investigated the ultimate limits to spin squeezing for spin-1
2
based
on a stochastic master equation, including the effects of QND measurement back-
action and decoherence by photon scattering into unmeasured modes. Unlike the
usual one-dimensional description in which the amount of squeezing is set by a single
parameter, the optical density, we find that due to inhomogeneous coupling, multi-
ple parameters are required. Of particular importance in a metrological context are
the mean collective spin and the projection noise variance, determined by effective
atom numbers N
(1)
eff and N
(2)
eff respectively. Optimal geometries maximize the effec-
tive optical density, ODeff, proportional to N
(2)
eff , while minimizing the depolarization
of N
(1)
eff and injected noise into the spin wave by optical pumping. We found that
optimal mode matching occurs for geometries where a large number of atoms are ad-
dressed by a beam with a small transverse area, yielding a high ODeff , but also where
the depolarization rate due to optical pumping is relatively small. This geometry
corresponds to a longitudinally extended, pencil-shaped cloud, with a probe beam
chosen to optimize the tradeoffs between ODeff and decoherence. Such a geometry
is far from the regime describing squeezing of a symmetric atomic spin ensemble,
as is typically assumed. One recovers the symmetric description only for ensembles
confined with extents much smaller than the beam waist and Rayleigh range, which
yield much smaller ODeff.
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Chapter 7
Summary and outlook
The common core of the results in this dissertation is the interaction between a
system and a propagating quantum field. In this heavily explored realm, we managed
to push the boundary of knowledge slightly further in two areas. The first was
an extension to input-output theory for propagating field states of definite photon
number, discussed in Chapter 3. Such fields are inherently quantum mechanical, and
as such possess temporal mode entanglement which drives non-Markovian reduced
system dynamics. I presented a method to model these dynamics using a series of
coupled master equations.
The second was a fully three-dimensional quantum light-matter interface for an
ensemble of multi-level atoms, discussed in Chapter 5. By explicitly including the
spatial dependence of the interaction and measurement, the model accounts for dy-
namics driven both by collective, coherent coupling as well as local, incoherent pro-
cesses. In Chapter 5 this model was applied to the study of the optimization of
measurement-induced spin squeezing for an ensemble of atoms.
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7.1 Quantum systems interacting with propagat-
ing N-photon states
In Chapter 3 we introduced formalism to derive a set of coupled master equations
for a quantum system interacting with a continuous-mode Fock state. The relatively
simple derivation reveals that the dynamics of the physical state couples to a set
of auxiliary, density matrix-like operators whose dynamics account for the field’s
evolution during the interaction. Expectation values of system operators as well as
of equal-time field operators can be found simply. Armed with the basic technique
for Fock states, we then generalized to a much broader class of input field states
including superpositions and mixtures of general N -photon states with arbitrary
spectral distribution functions in multiple spatial and/or polarization modes.
The power of the formalism lies in its direct applicability to general systems of
interest in quantum optics such as multi-level atoms, atomic ensembles, and con-
tinuous variable systems, i.e. optical or nano-mechanical resonators. For example,
it is possible to reproduce the cavity-mediated, single-photon pulse shaping results
of Ref. [Mil08] by first identifying the coupling operators, Hˆ = 0, Lˆ =
√
γaˆ, and
Sˆ = Iˆcavity. Then, our expression for the output photon flux, Eq. (3.44), is equivalent
to Eq. (22) in Ref. [Mil08] for a single-photon input. One can formally describe their
dynamics as they interact with novel nonclassical states of light, such as spectrally
correlated two-photon states. Others have shown that this formalism applies in the
microwave domain as well [Koc12], and have used it to study cross-Kerr effects in
artificial atoms [FKC+13, HKP+13] and for the design of a QND photon detector in
superconducting circuit QED [STK+14].
As arcane formalism can often spark antipathy as much as curiosity, we supple-
mented the general, purely theoretic results with a variety of pedagogical examples
accompanied by numerical simulations. We began with the study of a two-level atom
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interacting with Fock states of various photon number in a single mode. While it is
known that an appropriately shaped rising exponential pulse with a single photon is
optimal for excitation, such pulses are not easily produced, and thus we focused on
Gaussian pulses in Sec. 3.4. We saw the maximum excitation probability Pmaxe was
low for both small (∆ω/Γ  10−1) and large (∆ω/Γ  102) bandwidths. The low
P
max
e for small bandwidths, centered at the atomic resonance, might seem counter
intuitive. In the time domain the corresponding wave packet is broad, nevertheless
the near-resonant photons all get absorbed, but are immediately reemitted by the
vacuum coupling, which leads to a small average Pe. This intuition is confirmed with
simulations in two spatial modes, presented in Sec. 3.5.3, where wave packets with
small bandwidths are nearly perfectly reflected. The reflection is mediated by photon
absorption and the consequent reemission, which is directionally unbiased. However,
destructive interference between the incoming wave packet and the transmitted mode
results in reflection only; i.e. the atom can act as a perfect reflector.
A number of interesting applications of our formalism remain to be explored,
including the investigation of pulse shaping for few-photon states, temporal mode
matching for quantum memories, and mediated photon-photon interactions. Our
formalism is particularly applicable to quantum networks [Kim08, MMO+07]. Re-
cently, the theory of cascaded quantum systems [Gar93, Car93b] has been formalized
to the point where simple rules for composing modular quantum optical systems into
a network have been developed [YK03a, YK03b, GJ09b, GJ09a, JG10]. One needs
only the (S, L,H)-tuple of each module specified in order to perform network anal-
ysis and simplification. As our description of the system, input, and output fields is
also in terms of a (S, L,H)-tuple, our formalism can be ported to this setting, as has
been shown and used in Ref. [STK+14].
The unconditional master equations presented in this dissertation are part of a
larger program to fully characterize the interaction of a propagating N -photon state
with an arbitrary quantum system. There remain many avenues to explore.
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In many cases a light-matter interaction is followed by measurement of the output
fields (e.g. the QND spin squeezing in Chapter 5). As the measurement results are
random, the conditional dynamics of the system and remaining unmeasured field are
stochastic. An individual realization of a continuous measurement record generates
such stochastic dynamics known as a quantum trajectory [Car93a]. The uncondi-
tional master equations describe the evolution averaged over of a large ensemble of
quantum trajectories. For Fock-state input, the unconditional master equation dy-
namics require keeping track of the field. Conditional dynamics are no different, as
the temporal mode entanglement in a Fock state requires that the field itself must
be nontrivially conditioned on the measurement results.
For a single photon, a step towards the differential equations for the quantum tra-
jectories was given in Ref. [GEPZ98], where the authors suggested using a cascaded
systems approach, summarized in Appendix C, to determine the conditional evolu-
tion. This suggestion has become a standard approach, see e.g. Ref. [BEAM12]. An
alternative method using coupled stochastic master equations was implemented in
Refs. [GJN11, GJNC12], where the authors derived quantum trajectories1 for pho-
ton counting and homodyne measurements for single-photon input. This has been
extended to multi-photon fields using yet another technique, that of a non-Markovian
embedding [SZX13]. Finally, a recent result provides the quantum trajectories for
a general class of continuous matrix-product states, which includes time-ordered
multi-photon states [GJN14]. These derivations proceed in the Heisenberg picture
and rely on somewhat arcane mathematical techniques unfamiliar to many physicists.
We have supplemented these results with an accessible Schro¨dinger-picture deriva-
tion of the quantum trajectories for photon counting, homodyne, and heterodyne
measurements for N -photon Fock state input fields.
1Technically, the quantum filters derived in the mathematics community are different in
that they are constructed as optimal estimators for an unknown quantum state, whereas
the stochastic master equations describe conditional dynamics for a known state. However,
the resulting equations are identical up to the innovations process, [Eq. (5.81)].
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Finally, the capstone to this quantum quest is a complete description of the out-
put fields themselves. A glaring omission in Chaper 3 is the output field correlation
functions. When the input fields are not temporally entangled, field correlation
functions can often be directly tied to system correlation functions – as in the stan-
dard problem of resonance fluorescence. The system reaches a steady state and one
can study stationary statistical properties of the output field, such as the fluores-
cence spectrum. For N -photon states there is, in general, no (nontrivial) steady
state2, and further the input fields themselves exhibit temporal correlations. The
first step towards addressing these and other related issues is a complete descrip-
tion of propagating multi-mode quantum field states, including correlated N -photon
states, squeezed states, etc. Then, a relatively more difficult task remains: full char-
acterization of N -photon scattering for arbitrary quantum systems. The literature is
replete with solved examples for a given system and a specific photon number3 but
a general theory is still absent. A way has been paved in Ref. [FcKS10], where the
direct connection is made between the Møller wave operators from scattering theory
and input-output theory. It should be possible to use techniques similar to those
in this thesis to calculate the scattering matrix elements in the Fock basis for an
arbitrary system and any number of photons.
For several photons, understanding Fock-state scattering has direct applications
in the study of quantum gates for photonic qubits [JF12, GBP12, VSG13, ZGB13].
The effective mediated interactions require indistinguishable photons at the output.
Our results show that the temporal wave packet of a photon (using the photon flux as
2There is also no steady state for time-dependent Gaussian input fields such as the
coherent state wave packet in Sec. 3.3.5.
3A two-level atom and a single photon [SF05, CWMK11, Ely12, LXCS13], a cavity QED
system and a single photon [Kos08b], multiple cascaded two-level systems and two photons
[Roy13], a three-level Λ or V-system and one and two photons [WS10], two non-identical
two-level atoms and two photons [RcKF11], a cavity QED system and two photons [RF12],
an optical cavity and several photons [Aie00], a Kerr nonlinear medium and N photons
[Kos08a], a two-level system and N photons [LSB10], a three- or four-level system and N
photons [ZGB12], to name just a few.
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proxy) can be significantly modified through interactions, which must be considered
if one is to use output wave packets as inputs for the next gate. With a proper
understanding of Fock-state scattering, such temporal effects can be included in the
design and implementation of quantum information devices that rely on photonic
data channels.
7.2 Three-dimensional atom-light interface
The entangling power of a quantum interface between photons and an ensemble of
cold atoms is at the heart of a variety of quantum information processing tasks.
For a spatially-extended atomic cloud, one must consider a full three-dimensional
description of the electromagnetic modes and atomic density distribution in order to
optimize this entangling power. Inhomogeneous coupling between atoms and pho-
tons is essential to maximize the strength of the quantum interface but comes with
substantial complexity in the theoretical description. In Chapter 5 we presented
such a description in terms of quantized paraxial modes of the field that describes
two distinct effects. First, the collective coupling gives rise to a generalization of the
Faraday interaction that entangles the quantized Stokes vector of the laser field with
a collective spin wave defined by the weighted ensemble of atoms that indistinguish-
ably radiates into the spatial mode of the probe. Balanced polarimetry detects only
the light scattered into this mode, with the phase shift, attenuation, Faraday rota-
tion, and birefringence dependent on the fundamental spin wave. Second, diffusely
scattered photons lead to optical pumping and decoherence across the ensemble at a
rate proportional to the local probe intensity. The measurement record can be used
to continuously update the collective atomic state, described by a stochastic master
equation in Sec. 3.5.1.
Using this model, we investigated the ultimate limits to QND spin squeezing
for an ensemble of spin-1
2
atoms in Chapter 6. A delicate balance between the
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competing effects of squeezing through measurement backaction and decoherence
by photon scattering favors certain geometries for spin squeezing. Unlike the usual
one-dimensional description in which the amount of squeezing is set by a single pa-
rameter, the optical density, we find that due to inhomogeneous coupling, multiple
parameters are required. Of particular importance in a metrological context are
the mean collective spin and the projection noise variance, determined by effective
atom numbers N
(1)
eff and N
(2)
eff , respectively. Optimal geometries maximize the ef-
fective optical density for squeezing, OD
(2)
eff , proportional to N
(2)
eff , while minimizing
depolarization of the mean spin, proportional to N
(1)
eff , and injected noise into the
spin wave by optical pumping. We found that optimal mode matching occurs for
geometries where a large number of atoms are addressed by a beam with a small
transverse area, yielding a high OD
(2)
eff , but also where the depolarization rate due to
optical pumping is relatively small. This geometry corresponds to a longitudinally
extended, pencil-shaped cloud, with a probe beam chosen to optimize the tradeoffs
between OD
(2)
eff and decoherence. Such a geometry is far from the regime describing
squeezing of a symmetric atomic spin ensemble, as is typically assumed. One recov-
ers the symmetric description only for ensembles confined with extents much smaller
than the beam waist and Rayleigh range, which yield much smaller OD
(2)
eff .
The results could be extended in several ways. First, recent work has consid-
ered ensembles of higher-spin alkali atoms, in which control over the rich internal
hyperfine structure can enhance the entangling strength of the atom-light interface
[NTJD12]. Quantifying the gains achievable though such control techniques requires
a realistic description of the inhomogeneous interaction between light and atoms.
Second, in Chapter 6, we used a stochastic master equation to study the squeezing
of the fundamental spin wave from QND measurement. In the Gaussian approxima-
tion, the variance obeys a deterministic equation of motion, and the mean spin is a
function of the stochastic measurement record. In our analysis, we were primarily
interested in the the squeezing parameter, which depends only on the length of the
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mean spin but ignores its orientation. The relevant mean-spin dynamics arose from
diffuse scattering. In order to make use of the spin squeezing for metrology or to
simulate long-time behavior, such as for preparation of Dicke states using feedback
control [SvHM04, VBB+11], the stochastic dynamics play a critical role. Further,
since the decoherence map, Eq. (5.85), is not symmetric in the angular momentum
components, stochastically driven significant y- and z- components of the mean spin
can modify the effects of diffuse photon scattering. Third, a description of spin
squeezing is often accompanied by a study of anti-squeezing, required to maintain
Heisenberg uncertainty relations, and as such can be considered the core quantum
mechanical process. In the context of multiple coupled spin waves, the possibility
may exist to slough off this requirement by pushing the conjugate quantum uncer-
tainty into higher order modes uncoupled to the measurement. This could allow for
simultaneous squeezing in orthogonal spin components, such as in planar quantum
squeezing [HPDR11].
We studied the case of interactions in a highly transparent regime where the op-
tical density is very small at the detuning of the probe. Collective effects arise solely
from the fact that the each of the atoms that scatter photons into the same parax-
ial mode are indistinguishable. For much higher densities, and/or lower detunings,
multiple scattering effects are non-negligible, and one must go beyond our forward-
scattering model in the first Born approximation [CRB+14]. Under these conditions
coherent backscattering [RSB+14], superradiant scattering [ICSK+99, HKlT+08],
and stimulated Raman scattering [RM81, SS09] become important and can lead
to additional collective effects. At high atomic densities, one must also consider the
effects of atomic collisions [KKS+12]. Finally, we considered ultracold ensembles
where the atoms are well approximated as fixed point scatterers. Effects of finite
temperature can be included by averaging over the positions of the atoms, as in Ref.
[DCZ02].
While the three-dimensional model developed in this dissertation was specifically
Chapter 7. Summary and outlook 191
tailored to study the problem of spin squeezing by QND measurement, it can be
extended to other protocols involving the quantum interface between photons and
free-space atomic ensembles. Mode-matching and spatial effects are important for
other spin squeezing protocols including the double-pass counter-twisting interaction
[TIT+05, TJD10] or the recently proposed planar squeezing protocol [PCSM13]. Un-
derstanding spatial effects in order to identify regimes of strong coupling is also essen-
tial for quantum memories and repeaters in free-space atomic ensembles. Finally, a
multimode description of the entangling Hamiltonian offers the possibility to exploit
spatial modes and their associated spin waves as a resource. The creation of entan-
glement between spin waves could lead to novel states with potential application in
continuous variable quantum computation and communication [CLP07].
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Appendix A
Laguerre-Gauss modes
As discussed in Sec. 2.2, the paraxial field in free space can be decomposed into a set
of dimensionless transverse mode functions that satisfy the paraxial wave equation.
When considering geometry where both the atomic cloud and the probe exhibit
some degree of cylindrical symmetry, a natural choice are the Laguerre-Gauss modes
{upl(r⊥, z)}, where p is the radial mode index and l is the azimuthal index. In
cylindrical coordinates the mode functions are,
upl(r⊥, z) =Npl w0
w(z)
(√
2ρ
w(z)
)|l|
L|l|p
(
2ρ2
[w(z)]2
)
exp
(
− ρ
2
[w(z)]2
)
(A.1)
× exp
(
ik0ρ
2
2R(z)
− i(2p+ l + 1)Φ(z)− ilφ
)
,
where w0 is the 1/e
2 beam waist at the focal plane and zR ≡ k0w20/2 is the Rayleigh
range. Npl =
√
p!/(|l|+ p)! is the normalization constant, and L|l|p (x) indicates
an associated Laguerre polynomial. The z-dependent beam waist, the radius of
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curvature of the phase fronts, and the Guoy phase are given respectively by
w(z) = w0
√
1 +
(
z
zR
)2
, (A.2a)
R(z) = z
[
1 +
(zR
z
)2]
, (A.2b)
Φ(z) = tan−1
(
z
zR
)
. (A.2c)
These modes satisfy the properties,∫
d2r⊥u∗pl(r⊥, z)up′l′(r⊥, z) = Aδp,p′δl,l′ , (A.3a)∑
p,l
upl(r⊥, z)u∗pl(r
′
⊥, z) = Aδ
(2)(r⊥ − r′⊥), (A.3b)∑
p,l
upl(r⊥, z)u∗pl(r
′
⊥, z
′) = AK(r⊥ − r′⊥, z − z′), (A.3c)
where K(r⊥− r′⊥, z− z′) is the paraxial propagator. The Laguerre-Gauss modes are
normalized to characteristic transverse area, A = piw20/2. The TEM00 fundamental
mode is,
u00(r⊥, z) =
w0
w(z)
exp
[
− ρ
2
[w(z)]2
]
exp
[
ik0ρ
2
2R(z)
]
exp
[
− iΦ(z)
]
. (A.4)
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Appendix B
Fock-state Ito¯ table
The Ito¯ table gives the rules for products of the quantum noise increments for a
given input field state. Consider the following two combinations of the quantum
noise increments that arise in the short-time interaction unitary Eq. (3.5.1),
dBtdB
†
t =
∫ t+dt
t
dt′
∫ t+dt
t
dt′′bˆ(t′)bˆ†(t′′)
=
∫ t+dt
t
dt′
∫ t+dt
t
dt′′
(
δ(t′ − t′′) + bˆ†(t′)bˆ(t′′))
=dt+ dB†tdBt (B.1)
Under vacuum the normally ordered relation is 〈0|dB†tdBt|0〉 = 0, which gives
〈0|dBtdB†t |0〉 = dt. These vacuum relations are used in the derivation of the quan-
tum Ito¯-Langevin equation, [Eq. (2.73)]. For Fock states, the action of the quantum
noise increments, [Eq. (3.5.1)], generates two powers of the infinitesimal dt, and thus
〈mξ|dB†tdBt|nξ〉 = 0. One might expect the other term, dBtdB†t , to vanish as well
for Fock states of different photon number, but in fact the quantum noise increments
in the Ito¯-Langevin equation, Eq. (2.73), appear in conjunction with system opera-
tors. Unlike Gaussian fields, the Fock states cannot be pulled through the system
operators when taking expectations. The results is that the Fock-state Ito¯ table is
simply a summary of the order in the infinitesimal dt of products of quantum noise
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increments and, as such, is identical to Eq. (2.72). The consequences of Fock-state
expectations are accounted for later, when the master equations are derived. It is
clear, then, that the Ito¯ table for a general N -photon state with an arbitrary spectral
distribution function (within the quasi-monochromatic approximation) is also iden-
tical to the vacuum table. This follows from the occupation number representation,
reviewed in Appendix F, which relies on a decomposition in a basis of orthogonal
Fock states, each of which respects its own Fock Ito¯ table.
In fact, one can always work with the vacuum Ito¯ table and consider displacements
of the quantum noise increments. This is an alternate approach to that of using “non-
vacuum” Ito¯ tables [GZ10, WM10]. The difference arises in the point of view - for
a non-vacuum table, one first displaces the fields and then finds the non-vanishing
products of quantum noise increments; in our approach one displaces the increments
in the quantum Langevin equation after having discarded the vanishing vacuum
products. This approach should also work for thermal and squeezed fields, although
it remains to be shown.
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Appendix C
Cascaded single-photon master
equation
Here, we outline a cascaded systems approach for modeling the interaction of a quan-
tum system with a single-photon wave packet. The idea is to explicitly include an
auxiliary system – in this case an excited two-level atom – as the “source” of the
photon. The output of the source is fed, in a one-directional way, into the quantum
system. By manipulating the decay rate of the source atom, arbitrary single pho-
ton wave packets can be generated [GJN11, GJNC12, CHJ12, GZ14]. The reduced
dynamics of this system can then be related to the Fock-state master equations
developed in Chapter 3.
C.1 Model for a single-photon source
Beginning with an uncorrelated state of the “source” atom and the multimode vac-
uum, |ψ(0)〉 = |e〉 ⊗ |0〉, the Schro¨dinger equation for the total state is
d|ψ〉 =
(
λ(t)|g〉〈e| ⊗ dB†t +
1
2
|λ(t)|2|e〉〈e| ⊗ Iˆfielddt
)
|ψ〉. (C.1)
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This has the exact solution [GJN11],
|ψ(t)〉 =
√
w(t)|e〉 ⊗ |0〉+ |g〉 ⊗B†t)(ξ)|0〉, (C.2)
where the multimode photon creation operator up to time t is given by
B†t)(ξ) ≡
∫ t
0
dt′ξ(t′)b†(t′), (C.3)
and w(t) =
∫∞
t
dt′|ξ(t′)|2. This is related to the time dependent coefficient in the
solution, Eq. (C.1), through the relation
λ(t) =
1√
w(t)
ξ(t). (C.4)
Thus at time time t→∞, the limiting state is that of the source in the ground state
and a single photon in the field with temporal envelope ξ(t):
|ψ(t→∞)〉 = |g〉 ⊗ |1ξ〉. (C.5)
By properly modulating the decay rate of the atom using Eq. (C.4), an arbitrarily
shaped photon can be produced.
C.2 Cascading the source and system
We now use the output of the single-photon source as the input to our quantum sys-
tem of interest using a cascaded quantum systems approach []. The system coupling
to the input field is described by the Lˆ operator (we ignore an additional system
Hamiltonian and the Sˆ operator here, as they serve only to complicate the equa-
tions). Within the cascaded systems approach, we identify the following operators
on the total system (Hsys ⊗Hsource),
Hˆtot =
i~
2
√
w(t)
(
ξ∗(t)Lˆ⊗ |e〉〈g| − ξ(t)Lˆ† ⊗ |g〉〈e|
)
(C.6)
Lˆtot = Lˆ⊗ Iˆsource + ξ(t)√
w(t)
Iˆsys ⊗ |g〉〈e| (C.7)
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Now we can write the master equation for the total system as (setting Hˆsys = 0),
d
dt
ρˆtot =− i~ [Hˆtot, ρˆtot] + LLtot [ρˆtot] (C.8)
=Lˆ⊗ IˆsourceρˆtotLˆ† ⊗ Iˆsource − 1
2
Lˆ†Lˆ⊗ Iˆsourceρˆtot − 1
2
ρˆtotLˆ
†Lˆ⊗ Iˆsource (C.9)
+
ξ(t)√
w(t)
(
Iˆsys ⊗ |g〉〈e|ρˆtotLˆ† ⊗ Iˆsource − Lˆ† ⊗ |g〉〈e|ρˆtot
)
+
ξ∗(t)√
w(t)
(
Lˆ⊗ IˆsourceρˆtotIˆsys ⊗ |e〉〈g| − ρˆtotLˆ⊗ |e〉〈g|
)
+
|ξ(t)|2
w(t)
(
Iˆsys ⊗ |g〉〈e|ρˆtotIˆsys ⊗ |e〉〈g| − 1
2
Iˆsys ⊗ |e〉〈e|ρˆtot − 1
2
ρˆtotIˆsys ⊗ |e〉〈e|
)
The key to connecting the Fock-state master equations to the cascaded equation here
is to take the partial trace over the source to find the matrix elements in the source
subspace,
ρˆij = 〈i|ρˆtot|j〉. (C.10)
These matrix elements are operator-valued objects in the system space. Projecting
the full master equation, Eq. (C.9), into the source subspace this way shows these
matrix elements are coupled via the equations,
d
dt
ρˆee = LL[ρˆee]− |ξ(t)|
2
w(t)
ρˆee, (C.11)
d
dt
ρˆge = LL[ρˆge] + ξ(t)√
w(t)
[
ρˆee, Lˆ
†]− 1
2
|ξ(t)|2
w(t)
ρˆge, (C.12)
d
dt
ρˆgg = LL[ρˆgg] + ξ(t)√
w(t)
[
ρˆeg, Lˆ
†]+ ξ∗(t)√
w(t)
[
Lˆ, ρˆge
]
+
|ξ(t)|2
w(t)
ρˆee. (C.13)
The operators Lˆ and Lˆ† in these equations are those on the system space, as the
operators in the source space have already been included in the projection.
C.2.1 Connection to the Fock-state master equations
The critical difference between the cascaded approach and the Fock-state master
equations is the way in which each keeps track of the photonics degrees of freedom.
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That is; the cascaded approach keeps track of the full quantum state of the qubit
photon source, and the Fock-state master equations do not. In order to see the
connection, we first note that by tracing over the source in the cascaded equations
we get the reduced system state,
%ˆsys = Trsource
[
ρˆtot
]
= ρˆee + ρˆgg, (C.14)
which is a combination of the diagonal terms of the source. The physical state’s
equation of motion is found by combining Eq. (C.11) and Eq. (C.13),
d
dt
%ˆsys = LL[ρˆsys] + ξ(t)√
w(t)
[
%ˆeg, Lˆ
†]+ ξ∗(t)√
w(t)
[
Lˆ, %ˆge
]
. (C.15)
This is very similar to the the equation of motion for %ˆ11 in the Fock-state master
equations. By making the following connections,
%ˆ11 = %ˆsys = ρˆee + ρˆgg (C.16)
%ˆ10 = ρˆge/
√
w(t) (C.17)
%ˆ00 = ρˆee/w(t), (C.18)
and taking time derivatives1, we complete the correspondence by finding the Fock-
state master equations
d
dt
%ˆ11 = LL[%ˆ11] + ξ(t)
[
%ˆ01, L
†]+ ξ∗(t)[L, %ˆ10] (C.20)
d
dt
%ˆ10 = LL[%ˆ10] + ξ(t)
[
%ˆ00, L
†] (C.21)
d
dt
%ˆ00 = LL[%ˆ00]. (C.22)
1For the ambitious, this calculation is aided by noting that
d
dt
w(t) =
d
dt
∫ ∞
t
ds|ξ(s)|2 = −|ξ(t)|2. (C.19)
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Note that the relations Eq. (C.16) may be inverted to find
%ˆee = w(t)%ˆ00 (C.23)
%ˆge =
√
w(t)%ˆ10 (C.24)
%ˆgg = %ˆ11 − w(t)%ˆ00. (C.25)
So in principle, the Fock-state master equations contain full information about the
cascaded source density matrix as well. That is, the full state of the source and
system at time t is
ρˆtot(t) =%ˆee(t)|e〉〈e|+ %ˆge(t)|e〉〈g|+ %ˆeg(t)|g〉〈e|+ %ˆgg(t)|g〉〈g| (C.26)
=w(t)%ˆ00(t)|e〉〈e|+
√
w(t)%ˆ10(t)|e〉〈g|+
√
w(t)%ˆ01(t)|g〉〈e| (C.27)
+
(
%ˆ11(t)− w(t)%ˆ00(t)
)|g〉〈g|.
C.3 Initial conditions
The curious initial conditions for the Fock-state master equations, Eq. (3.5.1), have
a clear explanation in the cascaded approach. Consider a source initialized in its ex-
cited state, ρˆtot(0) = ρˆsys⊗|e〉〈e|. This means that %ˆee(0) = ρˆsys, and with Eq. (C.16)
we see that the initial conditions for the Fock-state master equations are
%ˆ11(0) = %ˆ00(0) = ρˆsys, (C.28)
%ˆ10(0) = 0. (C.29)
A final note on this method. The cascaded systems approach has been used here
to study the specific case of a system driven by a single photon field. Other cases,
including superpositions of Fock states and multi-photon states in multiple spatial
or temporal modes require different “source” models. Much progress has been made
recently on this issue; the authors of Ref. [GZ14] describe source models for general
multi-photon states and superpositions of coherent states. The great advantage of
the Fock-state master equations is that a source model is not necessary.
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Appendix D
Quantum regression theorem
Here I briefly review the quantum regression theory [Lax63, Ste14]. Let us assume
an initially unentangled state of the system and field
ρˆtot(0) = ρˆsys(0)⊗ ρˆfield(0). (D.1)
As time progresses, the total state of the system and field in general becomes entan-
gled through a unitary operator Uˆ(t, 0),
ρˆtot(t) = Uˆ(t, 0)ρˆtot(0)Uˆ
†(t, 0) = Uˆ(t, 0)ρˆsys(0)⊗ ρˆfield(0)Uˆ †(t, 0) (D.2)
and the reduced state of the system is found by tracing over the field,
%ˆsys(t) = Trfield
[
Uˆ(t, 0)ρˆtot(0)Uˆ
†(t, 0)
]
. (D.3)
The composition property of the unitary evolution operator is
Uˆ(t, t′′) = Uˆ(t, t′)Uˆ(t′, t′′), (D.4)
for t ≥ t′ ≥ t′′.
We are now equipped to calculate two-time correlations between system operators
Appendix D. Quantum regression theorem 202
Aˆ⊗ Ifield and Bˆ ⊗ Ifield, for times t and t+ τ :
〈Aˆ(t)Bˆ(t+ τ)〉 = Trsys+field[Aˆ(t)Bˆ(t+ τ)ρˆtot(0)] (D.5)
= Trsys+field[Uˆ
†(t, 0)AˆUˆ(t, 0)Uˆ †(t+ τ, 0)BˆUˆ(t+ τ, 0)ρˆtot(0)] (D.6)
We can now make use of the cyclic property of the trace along with Eq. (D.4) to give
〈Aˆ(t)Bˆ(t+ τ)〉 = Trsys+field[Aˆ(t)Bˆ(t+ τ)ρˆtot(0)]
= Trsys+field[AˆUˆ
†(t+ τ, t)BˆUˆ(t+ τ, t) Uˆ(t, 0)ρˆtot(0)Uˆ †(t, 0)︸ ︷︷ ︸
ρˆtot(t)
]
= Trsys+field[BˆUˆ(t+ τ, t)ρˆtot(t)AˆUˆ
†(t+ τ, t)]
= Trsys
[
Bˆ Trfield
[
Uˆ(t+ τ, t)ρˆtot(t)AˆUˆ
†(t+ τ, t)
]]
. (D.7)
In the last step, we have used the fact that Bˆ⊗Ifield is a Schro¨dinger-picture operator
on the system and contains no field dependence. To follow Steck, we can define
Aˆ(t+ τ, t) ≡Trfield
[
Uˆ(t+ τ, t)ρˆtot(t)AˆUˆ
†(t+ τ, t)
]
(D.8)
subject to the boundary condition,
Aˆ(t, t) ≡Trfield
[
ρˆtot(t)Aˆ
]
(D.9)
=Trfield
[
Uˆ(t, 0)ρˆtot(0)Uˆ
†(t, 0)Aˆ
]
(D.10)
=%ˆsys(t)Aˆ. (D.11)
The two-time correlation function can be written,
〈Aˆ(t)Bˆ(t+ τ)〉 = Trsys
[
BˆAˆ(t+ τ, t)]. (D.12)
To use this formula for calculations, follows these steps. First, find %ˆsys(t) at time t
and use it to find Aˆ(t, t) using Eq. (D.11). Second, we evolve the operator Aˆ(t′, t)
from time t to t′. Finally, at time t′ take the trace of Aˆ(t′, t) with system operator
Bˆ.
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Appendix E
Fock-state excitation of a two-level
atom: formal solution
The problem of a two-level atom interacting with an N -photon Fock state can be
treated using a fully unitary method that tracks the joint system-field state similar to
the cavity problems considered in Ref. [GB13b]. This solution was derived by Julio
Gea-Banacloche and is presented here with permission [GB13a]. Here we proceed
using the white-noise Hamiltonian in Eq. (2.54) with cˆ = |g〉〈e| and √γ = √2piκ(ω0).
The Markov approximation has already been made and the input field is described
by the operators, bˆ(t) and bˆ†(t). The joint state at any can time can be written as
|ψ(t)〉 = |e〉 ⊗ |φe(t)〉+ |g〉 ⊗ |φg(t)〉, (E.1)
where |φe(t)〉 and |φg(t)〉 are photonic wave functions to be determined. From the
Hamiltonian, the equations of motion are
d|φe(t)〉 = −√γbˆ(t)|φg(t)〉, (E.2a)
d|φg(t)〉 = √γbˆ†(t)|φe(t)〉. (E.2b)
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Formally integrating for |φg(t)〉, using the initial conditions |ψe(0)〉 = 0 and |ψg(0)〉 =
|Nξ〉, substituting into the equation for |φe(t)〉, and normally ordering gives
d
dt
|φe(t)〉 = −γ
2
|φe(t)〉 −
√
γNξ(t)|N − 1ξ〉 − γ
∫ t
0
dt′bˆ†(t′)bˆ(t)|φe(t′)〉. (E.3)
This equation can be solved by introducing an integrating factor e−
γ
2
t,
|φe(t)〉 = −
√
γN
∫ t
0
dt′e−
γ
2
(t−t′)ξ(t′)|N−1ξ〉−γ
∫ t
0
dt′
∫ t′
0
dt′′e−
γ
2
(t−t′)bˆ†(t′′)bˆ(t′)|φe(t′′)〉.
(E.4)
Inserting the expression for |φe(t)〉 into the integral on the right side, similar to a
Born series, we get at the first iteration,
|φe(t)〉 = −
√
γN
∫ t
0
e−
γ
2
(t−t1)ξ(t1) dt1|N − 1ξ〉 (E.5)
+ γ3/2
√
N(N − 1)
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3e
− γ
2
(t−t1)e−
γ
2
(t2−t3)ξ(t1)ξ(t3)bˆ†(t2)|N − 2ξ〉
+ γ2
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4 e
− γ
2
(t−t1)e−
γ
2
(t2−t3)bˆ†(t2)bˆ(t1)bˆ†(t4)bˆ(t3)|φe(t4)〉.
Normally ordering the operators in the last line, the term involving δ(t1 − t4) van-
ishes. This applies at each iteration, and the resulting pattern is that each successive
iteration brings two new integrals, a factor bˆ†(tn)e−
γ
2
(tn−tn+1)ξ(tn+1), and acts on a
state with one fewer photon. Because the field starts with a finite number of photons,
the series eventually terminates. The analytic solution is then:
|φe(t)〉 = −
√
γN
∫ t
0
e−
γ
2
(t−t1)f(t1) dt1|N − 1ξ〉 (E.6)
+ γ3/2
√
N(N − 1)
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 e
−γ(t−t1)e−γ(t2−t3)ξ(t1)ξ(t3)bˆ†(t2)|N − 2ξ〉
− γ5/2
√
N(N − 1)(N − 2)
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4
∫ t4
0
dt5
× e−γ(t−t1)e−γ(t2−t3)e−γ(t4−t5)ξ(t1)ξ(t3)ξ(t5)bˆ†(t2)bˆ†(t4)|N − 3ξ〉+ . . .
One can in principle substitute this expression into (E.2b) and integrate to find
|ψg(t)〉, thus giving the full joint state. In practice, the integrals may prove too
difficult to evaluate analytically, except for simple pulses. From this solution, we can
find the excitation probability at any time, Pe(t) = 〈ψe(t)|ψe(t)〉.
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Appendix F
Occupation number representation
for N-photon states
F.1 N-photon states
Here we review the occupation number representation of a general N -photon state
presented in Ref. [RMS07]. In one dimension and in a single mode, a general quasi-
monochromatic N -photon state can be written in the time domain, this becomes
|ψN〉 = 1√N
∫
dt1 . . . dtN ψ(t1, . . . , tN)b
†(t1) . . . b†(tN)|0〉 , (F.1)
where the temporal envelope ψ(t1, . . . , tN) is the Fourier transform of ψ˜(ω1, . . . , ωN)
[BLPS90]. The temporal envelope is in general neither factorable nor symmetric in
its indices, ti, indicating that the photons are entangled in the spectral/temporal
degrees of freedom. The normalization factor N is a function of the permutation
symmetry of the temporal envelope,
N =
∫
dt1 . . .
∫
dtN ψ
∗(t1, . . . , tN)
∑
σ∈SN
ψ
(
σ[t1, . . . , tN ]
)
, (F.2)
where σ represents permutations over the indices.
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The level of permutation symmetry of ψ(t1, . . . , tN) is directly related to the
temporal distinguishability of the photons as characterized by the visibility in a
generalized Hong-Ou-Mandel experiment [Ou06, Ou08]. A temporal envelope is fully
permutation symmetric if
ψ(t1, . . . , tN) = ψ(P [t1, . . . , tN ]). (F.3)
In this case the sum in Eq. (F.2) can be done, and such a state has normalizationN =
N !
∫
dt1 . . .
∫
dtN |ψ(t1, . . . , tN)|2. Fock states exhibit full permutation symmetry,
and further, the temporal envelope factors, ψ(t1, . . . , tN) = Π
N
i=1ξ(ti). Thus, N = N !.
For a state that exhibits no permutation symmetry, ψ(t1, . . . , tN) is orthogonal to all
permutations of its indices with respect to the integration in Eq. (F.2).
We demonstrate these cases with a simple example. Consider a 2-photon state,
|ψ2〉 = 1√N
∫
dt1
∫
dt2 ψ(t1, t2)bˆ
†(t1)bˆ†(t2)|0〉, (F.4)
with normalization
N =
∫
dt1
∫
dt2 ψ(t1, t2)
(
ψ∗(t1, t2) + ψ∗(t2, t1)
)
. (F.5)
For a factorizable envelope, ψ(t1, t2) = ξ(t1)η(t2), the normalization,
N =
∫
dt1|ξ(t1)|2
∫
dt2 |η(t2)|2 +
∫
dt1ξ(t1)η
∗(t1)
∫
dt2 η(t2)ξ
∗(t2), (F.6)
directly shows us that the degree of temporal distinguishability affects the relative
size of the integrals in the second term. If ξ(t) and η(t) are orthogonal, meaning that
the two photons are perfectly distinguishable, then this second term disappears.
In this case one can associate a mode creation operator with both ξ(t) and η(t),
and the state can be represented as a tensor product of single-photon Fock states
|ψ2〉 = |1ξ〉 ⊗ |1η〉 = |1, 1〉. If ξ(t) = η(t) then the two photons are in the same
temporal wave packet and the second term in Eq. (F.6) is identical to the first,
giving a factor of 2. In this case the state is a two-photon Fock state, |ψN〉 = |2ξ〉.
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Partial overlap of ξ(t) and η(t) indicates partial distinguishability of the photons,
and some work is required to write the state in a basis of Fock states over temporal
modes. That is the subject of the following subsection.
F.2 Occupation number representation of an N-
photon state
The general N -photon state can be expressed in a set of Fock states defined on a basis
of orthogonal temporal modes. Associated with each mode is a mode creation opera-
tor, repeated application of which to vacuum produces Fock states. We first identify
a set of complex-valued, orthonormal basis functions that satisfy
∫
dt ξ∗i (t)ξj(t) = δi,j.
Expanded in this basis, the temporal envelope is
ψ(t1, . . . , tN) =
∑
i1
· · ·
∑
iN
λ′i1,...,iN ξi1(t1)...ξiN (tN). (F.7)
Each subscript runs over the labels for the basis functions, i.e. ik ∈ {α, . . . ζ}1. The
expansion coefficients are given by the projection of the temporal envelope onto the
basis functions,
λ′α,...ζ =
∫
dt1 . . . dtN ξ
∗
α(t1) . . . ξ
∗
ζ (tN)ψ(t1, . . . , tN). (F.8)
Defining a creation operator for a single photon in basis mode ξα(t) as B
†(ξα) =∫
dt ξα(t)b
†(t), and using Eq. (F.1-F.8), we write the N -photon state as
|ψN〉 = 1√N
∑
i1,...,iN
λ′i1,...,iNB
†(ξi1) . . . B
†(ξiN )|0〉. (F.9)
1Note that there is no relationship between the number of basis functions and the
number of photons – even a single photon can be expanded in a countably infinite set of
basis functions.
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Acting these operators on vacuum yields an expression for the N -photon state in
terms of basis Fock states, Eq. (3.7), in the basis functions,
|ψN〉 = 1√N
∑
i1,...,iN
λ′i1,...,iN
√
n1!n2! . . .|n1ξ1〉|n2ξ2〉... (F.10)
Counting the number of subscripts of λ′ gives the total photon number N , which can
be distributed among the basis Fock states in Eq. (F.10). The number of photons nα
in a particular basis function ξα(t) is found by counting the number of indices of λ
′
that are equal to α. For example, since they have 3 indices, the coefficients {λ′i1,i2,i3}
all describe a 3-photon state. The coefficient λ′1,1,4 refers to the state |2ξ1〉|1ξ4〉,
in which the first and second photons are in ξ1(t) and the third in ξ4(t). Due to
the indistinguishability of photons, λ′1,4,1 and λ
′
4,1,1 are also coefficients for the state
|2ξ1〉|1ξ4〉, although they need not have the same value. In general, λ′α,...,ζ is not
invariant under permutation of its indices. The degree to which index permutations
are is a function of the symmetry in the temporal envelope ψ(t1, ..., tN) [Ou06, Ou08].
We define a new set of coefficients,
cn1,n2,... =
√
n1!n2! . . .
N
∑
σ∈SN
λ′σ(i1,...,iN ), (F.11)
that sum over all permutations σ (in the symmetric group SN) of the indices of
coefficients of the type in Eq. (F.8). The subscripts ni are the number of photons
in mode i, the number of subscripts is the number of temporal modes, and the
normalization factor has been absorbed. With these coefficients the N -photon state
in Eq. (F.1) can be written,
|ψN〉 =
∑
n1,n2,...
cn1,n2,...|n1, n2, . . .〉 (F.12)
The state itself has been written such that the order of its elements specifies the
temporal modes in the basis, for compactness. It is clear that these algebraic acro-
batics have culminated in a set of expansion coefficients that are precisely probability
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amplitudes, ∑
n1,n2,...
|cn1,n2,...|2 = 1, (F.13)
and Eq. (F.12) is the occupation number representation2 of a general N -photon state.
This representation of the state will be most useful in our multimode Fock-state
formalism.
F.2.1 Two-photon example
To illustrate the formalism of the occupation number representation, consider the
two-photon state in Eq. (F.4). For the sake of example, assume that the state can
be represented in a basis consisting of two temporal modes, {ξ1(t), ξ2(t)}. Projecting
the temporal function ψ(t1, t2) onto those modes, we can represent the state as
|ψ2〉 = 1√N
2∑
i1=1
2∑
i2=1
λ′i1,i2B
†(ξi1)B
†(ξi2)|0〉 (F.14)
=
1√N
{
λ′1,1
[
B†(ξ1)
]2
+
(
λ′1,2 + λ
′
2,1
)
B†(ξ1)B†(ξ2) + λ′2,2
[
B†(ξ2)
]2}|0〉 (F.15)
=
1√N
{√
2λ′1,1|2ξ1〉|0ξ2〉+
(
λ′1,2 + λ
′
2,1
)|1ξ1〉|1ξ2〉+√2λ′2,2|0ξ1〉|2ξ2〉}|0〉 (F.16)
=c2,0|2, 0〉+ c1,1|1, 1〉+ c0,2|0, 2〉. (F.17)
The square root factors in the third line come from the definitions of the two-photon
Fock states. The state in the final line is the occupation mode representation using
the coefficients in Eq. (F.11).
2We make a departure here from Refs. [RMS07, BCBC12], wherein the final probabil-
ity amplitude coefficients were defined similar to Eq. (F.10). Those coefficients have the
advantage that for a finite number of photons they have a finite number of indices, even
when the number of temporal modes is infinite. However, for the Fock-state formalism
the coefficients here [Eq. (F.11)] are more convenient, since the subscripts of each general-
ized density matrix specify the number of photons in each temporal mode, even those in
vacuum.
210
Appendix G
Higher-order corrections to the
master equation
In this appendix we derive the terms in the master equation, Eq. (4.40), to order
1/∆2. Even in this limit, a fully quantum treatment of the master equation reveals
that decoherence acts not only on the atom but also on the paraxial field [VHKS12,
Tra11]. The aim of this appendix is to show that when one of the polarization
components of the paraxial field is displaced to a coherent state, the standard master
equation is recovered.
To describe entanglement generated between the atom and the paraxial field, we
consider here a fully quantum field, Eq. (4.2). For compactness, we designate the
single photon amplitude as E0 ≡
√
2pi~ω0/Ac and suppress the position, time, and
mode labels on the field operators, aˆi,λ(z, t)→ aˆλ, leaving only the polarization index
λ. First, we expand the coefficient in the atomic polarizability tensor, Eq. (4.5), into
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real and imaginary parts to order 1/∆2,
1
∆f ′ + iΓ/2
=
∆f ′
∆2f ′ + Γ
2/4
+
−iΓ/2
∆2f ′ + Γ
2/4
(G.1)
≈ 1
∆
(
1− δf ′
∆
)
− i 1
∆
(
Γ
2∆
)
. (G.2)
The approximation applies for detunings larger than the spontaneous emission rate,
∆ Γ, and we have decomposed the detuning as ∆f ′ = ∆ + δf ′ .
Real part of the interaction: coherent terms
The coherent evolution is given by the real part – the first term in Eq. (G.2) – of the
effective interaction, Eq. (4.4). Written using the irreducible tensor decomposition,
Eq. (4.19), the interaction is
Hˆcoh =|E0|2α0(∆)
∑
f ′
(
1− δf ′
∆
){
C
(0)
j′ff ′ Iˆ
(
aˆ†xaˆx+aˆ
†
yaˆy
)
+ iC
(1)
j′ff ′ fˆz
(
aˆ†xaˆy−aˆ†yaˆx
)
(G.3)
+ C
(2)
j′ff ′
[(
fˆ 2x −
fˆ2
3
)
aˆ†xaˆx +
(
fˆ 2y −
fˆ2
3
)
aˆ†yaˆy +
fˆxfˆy + fˆyfˆx
2
(
aˆ†xaˆy + aˆ
†
yaˆx
)]}
.
We now displace the x-polarized field to the coherent state |αx〉 with photon flux N˙L.
For a sufficiently powerful probe, the terms proportional to aˆ†yaˆy can be dropped, and
the coherent Hamiltonian becomes
〈αx|Hˆcoh|αx〉 =|E0|2α0(∆)
∑
f ′
(
1− δf ′
∆
){
N˙LC
(0)
j′ff ′ Iˆ + i
√
N˙LC
(1)
j′ff ′ fˆz
(
aˆy − aˆ†y
)
+ C
(2)
j′ff ′
[
N˙L
(
fˆ 2x −
fˆ2
3
)
+
√
N˙L
fˆxfˆy + fˆyfˆx
2
(
aˆy + aˆ
†
y
) ]}
. (G.4)
Imaginary part of the interaction: loss terms
The anti-Hermitian part of the Hamiltonian, Eq. (G.2), to order 1/∆2 is
Hˆloss = −i Γ
2∆
|E0|2α0(∆)
[
C
(0)
j′f Iˆ
(
aˆ†xaˆx + aˆ
†
yaˆy
)
+ iC
(1)
j′f fˆz
(
aˆ†xaˆy − aˆ†yaˆx
)]
. (G.5)
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Putting the x-polarized field in a coherent state gives
〈αx|Hˆloss|αx〉 = −i Γ
2∆
|E0|2α0(∆)
[
N˙LC
(0)
j′f Iˆ + i
√
N˙LC
(1)
j′f fˆz(aˆy − aˆ†y
)]
. (G.6)
Jump operators
In addition to loss driven by the non-Hermitian Hamiltonian, we must also account
for incoherent feeding. The Cartesian jump operators, λ ∈ {x, y, z}, are
Wˆλ =
∑
f ′
〈j′||d||j〉/~
∆f ′ + iΓ/2
(
eλ · Dˆff ′
)(
Dˆ†f ′f · (aˆxex + aˆyey)
)
. (G.7)
In the feeding terms, the jump operators appear in conjugate pairs. To order 1/∆2,∑
f ′
1
|∆f ′ + iΓ/2|2 ≈
1
∆2
, (G.8)
and thus this gives feeding terms,
Γ
∑
λ
WˆλρˆWˆ
†
λ =
Γ
∆
|E0|2α0(∆)
{(
C
(0)
j′f Iˆ aˆx + iC
(1)
j′f fˆzaˆy
)
ρˆ
(
C
(0)
j′f Iˆ aˆ
†
x − iC(1)j′f fˆzaˆ†y
)
(G.9)
+
(−iC(1)j′f fˆzaˆx + C(0)j′f Iˆ aˆy)ρˆ(iC(1)j′f fˆzaˆ†x + C(0)j′f Iˆ aˆ†y)
+
(
iC
(1)
j′f fˆyaˆx − iC(1)j′f fˆxaˆy
)
ρˆ
(−iC(1)j′f fˆyaˆ†x + iC(1)j′f fˆxaˆ†y)}.
With the x-polarized field in a coherent state these terms become,
Γ
∑
λ
〈αx|WˆλρˆWˆ †λ|αx〉 =
Γ
∆
|E0|2α0(∆)
{
N˙L
[
|C(0)j′f |2ρˆ+ |C(1)j′f |2
(
fˆzρˆfˆz + fˆyρˆfˆy
)]
+ i
√
N˙LC
(0)
j′fC
(1)
j′f
(
fˆzaˆyρˆ− ρˆfˆzaˆ†y + aˆyρˆfˆz − fˆzρˆaˆ†y
)
−
√
N˙L|C(1)j′f |2
(
aˆyfˆxρˆfˆy + fˆyρˆfˆxaˆ
†
y
)}
. (G.10)
G.1 Comparing terms for realistic parameters
We now take the expressions for the coherent, loss, and feeding terms – Eqs. (G.4),
(G.6), and (G.10) – and compare the orders of magnitude of the terms for realistic
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experimental parameters1. The typical order of the parameters for 133Cs are
∆ ≈ 2500 MHz, δF ′ ≈ 250 MHz, Γ/2 ≈ 2.5 MHz, (G.11)
noting that ∆ can vary in experiments. Now consider a short coherent pulse con-
taining NL = 10
6 photons [SKN+12b]. The relative coefficients that show up in the
master equation are
δF ′
∆
NL → 105, (G.12)
δF ′
∆
√
NL → 102, (G.13)
Γ
2∆
NL → 103, (G.14)
Γ
2∆
√
NL → 1. (G.15)
This comparably negligible coefficient in the final line is the prefactor in the loss
Hamiltonian and feeding terms that involves paraxial field operators. The resulting
coherent and loss parts of the effective Hamiltonian are
Hˆcoh =
√
N˙L|E0|2α0(∆)
(
C
(1)
j′f −
∑
f ′
δf ′
∆
C
(1)
j′ff ′
)
ifˆz(aˆy − aˆ†y) (G.16)
− |E0|2α0(∆)
∑
f ′
δf ′
∆
C
(2)
j′ff ′
(
N˙L
(
fˆ 2x − fˆ2/3
)
+
√
N˙L
2
(
fˆxfˆy + fˆyfˆx
) (
aˆy + aˆ
†
y
) )
,
Hˆloss = −iN˙L Γ
2∆
|E0|2α0(∆)C(0)j′f Iˆ , (G.17)
and the feeding terms are
Γ
∑
i
WˆλρˆWˆ
†
λ = NL
Γ
∆
|E0|2α0(∆)
(
|C(0)j′f |2ρˆ+ |C(1)j′f |2
(
fˆzρˆfˆz + fˆyρˆfˆy
))
. (G.18)
With this approximation, all of the decoherence that acts directly on the paraxial
field has dropped out, leaving loss and feeding terms that act solely on the atom.
This recovers the master equation in Eq. (4.51). The relative importance of neglected
1It in interesting to note that, to order 1/∆2, the rank-2 tensor terms only appear in
the coherent dynamics, due to the extra power of 1/∆ in the other terms.
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terms changes as the probe is moved closer to resonance. Specifically, when the de-
tuning approaches the hyperfine splitting, then higher-order terms in the decoherence
as well as tensor effects in the coherent dynamics will become important.
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Appendix H
Derivation of the stochastic master
equation for continuous
polarimetry measurements
To project onto Xˆ-eigenstates in each mode i, we first use the Zassenhaus formula,
eAˆ+Bˆ = eAˆeBˆe−
1
2
[Aˆ,Bˆ], (H.1)
to rewrite the time evolution operator in mode i. With the associations,
Aˆ = −i
√
κ
2
∫ t
t0
dt′ Im
{
Fˆ iz
}
Xˆi(zD, t
′), (H.2)
Bˆ = i
√
κ
2
∫ t
t0
dt′Re
{
Fˆ iz
}
Pˆi(zD, t
′), (H.3)
which have a commutation relation,
[Aˆ, Bˆ] = i
√
κ(t− t0)
2
Re
{
Fˆ iz
}
Im
{
Fˆ iz
}
, (H.4)
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the time evolution operator between the atomic ensemble and the propagating field
modes at the detector is
Uˆi(t0, t) = exp
[
− i
√
κ(t− t0)
4
Re
{
Fˆ iz
}
Im
{
Fˆ iz
}]
(H.5)
×←−T
{
exp
[
− i
√
κ
2
∫ t
t0
dt′ Im
{
Fˆ iz
}
Xˆi(zD, t
′)
]}
×←−T
{
exp
[
i
√
κ
2
∫ t
t0
dt′Re
{
Fˆ iz
}
Pˆi(zD, t
′)
]}
.
The Kraus component for continuous measurements of the Xˆ quadrature in mode
i is obtained by evolving via Eq. (H.5) for a small time interval ∆t and projecting
onto an Xˆi-eigenstate over that interval,
〈Xˆi = xi|Uˆi(t, t+ ∆t)|0〉 = exp
[
− i
√
κ∆t
4
Re
{
Fˆ iz
}
Im
{
Fˆ iz
}]
(H.6)
× exp
[
− i
√
κ
2
∆t Im
{
Fˆ iz
}
xi
]
× 〈Xˆi = xi|←−T
{
exp
[
i
√
κ
2
∫ t+∆t
t
dt′Re
{
Fˆ iz
}
Pˆi(z, t
′)
]}
|0〉.
The final term is a translation of the Xˆ-eigenstate and can be written〈
Xˆi = xi +
√
κ
2
Re
{
Fˆ iz
}|0〉 = exp [− ∆t
2
(
xi +
√
κ
2
Re
{
Fˆ iz
})2]
. (H.7)
Putting this together with Eq. (H.6), we get
Kˆi(∆t) = exp
[
− ∆t
2
(
x2i + 2xi
√
κ
2
Fˆ iz +
κ
2
Re
{
Fˆ iz
}
Fˆ iz
)]
. (H.8)
From the (unnormalized) POVM elements, Eˆi(∆t) = Kˆ
†
i (∆t)Kˆi(∆t), we can
calculate the probability density for the measurement outcomes [JS06]1,
P(xi) ∝ Tr
[
Eˆi(∆t)
]
= exp
[
−∆t
(
xi +
√
κ
2
〈
Re
{
Fˆ iz
}〉
c
)2]
. (H.9)
1There is a subtlety in calculating the outcome probabilities using Eq. (H.9).
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Because we defined the quantized field operators (and quadratures) in terms of pho-
ton flux, we see that the measurement outcome xi is a Gaussian-distributed random
variable with conditional mean, −√κ/2〈Re{Fˆ iz}〉c, and variance 1/(2∆t). We can
thus describe the measurement outcomes as a stochastic process driven by white
noise,
xi = −
√
κ
2
〈Re{Fˆ iz}〉c +
∆Wi√
2∆t
. (H.10)
Plugging Eq. (H.10) into Eq. (5.74) and expanding the exponential to highest non-
vanishing order in the infinitesimal limit ∆t → dt, ∆Wi → dWi gives the Kraus
operator we seek for continuous measurements,
Kˆ(dt) = Iˆ − κ
2
Fˆ iz〈Re{Fˆ iz}〉cdt−
κ
8
Fˆ i†z Fˆ
i
zdt−
√
κ
4
Fˆ izdWi, (H.11)
where conditional mean at time t.
The integrated classical measurement record2 in mode i is,
yi(t) = −
√
κ
∫ t
t0
dt′〈Re{Fˆ iz}(t′)〉c + dWi. (H.12)
where 〈Re{Fˆ iz}(t′)〉 is the conditional mean, determined by the previous stochastic
measurement record. The infinitesimal measurement increments are
dyi(t) = −
√
κ〈Re{Fˆ iz}(t)〉cdt+ dWi, (H.13)
as seen in the increments for polarimetry of the fundamental mode, Eq. (5.70).
Inverting this relationship, we can write the Wiener process in terms of the measure-
ment results and the expected mean value - the innovations process,
dWi = dyi(t)−
(
−√κ〈Re{Fˆ iz}(t)〉cdt
)
. (H.14)
Note that Eq. (H.12) in the fundamental mode is equivalent to Eq. (5.70).
2Here we use the standard notation y(t) for quadrature measurements. It is related to
the physical measurement operator, Eq. (5.61), which has units of integrated photon flux
(total photon number), by a scaling factor
√
N˙L/4.
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Appendix I
Analytic solution for the
symmetrically coupled variance
The equation of motion for the collective variance in a one-dimensional description,
∆F 2z , can be derived in various ways. Here we provide a derivation directly from the
SME in Eq. (5.86), in order to prepare for the more general multimode calculation.
Within a single-mode assumption, the SME for an ensemble of spin-1
2
atoms is
dρˆ =
√
κ
4
H[ρˆ]dW + κ
4
LFz [ρˆ]dt+ γ0
N∑
n=1
Dn[ρˆ]dt, (I.1)
with measurement strength per atom, κ = (σ0/A)(4γ0/9).
From Eq. (I.1) we can write down the stochastic equations of motion for the
first and second moments. To include the decay we decompose the second moment
according to Eq. (5.94). The effects of local decoherence are given found using
Eq. (5.89) and Eq. (5.92), along with the fact that D[fˆz] = −2fˆz/9 and D[fˆ 2z ] = 0
for spin-1
2
. The equations of motion are,
d〈Fˆz〉 =
√
κ
(〈Fˆ 2z 〉 − 〈Fˆz〉2)dW − 2γ09 〈Fˆz〉dt (I.2)
d〈Fˆ 2z 〉 =
√
κ
(〈Fˆ 3z 〉 − 〈Fˆ 2z 〉〈Fˆz〉)dW − 4γ09 〈Fˆz〉dt− γ09 Ndt. (I.3)
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For Gaussian statistics the third moment can be written in terms of the first and
second, 〈Fˆ 3z 〉 = 3〈Fˆ 2z 〉〈Fˆz〉 − 2〈Fˆz〉3. Using the rules of Ito¯ calculus, the equation of
motion for the variance is expressed in terms Eq. (I.2) and Eq. (I.3) as
d∆F 2z =d〈Fˆ 2z 〉 − 2〈Fˆz〉d〈Fˆz〉 − d〈Fˆz〉d〈Fˆz〉. (I.4)
The stochastic terms cancel, and the equation of motion for the variance can be
expressed as an ordinary differential equation,
d
dt
∆F 2z =− κ
(
∆F 2z
)2 − 4γ0
9
∆F 2z −
γ0
9
N. (I.5)
We wish to express Eq. (I.5) in terms of the standard optical density in Eq. (5.1).
We first introduce a new variable by dividing by the initial variance for a SCS,
ζ ≡ ∆F
2
z
N/4
. (I.6)
and a dimensionless time τ = γ0t. Then, we can write Eq. (I.5) as
d
dτ
ζ = −OD
9
ζ2 − 4
9
ζ +
4
9
, (I.7)
with initial condition ζ(0) = 1.
I.0.1 Solving the differential equation
The general form of the differential equation is
dx
dt
= −Ax2 −Bx+ C. (I.8)
This equation is separable,∫ x(t)
x0
dx′
−Ax′2 −Bx′ + C =
∫ t
0
dt′. (I.9)
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with initial condition x0. Focusing on the left side of the equation, we complete the
square and integrate∫ x(t)
x0
dx′
−A(x′ + B
2A
)2
+
(
C + B
2
4A
)
=
2√
B2 + 4AC
[
tanh−1
(
B + 2Ax(t)√
B2 + 4AC
)
− tanh−1
(
B + 2Ax0√
B2 + 4AC
)]
. (I.10)
Combining this with the solution to the right side of Eq. (I.9), we get
x(t) = − B
2A
+
√
B2 + 4AC
2A
tanh
[√
B2 + 4AC
t
2
+ tanh−1
(
B + 2Ax0√
B2 + 4AC
)]
. (I.11)
Using the relation,
tanh(A+B) =
tanhA+ tanhB
1 + tanhA tanhB
, (I.12)
the solution can be rewritten in a more pleasing form:
x(t) = − B
2A
+
√
B2 + 4AC
2A
(
B+2Ax0√
B2+4AC
+ tanh
(√
B2 + 4AC t
2
)
1 + B+2Ax0√
B2+4AC
tanh
(√
B2 + 4AC t
2
))
=
√
B2 + 4ACx0 − (Bx0 − 2C) tanh
(√
B2 + 4AC t
2
)
√
B2 + 4AC + (2Ax0 +B) tanh
(√
B2 + 4AC t
2
) . (I.13)
From Eq. (I.7) we identify the coefficients as
A =
OD
9
, B =
4
9
, C =
4
9
. (I.14)
This gives a solution
∆F 2z (t) =
N
4
√
OD + 1 + tanh
[√
OD + 12
9
γ0t
]
√
OD + 1 +
(
OD
2
+ 1
)
tanh
[√
OD + 12
9
γ0t
] . (I.15)
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Appendix J
Derivation of the spin wave
equations of motion
While the squeezing parameter, Eq. (6.8), depends solely upon the mean and variance
of the fundamental spin wave defined by the spatial mode of the laser probe, the
diffuse scattering by individual atoms is not collective in nature and acts to couple
the different spin waves to one another. In order to model the dynamical evolution
of the squeezing, including decoherence, we must track the evolution of a hierarchy
of differential equations coupling the means and covariances of spin waves in all
spatial modes. This appendix provides a detailed derivation of these equations and
the numerical methods used in their solution for the case of an ensemble of spin-1
2
atoms.
J.0.2 Mean spin
The mean spin wave measured in the polarimeter, 〈Fˆ 0x 〉 is coupled to the z-local
mean spins through diffuse scattering. In general, we need the equation of motion
for each of the z-local mean spins at each coarse-grained longitudinal slice zk. The
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equation of motion for a single-atom operator is given in Eq. (5.89) and gives
d〈Fˆ ix(zk)〉 =γ0
Nk∑
nk=1
β0(rnk)βi(rnk)
(
− 2
9
〈fˆ (nk)x 〉+
g2f
9
〈Cnk [fˆ (nk)x ]〉
)
(J.1)
where in the second line we have used Eq. (5.84). The sum is only over those atoms
nk within the slice zk. We have defined a local superoperator that arises solely from
the “feeding” terms in the master equation,
Cn[ρˆ] = fˆ (n)z ρˆfˆ (n)z +
1
2
(
fˆ (n)x ρˆfˆ
(n)
x + fˆ
(n)
y ρˆfˆ
(n)
y
)
. (J.2)
Technically, since the decoherence map Dn[ρˆ] (as well as Cn[ρˆ]) is defined by its
action on states in the Schro¨dinger picture, in the Heisenberg picture it should act
on operators as D†n[xˆ]. However, since it is comprised entirely of Hermitian operators,
this makes no difference.
Summing over the i = 0 solutions at each slice gives the mean of the fundamental
spin wave, 〈
Fˆ 0x (t)
〉
=
∑
k
〈
Fˆ 0x (zk, t)
〉
, (J.3)
which is the mean spin in the definition of the squeezing parameter Eq. (6.8).
J.0.3 Covariances
To solve for the variance of the fundamental spin wave, we follow a similar procedure.
As shown in Eq. (6.32), the fundamental variance couples through diffuse scattering
to covariances between spin waves in slices zk and zk′ :〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉
=
〈
Fˆ iz(zk)Fˆ
j
z (zk′)
〉− 〈Fˆ iz(zk)〉〈Fˆ jz (zk′)〉. (J.4)
From the SME in Eq. (5.86), we find the equations of motion for these covariances.
Unlike the mean spin, the effects of continuous measurement must be included along
with diffuse scattering. However, decoherence from collective scattering, described by
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the map Li in Eq. (5.79), does not affect these covariances since the Fˆ iz commute with
one another. From the SME in Eq. (5.86) and the rule of Ito¯ calculus that differentials
must be taken to second order [JS06], i.e. d(XY ) = (dX)Y + X(dY ) + (dX)(dY ),
we find that the covariances in Eq. (J.4) evolve according to:
d
〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉
=d
[〈
Fˆ iz(zk)Fˆ
j
z (zk′)
〉]− [d〈Fˆ iz(zk)〉]〈Fˆ jz (zk′)〉 (J.5)
− 〈Fˆ iz(zk)〉[d〈Fˆ jz (zk′)〉]− [d〈Fˆ iz(zk)〉][d〈Fˆ jz (zk′)〉].
Coherent dynamics from measurement
First, we examine the dynamics due to continuous measurement. The contributions
from the spin waves in each coarse-grained slice zk to the light measured in the
polarimeter and indistinguishable, and such measurement serves to generate corre-
lations between them. This portion of the covariance dynamics is given by
d
〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉∣∣∣
meas
=
√
κ
4
{〈H0[Fˆ iz(zk)Fˆ jz (zk′)]〉− 〈H0[Fˆ iz(zk)]〉〈Fˆ jz (zk′)〉
− 〈Fˆ iz(zk)〉〈H0[Fˆ jz (zk′)]〉}dW − κ4〈H0[Fˆ iz(zk)]〉〈H0[Fˆ jz (zk′)]〉dt. (J.6)
The map H0, Eq. (5.78), couples the first- and second-order moments of the spin
waves to higher-order moments, just as in Appendix I for the one-dimensional case.
For the initial SCS along x and during its subsequent evolution, the spin waves Fˆ iz
are Gaussian distributed, both over the entire cloud and within each coarse-grained
slice zk. Thus, third-order moments of commuting observables can be expressed in
terms of first- and second-order moments with the relation, 〈XY Z〉 = 〈XY 〉〈Z〉 +
〈XZ〉〈Y 〉 + 〈Y Z〉〈X〉 − 2〈X〉〈Y 〉〈Z〉 [JS06, Hab04]. In this regime, all stochastic
terms in Eq. (J.6) cancel, leaving the deterministic equation:
d
dt
〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉∣∣∣
meas
= −κ〈∆Fˆ iz(zk)∆Fˆ 0z 〉〈∆Fˆ jz (zk′)∆Fˆ 00z 〉
= −κ
∑
k′′,k′′′
〈
∆Fˆ iz(zk)∆Fˆ
0
z (zk′′)
〉〈
∆Fˆ jz (zk′)∆Fˆ
0
z (zk′′′)
〉
.
(J.7)
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These dynamics, which arise from continuous polarimetry measurements, serve to
generate the correlations at rate κ that produce spin squeezing. In the single-mode
approximation, taking i, j = 0 and summing over all k and k′, we recover the mea-
surement term in Eq. (I.5).
Decoherent dynamics from diffuse scattering
The correlations that develop from measurements according to Eq. (J.7) are degraded
by diffuse photon scattering. In the general equation of motion for the covariances,
Eq. (J.5), there are first- and second-order terms. The dynamics due to diffuse
scattering must be treated carefully using the results in Section 5.4.4.
The first moment’s evolution due to diffuse scattering is just as in Eq. (J.1),
d
dt
〈Fˆ iz(zk)〉
∣∣∣
dec
= γ0
Nk∑
nk=1
β0(rnk)βi(rnk)
(
− 2
9
〈fˆ (nk)z 〉+
g2f
9
〈Cnk [fˆ (nk)z ]〉
)
. (J.8)
The second moment’s evolution is complicated by the fact that it consists of both
one- and two-atom terms
〈Fˆ iz(zk)Fˆ jz (zk′)〉 =
Nk∑
nk=1
βi(rnk)βj(rnk′ )〈fˆ (nk)2z 〉δk,k′ (J.9)
+
∑
nk 6=nk′
βi(rnk)βj(rnk′ )〈fˆ (nk)z fˆ (nk′ )z 〉,
where the δk,k′ in the first line indicates that the single-atom terms only appear for
covariances within a single coarse grained slice. By isolating the single-atom terms,
the sums in the second line are strictly over pairs of atoms; nk 6= nk′ . The second
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moment’s evolution follows from Eq. (5.89) and Eq. (5.92),
d
dt
〈Fˆ iz(zk)Fˆ jz (zk′)〉
∣∣∣
dec
(J.10)
=δk,k′γ0
Nk∑
nk=1
β0(rnk)βi(rnk)βj(rnk) (J.11)
×
{
2
9
〈fˆ (nk)2z 〉+
g2f
9
(
〈Cnk [fˆ (nk)2z ]〉 − 〈{fˆ (nk)z , Cnk [fˆ (nk)z ]}+〉
)}
− 2γ0
9
Nk∑
nk=1
Nk′∑
nk′=1
βi(rnk)βj(rnk′ )
{
β0(rnk)〈fˆ (nk)z fˆ (nk′ )z 〉+ β0(rnk′ )〈fˆ (nk)z fˆ (nk′ )z 〉
}
.
+
g2fγ0
9
Nk∑
nk=1
Nk′∑
nk′=1
βi(rnk)βj(rnk′ )
{
β0(rnk)〈Cnk [fˆ (nk)z ]fˆ (nk′ )z 〉+ β0(rnk′ )〈fˆ (nk)z Cnk′ [fˆ (nk′ )z ]〉
}
.
By adding and subtracting the nk = nk′ terms, the sums in the two final lines of
Eq. (J.10) are now free to run over all atom indices. This is the origin of the positive
sign on the first term in the second line and the extra anti-commutator term in the
second line.
Combining the dynamics from measurement and diffuse scattering, we have equa-
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tions of motion for the covariances,
d
dt
〈∆Fˆ iz(zk)∆Fˆ jz (zk′)〉
=− κ
∑
k′′,k′′′
〈
∆Fˆ iz(zk)∆Fˆ
0
z (zk′′)
〉〈
∆Fˆ jz (zk′)∆Fˆ
0
z (zk′′′)
〉
(J.12)
− 2γ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)〈∆fˆ (nk)z ∆Fˆ jz (zk′)〉
− 2γ0
9
Nk′∑
nk′=1
β0(rnk′ )βj(rnk′ )〈∆Fˆ iz(zk)∆fˆ (nk′ )z 〉
+
g2fγ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)〈∆Cnk [fˆ (nk)z ]∆Fˆ jz (z′k)〉
+
g2fγ0
9
Nk′∑
nk′=1
β0(rnk′ )βj(rnk′ )〈∆Fˆ iz(zk)∆Cnk′ [fˆ (nk′ )z ]〉.
+ δk,k′
g2fγ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)βj(rnk)
(
〈Cnk [fˆ (nk)2z ]〉 − 〈{fˆ (nk)z , Cnk [fˆ (nk)z ]}+〉
)
+ δk,k′
2γ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)βj(rnk)〈fˆ (nk)2z 〉
The covariance of the spin wave measured in the polarimeter is found by summing
the i = 0 solutions over all coarse-grained slices,
(
∆F 0z (t)
)2
=
∑
k,k′
〈∆Fˆ 0z (zk)∆Fˆ 0z (zk′)〉(t). (J.13)
This fundamental spin wave variance determines the projection noise in the mea-
surements and is variance in the definition of the squeezing parameter, Eq. (6.8).
J.0.4 Initial conditions
Solving the resulting system of coupled differential equations for the means, Eq. (J.1),
and covariances, Eq. (J.12), requires the initial conditions. In applications, the state
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of the ensemble is prepared by optically pumping the atoms into a SCS. For an initial
SCS oriented along x, each atom has a spin projection
〈
fˆx
〉
SCS
= f . The initial state
of the z-local mean spin in mode i at coarse-grained longitudinal slice zk is
〈
Fˆ ix(zk)
〉
SCS
=
Nk∑
nk=1
βi(rnk)
〈
fˆ (nk)x
〉
SCS
= f
Nk∑
nk=1
βi(rnk). (J.14)
For a average atomic density, η(r), the sum becomes an integral,
〈
Fˆ ix(zk)
〉
SCS
→ f × δz
∫
d2r⊥η(r⊥, zk)βi(r⊥, zk). (J.15)
where δz is the width of the coarse-grained longitudinal slice. The z-slices are chosen
such that both η(r) and β(r) have little longitudinal variation within a slice. Note
that Eq. (J.15) is proportional to the effective atom number N
(1)
eff in the slice zk.
For an initial SCS oriented along x, each atom’s variance for z-projective mea-
surements is
〈
∆fˆ 2z
〉
SCS
= f/2, and there are no correlations between atoms. Thus,
there are no initial correlations between z-local spin waves in different zk-slices. The
initial condition is then,
〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉
SCS
= δk,k′
Nk∑
nk=1
βi(rnk)βj(rnk)
〈
∆fˆ (nk)2z
〉
SCS
(J.16)
=
f
2
Nk∑
nk=1
βi(rnk)βj(rnk), (J.17)
For a average atomic density, η(r), the sum becomes an integral within the slice zk,〈
∆Fˆ iz(zk)∆Fˆ
j
z (zk′)
〉
SCS
→ f
2
× δz
∫
d2r⊥η(r⊥, zk)βi(r⊥, zk)βj(rnk). (J.18)
Note that this is proportional to the effective atom number N
(2)
eff within the slice zk.
The initial means, Eq. (J.14), and covariances, Eq. (J.16), give an initial value
for the squeezing parameter, Eq. (6.8), ζ(0) = 1.
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J.1 Spin-12 ensembles
When the ensemble is composed of spin-1
2
particles, significant simplifications allow
the equations of motion for the means and covariances to be expressed entirely in
terms of the z-local, coarse-grained spin waves. The terms that drop out allow the
remaining mean spin and covariance equations of motion to be expressed entirely in
terms of the z-local spin waves, thus forming a closed set of equations which can
be solved numerically for a given mean atomic distribution, η(r), which sets the
initial conditions, Eq. (J.15) and Eq. (J.18). For arbitrary spin-f , such a closed set
is not accessible through these projections, and one must turn to other approximate
methods to solve the equations [NTJD12]. Numerical solutions for spin squeezing in
ensembles of spin f > 1
2
atoms are not treated in this thesis.
J.1.1 Mean spin
For spin-1/2 the local feeding term simplifies to Cn[fˆ (n)x ] = −fˆ (n)x /4, and the equation
of motion in Eq. (J.1) becomes
d
dt
〈
Fˆ ix(zk)
〉
= −γ0
3
Nk∑
nk=1
β0(rnk)βi(rnk)
〈
fˆ (nk)x
〉
. (J.19)
By decomposing the spatial weighting β0(r)βi(r) in terms of orthogonal mode func-
tions, the right hand side of Eq. (J.19) can be expressed in terms of z-local spin
waves. In terms of the mode functions,
β0(r⊥, z)βi(r⊥, z) = |u0(r⊥, z)|2u∗i (r⊥, z)u0(r⊥, z) =
∑
j
cij(z)βj(r⊥, z), (J.20)
where we have made use of orthogonality and completeness to define projection
coefficients from mode i to mode j at longitudinal plane z,
cij(z) ≡
1
A
∫
d2r⊥ [u0(r⊥, z)]
2 u∗i (r⊥, z)uj(r⊥, z). (J.21)
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The explicit form for the projection coefficients when cylindrically symmetric l = 0
Laguerre-Gauss modes are considered is given in Appendix K. Using this projection
in Eq. (J.19), we obtain an infinite hierarchy of differential equations that couple
mean spin waves in a given slice to one another,
d
dt
〈
Fˆ ix(zk)
〉
=− γ0
3
∑
j
cij(zk)
Nk∑
nk=1
βj(rnk)
〈
fˆ (nk)x
〉
(J.22)
=− γ0
3
∑
j
cij(zk)
〈
Fˆ jx(zk)
〉
. (J.23)
With the projection, the evolution has now been expressed entirely in terms of the
z-local, collective mean spins.
An approximate solution to Eq. (J.23) is found for each slice by choosing δz and
truncating the number of spin waves at some index imax determined by the initial
conditions, the projection coefficients, and the required precision.
J.1.2 Covariances
For spin-1
2
, the relations Cn[fˆ (n)z ] = 0 and Cn[fˆ (n)2z ] = 18 Iˆ simplify the covariance
equation of motion, Eq. (J.12), to
d
dt
〈∆Fˆ iz(zk)∆Fˆ jz (zk′)〉
=− κ
∑
k′′,k′′′
〈
∆Fˆ iz(zk)∆Fˆ
0
z (zk′′)
〉〈
∆Fˆ jz (zk′)∆Fˆ
0
z (zk′′′)
〉
(J.24)
− 2γ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)〈∆fˆ (nk)z ∆Fˆ jz (zk′)〉 −
2γ0
9
Nk′∑
nk′=1
β0(rnk′ )βj(rnk′ )〈∆Fˆ iz(zk)∆fˆ (nk′ )z 〉
+ δk,k′
γ0
9
Nk∑
nk=1
β0(rnk)βi(rnk)βj(rnk).
By performing projections onto the mode functions at each longitudinal plane, these
equations of motion can be expressed entirely in terms of the corase-grained, z-local
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spin waves,
d
dt
〈∆Fˆ iz(zk)∆Fˆ jz (zk′)〉
=− κ
∑
k′′,k′′′
〈
∆Fˆ iz(zk)∆Fˆ
0
z (zk′′)
〉〈
∆Fˆ jz (zk′)∆Fˆ
0
z (zk′′′)
〉
(J.25)
− 2γ0
9
∑
l
cil(zk)〈∆Fˆ lz(zk)∆Fˆ jz (zk′)〉 −
2γ0
9
∑
l
cjl (zk′)〈∆Fˆ iz(zk)∆Fˆ lz(zk′)〉
+
γ0
9
Ni,j(zk).
with projection coefficients defined in Eq. (J.21). The sum over atoms in the final
term has been reexpressed as
Ni,j(zk) =
Nk∑
nk=1
β0(rnk)βi(rnk)βj(rnk). (J.26)
For the fundamental mode, when i, j = 0, this is exactly the N
(3)
eff atom number,
defined in Eq. (6.34), within the slice zk. For a continuous average atomic density
distribution η(r), Eq. (J.26) can be expressed as an integral within the longitudinal
slice zk,
Ni,j(zk)→ δz
∫
d2r⊥η(r⊥, zk)β0(r⊥, zk)βi(r⊥, zk)βj(r⊥, zk). (J.27)
The fundamental spin wave variance measured in the polarimeter and factoring into
the squeezing parameter is found by summing over k, k′ in Eq. (J.25) with i, j = 0,
d
dt
(
∆Fˆ 0z
)2
=− κ
[(
∆Fˆ 0z
)2]2 − 4γ0
9
∑
i
∑
k,k′
c0i (zk)〈∆Fˆ iz(zk)∆Fˆ 0z (zk′)〉+
γ0
9
N
(3)
eff .
An approximate solution to Eq. (J.25) is found by choosing δz and truncating
the number of spin waves at indices imax, jmax determined by the initial conditions,
the projection coefficients, and the required precision.
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J.2 Local decoherence on arbitrary matrix elements
We can understand the effects of the local decoherence map by writing the map on
matrix elements in the z-basis. The local map from diffuse scattering couples the
matrix elements of a single atom’s internal state according to
Dn
[|m〉〈m′|(n)] =(− 2
9
+mm′
g2f
9
)
|m〉〈m′|(n) (J.28)
+
g2f
36
(
c+m,m′ |m+ 1〉〈m′ + 1|(n) + c−m,m′|m− 1〉〈m′ − 1|(n)
)
,
with coupling coefficients that come from the action of raising and lowering operators
on z-eigenstates,
c+m,m′ =
√
(f +m)(f +m+ 1)(f +m′)(f +m′ + 1), (J.29)
c−m,m′ =
√
(f +m)(f −m+ 1)(f +m′)(f −m′ + 1). (J.30)
The effect of local decoherence on collective operators depends on their specific
form. In some cases it can be useful to define coarse-grained, z-local collective ma-
trix elements, which couple together through the coherent and incoherent dynamics.
Since they involve sums over atoms within each coarse-grained longitudinal slice,
there will still generally be a significant reduction in the number of equations re-
quired to track the evolution as compared to following every atom individually. For
instance, consider the z-component of the fundamental spin wave. It can be written
in terms of z-local spin waves, Fˆ 0z =
∑
k Fˆ
0
z (zk), which in turn can be written in
terms of collective matrix elements,
Fˆ 0z (zk) =
Nk∑
nk=1
β0(rnk)fˆ
(nk)
z =
∑
m
m|m〉〈m|0(zk). (J.31)
In the final equality, we have defined the z-local, diagonal collective matrix elements
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in the fundamental spatial mode as1
|m〉〈m|0(zk) ≡
Nk∑
nk=1
β0(rnk)|m〉〈m|(nk). (J.32)
Since the collective operator Fˆ 0z (zk) commutes with the coherent multi-mode Faraday
interaction, the diagonal collective matrix elements evolve only from diffuse photon
scattering. One finds a set of coupled differential equations for the z-local collective
matrix elements in mode i in the kth longitudinal coarse-grained slice,
d
dt
|m〉〈m|i(zk) =γ0
Nk∑
nk=1
β0(rnk)βi(rnk)Dn
[|m〉〈m|(nk)] (J.33)
=
∑
j
cij(zk)
{(
− 2
9
+
g2f
9
m2
)
|m〉〈m|j(zk) (J.34)
+
g2f
36
c+m,m|m+ 1〉〈m+ 1|j(zk) +
g2f
36
c−m,m|m− 1〉〈m− 1|j(zk)
}
.
with the projection coefficients defined in Eq. (J.21).
Specifying a particular state corresponds to specifying initial conditions. For
example, to find the mean spin along z for an initial z-polarized SCS of spin-f atoms,
one solves the above equations with initial conditions, |m = f〉〈m = f |(n) = f and
all others vanishing. This gives for the initial z-local collective matrix elements,
〈|m = f〉〈m = f |i(zk)〉SCS = f
Nk∑
nk=1
βi(rnk) = fδz
∫
d2r⊥βi(r⊥, zk), (J.35)
with all other initialized to zero. The solutions are then recombined using Eq. (J.31).
Clearly, this approach could be used to find the evolution of other collective
operators that are not diagonal in the z-basis, although there is no guarantee that
the total complexity will be reduced.
1The awkwardness of the notation is balanced by the fact that it is sealed within a deep
appendix that nearly no one will ever see.
233
Appendix K
Projection coefficients for
cylindrically symmetric
Laguerre-Gauss modes
When cylindrical symmetry is preserved, we can work with a smaller set of Laguerre-
Gauss mode functions, defined in Appendix A, for which l = 0:
up0(r⊥, z) =
w0
w(z)
L0p
(
2ρ2
[w(z)]2
)
exp
(
− ρ
2
[w(z)]2
)
exp
(
i
k0ρ
2
2R(z)
− i(2p+ 1)Φ(z)
)
.
(K.1)
The beam waist w(z), radius of curvature R(z), and Guoy phase Φ(z) are given in
Eq. (A.2). The decay terms that appear, for example, in the equations of motion for
the spin-1
2
mean spin Eq. (J.19) and covariance Eq. (J.24) can be projected onto the
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basis functions:
β00(r⊥, z)βp0(r⊥, z) = u00(r⊥, z)u∗00(r⊥, z)u00(r⊥, z)u
∗
p0(r⊥, z)
=
{
u00(r⊥, z)u∗00(r⊥, z)u
∗
p0(r⊥, z)
}
u00(r⊥, z)
=
{∑
p′
cpp′(z)u
∗
p′0(r⊥, z)
}
u00(r⊥, z)
=
∑
p′
cpp′(z)βp′0(r⊥, z). (K.2)
From the second to the third line, we project onto basis function u∗p′(r⊥, z) by multi-
plying the term in braces by the complex conjugate, up′(r⊥, z), and integrating (with
the mode area A included to maintain normalization):
cpp′(z) ≡
1
A
∫
d2r⊥|u00(r⊥, zk)|2u∗p0(r⊥, zk)up′0(r⊥, zk)
=
2pi
A
(
w0
w(z)
)4
e−2i(p
′−p)Φ(z)
∫ ∞
0
dρ ρL0p
(
2ρ2
[w(z)]2
)
L0p′
(
2ρ2
[w(z)]2
)
e
− 4ρ2
[w(z)]2 .
Substitution of the dimensionless variable x =
√
2ρ/w(z) produces the form,
cpp′(z) =
e−2i(p
′−p) tan−1(z/zR)
1 + (z/zR)
2
∫ ∞
0
dx 2xL0p(x
2)L0p′(x
2)e−2x
2
. (K.3)
We see that the coefficients have two parts: an integral that describes the over-
lap between the modes and a multiplicative factor that captures the z-dependence.
Following is a table of values for the integral in Eq. (K.3) for p, p′ ∈ {0, 4}1:
p′=0 p′=1 p′=2 p′=3 p′=4
p=0 1
2
1
4
1
8
1
16
1
32
p=1 1
4
1
4
3
16
1
8
5
64
p=2 1
8
3
16
3
16
5
32
15
128
p=3 1
16
1
8
5
32
5
32
35
256
p=4 1
32
5
64
15
128
35
256
35
256
(K.4)
1It seems highly likely that there is an analytic solution to the integral in Eq. (K.3),
but I could not find it and neither could Mathematica 9.
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Figure K.1: Real and imaginary parts of the factor that multiplies the integral
in the expression for the projection coefficients, Eq. (K.3). The longitudinal
distance from the focal plane is plotted in Rayleigh ranges
As both p and p′ become larger, the coupling between them becomes smaller. It
is this relationship, along with the fact that the initial conditions also decrease for
larger p and p′, that allows a truncation of the hierarchy of differential equations.
The multiplicative factor in Eq. (K.3) contains a portion that arises from the
intensity diffraction of the modes away from the beam waist at z = 0 and a portion
that comes from the relative Guoy phases of the modes at the z-plane. The real and
imaginary parts of these factors are shown in Fig. K.1 for |p− p′| ∈ {0, 1, 2, 3, 4}. At
the focal plane (z = 0) the curves all coincide, since both the intensity is maximum
and the Guoy phase is zero for all modes. Away front the focal plane, we see decay of
the coefficients due to the intensity falloff and oscillations that come from the Guoy
phase mismatch.
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