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Abstract—Temporal Logic (TL) guided control problems have
gained interests in recent years. By using the TL, one can specify
a wide range of temporal constraints on the system and is widely
used in cyber-physical systems. On the other hand, Control
Barrier Functions have also gained interests in the context
of safety critical applications. However, most of the existing
approaches only focus on discrete-time dynamical systems. In this
paper, we propose an offline trajectory planner for linear systems
subject to safety and temporal specifications. Such specifications
can be expressed as logical junctions or disjunctions of linear
CBFs, or as STL specifications with linear predicates. Our
planner produces trajectories that are valid in continuous time,
while assuming only discrete-time control updates and arbitrary
time interval in the STL formula.
Our planner is based on a Mixed Integer Quadratic Program-
ming (MIQP) formulation, where the linear STL predicates are
encoded as set of linear constraints to guarantee satisfaction at on
a finite discrete set of time instants, while we use CBFs to derive
constraints that guarantee continuous satisfaction between time
instants. Moreover, we have shown the predicates can be encoded
as time-based CBF constraints for system with any relative
degrees. We validate our theoretical results and formulation
through numerical simulations.
I. INTRODUCTION
Temporal Logic Based control has been widely used in the
context of persistent surveillance [1], traffic control [2] and
distributed sensing [3]. Originated from the context of formal
methods in model checking [4], there are a wide range of
Temporal Logics (TL), such as Linear Temporal Logic (LTL)
and Computation Tree Logic (CTL) are used to describe a rich
set of specifications of system behaviors. For applications that
require to define real values with bounded time constraints, the
Signal Temporal Logic (STL) [5] was introduced as a means
of achieving such desired system behavior.
The notion of space robustness of STL for real-valued signal
was first introduced in [6]. The proposed method of evaluating
the space robustness on a continuous signal occurs in discrete
time. Later, the authors in [7], [8] and [9] use mixed-integer
encoding method to encode STL robustness in discrete time
steps. This type of approach has a major drawback that there
is no guarantee of this satisfaction of the formula in between
two sampled time steps. In V-B, we compare the discrete-time
robustness based STL planning with our proposed method for
safety. In Fig 2, it clearly shows the continuous-time trajectory
violates safety constraints due to the sampling limitation. In
real systems, there are usually limitation on the controller
update rate. Therefore, the time constraint for each STL
predicate is limited to the controller update instants. In V-C,
we illustrate an example where the time constraint from a STL
predicate causes asynchronous controller updates between the
desired update instants and actual update instants. More details
will be explained in later section.
The Control Barrier Functions (CBF) was introduced in
[10]. The main goal is to ensure the system trajectory stays
forward invariant under some pre-defined safety sets. It is
later extended to the applications of Adaptive Cruise Control
[11], swarm manipulation [12], heterogeneous multi-Robot
manipulation [13] and bipedal robotic walking [14], where
the control problem is formulated as a Quadratic Program
(QP) with the CBF constraints. The formulated optimization
problem is solved point-wise in time. This type of approach
also suffer from the drawback that is mentioned earlier due
to the controller update rate, i.e., there is no guarantee the
CBF constraints will hold true in between the two controller
updates. There are some works, such as [15], address the issue,
but the approach limits to controller design rather than the
full trajectory planning. The CBF type of approach has also
extended to machine learning based control [16], [17] with
partially known system dynamics and unknown disturbances.
In this paper, we are interested in linear systems with
continuous dynamics and linear STL predicates. We would
like to synthesize a sequence of control inputs subject to
the STL specification by formulating an optimization based
planning problem. The control inputs are applied discretely
in a zeroing order hold (ZOH) manner, i.e., the control holds
at as constant value in-between two updates. There are three
major contributions from this paper. First, we propose a novel
integer encoding method for obtaining the lower bound of a
linear CBF constraint for a fixed time interval. Second, we
overcome the drawbacks from discrete-time STL robustness
based control by directly encoding the STL robustness as time-
based CBF constraints to achieve continuous-time satisfactory.
Third, we illustrate a way to resolve the issue of asynchronous
controller update time due to the limitation of sampling rate
on the actual system.
II. PRELIMINARIES
A. Notation
We use Z and Rn to denote the set of integers and the set
of real numbers in n dimensions, respectively. We define x[t]
as the real value of x at time instance t. The Lie derivative
of a smooth function h(x(t)) along dynamics x˙(t) = f(x(t))
is denoted as £fh(x) :=
∂h(x(t))
∂x(t) f(x(t)). We use £
rb
f h(x)
to define a Lie derivative of higher order rb, where rb ≥ 0.
A function f : Rn 7→ Rm is called Lipschitz continuous on
Rn if there exists a positive real constant L ∈ R+, such that
‖f(y)−f(x)‖ ≤ L‖y−x‖,∀x, y ∈ Rn. Given a continuously
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differentiable function h : Rn 7→ R, we denote hrb as its
rb-th derivative with respect to time t. A continuous function
α : [−b, a) 7→ [−∞,∞), for some a > 0, b > 0, belong
to extended class K if α is strictly increasing on R+ and
α(0) = 0.
B. Dynamical System and Safety Set
Consider an affine control system:
x˙ = Ax+Bu,
y = Cx,
(1)
where x ∈ Rn, A ∈ Rn×n, B ∈ Rn×m, C ∈ R1×n and
u ∈ Rm.
Given a continuously differentiable function h : Rn 7→ R
and dynamics (1), with f(x) = Ax, g(x) = B, the relative
degree rb ≥ 1 is defined as the smallest natural number such
that £g£rb−1f h(x)u 6= 0. The time derivative of h are related
to the Lie derivatives by:
hrb(x) = £rbf h(x) +£g£
rb−1
f h(x)u. (2)
Next, we define a closed safety set C:
C = {x ∈ Rn|hrb(x) ≥ 0}.
∂C = {x ∈ Rn|hrb(x) = 0},
Int(C) = {x ∈ Rn|hrb(x) > 0},
(3)
where ∂C is the boundary of the set and Int(C) is the interior
of the set.
C. Exponential Control Barrier Function
To ensure forward invariance for systems with higher rela-
tive degrees, the author in [18] introduces the notion of Ex-
ponential Control Barrier Function (ECBF). Before formally
reviewing its definition, a transverse variable is defined as
ξb(x) =
[
h(x), h˙(x), ..., hrb(x)
]T
. (4)
with virtual control input
µ = (£g£
rb−1
f h(x))
−1(µ−£rbf h(x)). (5)
The input-output linearized system is defined as
ξ˙b(x) = Abξb(x) +Bbµ,
y = Cbξb(x) = h(x),
Definition 1. (Exponential Control Barrier Function) Con-
sider the dynamical system (1), the safety set C defined in
(3) and h(x) with relative degree rb ≥ 1. Then h(x) is an
exponential control barrier function (ECBF) if there exists
Kb ∈ R1×rb , such that
inf
u∈U
[£rbf h(x)+£g£
rb−1
f h(x)u+Kbξb(x)] ≥ 0,∀x ∈ Int(C).
(6)
The row vector of coefficients Kb is selected such that the
closed-loop matrix Ab−BbKb has all negative real eigenval-
ues.
Remark 1. For a dynamical system with relative degree rb =
1, it becomes a Zeoring Control Barrier Function (ZCBF),
with the following constraint
inf
u∈U
[£fh(x)+£gh(x)u+ α(h(x))] ≥ 0, ∀x ∈ Int(C),
where α is a class-K function.
D. Signal Temporal Logic
Given a STL formula ϕ with horizon N , the syntax of STL
is defined as:
ϕ := >|µ|¬ϕ|ϕ1 ∧ ϕ2|ϕ1U[a,b]ϕ2, (7)
where > is True symbol in Boolean logic and µ is the
predicate. For each predicate µi, we define
µi := yi[t] ≥ 0, (8)
with i = 1, ..., Np, where Np is the total number of predicates
for ϕ. The STL semantics is defined as the following:
(y, t) |= µ ⇔y[t] ≥ 0
(y, t) |= µ1 ∧ µ2 ⇔(y, t) |= µ1 ∧ (y, t) |= µ2
(y, t) |= ¬µ ⇔¬((y, t) |= µ)
(y, t) |= ϕ1U[a,b]ϕ2 ⇔∃t′ ∈ [t+ a, t+ b]
s.t.(y, t′) |= ϕ2
∧ ∀t′′ ∈ [t, t′], (y, t′′) |= ϕ1
(9)
We denote the robustness of ϕ as ρϕy [t]. The state trajectory
satisfies the spec ϕ if and only if ρϕy [t] ≥ 0,∀t ∈ [0, tf ], where
tf is the end time of the STL horizon. The robustness for each
predicate is defined as the following
ρµ[y, t] =y[t]
ρ¬ϕ[y, t] =− ρϕ[y, t]
ρϕ1∧ϕ2 =min(ρϕ1 ∧ ρϕ2)
ρϕ1U[a,b]ϕ2 [y, t] = sup
τ∈t+[a,b]
(min(ρφ2 [y, τ ]), inf
s∈[t,τ ]
ρϕ1 [y, s])
(10)
E. Mixed Integer Formulation for STL
The binary encoding of STL robustness using mixed integer
was proposed in [9]. The STL formula can be encoded as a set
of linear constraints using big-M method, where a sufficiently
large number M is introduced to enforce logical constraints.
For a STL formula ϕ with horizon N , we define a binary
variable ztϕ ∈ {0, 1} with ϕ |= > ⇐⇒ ztϕ = 1 at time step t
and ϕ |= ¬> otherwise.
For the i-th predicate µi := yi[t] ≥ 0, we introduce another
binary variable ztµi ∈ {0, 1} with yi[t] > 0 ⇐⇒ zµ(t) = 1.
The big-M constraint is
y[t] ≤Mztµ
y[t] ≤M(1− ztµ)
Given a STL formula ϕ, we can recursively encode the rest
of the logical operators as the following:
Conjunction: ztϕ = ∧pi=1ztiψi :
ztϕ ≤ ztiψi ,
ztϕ ≥ 1− p+
p∑
i=1
ztiψi ,
Disjunction: ztϕ = ∨pi=1ztiψi :
ztϕ ≥ ztiψi ,
ztϕ ≤
p∑
i=1
ztiψi ,
Negation:ztϕ = ¬ztψ: ztϕ = 1− ztψ
Eventually: ϕ = F[a,b]ψ:
ztϕ =
t+b∨
τ=t+a
zτψi ,
Always:ϕ = G[a,b]ψ:
ztϕ =
t+b∧
τ=t+a
zτψi ,
Until:ϕ = ψ1U[a,b]ψ2 = G[0,a]ψ1 ∧ F[a,b]ψ2 ∧
F[a,a]ψ1Uψ2:
Remark 2. The Big-M encoding for Always (G) operator only
ensures the signal satisfies a given formula at the sampling
time step [t].
III. PROBLEM STATEMENT
Given the linear system in (1), with initial state x0 ∈
X ⊂ Rn, the goal is to formulate a MIQP problem with the
constraints of STL formula and cost function J(u(t)). The
control sequence is synthesized by solving the corresponding
optimization problem offline and the resulting state trajectory
x(t) must satisfies a continuous-time STL formula ϕ between
t ∈ [0, tf ] with minimum control effort.
IV. STL BASED CONTROL WITH CONTROL BARRIER
FUNCTION
In section IV-A, we formally define the ZOH mechanism
for implementing the control discretely. In IV-B, we show
the discretization method and closed-form solution for general
linear systems under the ZOH control. Next, given a linear
system and linear constraints on system states, we present the
CBFs formulation in IV-C. And in IV-D, we demonstrate how
to obtain the lower bound of a given linear CBF constraint
using mixed-integer encoding. In IV-E, we illustrate certain
STL predicates can be encoded as CBF constraints and achieve
continuous-time satisfaction. Finally, the MIQP based planner
is formally defined in IV-F.
A. Zeroth-Order Hold Control
The Zeroth-Order Hold (ZOH) control is used in this paper
that a generated control signal is held at tk over a period
of time, i.e. u(s) = u(tk),∀s ∈ [tk, tk+1). The sequence of
control update time instants {tk}k∈N is strictly increasing.
B. Time Discretization
To discretize the system (1), we define a control holding
period τ and x(tk) as the state at the k-th update step, where
k = 0, ..., N − 1. The closed-form solution for next state
x(tk+1) is
x(t) = eAtx(tk) +
∫ t
tk
eA(t−s)dsBu,
tk ≤ t ≤ tk + τ ,
(11)
where u is a constant between [t0, t0 + τ ].
Under the assumption that A is non-singular, we can utilize
the property of matrix exponential and rewrite (11) to :
x(t) = eAtx(t0) +A
−1(eAt − I)Bu. (12)
Then, we can perform eigen-decomposition on eAt:
eAt = PeDtP−1, (13)
where P ∈ Rn×n contains the eigenvectors vi of matrix A, and
D ∈ Rn×n contains the eigenvalues λi of A on its diagonal.
By combining (12) and (13), we get:
x(t) = PeDtP−1x(0) +A−1(PeDtP−1 − I)Bu (14)
If matrix A is singular, we can rewrite (11) to the following
form:
x(t) = eAtx(t0) +
∫ t
tk
eAtV e−JsV −1dsBu, (15)
t0 ≤ t ≤ t0 + τ,
where e−As = V e−JsV −1.
C. CBF for Linear Constraint
Given an initial state x(t0) ∈ Rn and linear system (1), let
us consider a linear safety constraint on the i-th state variable
h(xi(t)) = xi(t) + xi,const, (16)
Based on the closed-form solution of the linear system (15)
and linear safety constraint (16), we can write CBF constraint
as
ζ(t) =σ +
n∑
i=1
s(i)−1∑
j=0
(c
(x)T
ij x(t0)e
λittj + c
(u)T
ij u0e
λittj) ≥ 0,
(17)
where c(x)i,j ∈ Rn is the constant coefficients for x(t0) and
c
(u)
i,j is the constant coefficients for u. The n is the number of
Jordan blocks and s(i) is the dimension of the corresponding
Jordan block. We define a set of inequalities as the following:
ζ(x)(t) = βx + σ +
n∑
i=1
s(i)−1∑
j=0
c
(x)T
ij x(t0)e
λittj ≥ 0, (18)
ζ(u)(t) = βu +
n∑
i=1
s(i)−1∑
j=0
c
(u)T
ij u0e
λittj ≥ 0,
with βx + βu = 0.
Proposition 1. Given the linear system (1) and safety con-
straint (16), if the inequality of (18) holds, then the inequality
of (16) also holds.
Proof. To prove (18)⇒ (17), given (18) is satisfied, by adding
ζ(x)(t) and ζ(u)(t), it is trivial to show that (17) is satisfied
given the constraint βx + βu = 0.
Remark 3. If the inequality of (17) holds, there must exists
a pair of βx and βu, such taht βx + βu = 0.
We can write the CBF constraint as the following
ζ(t) =
n∑
i=1
s(i)−1∑
j=0
(ζ
(x)
i,j (t) + ζ
(u)
i,j (t)), (19)
with
ζ
(x)
i,j (t) = βx + σ + c
(x)T
ij x(t0)e
λittj
ζ
(u)
i,j (t) = βu + c
(u)T
ij u0e
λittj
D. CBF Lower Bound through mixed-integer encoding
Given a time interval [tk, tk + τ ], we have
ζk(t) =
n∑
i=1
s(i)−1∑
j=0
(ζ
(x)
k,i,j(t) + ζ
(u)
k,i,j(t)) (20)
≥ min
i∈[1,..,n];
j∈[1,...,s(i)]
(ζ
(x)
k,i,j(t) + ζ
(u)
k,i,j(t)). (21)
If min i∈[1,..,n];
j∈[1,...,s(i)]
(ζ
(x)
k,i,j(t) + ζ
(u)
k,i,j(t)) ≥ 0, then the system
trajectory x(t) is safe for tk ≤ t ≤ tk + τ .
Given a time window [tk, tk+τ ] and state x(tk), each term
within ζ(t) can either increase or decrease its overall value
for t > tk. We denote the lower bound for the k-th time step
CBF constraint to be:
ζk,min(x(tk), τ) = min
i∈[1,..,n];
j∈[1,...,s(i)]
ζ
(x)
k,i,j(t) + ζ
(u)
k,i,j(t), (22)
where ζk,min(x(tk), τ) is a lower bound of ζk(t). To find the
lower bound, we propose to use Big-M encoding method to re-
move all the terms that are either monotonically increasing or
converging to a positive value. The only terms that left in ζk(t)
are strictly decreasing and its minimum value ζk,min(x(tk), τ)
can be determined given the time bound [tk, tk + τ ].
First, We define a set of integer variables z(x)k,i,j ∈ {0, 1} and
z
(u)
k,i,j ∈ {0, 1} for the following equations at the k-th time step
ζ
(x)
k,i,j(t) = β
(x)
k + σ +
n∑
i=1
s(i)−1∑
j=0
c
(x)T
k,i,j x(tk)e
λittj (23)
ζ
(u)
k,i,j(t) = β
(u)
k +
n∑
i=1
s(i)−1∑
j=0
c
(u)T
k,i,j uke
λittj (24)
There are a few situations we need to consider. Here are
the rules for finding the lower bound of ζ(x,u)k,i,j :
z
(x,u)
k,i,j =

0, c
(x,u)
k,i,j x(t0) ≥ 0 ∧ λi ≥ 0
0, c
(x,u)
k,i,j x(t0) ≥ 0 ∧ λi ≤ 0 ∧ σ ≥ 0
1, otherwise
(25)
For example, if we want to enforce c(x,u)k,i,j x(t0) ≥ 0 ⇐⇒
z
(x,u)
k,i,j = 0, the following mixed integer encoding is used:
c
(x,u)
k,i,j x(0) ≤M(1− z(x,u)k,i,j ),
−c(x,u)k,i,j x(0) ≤Mz(x,u)k,i,j ,
For λi ≥ 0 ⇐⇒ z(x,u)k,i,j = 0, we have the following
λi ≤M(1− z(x,u)k,i,j ),
−λi ≤Mz(x,u)k,i,j ,
where M is a sufficiently large number.
For all terms such that z(x,u)k,i,j = 1, we need to ensure
ζk,min(x(tk), τ) is positive given some time window. Consider
the CBF lower bound (22), for time ∀t ∈ [tk, tk+τ ]. We have
the following cases:
Case 1. For c(x,u)Tk,i,j x(tk) < 0, λi ≥ 0, j > 0, min ζ(x,u)k,i,j (t) =
ζ
(x,u)
k,i,j (τ).
Case 2. For c(x,u)Tk,i,j x(tk) < 0, λi > 0, j = 0, min ζ
(x)
k,i,j(t) =
c
(x)T
k,i,j x(tk) + σ + β
(x)
k and min ζ
(u)
k,i,j(t) = c
(u)T
k,i,j x(tk) + β
(u)
k
Case 3. For c(x,u)Tk,i,j x(tk) < 0, λi < 0, j > 0, min ζ
(x,u)
k,i,j (t) =
ζ
(x,u)
k,i,j (− jλi ).
By following the rules above, we can add the lower bound
of the CBF constraint min ζ(x,u)k,i,j (t) as linear constraints to our
optimization problem.
E. CBF constraints with STL predicates
The idea of using CBF for safety can be carried over to
ensure STL satisfactory in continuous time. For example, we
want to ensure φ = G[t3, t4]µ1 where µ1 := x2[t]− 3. Based
on the integer encoding method above, assuming the system
starts at t = 0 and ztφ = 1, we have
ztφ ≤ zt3µ1 ,
ztφ ≤ zt4µ1 ,
ztφ ≥ −1 + zt3µ1 + zt4µ1
The formulation above ensures zt3µ1 = z
t4
µ1 = 1, which
implies x2[t3] ≥ 3 and x2[t4] ≥ 3. But we cannot draw a con-
clusion in between [t3, t4]. To ensure x2(t) |= µ1,∀t ∈ [t3, t4],
we need to define the following proposition.
Proposition 2. Given a linear system in (1) and always
operator G. For some linear STL predicate µ, the trajectory
x(t) satisfies formula ϕ = G[a,b](µ := hµ(x)) if and only if
hµ(x(a)) ≥ 0, (26)
ζk,min(x(tk), τ) ≥ 0, (27)
where τ := b− a and tk = a.
Proof. Assume (26) is satisfied, that implies the system trajec-
tory x(t) is within the safety set defined by hµ(x(t)) at t = a.
Based on the definition of (22), the inequality (27) implies
min
i∈[1,..,n];
j∈[1,...,s(i)]
ζ
(x)
k,i,j(t) + ζ
(u)
k,i,j(t) ≥ 0, a ≤ t ≤ b.
With Proposition 1, the inequality above further implies ζ(t) ≥
0,∀t ∈ [a, b].
Based on the definition of the ECBF (ZCBF) (6), the system
is forward invariant, i.e., x(t) stays within the safety set
defined by hµ for τ period and x(t) |= µ, a ≤ t ≤ b.
F. Optimization Problem
The trajectory planning problem is formulated as the fol-
lowing MIQP:
min
u,x
∫ tf
0
uTu
s.t. x[k + 1] = Akx[k] +Bkuk
x(t) |= ϕ
ul ≤ uk ≤ uu.
zϕ, z
(x)
k,i,j , z
(u)
k,i,j ∈ {0, 1}
k = 0, ..., N − 1.
t ∈ [0, tf ], i = [1, ..., n], j = [1, ..., s(i)]
(28)
Note the dynamics constraints are encoded using direct
multiple-shooting method based on the closed-form solution
of linear dynamics. The goal is to solve the offline optimal
control problem (28) above and obtain an optimal trajectory
(x∗,u∗), with x∗ = x∗1, ..., x∗N and u∗ = u∗0, ..., u∗N−1, under
the mixed-integer constraints from the STL specifications and
the CBF constraints. We assume a total number of update steps
N and individual update period τk :=
tf
N . For each time step,
given a fixed time interval [tk, tk+τk], the solver will attempt
to find a feasible pair of (uk, x(t)), tk ≤ t ≤ tk + τk that
satisfies all constraints for k = 1, ..., N .
V. NUMERICAL EXAMPLES
Let us consider a double integrator system that has the
following form:[
x˙1(t)
x˙2(t)
]
=
[
0 1
0 0
] [
x1(t)
x2(t)
]
+
[
0
1
]
u. (29)
Based on (15), the closed-form solution for this system is[
x1(t)
x2(t)
]
=
[
1 t
0 1
] [
x1(tk)
x2(tk)
]
+
[
t t
2
2
0 t
] [
0
1
]
u. (30)
Given horizon N and final time tf in seconds. We define a
sequence of discrete time steps {tk|k = 0, ..., N, t0 = 0, tN =
tf}. Starting at initial state x(t0) = [1,−1]T , the goal is to
generate a sequence of control u = u0, ..., u9 that ensure the
system satisfy a continuous-time STL specification ϕ.
In example 1, we enforce a velocity constraint using CBF on
the system while its position is required to oscillate between a
specific interval. In example 2, we combine safety require-
ments and logic operator to achieve disjunctive (∨) safety
specification. A comparison is made between our method and
the method used in [9]. In example 3, we further demonstrate
how our method can be used for asynchronous update given
the time constraints from STL specification and sampling
rate from the system are not the same. All examples were
formulated as MIQPs using Gurobi [19] and solved on a i5-
8259U CPU.
A. Example 1: STL based planning with Safety Constraints
Consider the following STL formula with tf = 2s:
ϕ1 =F[0.2s,0.8s](x1(t) <= −2)∧ (31)
F[1s,1.4s](x1(t) >= 2)∧
F[1.6s,2s](x1(t) <= −2),
with the safety requirement of −10 < x2(t) < 10,∀t. The
goal is to steer the state x1(t) to oscillate between −2 and 2
within some real time interval.
Remark 4. The safety requirement can be viewed as STL
predicates in continuous time with the following form:
G[0,tf ](hϕ1,1(x)) ∧ (hϕ1,2(x)), with hϕ1,1(x) = x2 − 10 and
hϕ1,2(x) = −x2 + 10.
The elapsed time for solving the MIQP is 0.02 seconds.
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Time (s)
−4
−2
0
2
4
x 1
(t)
State Trajectory for x1
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Time (s)
−20
−10
0
10
20
x 2
(t)
State Trajectory for x2
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Time (s)
−40
−20
0
20
40
u(
t)
Control Inputs u
Fig. 1. Velocity constraints using CBFs
B. Example 2: Safety Sets as the STL Predicates with Dis-
junction
Consider the following two-dimensional double-integrator
system with tf = 1s:
x˙1(t)
x˙2(t)
x˙3(t)
x˙4(t)
 =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0


x1(t)
x2(t)
x3(t)
x4(t)
+

0 0
1 0
0 0
0 1
[u1u2
]
, (32)
with corresponding closed-form solution:
x1(t)
x2(t)
x3(t)
x4(t)
 =

1 t 0 0
0 1 0 0
0 0 1 t
0 0 0 1


x1(t)
x2(t)
x3(t)
x4(t)
+

t2
2 0
t 0
0 t
2
2
0 t
[u1u2
]
,
(33)
The extension of our proposed approach is to directly
encode safety sets as part of the STL specification. In other
words, the safety sets follow the STL syntax (7). In this
example, we demonstrate the disjunctive logic operator on
safety sets (e.g. h1(x) ≥ 0 ∨ h2(x) ≥ 0).
We would like the system trajectory to satisfy the following
STL formula:
ϕ2 :=F[0.1s,0.6s](x1(t) ≤ −0.5 ∧ x3(t) ≥ 0.5)∧
F[0.7s,1.0s](x1(t) ≥ 1 ∧ x3(t) ≥ 1)∧ (34)
G[0s,1.0s](x1(t) ≥ 0 ∨ x3(t) ≥ 0),
t ∈ [0, tf ].
The predicate with always operator can be viewed as a
disjuction of two safety sets by defining hϕ2,1(x) = x1(t)
and hϕ2,2(x) = x3(t) with the following equivalence:
G[0,tf ](x1(t) ≥ 0 ∨ x3(t) ≥ 0) |= > ⇐⇒
(hϕ2,1(x(t)) ≥ 0) ∨ (hϕ2,2(x(t)) ≥ 0), t ∈ [0, tf ]
Note that hϕ2,1 and hϕ2,2 have relative degrees of rb = 2,
we need to use ECBF (6) constraints:
ζϕ2,1 = £
2
fhϕ2,1(x) +£g£fhϕ2,1(x)u+ k1hϕ2,1 + k2h˙ϕ2,1(x)
(35)
ζϕ2,2 = £
2
fhϕ2,2(x) +£g£fhϕ2,1(x)u+ k1hϕ2,2 + k2h˙ϕ2,1(x),
where the system is within safety set hϕ2,1 or hϕ2,2, if
ζϕ2,1 ≥ 0 or ζϕ2,1 ≥ 0 respectively. We can obtain the
lower bounds min ζϕ2,1(x, t),min ζϕ2,2(x, t) using our pro-
posed mixed-integer encoding method in IV-D and apply the
following constraints:
min ζk,ϕ2,1(x, t) ≥ 0
min ζk,ϕ2,2(x, t) ≥ 0
tk ≤ t ≤ tk + τ, k = 1, ..., N
In Case 1, the STL specification ϕ2 is encoded with integer
encoding method. Notice how the discrete states trajectory
satisfies ϕ2 in Figure 2, but the continuous-time state trajec-
tory clearly violates the specification. In Case 2, the CBFs
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Fig. 3. Case 2
constraints (35) are used in the MIQP and resulting trajectory
(Shown in Figure 3) satisfies ϕ2 in continuous time. The
optimization problems in Case 1 and Case 2 are solved in
0.063s and 0.12s respectively.
C. Example 3: continuous-time STL under asynchronous time
lines
Finally, we illustrate the continuous-time STL formula can
be satisfied under the limitation of fixed system sampling rate
using our proposed method. Let us consider the case where
the system has a fixed sampling rate but some STL predicates
defined an time interval in-between two sampling instances.
Such formulation might leads to the issue of violation on the
specification by using the integer encoding method without
CBF constraints.
Consider the following example with the same dou-
ble integrator system (29), with STL formula ϕ3 =
G[0.63s,0.80s](x2(t) >= 3) ∧ F[1.4s,2.0s](x2(t) <= −4).
We approach the problem by considering two systems under
different time sequences, namely Simulated System and Real
System, with notation sim and real respectively. Next, we
define time sequences {tksimsim } and {tkrealreal }, with ksim =
1, ..., Nsim and kreal = 1, ..., Nreal (Fig 4). In addition, we
define the control sequences as usim and ureal accordingly.
!"#$
!"%"&'$
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.00
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.00
0.63 0.8
Fig. 4. Time lines for tsim and treal
For this example, we have Nsim = 11 and Nreal = 12
because the Always G predicate is defined in-between two
sampling instances, i.e., [0.63s, 0.8s]. Notice under the sys-
tem update constraint, it only allows to apply control on
the sampling time instants (i.e., t = 0.2s, 0.4s, ..., 2.0s). To
resolve this asynchronous issue, we solve the corresponding
MIQP under tsim with additional constraint usim[t = 0.6] =
usim[t = 0.63].
For G[0.63s,0.80s](x2(t) >= 3), the following CBF con-
straint is added:
ζmin,ϕ3(x2(t = 0.63), τ) ≥ 0, (36)
where τ = 0.8s− 0.63s = 0.17s.
Finally, we can apply the synthesized control usim under
treal and still satisfies ϕ3 in continuous time.
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Fig. 5. Time lines for tsim and treal
In Fig 5, we demonstrate G[0.63s,0.80s] is satisfied by de-
fine an unsafe region (Red) using (36). Although the CBF
constraint only active at t = 0.63, the additional constraint,
i.e.,usim[t = 0.63] = ureal[t = 0.6], ensures we can directly
assign ureal[t = 0.6] := usim[t = 0.63]. The resulting trajec-
tory from the real system still satisfy the original specification.
The MIQP is solved in 0.042s.
VI. CONCLUSION
We have developed a complete framework of trajectory
planning under the real-valued space and time constraints from
the STL specification. In addition, the notion of encoding Al-
ways G opeartor using the lower bound of CBF is introduced
to overcome the drawbacks from discrete-time STL robustness
based control. The future work is to extend our proposed
method to a Model Predictive Control (MPC) so that we can
obtain an feedback controller for real-world applications. In
addition, we are also interested in having an adaptive control
where a STL is satisfied in continuous-time but with minimum
number of controller updates.
REFERENCES
[1] K. Leahy, D. Zhou, C.-I. Vasile, K. Oikonomopoulos, M. Schwager, and
C. Belta, “Persistent surveillance for unmanned aerial vehicles subject to
charging and temporal logic constraints,” Autonomous Robots, vol. 40,
no. 8, pp. 1363–1378, 2016.
[2] S. Sadraddini and C. Belta, “Model predictive control of urban traffic
networks with temporal logic constraints,” in 2016 American Control
Conference (ACC). IEEE, 2016, pp. 881–881.
[3] Z. Serlin, K. Leahy, R. Tronl, and C. Beita, “Distributed sensing
subject to temporal logic constraints,” in 2018 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS). IEEE, 2018, pp.
4862–4868.
[4] C. Baier and J.-P. Katoen, Principles of model checking. MIT press,
2008.
[5] O. Maler and D. Nickovic, “Monitoring temporal properties of contin-
uous signals,” in Formal Techniques, Modelling and Analysis of Timed
and Fault-Tolerant Systems. Springer, 2004, pp. 152–166.
[6] A. Donze´ and O. Maler, “Robust satisfaction of temporal logic over
real-valued signals,” in International Conference on Formal Modeling
and Analysis of Timed Systems. Springer, 2010, pp. 92–106.
[7] V. Raman, A. Donze´, M. Maasoumy, R. M. Murray, A. Sangiovanni-
Vincentelli, and S. A. Seshia, “Model predictive control with signal
temporal logic specifications,” in 53rd IEEE Conference on Decision
and Control. IEEE, 2014, pp. 81–87.
[8] V. Raman, A. Donze´, D. Sadigh, R. M. Murray, and S. A. Seshia, “Reac-
tive synthesis from signal temporal logic specifications,” in Proceedings
of the 18th international conference on hybrid systems: Computation
and control. ACM, 2015, pp. 239–248.
[9] S. Sadraddini and C. Belta, “Robust temporal logic model predictive
control,” in 2015 53rd Annual Allerton Conference on Communication,
Control, and Computing (Allerton). IEEE, 2015, pp. 772–779.
[10] P. Wieland and F. Allgo¨wer, “Constructive safety using control barrier
functions,” IFAC Proceedings Volumes, vol. 40, no. 12, pp. 462–467,
2007.
[11] A. D. Ames, J. W. Grizzle, and P. Tabuada, “Control barrier function
based quadratic programs with application to adaptive cruise control,”
in Decision and Control (CDC), 2014 IEEE 53rd Annual Conference
on. IEEE, 2014, pp. 6271–6278.
[12] U. Borrmann, L. Wang, A. D. Ames, and M. Egerstedt, “Control barrier
certificates for safe swarm behavior,” IFAC-PapersOnLine, vol. 48,
no. 27, pp. 68–73, 2015.
[13] L. Wang, A. Ames, and M. Egerstedt, “Safety barrier certificates for het-
erogeneous multi-robot systems,” in 2016 American Control Conference
(ACC). IEEE, 2016, pp. 5213–5218.
[14] S.-C. Hsu, X. Xu, and A. D. Ames, “Control barrier function based
quadratic programs with application to bipedal robotic walking,” in
American Control Conference (ACC), 2015. IEEE, 2015, pp. 4542–
4548.
[15] A. Ghaffari, I. Abel, D. Ricketts, S. Lerner, and M. Krstic´, “Safety
verification using barrier certificates with application to double integrator
with input saturation and zero-order hold,” in 2018 Annual American
Control Conference (ACC). IEEE, 2018, pp. 4664–4669.
[16] Y. Chen, A. Hereid, H. Peng, and J. Grizzle, “Enhancing the performance
of a safe controller via supervised learning for truck lateral control,”
arXiv preprint arXiv:1712.05506, 2017.
[17] L. Wang, E. A. Theodorou, and M. Egerstedt, “Safe learning of quadro-
tor dynamics using barrier certificates,” in 2018 IEEE International
Conference on Robotics and Automation (ICRA). IEEE, 2018, pp.
2460–2465.
[18] Q. Nguyen and K. Sreenath, “Exponential control barrier functions for
enforcing high relative-degree safety-critical constraints,” in American
Control Conference (ACC), 2016. IEEE, 2016, pp. 322–328.
[19] L. Gurobi Optimization, “Gurobi optimizer reference manual,” 2018.
[Online]. Available: http://www.gurobi.com
