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Perch e si studia ancora l'elettromagnetismo?
Lo studio dei campi elettromagnetici  e sempre stato al centro dell'attenzione delle comu-
nit a scientiche e dei governi che, su di esso, hanno investito molte risorse economiche
ed umane, dato che la comprensione dei fenomeni elettromagnetici e la realizzazione di
strumenti ad essi connessi  e stata fondamentale per la difesa delle nazioni, in particolare
durante gli anni della seconda guerra mondiale.
Per rendere l'idea di quanto sia stato investito negli studi sull'elettromagnetismo
basta sottolineare che, a dierenza di quanto comunemente si ritiene, il progetto pi u di-
spendioso nella storia degli eserciti militari, non fu la realizzazione della bomba atomica,
ma quella del progetto radar, che risult o ben tre volte pi u costosa.
Ai giorni nostri gli studi legati a questo ambito hanno intrapreso innumerevoli nuove
vie riuscendo ad in
uenzare profondamente la vita quotidiana di chiunque. Grazie
ad una miriade di ricerche e di studi fatti in questo campo, molti oggetti, quali ad
esempio telefoni cellulari, forni a microonde e modem, hanno invaso le nostre case e
sono diventati simboli di progresso tecnologico e di benessere.
Gli studi relativi all'elettromagnetismo, a ben centoquaranta anni dalla redazione
delle equazioni di Maxwell, riescono ancora a stupire e cambiare il mondo.
Cenni storici
Ora  e necessario fare un rapido excursus sulle tecniche adottate, durante lo scorso
secolo, per ottenere risultati sempre pi u precisi nella risoluzione delle equazioni dell'e-
lettromagnetismo. La equazioni di Maxwell, un estremo condensato delle conoscenze
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riguardo i campi elettrico e magnetico, furono formulate attorno al 1870 e vengono
ritenute tutt'oggi uno dei pi u grandi traguardi della scienza del diciannovesimo secolo.
Prima degli anni sessanta la soluzione delle equazioni di Maxwell veniva arontata
attraverso l'utilizzo di strumenti matematici analitici quali forme chiuse e serie nume-
riche. I risultati, che venivano ottenuti grazie all'utilizzo di calcolatori meccanici, dalla
scarsa capacit a di calcolo, risultavano per forza di cose poco precisi.
Fu grazie all'avvento degli elaboratori elettronici e dei primi linguaggi di program-
mazione che, dopo gli anni sessanta, si ebbero svariate innovazioni nelle tecniche di
risoluzione delle equazioni di Maxwell nel dominio della frequenza. Tuttavia i nuo-
vi metodi, tra cui ad esempio quello delle equazioni integrali, rivelarono molto presto
diversi punti deboli e si cercarono dunque nuove strade che portassero a risultati pi u
soddisfacenti.
Nel 1966 Kane Yee riusc  ad intravedere una nuova via di risoluzione: essa prevedeva
l'utilizzo di equazioni alle dierenze parziali per la soluzione delle equazioni del rotore
in regioni che venivano prima suddivise da una griglia regolare. Negli anni settanta ed
ottanta ci si rese conto delle grandi potenzialit a del metodo proposto da Yee, tanto che
esso venne ripreso, studiato e reso completo da svariati studiosi e resta tutt'oggi un
validissimo strumento per lo studio dei campi elettromagnetici.Capitolo 1
Il metodo FDTD
Le soluzione delle equazioni di Maxwell nel dominio del tempo sono in genere sconosciu-
te, se escludiamo un insieme limitato di casi, ovvero volumi sferici o cilindrici; in queste
situazioni la risoluzione  e possibile mediante metodi analitici abbastanza semplici, come
ad esempio la separazione delle variabili.
Quando si ha a che fare con volumi pi u complessi invece, la ricerca della soluzione
risulta molto pi u laboriosa, ed  e necessario arontare il problema con approcci dierenti.
Con questo elaborato si cercher a di spiegare come sia possibile ottenere dei risul-
tati soddisfacenti utilizzando il Finite-Dierence Time-Domain Method, comunemente
indicato con l'acronimo FDTD.
1.1 Analisi generale del problema
La tecnica FDTD  e particolarmente indicata per lo studio del campo elettromagnetico
in regioni contenenti degli ostacoli, nelle quali si vogliono studiare fenomeni di dif-
frazione. Essa risulta molto valida anche in altri ambiti, ad esempio per analizzare la
propagazione del campo elettromagnetico all'interno di guide d'onda, oppure per capire
come esso viene perturbato da antenne di vario genere.
Una volta selezionata la regione di interesse del problema, scelte le opportune sor-
genti note di campo ed applicato correttamente l'algoritmo proposto da Yee [2], il
teorema di unicit a assicurer a che la soluzione a cui si  e giunti  e l'unica possibile per
quel problema, all'interno del dominio spazio-temporale selezionato.
Saranno in seguito delle condizioni al contorno (si usa, ormai da circa quindici anni,
solo il Perfectly Matched Layer proposto inizialmente da Berenger [6],[7]) ad orire
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la possibilit a di sfruttare il teorema di equivalenza e le condizioni di radiazione di
Sommerfeld per estendere, con approssimazione pienamente soddisfacente, i risultati
ottenuti ad un dominio innito, risolvendo in maniera completa il problema in esame.
Per quanto riguarda gli studi in campo FDTD,  e facile notare, contrariamente a
quanto ci si pu o aspettare, che la ricerca di condizioni al contorno ottime  e stata molto
pi u laboriosa ed intensa di quella dell'algoritmo di risoluzione del problema.
Tale algoritmo  e stato scoperto nell'ormai lontano 1966 ed in seguito ha subito
solamente delle lievi migliorie, che non l'hanno modicato in modo molto signicativo.
Per quanto riguarda la questione delle condizioni al contorno invece si sono visti notevoli
sviluppi e miglioramenti, in varie direzioni nel corso dei decenni, che hanno portato a
risultati di una precisione molto elevata.
I progressi ottenuti sono stati talmente notevoli che ormai l'accuratezza dei risultati
non  e pi u limitata dalla tecnica di analisi del problema, ma piuttosto dall'impossibilit a
di rappresentare in modo perfetto gli ostacoli contenuti nello spazio di interesse e dalla
limitata potenza di calcolo che si ha a disposizione1.
Dopo queste considerazioni di carattere generale sulla natura del problema,  e giunto
il momento di spiegare l'algoritmo in modo dettagliato, per passare successivamente
anche all'analisi ed alla risoluzione del problema delle condizioni al contorno.
1.2 Passaggio dalle equazioni di Maxwell vettoriali ad un
sistema di equazioni alle dierenze nite
Ricordando che le equazioni di Maxwell in un mezzo lineare ed isotropo sono date da:
r  ~ E =  
@ ~ H
@t
(1.1a)
r  ~ H = E + 
@ ~ E
@t
(1.1b)
e assumendo che i parametri ;; siano tutti indipendenti dal tempo, si va ora a
scomporre il campo elettrico e quello magnetico nelle varie componenti parallele ad
una terna arbitraria di assi x;y;z ortogonali.
1La potenza di calcolo limitata  e sempre stata un problema per questo algoritmo, tanto che esso
non fu preso in considerazione per vari anni dopo la sua nascita, in quanto richiedeva calcolatori dalle
prestazioni troppo elevate per l'epoca. Venne rivisto e studiato solo circa un decennio dopo, quando il
notevole sviluppo dei computer permise di ottenere dei risultati per lo meno accettabili.1.3. DISCRETIZZAZIONE SPAZIALE E TEMPORALE 3
Cos  facendo si passa dalle due equazioni vettoriali (1.1) ad un sistema di sei
equazioni alle derivate parziali, che sono le seguenti:
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A partire da queste equazioni, grazie ad una discretizzazione spazio temporale, si avran-
no a disposizione le sei equazioni alle dierenze nite, che stanno alla base del Finite-
Dierence Time-Domain Method, e grazie ad esse sar a possibile risolvere le equazioni
di Maxwell in un gran numero di casi.
1.3 Discretizzazione spaziale e temporale
Il primo passo da fare, per utilizzare l'algoritmo FDTD,  e individuare la regione inte-
ressata dal problema, dividerla in parallelepipedi aventi dimensioni x;y;z e suc-
cessivamente scegliere gli istanti in cui si andr a a valutare il campo elettromagnetico.
Si eettua quindi, come anticipato, una discritizzazione spazio-temporale.
Prima di imporre delle condizioni sulle dimensioni dei passi spaziali e temporali  e
bene notare che, per comodit a, non  e errato scegliere una griglia costituita da cubi
anzich e da parallelepipedi, dunque d'ora in avanti si assumer a sempre che x = y =
z.
Oltre a questa caratteristica, scelta per mantenere la geometria del problema il
pi u semplice possibile, la discretizzazione deve garantire due requisiti fondamentali:
precisione e stabilit a di calcolo.4 CAPITOLO 1. IL METODO FDTD
I risultati accurati sono ottenuti attraverso un'opportuna selezione delle dimensioni
delle celle della griglia, con ci o intendendo che esse devono essere piccole frazioni della
minima lunghezza d'onda presente nel problema in esame, ovvero:
x < min=10 (1.4)
Anch e sia assicurata anche la stabilit a computazionale, invece, il campo non de-
ve subire variazioni signicative lungo un incremento spaziale, nell'arco di un quanto
temporale. Questa richiesta viene soddisfatta, nel caso tridimensionale, se:
ct <

3
x
 1=2
(1.5)
Fatte queste premesse,  e possibile addentrarsi nel vero e proprio cuore del metodo
FDTD, ovvero il passaggio dal sistema di sei equazioni alle derivate parziali prima
ottenuto a quello composto da altrettante equazioni alle dierenze nite, discretizzate
in maniera opportuna.
1.4 Il sistema di equazioni alle dierenze nite
Analizzato accuratamente il problema e determinate le condizioni di stabilit a della
soluzione, si possono determinare la lunghezza dello spigolo dei cubi costituenti la
griglia e la durata di un quanto temporale.
A questo punto si deve sfruttare il reticolo costruito e la quantizzazione temporale
per lavorare sulle equazioni (1.2) ed (1.3), trasformandole in un sistema equivalente,
che permetta ad un elaboratore il calcolo di tutte le componenti di campo, sia durante
le fasi transitorie, sia quando esso si  e stabilizzato.
Si assuma, d'ora in avanti, la convenzione che un punto della griglia sia individuato
da una terna di numeri interi:
(i;j;k) = (ix;jy;kz) (1.6)
e che ogni funzione spazio temporale sia rappresentata come:
F(ix;jy;kz;nt) = Fn(i;j;k) (1.7)
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Allora per quanto riguarda una derivata spaziale di suddetta funzione sar a valida
l'espressione:
@Fn(i;j;k)
@x
=
Fn(i + 1=2;j;k)   Fn(i   1=2;j;k)
x
+ O(x2) (1.8)
mentre quando si tratter a con la derivata temporale si avr a la seguente espressione:
@Fn(i;j;k)
@t
=
Fn+1=2(i;j;k)   Fn 1=2(i;j;k)
t
+ O(t2) (1.9)
Al ne di ottenere la precisione dell'equazione (1.8), e di realizzare tutte le derivate
delle equazioni (1.2) e (1.3),  e necessario posizionare i componenti del campo elettro-
magnetico come mostrato in gura e calcolare a step temporali alterni, una volta il
campo elettrico e una volta quello magnetico.
Figura 1.1: Posizione dei varie componenti di campo. I componenti di campo elettrico sono
nei punti mediani degli spigoli, mentre quelli di campo magnetico nel centro delle
facce.
Tramite passaggi matematici relativamente semplici ed osservazioni sulla particolare
geometria del problema si ottiene, per quanto riguarda il campo magnetico, il seguente
sistema di equazioni, ciascuna relativa ad una componente:6 CAPITOLO 1. IL METODO FDTD
Hn+1=2
x

i;j +
1
2
;k +
1
2

= Hn 1=2
x

i;j +
1
2
;k +
1
2

+
+
t
(i;j + 1
2;k + 1
2)x

"
En
y

i;j +
1
2
;k + 1

  En
y

i;j +
1
2
;k

+
+ En
z

i;j;k +
1
2

  En
z

i;j + 1;k +
1
2
#
(1.10a)
Hn+1=2
y

i +
1
2
;j;k +
1
2

= Hn 1=2
y

i +
1
2
;j;k +
1
2

+
+
t
(i + 1
2;j;k + 1
2)y

"
En
z

i + 1;j;k +
1
2

  En
z

i;j;k +
1
2

+
+ En
x

i +
1
2
;j;k

  En
z

i +
1
2
;j;k + 1
#
(1.10b)
Hn+1=2
z

i +
1
2
;j +
1
2
;k

= Hn 1=2
x

i +
1
2
;j +
1
2
;k

+
+
t
(i + 1
2;j + 1
2;k)z

"
En
x

i +
1
2
;j + 1;k

  En
x

i +
1
2
;j;k

+
+ En
y

i;j +
1
2
;k

  En
z

i + 1;j +
1
2
;k
#
(1.10c)
Mentre con tecnica analoga, per il campo elettrico si ottiene un sistema che  e il
seguente:
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Grazie alle sei precedenti equazioni sar a possibile analizzare, passo dopo passo,
l'evolversi del campo elettromagnetico in ogni punto del volume scelto, basandosi sem-
plicemente sui valori assunti negli istanti precedenti e sulle componenti del campo delle
celle adiacenti.
Dalle equazioni (1.10) e (1.11)  e facile notare che, anch e l'algoritmo possa fuzio-
nare correttamente, sono necessari ben undici parametri e molti calcoli per ogni cella
della griglia, ad ogni istante temporale. Proprio questa  e la principale limitazione del-
l'algoritmo; la mole di calcoli da svolgere ha fatto si che la tecnica FDTD, scoperta nel
1966, sia stata sfruttata appieno solamente negli ultimi anni.
1.5 Tipi alternativi di discretizzazione spaziale
Come  e gi a stato aermato nel corso della trattazione, la tecnica FDTD risulta molto

essibile ed essa pu o essere applicata in maniera ecace in svariati ambiti. Grazie a
questa sua caratteristica, nel corso degli ultimi anni, i settori in cui il Finite-Dierence
Time-Domain Method ha trovato impiego si sono moltiplicati.
Dato che la buona riuscita del metodo dipende per la maggior parte della capacit a di
rappresentare in maniera fedele e rigorosa lo spazio,  e sorta, come logica conseguenza,
la necessit a di adattare l'algoritmo a domini spaziali sempre pi u dierenti tra loro.8 CAPITOLO 1. IL METODO FDTD
Sono state studiate delle tecniche risolutive alternative a quella proposta da Yee per
la discretizzazione spaziale e talvolta i risultati ottenuti, sia per problemi in due che
in tre dimensioni, si sono dimostrati interessanti, in quanto pi u fedeli di quelli che si
sarebbero ricavati utilizzando la classica griglia cartesiana.
Nell'ambito del 2D i risultati pi u interessanti si sono raggiunti sostituendo le celle
quadrate, con griglie costituite da esagoni regolari. La struttura esagonale, oltre a
prestarsi bene alla rappresentazione di problemi con geometrie particolari, ore anche
il vantaggio di far diminuire notevolmente la anisotropia della velocit a di fase.
Per motivazioni del tutto analoghe, quando si trattano problemi in 3D, a volte  e
risultato opportuno sostituire i cubi proposti da Yee con degli ottaedri troncati.
E' importante sottolineare che, nonostante la geometria della discretizzazione spa-
ziale possa essere di volta in volta adattata al problema in esame, le condizioni necessarie
alla stabilit a e alla precisione di calcolo restano invece immutate.
1.6 Analisi dei punti forti e dei punti deboli del metodo
Visto il grande numero di tecniche esistenti per la risoluzione delle equazioni di Maxwell,
e dato che non ne esiste una sempre privilegiata rispetto alle altre,  e facile intuire che
per ogni tipologia di problema bisogna selezionare in modo accurato la strada migliore
che porta alla risoluzione. Per poter fare una scelta consapevole  e necessario conoscere i
punti forti e quelli deboli di ogni strategia risolutiva. Qui di seguito vengono evidenziati
quelli del Finite-Dierence Time-Domain Method.
1.6.1 Punti forti
 Il metodo con cui il campo viene modellato  e relativamente semplice e risul-
ta dunque abbastanza intuitivo; le equazioni dei sistemi (1.10) e (1.11), pur
presentandosi ostiche, non contengono calcoli molto complessi.
 La tecnica FDTD  e molto accurata e robusta: si conoscono bene tutte le possibili
fonti di errore ed  e dunque nelle facolt a di chi vuole utilizzarla porre dei bounds
ad esso, in modo da avere dei modelli molto accurati per una grande variet a di
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 Trattandosi di un metodo nel dominio del tempo  e possibile ottenere soluzioni per
sistemi a banda larga con una singola simulazione, non serve dunque eettuare
ripetute prove a varie frequenze.
 Dato che campo elettrico e magnetico vengono calcolati istante per istante  e
possibile seguire passo passo la loro evoluzione nel tempo, prima di giungere ad
una situazione di stazionariet a.
 Grazie alla suddivisione dello spazio in piccoli cubi  e possibile specicare per
ognuno di essi le caratteristiche del materiale che lo costituisce, in modo da avere
una riproduzione fedele dello spazio di interesse del problema. Ovviamente pi u
piccole sono le celle, pi u i risultati ottenuti saranno precisi, il tutto a scapito di
costi computazionali ovviamente non indierenti.
1.6.2 Punti deboli
 L'accuratezza dei risultati, ottenuta da discretizzazioni spazio-temporali molto
tte, va a scapito di costi computazionali elevatissimi e di simulazioni che possono
risultare molto dispendiose in termini di tempo. Non  e quindi possibile ottenere
simulazioni precise facendo lavorare il calcolatore per poco tempo.
 Dovendo discretizzare nello spazio, la rappresentazione degli oggetti contenuti
nella regione di interesse del problema introduce errori sistematici che causano
imprecisione nei risultati.
 Dato che la condizione di stabilit a richiede che una cella della griglia sia grande
al massimo un decimo della lunghezza d'onda, per avere costi computazionali
accettabili,  e necessario trattare domini spaziali molto ridotti. Nel caso in cui si
voglia studiare la dirazione causata da oggetti di dimensioni abbastanza grandi,
l'FDTD risulta non appropriato ed  e necessario ricorrere ad altre tecniche.
 Poich e l'FDTD calcola i campi elettrico e magnetico in tutti i punti del dominio
computazionale, quest'ultimo deve necessariamente avere dimensioni nite. Per
questo motivo  e indispensabile utilizzare delle condizioni al contorno, in modo
che sia possibile estendere, commettendo errori non trascurabili, i risultati ad un
dominio innito.10 CAPITOLO 1. IL METODO FDTDCapitolo 2
Il problema delle condizioni al
contorno
Riprendendo l'ultima aermazione del capitolo precedente,  e facile rendersi conto che
molti fenomeni di interazioni tra onde elettromagnetiche avvengono in regioni aperte,
per le quali il dominio in cui va eettuato lo studio del campo  e illimitato in almeno una
delle dimensioni dello spazio. Ovviamente nessun calcolatore dispone di una capacit a
illimitata di calcolo e proprio per questo motivo, quando si ha a che fare con il metodo
FDTD,  e necessario denire una regione spaziale nita sulla quale risolvere le equazioni
di Maxwell.
Data questa limitazione, nasce un nuovo problema: adattare delle condizioni al
contorno, per poter estendere, in modo opportuno, ovvero con ottima precisione, i
risultati ottenuti ad un dominio innito.
Tutt'oggi esistono due tipologie di condizioni al contorno: le RBCs o Radiation
Boundary Conditions e le ABCs o Absorbing Boundary Conditions. Delle due classi di
soluzioni verr a analizzata solamente la seconda, in quanto essa risulta di gran lunga la
pi u utilizzata con il Finite-Dierence Time-Domain Method.
2.1 Le absorbing boundary conditions
Prima di iniziare con una rapida panoramica della storia delle absorbing boundary
conditions  e opportuno spiegare di che cosa si tratta nel nostro caso specico.
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Per poter estendere ad un dominio innito le soluzioni che ci fornisce l'algoritmo
di Yee,  e indispensabile la conoscenza del campo elettrico e di quello magnetico sulla
supercie esterna della regione in esame.
Osservando Figura 1.1  e facile notare che, per conoscere il valore delle varie compo-
nenti del campo magnetico sulla supercie esterna del dominio di interesse del problema,
sarebbe necessario sapere con esattezza il suo valore in alcuni punti esterni alla cella;
ci o  e evidentemente impossibile.
Il problema della determinazione delle ABCs sta proprio nella ricerca di equazioni
che forniscano una stima, il pi u fedele possibile, del valore di queste componenti ignote
del campo, sfruttando la conoscenza di quelle interne al dominio computazionale, che
sono invece conosciute.
Nel corso degli anni settanta ed ottanta, cio e non appena le teorie di Yee vennero
riviste e sfruttate per la risoluzione di problemi di elettromagnetismo, si svilupparono
varie correnti di pensiero che, sfruttando basi teoriche diverse, si lanciarono alla ricerca
di appropriate condizioni al contorno per il metodo FDTD.
Il primo lone che riusc  ad ottenere risultati soddisfacenti cerc o di dare una risposta
al problema attraverso l'equazione d'onda di d'Alambert. Questo gruppo era formato
da tre persone: B.Engquist, A.Madja e G.Mur. I primi due riuscirono a costruire delle
basi teoriche, che vennero successivamente adattate al metodo FDTD da Gerrit Mur,
nel 1981.
In parallelo a questa prima linea di pensiero se ne svilupp o una seconda, porta-
ta avanti da un gruppo, a capo del quale stava Z.P.Liao. Questo team attraverso
l'extrapolation in space and time, nel 1984 ottenne dei risultati aventi una precisione
simile a quelli di Mur. Nonostante la strada intrapresa fosse completamente diversa, i
risultati non registravano miglioramenti signicativi.
Furono necessari altri nove anni anch e avvenisse una vera e propria rivoluzione,
grazie alla quale si registr o un incremento della precisione delle condizioni al contorno
di addirittura quattro ordini di grandezza.
Fu il sico francese Jean-Pierre Berenger, nel 1994 a stravolgere le teorie no ad al-
lora adottate grazie al suo Perfectly Matched Layer, noto anche come PML. A dierenza
di tutti gli altri Berenger pens o alla supercie esterna del dominio computazionale come
ad una parete con coeciente di ri
essione nullo a tutte le frequenze e per qualsiasi
polarizzazione delle onde incidenti (per avere un'idea a livello 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 e suciente paragonare le pareti del dominio computazionale d'interesse a quelle di una
camera anecoica).
E' opportuno ora spiegare in maniera analitica le soluzioni al problema delle con-
dizioni al contorno citate, in quanto sono quelle che hanno rivestito, e continuano a
rivestire, un ruolo centrale nella soluzione di problemi di elettromagnetismo.
2.2 Mur e l'equazione di D'Alambert
Come  e stato anticipato, i primi studi per la ricerca di condizioni al contorno adatte
al Finite-Dierence Time-Domain Method furono arontati da Engquist e Madja. La
coppia incentr o la propria teoria sulla risoluzione dell'equazione di d'Alambert, che
ricordiamo essere:
@2W
@x2 +
@2W
@y2 +
@2W
@z2 =
1
c2
@2W
@t2 (2.1)
Dovendo calcolare le tre componenti di campo elettrico Ex, Ey ed Ez, essi sfrutta-
rono l'equazione (2.1) per ognuna di esse.
Venga assunto ora, senza alcuna perdita di generalit a, che la regione di interesse
del problema sia collocata nel semispazio delle x negative. Verr a mostrato come vanno
calcolate le condizioni al contorno per il piano x=0.
Un'onda piana, che viaggia nella direzione decrescente dell'asse x ha un'espressione
del tipo:
W = Re

 

t + (c 2   s2
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z)1=2x + syy + szz

(2.2)
dove sx, sy ed sz sono le componenti inverse della velocit a e vale che s2
x +s2
y +s2
z =
c 2.
Per questo tipo d'onda la condizione al contorno

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x=0
= 0 (2.3)
permetter a di determinare, per valori ssati di sy ed sz, l'espressione di un'onda
W, che viene assorbita sulla supercie esterna x = 0 .
Non conoscendo l'angolo di incidenza dell'onda cos  determinata,  e necessario per
forza di cose fare un'approssimazione, variabile a seconda che ci si arresti al primo,
oppure al secondo ordine.14 CAPITOLO 2. IL PROBLEMA DELLE CONDIZIONI AL CONTORNO
Nel caso in cui la precisione richiesta per la risoluzione del problema sia bassa,
 e possibile accontentarsi di un troncamento al primo ordine, per il quale sar a valida
l'approssimazione:
(1   (csy)2   (csz)2)1=2 = 1 + O((csy)2 + (csz)2) (2.4)
che modica la (2.3), facendola diventare la seguente equazione:

@W
@x
 
@W
c@t
 


x=0
= 0 (2.5)
Questa espressione risulta spesso inadatta in quanto, come anticipato, permette di
raggiungere una precisione spesso non suciente. Per superare il problema  e necessario
servirsi di un troncamento del secondo ordine.
Tale approssimazione si ottiene ricordando che:
(1   (csy)2   (csz)2)1=2 = 1  
((csy)2 + (csz)2)
2
+ O((csy)2 + (csz)2)2 (2.6)
Utilizzando la (2.6) per riscrivere la (2.3) si giunge al risultato nale ottenuto dalla
coppia Engquist-Madja, rappresentato dall'equazione:

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= 0 (2.7)
A partire da questo traguardo, nel 1981, Gerrit Mur, costru  la sue equazioni,
adattate alla discretizzazione spazio-temporale dell'FDTD.
Se in un problema trimensionale si eettua un'approssimazione di primo grado,
date ancora per vere le condizioni premesse, si ottiene, per la componente Ez nel piano
x = 0, la seguente espressione:
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+
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
En+1
z

1;j;k +
1
2

  En
z

0;j;k +
1
2

(2.8)
Del tutto simili a questa saranno le formulazioni della varie componenti nelle altre
facce delimitanti la regione di interesse nel problema.2.3. IL PERFECTLY MATCHED LAYER 15
La soluzione di Mur rappresenta la prima valida risposta al problema delle condizioni
al contorno per metodi che sfruttano una griglia spaziale al ne di risolvere le equazioni
di Maxwell.
Nonostante questa tecnica risulti ormai superata, a causa della sua insuciente pre-
cisione, va sottolineato il fatto che essa rimase per pi u di un decennio la maggiormente
utilizzata e venne scalzata solamente del Perfectly Matched Layer nel 1994. Ancora
oggi, in casi abbastanza rari, ovvero se si ha a che fare con problemi che non richiedono
per la soluzione una precisione molto elevata, viene impiegata la tecnica di Mur in
quanto essa  e la pi u semplice e la meno dispendiosa in termini di potenza di calcolo da
impiegare.
2.3 Il Perfectly Matched Layer
I risultati ottenuti per quanto riguarda le condizioni al contorno per FDTD da Mur,
Liao e tutti gli altri studiosi che pubblicarono i loro risultati prima del 1994 davano
la possibilit a di ottenere dei coecienti di ri
essione compresi tra -35 e -45dB. Per
raggiungere l'obiettivo di avere un range dinamico di 70dB erano necessarie per o delle
Absorbing Boundary Conditions molto pi u accurate, che permettessero addirittura di
ricavare degli indici di ri
essione di ben tre ordini di grandezza inferiori.
Tale traguardo, che poteva al tempo sembrare molto dicile da raggiungere, fu
conseguito da Jean-Pierre Berenger, il quale pens o ad una soluzione del tutto innovativa
e rivoluzionaria rispetto a quelle precedentemente proposte, che battezz o con il nome
di Perfectly Matched Layer.
Il PML  e un sottile strato di materiale assorbente, che viene virtualmente posto ai
bordi del reticolo che divide il dominio computazionale. Quando un'onda attraversa il
margine della regione di interesse del problema non subisce ri
essione e viene attenuata
secondo un decadimento esponenziale all'interno del perfectly matched layer. Anche
nel caso in cui vi sia una ri
essione totale al di fuori del dominio computazionale,
dopo essere rientrata nella griglia l'onda elettromagnetica avr a attraversato per due
volte il PML. Essa risulter a perci o attenuata in maniera talmente forte che la sua
potenza sar a di diversi (in genere tra 6 ed 8) ordini di grandezza inferiore a quella
che originariamente era l'onda incidente. La tecnica utilizzata da Berenger, nota come
split-eld PML 1,venne presto rimpiazzata dall' uniaxial PML (o UPML).
1La tecnica consisteva, come suggerisce il nome, nel dividere ciascuna delle espressioni dei sistemi16 CAPITOLO 2. IL PROBLEMA DELLE CONDIZIONI AL CONTORNO
Data la complessit a dell'analisi di entrambi i metodi e la dicolt a dei calcoli da
arontare vengono riportati in seguito solamente i risultati pi u interessanti ottenuti
grazie allo split-eld ed all'uniaxial PML.
Lo split eld permette di esprimere in maniera semplice il coeciente di ri
essione
in funzione dell'angolo di incidenza:
R() = e 2wdcos (2.9)
dove   e l'impedenza d'onda caratteristica del PML, d  e il suo spessore e w la con-
ducibilit a lungo una delle direzioni dello spazio. Dall'espressione (2.9) si pu o facilmente
dedurre un risultato importante, ovvero la non dipendenza dell'indice di ri
essione dalla
frequenza.
La tecnica dell'uniaxial PML permette invece di ottenere delle espressioni relati-
vamente semplici per quanto riguarda le componenti del campo elettrico e del campo
magnetico appena esterne al dominio computazionale, e grazie ad esse rende possibile
il calcolo del valore del campo proprio nei bordi.
Fatte le stesse supposizioni utilizzate per le condizioni al contorno di Mur si ottiene
per il campo elettrico:
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e per il campo magnetico:
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Per concludere  e importante riassumere i vantaggi che il PML ha dato nella soluzione
al problema delle condizioni al contorno con FDTD. In primo luogo grazie ad esso  e stato
(1.2) ed (1.3) in due ulteriori equazioni, ottenendo cos  un sistema a dodici equazioni2.3. IL PERFECTLY MATCHED LAYER 17
possibile diminuire il coeciente di ri
essione ai bordi del dominio computazionale di
circa 3000 volte rispetto a quanto avveniva in precedenza, in secondo luogo il coeciente
di ri
essione  e stato reso indipendente dalla frequenza.
2.3.1 Punti deboli del Perfectly Matched Layer
Dopo quanto detto riguardo agli innumerevoli vantaggi che si ricavano dall'utilizzo del
Perfectly Matched Layer per la determinazione delle condizioni al contorno  e necessario
analizzare anche i punti deboli di questa tecnica. Le principali falle che si riscontrano a
livello teorico applicando il PML al Finite-Dierence Time-Domain Method sono due,
ma come s  vedr a esse sono risolvibili adottando degli opportuni accorgimenti.
 Il PML consente di avere un indice di ri
essione nullo solamente nel caso in cui
si risolva l'equazione d'onda vera e propria. Non appena viene eettuata la di-
scretizzazione spazio-temporale richiesta dall' FDTD la perfezione analitica delle
soluzioni viene persa, dato che quella che si risolve  e un'equazione approssimata.
Questa limitazione pu o essere resa trascurabile in due modi.
E' possibile eettuare una discretizzazione molto tta, in modo tale da rendere
l'equazione approssimata il pi u possibile simile a quella originale. In via alterna-
tiva si pu o scegliere di lavorare sullo spessore dello strato di materiale assorbente.
In entrambi i casi si riescono ad ottenere coecienti di ri
essione molto prossimi
allo zero.
 Nel PML il coeciente di ri
essione dipende sempre dall'angolo d'incidenza del-
l'onda elettromagnetica, come  e mostrato dall'equazione (2.9). Questo fatto ov-
viamente implica che, quando si ha a che fare con onde incidenti con angoli 
prossimi a 90, il suddetto coeciente di ri
essione assume valori prossimi ad
uno.
In realt a quando si aronta in maniera pratica un qualsiasi problema con l'FDTD,
dato che  e possibile scegliere arbitrariamente il dominio computazionale, anche
questo limite teorico risulta facilmente superabile. Una scelta appropriata della
posizione delle sorgenti di campo permette quasi sempre di ottenere angoli di
incidenza non superiori ai 50.18 CAPITOLO 2. IL PROBLEMA DELLE CONDIZIONI AL CONTORNOCapitolo 3
Conclusioni
Possibili evoluzioni future
La prima cosa che ci si pu o chiedere, dopo aver arontato un argomento che  e stato
approfondito da innumerevoli studiosi per pi u di quarant'anni e sul quale ormai si fanno
quasi duemila pubblicazioni l'anno,  e se sia o meno possibile apportarvi delle migliorie,
o comunque se sar a possibile che altri lo migliorino. Penso che al momento, a parte
utilizzare il metodo in ambiti ancora poco sondati e quindi fare dei semplici test, non sia
possibile eettuare progressi a livello teorico che porterebbero anche a miglioramenti
nella pratica, perch e le pubblicazioni passate mostrano la possibilit a di ottenere dei
risultati con una precisione che va di gran lunga oltre quella ottenibile con i mezzi
tecnologici a disposizione oggi.
Si pu o dunque aermare, con poche possibilit a di errore, che il miglioramento del-
l'FDTD dipender a, per diversi anni, non tanto dagli eventuali progressi che si avranno
in ambito teorico, ma dall'incremento della potenza di calcolo a disposizione e dalla
possibilit a di visualizzare i risultati con mezzi che li rendano il pi u fedeli possibile1.
D'altra parte, data la rapida evoluzione che si  e registrata nell'incremento della
potenza di computer e delle schede grache,  e possibile teorizzare che gli ottimi risultati
teorici ottenuti saranno sempre pi u supportati da una tecnologia all'altezza del compito
richiesto. Il gap presente tra la teoria ed i riscontri pratici si sta, col passare del tempo,
assottigliando sempre di pi u.
1Dato che l'FDTD studia il campo elettromagnetico nel dominio del tempo,  e molto signicati-
vo poter rappresentare la sua evoluzione temporale tramite un'animazione a colori che dia un'idea
dell'intensit a del campo in ogni punto ed in ogni istante.
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Discretizzazione temporale non uniforme
Visto che dopo la discretizzazione spaziale pensata da Yee, ne sono state proposte altre
che hanno reso l'FDTD pi u versatile e pi u adabile in alcuni casi particolari, pu o essere
interessante chiedersi se sia possibile apportare delle migliorie anche al modo di dividere
il tempo in quanti.
L'unica tecnica no ad ora adottata consiste nel suddividere l'intervallo temporale
in cui si vuole studiare l'evoluzione del campo elettromagnetico in intervalli uniformi.
Se si considerano problemi in cui il campo subisce in determinati istanti delle brusche
variazioni e in altri rimane pressoch e costante  e facile ipotizzare che la quantizzazione
temporale uniforme possa non essere la soluzione migliore, in quanto essa impiega in
condizioni totalmente dierenti sempre la stessa quantit a di risorse. In questo caso
particolare sarebbe pi u utile avere degli intervalli molto brevi quando il campo sta
variando in fretta, e degli step pi u dilatati quando esso subisce delle variazioni meno
veloci.
Fatte queste considerazioni pu o risultare interessante suddividere l'intervallo tem-
porale non servendosi di una funzione costante, ma sfruttandone una a gradini.
L'esigenza di avere dei quanti temporali di dimensioni variabili fa nascere la necessit a
di fare alcune scelte sulle dimensioni degli spigoli della griglia. La condizione di stabilit a
computazionale data dall'equazione (1.5) viene, nel caso in esame, modicata in:
ctmin <

3
x
 1=2
(3.1)
da questa espressione si deduce facilmente che i cubi costituenti la griglia avran-
no la lunghezza dello spigolo che dipende solamente dalla durata del minimo quanto
temporale.
Risulta subito ovvio che questa prima soluzione pu o causare un impiego non ot-
timizzato delle risorse di calcolo a disposizione, in quanto quando si opera con step
temporali aventi durata maggiore di tmin, si utilizzano celle n troppo piccole. Dato
che la soluzione proposta prevedeva che gli intervalli fossero pensati in modo da ga-
rantire la precisione desiderata in ogni istante,  e bene calcolare la dimesione x degli
spigoli per ogni valore scelto di t.
In questo modo il metodo di quantizzazione temporale non uniforme assicura non
solo di raggiungere l'obiettivo a cui si aveva mirato, ma anche di farlo sfruttando al
meglio la potenza di calcolo.21
(a) Modellizzazione tramite FDTD della radiazione elettromagnetica emessa da un
telefono cellulare all'interno di una testa umana
(b) Modellizzazione tramite FDTD della radiazione elettromagnetica di un telefono
cellulare in situazioni diverse
Figura 3.1: Risultati graci di studi sulla telefonia mobile, grazie all'utilizzo del Finite
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