Abstract. Let G be a simple undirected graph on n vertices and let S(G) be the class of real symmetric n × n matrices whose nonzero off-diagonal entries correspond exactly to the edges of G.
1. Introduction. Various types of inverse eigenvalue problems have been of interest in a variety of subjects including control design, system identification, seismic tomography, principal component analysis, exploration and remote sensing, antenna array processing, geophysics, molecular spectroscopy, particle physics, and circuit theory, [3] . In this paper, we consider two variations of a structured inverse eigenvalue problem. Let G = (V, E) be a simple undirected graph with vertex set V = {1, 2, . . . , n}. Let S(G) be the set of all real symmetric n × n matrices A = [a ij ] such that for i = j, a ij = 0 if and only if ij ∈ E. There is no condition on the diagonal entries of A. The inverse eigenvalue problem for graphs asks: Given a graph G on n vertices and n real numbers λ 1 ≥ λ 2 ≥ · · · ≥ λ n , is there a matrix M in S(G) with eigenvalues λ 1 , λ 2 , . . . , λ n ? We refer to this problem as the λ problem. A modified inverse eigenvalue problem for graphs asks: Given a graph G on n vertices, a vertex v of G, and 2n − 1 real numbers satisfying the interlacing inequalities λ 1 ≥ µ 1 ≥ λ 2 ≥ µ 2 ≥ · · · ≥ λ n−1 ≥ µ n−1 ≥ λ n , is there a matrix M in S(G) with , 1 ≤ i ≤ n − 1.
In the following two lemmas, we prove that solutions to the λ, µ problem for a given graph G can be extended to a graph obtained from G by adding/deleting edges in two various manners. Before stating the lemmas we provide the following definition. Lemma 2.3. Let G be a connected graph on n > 2 vertices, let u, v be adjacent vertices of G, and let w be any other vertex of G. Let H be the graph obtained from G by inserting an edge between u and every vertex in N (v) \ N [u] and between v and every vertex in N (u)\N [v] . Let λ 1 ≥ µ 1 ≥ λ 2 ≥ µ 2 ≥ · · · ≥ λ n−1 ≥ µ n−1 ≥ λ n . Then if there exists A ∈ S(G) with eigenvalues λ 1 , . . . , λ n such that A(w) has eigenvalues µ 1 , . . . , µ n−1 , there exists B ∈ S(H) with eigenvalues λ 1 , . . . , λ n such that B(w) has eigenvalues µ 1 , . . . , µ n−1 .
Proof. Label G so that u and v are the first two vertices of G, the i vertices in . . .
. .
. . , e k , and d 1 , . . . , d k are nonzero, such that we may write A in the form 
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where h is nonzero. We allow the possibility that i, j, k or ℓ is 0. Let Q = c −s s c be a 2 × 2 orthogonal matrix such that cs = 0, and
T have all nonzero entries, and if either f or g is nonzero that cf + sg and −sf + cg are nonzero. Note that if f = g = 0, then w is not adjacent to u and not adjacent to v in both graphs G and H, and cf + sg = −sf + cg = 0 as desired. Let Q n = Q ⊕ I n−2 and
so B ∈ S(H) and has eigenvalues λ 1 , . . . , λ n . We also have B(w) = Q T n−1 A(w)Q n−1 so that B(w) has eigenvalues µ 1 , . . . , µ n−1 .
The following analogue of the previous lemma will be used in Section 5.
Lemma 2.4. Let G be a connected graph on n > 2 vertices, let u, v be adjacent vertices of G such that N (u) ∩ N (v) = ∅, and let w be any other vertex of G. Let H be the graph obtained from G by inserting an edge between u and every vertex in N (v) \ {u} and between v and every vertex in N (u) \ {v} and deleting the edge uv.
Then if there exists A ∈ S(G) with eigenvalues λ 1 , . . . , λ n such that A(w) has eigenvalues µ 1 , . . . , µ n−1 , there exists B ∈ S(H) with eigenvalues λ 1 , . . . , λ n such that B(w) has eigenvalues µ 1 , . . . , µ n−1 .
Proof. Label G so that u and v are the first two vertices of G, the i vertices in N (u) \ {v, w} come next, the j vertices in N (v) \ {u, w} come next, the ℓ vertices in
c come next, and w is last. There exist a = 
where h is nonzero. We allow the possibility that i, j or ℓ is 0. Let Q = c −s s c be a 2 × 2 orthogonal matrix with cs = 0 that diagonalizes
Furthermore, if exactly one of f and g is nonzero, then cf + sg and −sf + cg are nonzero. If both f and g are zero, then cf + sg and −sf + cg are zero. Both f and g cannot be nonzero since the neighborhoods of u and v are disjoint. Let Q n = Q ⊕ I n−2 and
Lemma 2.5. Let G be a connected graph on n vertices. Assume there exists
• A ∈ S(G) with eigenvalues λ 1 , . . . , λ n such that A(w) has eigenvalues µ 1 , . . . , µ n−1 .
Then, given j ∈ {1, 2, . . . , n}, there exists B ∈ S(K n ) with eigenvalues λ 1 , . . . , λ n such that the eigenvalues of B(j) are µ 1 , . . . , µ n−1 .
Proof. If necessary relabel the vertices of G so that w is the jth vertex. Suppose w is adjacent to k vertices in G (k ≥ 1 since G is connected). Label the vertices of G − w as u 1 , u 2 , . . . , u n−1 such that u i is adjacent to w if and only if i ≤ k. Since G−w = K n−1 , u 1 is adjacent to u k+1 . Applying Lemma 2.3 with u = u 1 and v = u k+1 we produce a new graph G ′ by inserting an edge between u k+1 and every vertex in 
], which, in this case, is just w. Then w is adjacent to k + 1 vertices in G ′ . By the lemma there exists B ′ ∈ S(G ′ ) with eigenvalues λ 1 , . . . , λ n such that B ′ (w) has eigenvalues µ 1 , . . . , µ n−1 . We can repeat the same process on G ′ and keep the same λ's and µ's. Eventually w will be adjacent to u i for all i ∈ {1, . . . , n − 1}, in which case the resulting graph becomes K n and we have a matrix B ∈ S(K n ) with eigenvalues λ 1 , . . . , λ n such that the eigenvalues of B(j) are µ 1 , . . . , µ n−1 .
The following two results are an immediate corollary of Rayleigh's Theorem and an extension of the corollary to connected graphs. Corollary 2.6. Let A be a real symmetric matrix with eigenvalues
Lemma 2.7. Let G be a connected graph on at least 2 vertices. Let A ∈ S(G) and let λ 1 ≥ · · · ≥ λ n be the eigenvalues of A.
a ii a ij a ji a jj and let α, β, α ≥ β be the eigenvalues of C. By repeated application of the interlacing inequalities, α ≤ λ 1 = a ii . By Corollary 2.6, α ≥ a ii . Thus, α = a ii . Therefore, β = tr C −α = a jj . Furthermore, the determinant of C is equal to the product of its eigenvalues, and thus,
The following results give in the next section a necessary condition for a solution to the λ, µ problem for complete graphs.
Theorem 2.8 ( [9] , Lemma 1.2). Let A be an n × n real symmetric matrix with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n and suppose that B = A(1) has eigenvalues
Corollary 2.9. Let G be a graph with vertex v. Assume the matrix A ∈ S(G) has eigenvalues λ 1 , . . . , λ n and A(v) has eigenvalues µ 1 , . . . , µ n−1 . If the multiset {µ 1 , . . . , µ n−1 } ⊆ {λ 1 , . . . , λ n }, then v is an isolated vertex of G. Proof. We begin by proving the forward implication. Let A ∈ S(K n ) with n ≥ 2 have eigenvalues
We now prove the reverse implication by proceeding with induction on n. If n = 2
. Note that this matrix is in S(K 2 ) since λ 1 = λ 2 and has eigenvalues λ 1 and λ 2 .
Assume the reverse implication holds for n − 1. Let n > 2 and let λ 1 ≥ · · · ≥ λ n be given with λ 1 > λ n . Case 1. Suppose λ 2 > λ n . By the inductive hypothesis, there exists B ∈ S(K n−1 ) with eigenvalues λ 2 , . . . , λ n . Let b ij denote the i, j entry of B. Since K n−1 is connected, by Lemma 2.7, λ 2 > b ii for i = 1, . . . , n − 1.
Since ab = 0 and λ 1 > b 11 , Q T AQ ∈ S(K n ). Note also that Q T AQ has the same eigenvalues as A, i.e., λ 1 , . . . , λ n .
n J + λ 2 I where J is the n × n matrix with all entries equal to 1. Then A ∈ S(K n ) and has eigenvalues λ1−λ2 n · n + λ 2 = λ 1 with multiplicity 1 and λ 2 with multiplicity n − 1.
Corollary 3.2. Let n ≥ 2. Let D be an n × n diagonal matrix whose diagonal entries are not all equal. Then there exists an n × n orthogonal matrix Q such that E = Q T DQ ∈ S(K n ).
Proof. Let λ 1 , . . . , λ n be the diagonal entries of D. By Theorem 3.1 there is an E ∈ S(K n ) with eigenvalues λ 1 , . . . , λ n . Since E is a real symmetric matrix, it is orthogonally diagonalizable. Thus, there exists an orthogonal matrix Q such that 
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We now state and prove our main result, a complete solution to the λ, µ problem for K n .
, . . . , µ n−1 } {λ 1 , . . . , λ n }. The condition of µ 1 > µ n−1 is excluded when n = 2.
Proof. We begin with the forward implication. Let A ∈ S(K n ) with the interlaced λ i 's and µ i 's. Since K n does not have an isolated vertex, by the contrapositive of Corollary 2.9, the multiset {µ 1 , . . . , µ n−1 } {λ 1 , . . . , λ n }. Without loss of generality let the µ i 's be the eigenvalues of A(1). Since A(1) is symmetric, it is diagonalizable. Suppose that µ 1 = µ n−1 . Then A(1) is simliar to µ 1 I n−1 . Thus, A(1) = µ 1 I n−1 . This contradicts that A(1) ∈ S(K n−1 ). Thus, µ 1 > µ n−1 .
We now prove the reverse implication. Let
Let the multiplicity of each β i be m i , so that m i = n − 1. We can partition the λ i 's into 2 groups: the first group contains α i , 1 ≤ i ≤ k + 1 where α i ≥ β i ≥ α i+1 for i = 1, . . . , k; the second group consists of β i 's, each with multiplicity m i − 1. By Corollary 3.2, there exists an n − 1 × n − 1 orthogonal matrix Q such that E = Q T DQ ∈ S(K n−1 ). Thus,
is similar to B while E is similar to D. So, C also has eigenvalues λ 1 , . . . , λ n , and C(1) has eigenvalues µ 1 , . . . , µ n−1 .
Note that since b ′ = 0, Q T b = 0. Since E ∈ S(K n−1 ) and Q T b = 0, C ∈ S(G) where G is a connected graph on n vertices with K n−1 as a subgraph. Now the result follows from Lemma 2.5.
Mathematica code.
The following is annotated code written in Wolfram Mathematica 8.0 that implements the construction given in Theorem 3.3. There is one slight variation from the construction outlined in the theorem; here the BoleyGolub matrix is inserted as a non-contiguous sub-matrix. The following is what shows on the screen when the code has been run with n = 4, λ 1 = 45, λ 2 = 39, λ 3 = 6, λ 4 = 1, µ 1 = 39, µ 2 = 8, and µ 3 = 3.
Let λ be the desired eigenvalues of M and µ the desired eigenvalues of M(1).
We first use the desired eigenvalues to construct a bordered matrix (B) using the process described in Lemma 2.1. We now multiply the bordered matrix by orthogonal matrices (Q), maintaining all eigenvalues while creating new edges. We first try a convenient orthogonal matrix 5. Connected graphs on 4 or fewer vertices. Duarte's work solves the λ, µ problem for distinct eigenvalues for trees, which accounts for many of the graphs on 4 or fewer vertices. The following is a special case of the theorem in his paper [4] , rephrased in terms of the λ, µ problem.
Theorem 5.1. Let T be a tree on n vertices and let w be a vertex of T . Given
there exists a matrix A ∈ S(T ) such that λ 1 , λ 2 , . . . , λ n are the eigenvalues of A and µ 1 , µ 2 , . . . , µ n−1 are the eigenvalues of A(w).
Theorem 5.1 solves the λ, µ problem with strict inequalities for (except K 3 ) all connected graphs on 3 or fewer vertices, P 4 , and S 4 . The λ, µ problems for K 3 and K 4 were solved in Section 3. The remaining graphs to be considered are C 4 ; the graph obtained from K 4 by deleting two incident edges, which we refer to as the paw; and the graph obtained from K 4 by deleting one edge, which we refer to as the diamond. It is also necessary to consider each of the three types of vertices of the paw and the two types of vertices of the diamond. Cycles of course have only one type of vertex. Theorem 5.3. Let w be a degree 2 vertex of the diamond. Given λ 1 > µ 1 > λ 2 > µ 2 > λ 3 > µ 3 > λ 4 , there exists a matrix M ∈ S(diamond) with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 such that the eigenvalues of M (w) are µ 1 , µ 2 , µ 3 .
ELA
It is not possible to apply Lemma 2.3 to obtain a solution to the λ, µ problem with distinct eigenvalues for the paw with w a degree 2 vertex, the diamond with w a degree 3 vertex, or to C 4 . The proofs for these cases will include more involved arguments. 
Case 1. Suppose wy 2 + (a − b)xy − wx 2 = 0. Then B is in S(paw) where row and column 4 correspond to a vertex of degree 2. Since A ∼ B and A(4) ∼ B(4), B has eigenvalues λ 1 , λ 2 , λ 3 , λ 4 and B(4) has eigenvalues µ 1 , µ 2 , µ 3 .
Since µ 1 > µ 2 > µ 3 , by the contrapositive of Lemma 5.4, (b − c)wx+ (x 2 − w 2 )y = 0. Thus, C is in S(paw) where row and column 4 correspond to a vertex of degree 2. Since A ∼ C and A(4) ∼ C(4), C has eigenvalues λ 1 , λ 2 , λ 3 , λ 4 and C(4) has eigenvalues µ 1 , µ 2 , µ 3 . 
As seen in the proof of Theorem 5.5, the entry in the first row and second column of B is wy 2 + (a − b)xy − wx 2 . Therefore, wy 2 + (a − b)xy − wx 2 = 0. Theorem 5.7. Let w be a degree 3 vertex of the diamond. Given λ 1 > µ 1 > λ 2 > µ 2 > λ 3 > µ 3 > λ 4 , there exists a matrix M ∈ S(diamond) with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 such that the eigenvalues of M (w) are µ 1 , µ 2 , µ 3 .
Proof. We will apply Lemma 2.4 to C 4 , labeled as 
