Agricultural training is a potentially effective method to diffuse relevant new technologies to increase productivity and alleviate rural poverty in Sub-Saharan Africa (SSA). However, since it is prohibitively expensive to provide direct training to all the farmers in SSA, it is critically important to examine the extent to which technologies taught to a small number of farmers disseminate to non-trained farmers. This paper investigates the technology dissemination pathways among smallholder rice producers within a rural irrigation scheme in Tanzania. As an innovative feature, we compare the performance of three categories of farmers: key farmers, who receive intensive pre-season training at a local training center; intermediate farmers, who are trained by the key farmers; and other ordinary farmers. By collecting and analyzing a unique five-year household-level panel data set, we estimate difference-in-differences models to assess how the gap in performance evolve as the technologies spill over from the trained farmers to the ordinary farmers. To disentangle the technology spillover process, we also examine the extent to which social and geographical network with the key and intermediate farmers influences the adoption of technologies by the ordinary farmers, by incorporating social relationship variables into spatial econometric models. We found that the ordinary farmers who were a relative or residential neighbor of a key or intermediate farmer were more likely to adopt new technologies than those who were not. As a result, while the key farmers' technology adoption rates rose immediately after the training, those of the non-trained ordinary farmers caught up belatedly. As the technologies disseminated, the paddy yield of the key farmers increased from 3.1 to 5.3 tons per hectare, while the yield of the ordinary farmers increased from 2.6 to 3.7 tons per hectare. Our results suggest the effectiveness and practical potential of farmer-to-farmer extension programs for smallholders in SSA as a cost effective alternative to the conventional farmer training approach.
be prohibitively expensive to train all the farmers in SSA on new rice cultivating technologies, examining the extent to which technologies taught to a small number of farmers disseminate to nontrained farmers through social and neighborhood networks may lead to more practical alternatives. Recently there has been increasing empirical interest in social learning as a means of technology dissemination and some studies observe that social leaning or ''learning from others" plays a significant role in agricultural technology adoption (Adegbola & Gardebroek, 2007; Bandiera & Rasul, 2006; Case, 1992; Conley & Udry, 2010; Foster & Rosenzweig, 1995; Maertens & Barrett, 2012; Moser & Barrett, 2006; Munshi, 2004) . If social learning works effectively, new technologies taught to a small number of farmers should diffuse to other farmers through social networks. However, the existing empirical results on the diffusion of technologies from trained farmers to non-trained farmers are mixed. In some studies, technologies did not spread from trained farmers to non-trained farmers as effectively as expected (Feder, Murgai, & Quizon, 2004; Tripp, Wijeratne, & Piyadasa, 2005) , while other studies document technology diffusion of the sort, though the extent of technology spillover is not fully assessed (see Davis et al., 2012 for the review).
This paper investigates the effectiveness of farmer-to-farmer training programs on rice cultivation technologies provided by the Japan International Cooperation Agency (JICA) and the Ministry of Agriculture Training Institute (MATI) of Tanzania in 2009. JICA and MATI sought to establish a farmer-to-farmer training scheme, called TANRICE training, 1 as a potentially cost-effective way of disseminating agricultural technologies. As a first step, 20 farmers (designated ''key farmers") in a regional irrigation scheme were trained on new cultivation technologies at a nearby training institute for 12 days before the start of the main crop season of 2009. Once the season was underway, these key farmers, together with officers of MATI and the village extension officer, held training sessions at a demonstration plot. For these in-season training sessions, each key farmer was responsible for inviting five additional farmers. The invited farmers were referred to as ''intermediate farmers" and were expected to later train other non-trained ''ordinary farmers." This training structure provided a unique opportunity to examine whether technologies taught to a small number of selected farmers would effectively disseminate to non-trained farmers. We formulated two hypotheses: (1) First, since the key farmers are the most intensively trained, they adopt the new technologies and achieve higher yield rapidly after training, which expands the yield gap between the key farmers and the others. Subsequently, the intermediate farmers follow the key farmers, which narrows the yield gap between the key and intermediate farmers and widens the yield gap between the intermediary and ordinary farmers. However, in the course of time, the ordinary farmers also catch up by learning technologies from the key and intermediate farmers, thereby closing the gaps in yield and technology adoption.
(2) Our second hypothesis is that the ordinary farmers learn new technologies by communicating with the key and intermediate farmers through social and geographical networks.
In order to examine these hypotheses, a five-year panel data set was constructed to cover the period before and after TANRICE training by combining survey data collected in 2010, 2011, and 2012, and recall data for 2008 and 2009 collected in 2010 . In examining our first hypothesis, we employ fixed effects difference-indifferences (FE-DID) and propensity score matching differencein-differences (PSM-DID) models to estimate the changes in impact of TANRICE training on the adoption of technologies by the key, intermediary, and ordinary farmers, and assess its effect on their productivity. To address our second hypothesis, we utilize spatial econometric method to investigate the facilitating role of the key and intermediate farmers in the adoption of technologies by the ordinary farmers. In the spatial models, we also control for possible spillover effects among the ordinary farmers, since early adopters may also influence the behavior of other ordinary farmers.
We found that the technology adoption rates, productivity, and profitability of the key farmers rose immediately after training, which resulted in a wider gap between the key farmers and the other farmers in the initial stage of the program. In a remarkable finding, however, the gap decreased within a matter of a few years due to technology dissemination from the key and intermediate farmers to the ordinary farmers. Over the course of the study, the paddy yield of the key farmers increased from 3.1 tons per hectare in the year preceding the training to a high of 5.3 tons per hectare, while the yield of the ordinary farmers increased from 2.6 to 3.7 tons per hectare. These results suggest the effectiveness and potential of farmer-to-farmer agricultural training programs.
Our paper is organized as follows: Section 2 describes the study site and data collection method, followed by descriptive analyses in Section 3. Section 4 shows the FE-DID and PSM-DID analyses of the impact of TANRICE training on the adoption of technologies and the paddy yield for the three categories of farmers. Changes in income and profit over time, for each category of farmers, are also examined. In Section 5, spatial econometric analyses are performed to examine the influential role of the key and intermediate farmers in the technology adoption by the ordinary farmers through social and geographical networks. Section 6 concludes the paper.
Study site and data

Study site
The panel surveys were conducted among rice farming households in the Ilonga irrigation scheme in the Kilosa district, Morogoro region, of Tanzania. The irrigation scheme is located nearly 15 km from the nearest town of Kilosa. The main crop season in this area runs from November to May, during which farmers produce rice on irrigated plots, while other crops such as maize, beans, and vegetables are grown on rainfed upland plots. During the short crop season from July to September, some farmers produce vegetables on the irrigated plots.
For farmers in the irrigated area, JICA provided the TANRICE training on rice production technologies before and during the main crop season from November 2008 to May 2009. (Hereinafter this particular crop season will be referred to as the 2009 crop season; likewise, prior and subsequent crop seasons will be referenced by the year in which they end.) The program covered several technologies: the use of modern varieties of rice, the application of chemical fertilizer, improved bund construction, plot leveling, and transplanting in rows. Improved bund construction entails piling soil solidly around the plots, while plot leveling involves flattening the ground for better storage and equal distribution of water on paddy fields. Transplanting seedlings in rows allows rice growers to control plant density precisely and remove weeds easily.
As noted earlier, intensive training was offered to 20 farmers, called key farmers, at the nearby training institute (MATI Ilonga) over a period of 12 days in November 2008 prior to the 2009 crop season. Subsequently, during the 2009 main crop season, each key farmer invited five intermediate farmers to training sessions held at a demonstration plot within the irrigation scheme. The key farmers and MATI jointly provided three-day training sessions to the intermediate farmers at three different stages of farmingnursery preparation, transplanting, and harvesting. Following these ''in-field training" sessions, both key and intermediate farmers were expected to disseminate technologies to the remaining farmers (i.e., the ordinary farmers). One day of the in-field training was open to attendance by all the farmers in the scheme, including the ordinary farmers.
The key farmers were selected by MATI based on such criteria as age, literacy, gender balance, residence within the irrigation scheme, and the practice of rice farming, and were confirmed at an all-villagers meeting. The intermediate farmers were selected personally by the key farmers but not by MATI. Thus, the selection of the key and intermediate farmers was purposive. Neither the key nor the intermediate farmers were paid for attending the training.
Our data show that only six households out of a total of 202 had received any training in rice cultivation before TANRICE training was implemented. From 2008 to 2012, there were only two other interventions in the villages. The fertilizer subsidy program, in which farmers can purchase chemical fertilizer at discounted prices, was begun in 2009. The other intervention involved a randomized controlled trial of micro credit conducted by the authors in collaboration with a micro credit organization, BRAC in 2012. Since participation in these programs was endogenously determined by farmers, participation is not an appropriate variable for us to include unless properly treated for endogeneity bias. The detailed impacts of these interventions are out of the scope of this paper. Thus, in some analyses we present the results without explicitly controlling for participation in these programs. Note, however, that the main results of our analysis are robust to the inclusion of farmer participation in the other programs.
Data
Three rounds of the survey were implemented, in 2010, 2011, and 2012 . In the first survey, we randomly selected 208 farmers from the farmer roster in the irrigation scheme and asked the respondents to identify the most important rice plot for their livelihood, which is hereafter referred to as the farmer's ''sample plot." 2 Farmers were asked in detail about rice cultivation on their sample plot, which included detailed information on their use of labor, capital, and other inputs in 2010. Similar information on the sample plot was collected for the 2011 and 2012 crop seasons as well. This enables us to calculate not only paddy yield and technology adoption but also the income and profit of rice cultivation for these three years.
During the first survey in 2010, we collected relevant recall data on rice cultivation on the sample plot for the 2008 and 2009 main crop seasons, which were before and during the TANRICE training, respectively. We observed that it was relatively easy for farmers to recall their technology adoption and harvest for the previous two years, but somewhat difficult for them to remember all the details of input use and past prices. Thus, we restrict ourselves to using recall data only for technology adoption and paddy yield, while we rely on the 2010-2012 data for revenue, costs, income, profit, and social network variables.
Recall data have been widely used to address various research questions on smallholder agriculture in rural household surveys (e.g., Erenstein, Farooq, Malik, & Sharif, 2008; Muller & Zeller, 2002) . The potential for measurement error and other possible biases has been examined comprehensively by, for instance, Dex (1991) and Bound, Brown, and Mathiowetz (2001) . The conclusions from these studies are consistent: recall data are rather reliable when the recall period is shorter, the activity being measured is salient, and the practice is habitual over a long period. In our context, the participation in smallholder farmers in agriculture tends to be habitual over years and involve salient events that directly determine their harvest and thus their livelihoods. Regarding the recall period, Lunn (2010) admits that recall data are prone to measurement errors when dating back for decades, and Powers, Goudy, and Keith (1978) show that ten years' recall data are unsuitable for descriptive purposes. We assume that our use of recall for two years is not extreme and will not significantly jeopardize the implications of our results. Another aspect to consider is the type of variables. Dex (1991) suggests that face-to-face surveys and aided recall (lists of prompts) improve accuracy. The present survey was carried out face-to-face and respondents were adequately prompted.
We also asked farmers in detail about their relationship with the key and intermediate farmers, including whether they are a relative, residential neighbor, or a member of the same church or mosque. The GPS coordinates of the sample plots were recorded in order to calculate geographical distances among the sample plots.
3 Fig. 1 maps all the sample plots cultivated by the key, intermediary, and ordinary farmers. In addition, the information on basic household characteristics, including demography, land and asset holdings, was collected during the first survey. Data cleaning was performed by dropping those households that took erroneous values in important variables for analyses and those that did not grow rice on the sample plot. Those households that were interviewed in the first round of the survey but not found in the second and third rounds were also omitted. This resulted in 171 usable observations for 2008, 182 for 2009, 202 for 2010, 168 for 2011, and 167 for 2012. 4 In order to examine the seriousness of attrition bias, we estimated an attrition probit model and confirmed that the attrition had occurred randomly with respect to the observed set of variables. 5 This implies that analysis using the available observations (i.e., both balanced and unbalanced panel data) will not suffer attrition bias. Thus, we basically use the unbalanced panel data, which have more information due to the larger sample size, while we employ balanced panel data for our spatial models as a computational requirement. 
Descriptive analyses
This section provides an overview of the transformation taking place in the studied community by way of lucid descriptive statistics. The arguments in this section will be more formally tested in 2 In our sample, key farmers were slightly more over-represented than were the intermediary and ordinary, while the key farmers were also a minority. We have examined the extent to which sample weight adjustment would affect our results. This correction resulted in almost identical estimates, and thus we have safely decided to omit this adjustment. 3 We can emphasize two relevant facts pertinent to possible concerns as to omission of plots other than the most important plot. First, a considerable portion of the sampled farmers own one plot only. These farmers do not cause the issue being raised. Second, according to Santos and Barrett (2008) , random sampling data perform fairly well when ties between individuals are also constructed randomly. In our context, a pair of plots being in the geographical neighborhood is not completely random but much more exogenous than the case of social network formation. Hence, although our plot data are not as perfect as those based on census data, we still believe that they are fairly conducive to representing the population's plot neighborhood structure in our study area. 4 Note that the number of observations in 2008 and 2009 is smaller than in 2010
because the first round of the survey was conducted in 2010 and some of the respondents did not cultivate the sample plots in 2008 and 2009. 5 The results of the attrition probit model are available upon request. In the estimated model, the dependent variable takes a value of 1 if the sample was observed in the first round of the survey in 2010 but not in other years. We include all the household characteristics used in our main analysis as independent variables. Joint significance tests of all the independent variables failed to obtain statistical significance at 10%. See Baulch and Quisumbing (2011) for more details on attrition probit model. 6 We also confirmed that the main results of our analysis did not change when we used balanced panel data.
the latter sections by using econometric models. Table 1 compares the basic household characteristics of the key, intermediary, and ordinary farmers. The results of t-tests for continuous variables and v
2
-tests for dummy variables used in comparisons of the key and intermediate farmers to the ordinary farmers are shown in the table, with asterisks indicating the associated level of significance. As explained earlier, the selection of the key and intermediate farmers was purposive, and thus we observe some differences in their characteristics and those of the ordinary farmers. We find that the key farmers, on average, have larger numbers of household family members, had slightly more years of education, are more likely to be members of the same church or mosque as other key or intermediate farmers, and have more relatives in the village. The intermediate farmers are more likely to be older, have a female head of household, and have larger plots in lowland areas. They are also more likely to be residential neighbors of other key and intermediate farmers. We will take these differences between the trained farmers and the ordinary farmers into consideration in our analyses. They continued to achieve higher yields than the ordinary farmers, reaching 5.3 tons per hectare in 2011 and 4.7 tons per hectare in 2012. The key farmers' adoption rates for modern varieties, improved bund construction, transplanting in rows, and chemical fertilizer use also rapidly increased in 2009 and remained significantly higher than the ordinary farmers until 2012, contributing to a high yield in each year.
In contrast, the change in yield from the 2008 base year for the intermediate farmers is not as rapid as that of the key farmers. Even so, soon after receiving the training during the 2009 season, the technology adoption rates for the intermediate farmers including modern varieties, improved bund, and transplanting in rows began increasing, eventually boosting the yield to a significantly higher level than the ordinary farmers in 2011. These results indicate that the effect of the training, both in terms of magnitude and immediacy, is greater for the key farmers than for the intermediate farmers; however, the intermediate farmers caught up with the key farmers over the years.
The paddy yield for the ordinary farmers also rose, from 2.6 tons per hectare in 2008 to 3.7 tons per hectare in 2012, though the change was neither rapid nor drastic when compared with the key and intermediate farmers. This increment can be attributed to an increase in the use of chemical fertilizer and improved agronomic practices. The belated, yet significant, technological changes seen in the ordinary farmers indicate that technologies taught in the TANRICE training spilled over from the key and intermediate farmers to the ordinary farmers over the years. In fact, the yield gap between the key and ordinary farmers ranged from 1.7 to 2.3 tons per hectare between 2009 and 2011, while it diminished to one ton per hectare in 2012. These results are consistent with our first hypothesis that the key farmers' performance improves It is important to note that annual rainfall in the post-training years was not higher than that in the pre-training year (2008) except for year 2011, when farmers enjoyed abundant rainfall. In particular, rainfall in the 2012 season was the lowest in several years, which may have resulted in slightly lower adoption rates for several technologies, including plot leveling and chemical fertilizer, than in 2011. Although admittedly the superior performance in 2011 should be partly attributed to the abundant rainfall, the intermediate and ordinary farmers still achieved high yields even in 2012, the dry year. This fact suggests that the productivity improvement reported in our study is not an accidental result of rainfall conditions, but rather it is due to the adoption of the new technologies taught in the training. Subsidized fertilizer use significantly declined in 2011 because of the delay in the delivery of subsidy.
It would seem reasonable to question how the adoption of yield-enhancing technologies, which entails extra costs, affects household earnings from rice production. Table 3 summarizes the average per-hectare gross output value, costs, income, and profit from rice cultivation for the three categories of farmers, from 2010 to 2012. Gross output value includes self-consumed rice evaluated at the market price, as well as the value of rice sold. Income is defined as gross output value minus the paid-out costs of hired labor, rental machinery, draft animals, and other purchased inputs. Profit is defined as gross output value minus the paid-out costs and imputed costs of self-produced seeds, family labor, and owned machinery and animals, evaluated at village market prices. Profit thus can be interpreted as the return to land and management practices. Again, to underscore the difference among the various categories of farmers, the t-test is used in comparisons of the key and intermediate farmers to the ordinary farmers. As explained earlier, these financial data are available only for 2010-2012, the three-year period after the training.
The table shows that both gross output value and costs are generally increasing for all three categories of farmers during this three-year post-training period, resulting in increasing income and profit in 2011 and 2012. The key farmers achieved higher income and profit than did the ordinary farmers in 2010 and 2011 because the key farmers adopted new technologies quickly after the training. Both profit and income for the intermediary and ordinary farmers also increased steadily from 2010 to 2012. Especially, the ordinary farmers earned profit as high as USD 575 per hectare in 2012, which indicates no significant difference from that of the key and intermediate farmers. Note again that rainfall in 2012 was scanty, suggesting that the increase in income and profit for the ordinary farmers is not due to abundant rainfall. In any event, the results indicate that the intermediary and ordinary farmers succeeded in catching up to some degree with the key farmers in terms of not only yield and technology adoption but also income and profit, which is consistent with our first hypothesis. 
Effects of TANRICE training
Difference-in-differences
In order to evaluate the effects of TANRICE training on the adoption of rice cultivation technologies and paddy yield, we estimate difference-in-differences (DID) models with multiple time periods and multiple treatment groups (Imbens & Wooldridge, 2007; Meyer, 1995) using our five-year panel data. The dependent variables are paddy yield (tons per hectare) and the following set of technology adoption variables: a dummy variable for MV adoption, the amount of chemical fertilizer use (kg per hectare), and dummy variables for the adoption of improved bund construction, plot leveling, and transplanting in rows, respectively.
It is vitally important to address two potential problems associated with our DID estimation framework. First, as discussed earlier, the selection of the key and intermediate farmers was purposive, which could be a cause for selection bias in estimating the effects of the training on each category of farmers. Second, DID estimation requires the common trends assumption (Lechner, 2010) , which essentially asserts that the group participating in the program would have experienced the same change in the outcome variable between the pre-program and the post-program periods as those not participating. If this assumption holds and we can credibly rule out any other over-time changes that may confound the treatment, then the estimators are highly reliable. In order to circumvent these problems, we employ two relevant measures, as illustrated in the subsequent subsections, using: (1) a difference-indifferences with household fixed effects model (FE-DID) and (2) a propensity score matching difference-in-differences model (PSM-DID).
Estimation model 1: FE-DID
In FE-DID, we utilize the panel structure of our data set to control for unobservable time-invariant household-specific characteristics which may influence participation in training as well as the 7 Since the opportunity cost of family labor for African rural smallholders tends to be lower than the hired wage (Tsusaka, Msere, Homann-KeeTui, Orr, & Ndolo, 2015), profit tends to be underestimated, which partly explains the negative average profit observed in 2010.
trends in the outcomes. The following econometric model is estimated:
where C i is the time-invariant household-specific effect for household i; T t is a vector of four year dummies in year t, with a base year of 2008; S i is a vector of two training status dummies (i.e., key farmer and intermediate farmer dummies, with their base group being ordinary farmers); T t S i is a vector of all pairwise interactions between T t and S i ; and u it is the stochastic error term. Note that in basic DID models, the terms of time-invariant training status dummies S i are included. In our case, however, this term is absorbed by C i , as we control for the household fixed effects. Years 2009-2012 are all post-treatment years, while 2008 is pre-treatment. Thus, the interaction term coefficients q associated with the interaction between the year dummies and training status dummies are the DID estimates of interest to capture the gap in the effects of the training between the trained (key and intermediate) farmers and the ordinary farmers. The strength of this model is that the term C i absorbs the unobservable time-invariant household characteristics which are likely to affect participation in the treatment. In other words, a potential selection bias is largely controlled for. The year-specific effects represented by b capture the changes in the outcome variables for the ordinary farmers. It is assumed that these year dummies capture the indirect effects of training on the ordinary farmers through knowledge spillover from the trained farmers, in addition to other year-specific characteristics such as weather.
It is important to note that in our case, q, the vector of DID estimators, should not be interpreted as the ''pure" impact of training, i.e., the difference in growth between the factual and counterfactual situations for the key and intermediate farmers with and without the training intervention, respectively. Rather, q is designed to capture the differences between the effect on the key and intermediate farmers and the effect on the ordinary farmers, since b captures the changes in performance of the ordinary farmers, which incorporates the spillover from the key and intermediate farmers.
Thus, as the ordinary farmers catch up with the key and intermediate farmers, q is expected to become smaller. 
Estimation model 2: PSM-DID
Matching techniques such as the propensity score matching (PSM) create a control subsample with the same observable characteristics as the treatment sample (Heckman, Ichimura, & Todd, 1997) . If the dynamics of the outcome variable are based on these observable characteristics, this would eliminate the selection bias and also enhance the credibility of the common trends assumption of DID.
The matching methods are designed to estimate the average treatment effect on the treated (ATT), which is the average difference between the outcomes of training participants and their counter-factual outcomes that would have been obtained if they had not participated in the training. We estimate ATT separately for the key and intermediate farmers. ATT for the key farmers is estimated by matching the key farmers with the ordinary farmers, while ATT for the intermediate farmers is estimated by matching the intermediate farmers with the ordinary farmers. 9 In either case,
ATT is formulated as follows:
where D i is a dummy variable indicating farmer i's training status, and Y i is the outcome variable of farmer i, as a function of D i . To identify ATT, unconfoundedness and overlap are assumed (Rosenbaum & Rubin, 1983) . The unconfoundedness assumption implies that, given a set of observable characteristics X i , potential outcomes are independent of training status. The overlap assumption ensures a positive probability of participation and nonparticipation. For matching, we employ PSM methods developed by Rosenbaum and Rubin (1983) , as this is the most commonly used in the literature. Other matching methods include Mahalanobis metric matching (Rubin, 1980) and inverse probability weighting (IPW) (Hirano, Imbens, & Ridder, 2003) . We estimate the propensity score for participating in training based on the covariates in 2010 in light of the discussion on data collection in Subsection 2.2, assuming that the basic household characteristics had not changed markedly in two years. The results of the propensity score estimation are shown in Appendix Table 1. Given the unconfoundedness and overlap assumptions, potential outcomes are independent of treatment, conditional on the probability that the farmer participates in training PðX i Þ, and hence ATT becomes:
where an estimate of the first term on the right-hand side of Eq. (3) can be the average of actual outcomes of the participants, while an estimate of the second term is the average outcome of the nonparticipants who are matched with training participants according to their propensity scores. Since panel data are available in our study, we follow the PSM-DID procedure proposed by Heckman et al. (1997) and applied by Standard deviations in brackets.
*** Statistically significant at 1%, ** 5%, and * 10% in ttest comparisons of key and intermediate farmers to ordinary farmers. Paid-out costs include costs of current inputs, rental machinery, and hired labor. Imputed costs include imputed costs of self-produced seeds, use of owned machinery, and family labor evaluated at village market price, rental, and wage rate, respectively. 8 Dieye, Djebbari, and Barrera-Osorio (2014) point out that ignoring the spill-over effect on program evaluation causes errors in the estimation results and that the sign of the error depends on the direction of the program impact. In our case, we assume that training of the key and intermediate farmers would generate positive externality to the performance of the ordinary farmers through knowledge spillover. Therefore, q is a conservative estimate of the impact of training on key and intermediate farmers.
Note, however, that we cannot totally deny the possibility that the adoption of technology by the key and intermediate farmers has a negative impact on the performance of the ordinary farmers through higher adoption costs caused by increased input prices.
9 At present, PSM involving more than two treatment statuses simultaneously is an ongoing area of research. Todo and Takahashi (2013) , to examine the treatment effect on the over-time change in the outcome variables. Formally, the PSM-DID estimator used in this study is defined as:
where DY i Y it À Y i2008 and t is the post-training year : 2009, 2010, 2011, or 2012 . S 1 and S 0 are, collectively, the trained farmers and the matched ordinary farmers, respectively. N is the number of observations for the trained farmers. W is a weight determined by the distance in propensity scores between the trained and the matched ordinary farmer observations. After trying different PSM algorithms, we chose kernel matching (Caliendo & Kopeinig, 2008) with the Epanechnikov kernel function (DiNardo & Tobias, 2001 ) and the bandwidth (Pagan & Ullah, 1999) of 0.06. The bootstrapped standard errors (Guan, 2003) with 500 repetitions of resampling are presented. We also conduct balancing tests on the differences in means after matching, as shown in Appendix Table 2 . We find that no covariates are significantly different between the key and ordinary farmers and between the intermediary and ordinary farmers after matching, suggesting that our matching procedure is successful in generating relevant comparison groups (Wooldridge, 2010) .
If there are unobserved variables that affect assignment into treatment and the dependent variable simultaneously, a hidden bias might arise to which matching estimators are not robust. To gauge the extent of this issue, we follow the bounding approach proposed and applied by Rosenbaum (2002) , DiPrete and Gangl (2004) , and Becker and Caliendo (2007) . In short, the approach allows us to determine how strongly an unmeasured variable may influence the selection process to undermine the implications of the matching analysis. Sig+ (p-value) is obtained from Wilcoxon signed rank tests for the ATT while setting the level of hidden bias to a certain value C, which reflects our assumption about unmeasured heterogeneity or endogeneity in treatment assignment expressed in terms of the odds ratio of differential treatment assignment due to an unobserved covariate. At each C, a hypothetical significance level is calculated, which represents the bound on the significance level of the treatment effect in the case of endogenous self-selection into treatment status. By comparing the Rosenbaum bounds at different levels of C, we can assess the strength that unmeasured influences would require in order for the estimated ATT to have arisen purely through selection effects. We present the critical value of C that satisfies p < .10.
Lastly, when there are many time periods in panel data, the standard errors for autocorrelation need to be adjusted (Bertrand, Duflo, & Mullainathan, 2004) . The easiest remedy is to cluster on the household identifier which allows for arbitrary correlation of the residuals among household-specific time series. Although there are not many time periods in our study, we employed clustering to obtain robust standard errors. This indicates a steady increase in the adoption of technologies as well as paddy yield for the ordinary farmers. We should note that these positive coefficients should not be interpreted as direct effects of TANRICE training on the performance of the ordinary farmers. Rather, it captures the spillover effect from the key and intermediate farmers to ordinary farmers, as well as year specific effects. It is also important to note that this steady increase in yield and technology adoption was not solely attributed to rainfall conditions, since the annual rainfall in 2008 was no lower than in the following years.
Regression results
For paddy yield, the DID estimates are significant for the key farmers in 2009 and 2010, indicating that training for the key farmers took immediate effect, which is consistent with our first hypothesis. Our results suggest that the impact of training on key farmers' yield is larger by 1.2-1.7 tons per hectare as compared to the yield of the ordinary farmers in 2009 and 2010, respectively. This rapid increase in paddy yield can be attributed to the fast adoption of technologies by the key farmers. The increase in chemical fertilizer use by the key farmers vs. ordinary farmers is larger by 41.8 kg in 2009, 56.3 kg in 2010, and 78.0 kg in 2011. The increase in the adoption rate of transplanting in rows is also steadily higher for the key farmers from 2009 to 2012.
A more striking finding, however, is the absence of significant yield effects of the interaction term between the key farmer dummy and the 2011 and 2012 dummies. This suggests that the key farmers' ''yield premium" disappeared by 2011 and 2012. Given that the performance of the ordinary farmers was steadily improving over the period from 2010 through 2012, these results support our first hypothesis that the ordinary farmers catch up with the key and intermediate farmers because of knowledge spillover from the two sources.
We do not observe significant coefficients for the interaction terms of the intermediary and year dummies for paddy yield. . These results imply that the intermediate farmers adopted new technologies more rapidly than the ordinary farmers, although their productivity increase is no faster than those of the ordinary farmers. Although results are not shown, we obtained consistent results even when we control for the participation in other programs, including fertilizer subsidy and credit program provided by BRAC. This suggests the robustness of our results. Table 5 summarizes the estimation results of the PSM-DID models on the impact of the key and intermediate farmers. Note that since we estimate ATT by matching key with ordinary farmers and intermediary with ordinary farmers, we do not obtain a year trend in our PSM-DID models. Yet the coefficients for the key and intermediate farmers in each year are comparable with those in the FE-DID models. We obtained largely consistent results in both the PSM-DID and FE-DID models. Namely, key farmers achieve higher yield in years 2009 and 2010 by adopting new technologies, while this 'yield premium' disappears in 2011 and 2012, suggesting that the ordinary farmers are catching up in later years. We do not observe a significant difference in paddy yield for the intermediate farmers. Yet the adoption rate of transplanting in rows increased more rapidly for the intermediate farmers than for ordinary farmers. These results suggest the robustness of our results even after we control for the selection of the key and intermediate farmers and apply a relaxed assumption of common trend in DID estimation. Table 6 shows the results of the FE-DID estimation for gross output value, costs, income, and profit per hectare from 2010 to 2012, with the base year being 2010. As noted previously, these variables are available only for the post-training period. In this period from 2010 to 2012, the ordinary farmers enjoyed steady increases in gross output value, income, and profit, as indicated by the year fixed effects, which is consistent with their adoption behaviors in the same years (Table 4) . Again, since the rainfall in 2012 was considerably lower than in the other years, these increases in income and profit cannot be explained by weather conditions. Furthermore, the most important finding here is that for income and profit, none of the DID estimators for the key and intermediate farmers is positive and statistically significant, indicating that in these years, increase in income and profit were no longer higher for the key and intermediate farmers than for the ordinary farmers. This suggests that the ordinary farmers successfully caught up with the key and intermediate farmers not only in terms of technology adoption and paddy yield but also income and profit from rice cultivation. Although the results are not shown, we applied the PSM-DID models as in Table 5 for these dependent variables. We confirm that we still do not observe significant differences between the key and ordinary farmers and between the intermediary and ordinary farmers for gross output value, profit, and income, suggesting the robustness of our argument.
The influence of key and intermediate farmers on technology adoption by the ordinary farmers
Estimation model
We examine the effects of social network and spatial network on the technology spillover from the trained farmers to the ordinary farmers by constructing and incorporating social relationship variables into the spatial econometric model. As we will elaborate shortly, the social relationship variables are included to examine the effects of social network, while the spatial model is used to assess the effects of sample plot proximity to the key and intermediate farmers who were adopters. These variables of interest were drawn from the 2010 data, as they were most reliable. As these variables were assumed to be largely time-invariant, we pooled the data from 2009 to 2012 to examine the influence of the social network variables. In addition, the household fixed effects model is also estimated for a robustness check on the time-variant variables. Year 2008 is excluded, as we include a dynamic variable with a one-year lag and because it is a pre-training year.
The spatial model controls for a possible mutual spillover effect among the ordinary farmers themselves, in view of the possibility that the early adopters will influence the behavior of the other ordinary farmers. In the following analysis, our primary interest is in technology adoption by the ordinary farmers (i.e., the recipients of spillover), and thus the sample used in the estimations consists only of the ordinary farmers.
The dependent variables are the set of technology adoption variables: the dummy variable for MV adoption; the amount of chemical fertilizer use (kg/ha); the dummy variables for improved bund construction, leveling of plot, and transplanting in rows, where each dummy variable takes the value of 1 if the corresponding technology is adopted; and the paddy yield (tons/ha).
To estimate the effect of social network with the key and intermediate farmers, we construct three binary variables that take the value of 1 if the ordinary farmer has a key or intermediate farmer as (1) a member of the same church or mosque, (2) a relative, or (3) a residential neighbor. Since people cannot easily select or change their relatives, their church or mosque membership rolls, or their residential neighbors, these variables are assumed to be adequately exogenous for qualitative assessment purposes, though care must be taken in the quantitative interpretation of the coefficients. Furthermore, we attempt to control for certain other factors, including the farmer's own experience with successful adoption, which is represented by the adoption dummy for the previous year multiplied by the yield difference from the peer non-adopters' average in the previous season. We have also included a dummy for participation in the fertilizer subsidy program, a dummy for borrowing money from BRAC, and added variables representing Table 4 Estimation results of difference-in-differences with household fixed effects models for paddy yield (tons/ha) and technology adoption the farmer's total number of relatives in the village and other household characteristics, as shown in Table 7 . In order to estimate the influence of geographical proximity to the key and intermediate farmers, we included the spatial weighted average of the key and intermediate farmers' outcome variables, using the inverse squared distance from each ordinary farmer's plot as weights. The distance between plots is calculated from the GPS coordinates collected in the 2010 survey. In addition, we need to carefully consider spatial interdependence in both the dependent variables and error terms (e.g., Anselin, 1988; LeSage & Pace, 2009; Tsusaka, Kajisa, Pede, & Aoyagi, 2015) . In our context, the former can be interpreted as the learning effect among vicinal ordinary farmers, while the latter is regarded as the resemblance in adoption behavior arising from common unobservable conditions such as soil quality and water availability due to the proximity of the sample plots. Specifically, we estimate a spatial autoregressive disturbance (SARAR) model (LeSage & Pace, 2009 ). In this model, the spatial dependence in both dependent variables and the disturbance term is controlled for.
10 Let K, I, and O represent the number of observations for the key, intermediary, and ordinary farmers, respectively. The main estimation model (i.e., the pooled specification) is expressed as follows: 
Table 6
Estimation results of difference-in-differences with household fixed effect models for gross output value, costs, income, and profit from rice cultivation (USD/ha) (2010-12).
(1) Paid-out costs include costs of current inputs, rental machinery, and hired labor. Total costs include paid out costs and imputed costs of self-produced seeds, use of owned machinery, and family labor evaluated at village market price, rental, and wage rate, respectively. 11 Note that Eq.
(5) is a structural form equation because Y o and u o enter on both sides. In the estimation process, we follow the Generalized 2SLS strategy proposed by Kelejian and Prucha (1998) , refined by Lee (2003) , and applied by Kelejian and Prucha (2008) , Bramoullé et al. (2009) and Ward and Pede (2014) . 12 This procedure yields an asymptotically optimal IV estimator when the errors are i. Table 7 shows the results of the spatial panel estimations for the adoption of technologies by the ordinary farmers. The models (1), (3), (5), (7), (9), and (11) include the 'own experience', fertilizer subsidy, and borrowing money from BRAC variables. Since these variables can be endogenous, we also show the results without these variables. Note, however, that we obtained largely consistent results in models both with and without these variables.
Estimation results
The dummy variable for being a relative of key or intermediate farmers has positive coefficients for the adoption of improved bund, plot leveling, and transplanting in rows. The same coefficient was negative for the adoption of MVs, for which we do not have a convincing interpretation. Note, however, that the joint significance tests of the social network variables for MVs are insignificant, while those for plot leveling and transplanting are statistically significant, as shown in the last line of the table. Being members of the same church or mosque has a positive coefficient for the adoption of plot leveling. Overall, these results suggest that interaction with the key and intermediate farmers through social networks plays a significant role in technology adoption by the ordinary farmers.
On the other hand, we do not find any positive effect of plot proximity to adopting key or intermediate farmers' on the adoption by the ordinary farmers. Intriguingly, however, the spatial lag term is generally significant, which implies that mutual learning among the ordinary farmers has a positive influence on technology adoption. This mixed result can be attributable to the different geographical 'densities' of the key, intermediary, and ordinary farmers. Since there are only a few key and intermediate farmers in the entire irrigation scheme, while there are many ordinary farmers, farmers may have more opportunities to learn from nearby the ordinary farmers than the key or intermediate farmers, whose presence is relatively sparse within the irrigation scheme. We have no convincing explanation for the negative and significant coefficient of the weighted average of the key and intermediate farmers' adoption on improved bund and paddy yield. Note, however, that we do not observe this negative impact when we control for household fixed effects as shown in Table 8 .
Own successful experience of past adoption has a positive and significant coefficient for chemical fertilizer use and the adoption of transplanting in rows, suggesting that farmers also make their adoption decision by learning from their own past experience. The coefficient for receiving the fertilizer subsidy has a positive and significant coefficient for fertilizer use and paddy yield, suggesting that the availability of cheaper fertilizer may contribute to increased fertilizer use and enhanced paddy yield. Borrowing money from BRAC has positive impact on the use of chemical fertilizer but has no impact on the adoption of other technologies. This implies that there is no serious credit constraint for the adoption of agronomic practices except for chemical fertilizer use. Being a female household head negatively affects the adoption of plot leveling. Size of sample plot has a negative coefficient for paddy yield, which is consistent with the well-known inverse relationship between agricultural productivity and plot size due to the family labor constraint (Otsuka, 2007) . However, number of family member has no clear positive impact while neither plot size nor land holdings has negative relationship with the adoption of technologies, except for the coefficient of the size of owned plot in upland area being negative for the adoption of transplanting in rows. These results make it less clear if there is any severe labor constraint for the adoption of new technologies. Size of plot and size of owned plots in the lowland area have positive and significant coefficients for the adoption of MVs. This may be because farmers with large land holdings are able to take the risk of adopting new varieties.
In Table 8 , we summarize the results of our spatial panel estimation with household fixed effects. The basic estimation strategy is the same as the models shown in Table 7 , except that household fixed effects are included, and thus, all the time-invariant household characteristics are omitted from the estimation. We obtained largely consistent results regarding the impact of plotneighboring farmers in both models. The weighted average of 11 For detailed discussions of correlated spatial effects and the associated estimation problems known as the reflection problem, see the pioneer work by Manski (1993) . To ensure the identification of spatial effects in the presence of correlated social effects, we also conducted the test for necessary and sufficient conditions for identification proposed by Bramoullé, Djebbari, and Fortin (2009) technology adoption by the key and intermediate farmers has no significant impact on the adoption of technologies by the ordinary farmers. On the other hand, the spatial lag terms which capture the spill-over effects from neighboring ordinary farmers are significant for the adoption of chemical fertilizer use, improved bund, plot leveling and transplanting in rows, as well as paddy yield. These results consistently suggest that plot proximity to ordinary adopters is more important than proximity to adopting key or intermediate farmers.
Conclusion
While the adoption and dissemination of agricultural technologies among small-scale farmers are of paramount importance in achieving an African Green Revolution, little work has been done to determine whether or to what extent technologies can disseminate from a small number of selected and trained farmers to nontrained farmers within rural farming communities. This paper investigated the outcome of a farmer-to-farmer training program with a particular focus on how the gap in adoption of rice cultivation technologies and paddy yield evolved due to technology spillover within an irrigated rice farming community in Tanzania. Our results showed that new technologies were first adopted by the trained key and intermediate farmers and that, as a result, the yield gap initially widened between the trained farmers and the nontrained ordinary famers. However, in the course of time, the technologies diffused gradually from the key and intermediate farmers to the ordinary farmers. Consequently, the paddy yield of the key farmers substantially increased from 3.1 tons per hectare to 5.3 tons per hectare, while that of the ordinary farmers was noticeably boosted from 2.6 tons per hectare to 3.7 tons per hectare, with a time lag. This suggests that society's aggregate gain from an enhancement of the performance of the ordinary farmers would be substantial, given the dominance of the ordinary farmers in the population.
A notable implication of our results pertains to the channels of technology spillover from trained farmers to non-trained farmers. It was found that a social relationship with the key and intermediate farmers contributed to the process of technology adoption by the ordinary farmers, which is consistent with Lambrecht, Vanlauwe, Merckx, and Maertens (2014) , who point out the importance of social interaction in the awareness and adoption of new technologies. By contrast, we observed only a limited impact of plot proximity to trained farmers, while plot proximity to other ordinary farmers exhibited a positive and significant effect. These results suggest that technologies first disseminate from the trained farmers to those ordinary farmers who have social ties with the trained farmers, and then further disseminate among the nontrained farmers through plot proximity.
Overall, our paper provides support for farmer-to-farmer extension strategies, provided that the lead farmers selected by the community receive an intensive training program on production technologies. Given that extension officers or aid agencies can train only a limited number of farmers at a time, farmer-to-farmer extension offers a reasonable option for technology dissemination programs. This is in line with Krishnan and Patnam (2013) , who found in Ethiopia that, while the initial impact of training by extension agents was high, the importance of learning from neighbors increased over time in the adoption of fertilizer and improved seeds. Maertens and Barrett (2012) also point out that ordinary farmers receive information from progressive farmers. These results are consistent with our finding that intensive training to selected farmers can enhance the performance of other farmers.
Within our study site, it took a few years for non-trained farmers to adopt newly introduced technologies 15 and increase their productivity through social learning from trained farmers and neighborhood peer learning. This implies that the impact evaluation of a farmer-to-farmer extension program should be conducted not in the short-run but by allowing at least a few years' time to pass in order to fully capture the impact of spillover from trained farmers to non-trained farmers. One notable limitation of this paper is that it does not provide a formal impact assessment of the training program. Rather, its focus is on estimating how the performance gap between trained and non-trained farmers shifted over time due to the expected technology spillover to the ordinary farmers. It should also be noted that profit data were unavailable for the years 2008 and 2009, which preceded or included the training period. Hence, a formal benefit-cost analysis incorporating profitability with and without the training program was not possible. This should be the subject of future research that could potentially strengthen the evidence of the present paper.
The applicability of this study's findings to other farming communities will clearly be affected by the type of constraints facing the community's farmers. These would include knowledge constraints, capital constraints, labor constraints, etc. Based on our hands-on experience with, and insights into our study site, it is apparent that inadequate extension services are a significant cause of low adoption of production technologies. Although capital and labor admittedly play a role in the adoption of new technologies, proper training in their use is crucial. While improved seeds and fertilizers are available in the markets of our study site, their adoption must be accompanied by appropriate agronomic practices and thus require training for successful use. It is also important to note that whether this type of farmer-to-farmer extension can work effectively may depend on geographical conditions. Since our study site is a relatively small irrigation scheme, whether a similar type of farmer-to-farmer extension can work in different geographical settings such as spatially scattered communities or mountainous areas should be the subject of future investigation.
(1) T-statistics are shown in the t-test columns.
