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The history of modern condensed matter physics may be regarded as the competition
and reconciliation between Stoner’s and Anderson’s physical pictures, where the former is
based on momentum-space descriptions focusing on long wave-length fluctuations while
the latter is based on real-space physics emphasizing emergent localized excitations. In
particular, these two view points compete with each other in various nonperturbative
phenomena, which range from the problem of high Tc superconductivity, quantum spin
liquids in organic materials and frustrated spin systems, heavy-fermion quantum critical-
ity, metal-insulator transitions in correlated electron systems such as doped silicons and
two-dimensional electron systems, the fractional quantum Hall effect, to the recently dis-
cussed Fe-based superconductors. An approach to reconcile these competing frameworks
is to introduce topologically nontrivial excitations into the Stoner’s description, which
appear to be localized in either space or time and sometimes both, where scattering be-
tween itinerant electrons and topological excitations such as skyrmions, vortices, various
forms of instantons, emergent magnetic monopoles, and etc. may catch nonperturbative
local physics beyond the Stoner’s paradigm. In this review article we discuss nonper-
turbative effects of topological excitations on dynamics of correlated electrons. First, we
focus on the problem of scattering between itinerant fermions and topological excitations
in antiferromagnetic doped Mott insulators, expected to be relevant for the pseudogap
phase of high Tc cuprates. We propose that nonperturbative effects of topological ex-
citations can be incorporated within the perturbative framework, where an enhanced
global symmetry with a topological term plays an essential role. In the second part, we
go on to discuss the subject of symmetry protected topological states in a largely similar
light. While we do not introduce itinerant fermions here, the nonperturbative dynamics
of topological excitations is again seen to be crucial in classifying topologically nontrivial
gapped systems. We point to some hidden links between several effective field theories
with topological terms, starting with one dimensional physics, and subsequently finding
natural generalizations to higher dimensions.
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and QCD3, Pseudogap phase in high Tc cuprates, Nonlinear σ−model, Topological term,
Symmetry protected topological phase
1. Introduction
Strongly coupled field theories lie at the heart of unsolved fundamental problems
not only in particle physics but also in condensed matter physics, which cover from
confinement in quantum chromodynamics (QCD) to mechanism of high Tc super-
conductivity in doped Mott insulators. An important feature of strongly coupled
field theories is that the β−function is negative in the renormalization group analy-
sis, indicating that effective interactions between elementary excitations introduced
in the UV (ultraviolet) limit are enhanced and such excitations become strongly
coupled in the IR (infrared) limit. However, this does not necessarily mean that
we cannot solve such strongly coupled field theories. Although it is negative the
β−function of an effective interaction for superconducting instability in the Lan-
dau’s Fermi-liquid state 1, we all know that this problem can be solved in the
framework of the BCS (Bardeen, Cooper, and Schrieffer) mean-field theory 2. On
the other hand, even if essentially the same situation occurs in the Kondo problem
3, we do not have any mean-field types of effective theories which describe Fermi-
surface instability due to a single magnetic impurity successfully except for exact
methods based on Bethe ansatz 4 and numerical renormalization group 3.
There exist other types of strongly coupled field theories, where corresponding
β−functions vanish. In metals, most effective interactions between electron quasi-
particles are irrelevant due to the presence of a Fermi surface while forward scat-
tering channels remain marginal in the renormalization group sense, identified with
Landau’s Fermi-liquid fixed point and described by Landau’s Fermi-liquid theory 1.
This “strongly” coupled field theory is solved within the 1/Nσ technique, which al-
lows us to neglect vertex corrections, where Nσ is an enhanced spin degeneracy from
↑, ↓ to 1, 2, ..., Nσ. On the other hand, when the spatial dimension is reduced to be
one, vertex corrections should be introduced to play a central role in the treatment
of IR divergences, which lead the electron-quasiparticle peak to split into double
peaks of spinons and holons with their continuum, identified with Luttinger-liquid
fixed point and described by Luttinger-liquid theory 4. Recently, effective field the-
ories remain to be strongly coupled in the vicinity of quantum phase transitions
from Landau’s Fermi-liquid state, where all planar diagrams are shown to be the
same order in the 1/Nσ technique
5, which implies that vertex corrections should
be incorporated appropriately as the case of the Luttinger-liquid state.
These discussions give us an interesting question. When do vertex corrections
become relevant in such strongly coupled field theories? In the above we have dis-
cussed two cases: (1) Fermi-surface instability toward the BCS superconducting
state vs. Fermi-surface instability toward the local Fermi-liquid state (the Kondo
effect) in the case of negative β−functions and (2) Landau’s Fermi-liquid theory
vs. Luttinger-liquid theory and quantum criticality from the Landau’s Fermi-liquid
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state in the case of zero β−functions. Our speculation is that vertex corrections
may encode the information of scattering between emergent localized excitations
and itinerant electrons, where such localized excitations are identified with topolog-
ically nontrivial fluctuations, referred to as vortices in superconductivity, skyrmions
in magnetism, and various forms of instantons localized even in time. Consistent in-
troductions of vertex corrections in strongly coupled field theories mean that effects
of topological excitations are incorporated into effective field theories appropriately.
This scattering physics is expected to be responsible for Fermi-surface instabilities
associated with orthogonality catastrophe 6. However, the absence of vertex correc-
tions does not mean that the role of topological excitations is not introduced. If one
considers the boson-vortex duality in the superfluid to Mott-insulator transition,
the perturbative renormalization group analysis based on the charge description
gives essentially the same critical physics as that based on the vortex picture 7 a,
implying that the information of topological excitations is introduced within the
perturbative analysis.
The question is when the perturbative framework fails to incorporate physics of
topological excitations. Here, the perturbative framework means that a given field
theory can be solved within the self-consistent RPA (random phase approximation),
equivalently the 1/Nσ approximation or Eliashberg theory, where only self-energy
corrections are introduced self-consistently. We recall that vertex corrections are in-
troduced self-consistently through the Ward identity in one-dimensional interacting
electrons, where the resulting Green’s function in the nonperturbative diagrammatic
approach gives essentially the same expression as that in the bosonization frame-
work which introduces spinons and holons explicitly, identified with topological
excitations (solitons) 8. This implies that dimensionality which controls quantum
fluctuations may play an important role for nonperturbative physics. We speculate
that the perturbative framework may work near the upper critical dimension while
it breaks down, which requires nonperturbative approaches, in low dimensions near
the lower critical dimension or much below the upper critical dimension b. Here,
the nonperturbative framework means to introduce topological excitations explicitly
into the strongly coupled effective field theory and to deal with scattering physics
between such localized excitations and itinerant electrons on equal footing 9.
In this review article we discuss nonperturbative effects of topological excitations
on dynamics of correlated electrons. First, we focus on the problem of scattering
between itinerant fermions and topological excitations in antiferromagnetic doped
Mott insulators, where dynamics of localized magnetic moments and their localized
excitations are described by emergent gauge fields and their topologically nontrivial
configurations. We propose that nonperturbative effects of topological excitations
aUnfortunately, it is not straightforward to prove explicitly that their critical physics are same,
where the vortex description involves noncompact U(1) gauge fluctuations.
bKS enjoyed intensive discussions with Prof. V. Dobrosavljevic when he visited POSTECH in the
summer season of 2014.
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can be incorporated within the perturbative framework, where an enhanced global
symmetry allows us to introduce effects of topological excitations into an effective
field theory explicitly in the presence of a topological term. Second, we discuss rich
interplays between topological excitations and topological terms without itinerant
fermions, where the nonperturbative dynamics of topological excitations is essential
in classifying interacting topological insulators protected by symmetries. We clarify
some hidden links between several effective field theories with topological terms,
generalizing one dimensional physics into higher dimensions.
2. How to simulate nonperturbative physics from topological
excitations within the perturbative framework?
2.1. Organization of this section
In section 2.2 we review an origin of non-Fermi liquid physics in antiferromagnetic
doped Mott insulators, describing effective interactions between doped holes and
hedgehog-type instanton excitations, expected to be involved with the pseudogap
phase of high Tc cuprates. In section 2.2.2 we construct an effective gauge-field
theory from the t-J Hamiltonian, regarded to be one of the standard models for
strongly correlated electrons, where dynamics of localized magnetic moments is de-
scribed by SO(5) Wess-Zumino-Witten (WZW) theory and that of doped holes is
given by QED3 (quantum electrodynamics in one time and two spatial dimensions)
with a finite chemical potential, referred to as µ−QED3 and coupled to the SO(5)
WZW theory 10. We discuss various limits of this emergent gauge theory. In sec-
tion 2.2.1 we discuss the case of half filling, where hole concentration vanishes,
thus reduced to the SO(5) WZW theory, which describes competing fluctuations
between antiferromagnetic (three components) and valence bond (two components)
order parameters. An essential aspect in this effective field theory is that space-time
hedgehog fluctuations (magnetic monopoles as instantons) of the antiferromagnetic
order parameter carry the quantum number of valence bond ordering near its core
11,12, which originates from the WZW term. Such topological excitations can be
incorporated within the perturbative framework, where valence bond fluctuations
are introduced explicitly and naturally through the SO(5) enhanced symmetry with
the WZW term 13. We review physics of deconfined quantum criticality 14 based
on the SO(5) WZW theory 13, which argues how deconfinement of fractionalized
spin excitations referred to as spinons, regarded to be quark-like objects, can be re-
alized near quantum criticality, where magnetic monopole excitations as instantons
become suppressed to preserve the total number of skyrmions 14. In section 2.2.3 we
apply the µ−QED3 coupled to the SO(5) WZW theory into one dimension, where
the corresponding effective field theory is given by QED2 coupled to SO(4) WZW
theory. We discuss that this effective field theory recovers the Luther-Emery phase
4, where spin excitations are gapped while superconducting correlations between
doped holes are enhanced. In section 2.2.4 we discuss dynamics of doped holes near
the deconfined quantum criticality of the SO(5) WZW theory, where the interplay
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between doped holes and space-time hedgehog excitations is encoded into the per-
turbative framework, i.e., scattering between itinerant fermions and valence bond
fluctuations 10. We propose the role of valence bond fluctuations in dynamics of
doped holes for their non-Fermi liquid physics in the pseudogap phase of high Tc
cuprates.
Not only the situation of deconfinement but also that of confinement is discussed
in section 2.3, based on a recently developed effective field theory for QCD at low
energies in Hadron physics, referred to as Polyakov-loop extended Nambu-Jona-
Lasinio (NJL) model 15,16, where such quark-like objects correspond to holons
and spinons, representing doped holes and fractionalized spin excitations roughly
speaking. Applying the Polyakov-loop extended NJL (PNJL) model to the problem
of paramagnetic doped Mott insulators, we describe non-Fermi liquid transport
phenomena near optimal doping of high Tc cuprates outside the pseudogap state,
based on the confinement of spinons and holons 17.
Deep inside the Mott insulating phase, spin fluctuations are only relevant de-
grees of freedom at half filling. However, charge fluctuations are expected to play
a central role in metal-insulator transitions, which may suppress magnetic ordering
to allow spin liquid states, described by emergent SU(2) gauge theories. In sec-
tion 2.4 we discuss metal-insulator transitions, generalizing the t-J Hamiltonian
to the Hubbard model, where charge fluctuations are introduced. Constructing an
effective SU(2) gauge theory to describe interactions between spinons and holons
through SU(2) gauge fluctuations 18, we discuss possible spin liquid states near the
metal-insulator transition on honeycomb 19 and triangular lattices. In particular,
we speculate how physics of spin liquids, metal-insulator transitions, and unconven-
tional superconductivity will emerge from such nonabelian gauge theories beyond
the saddle-point analysis, where gluon condensation consistent with the lattice sym-
metry is suggested to play an essential role.
In section 2.5 we conclude the first part of this review article, speculating that
gauge field theories can appear rather commonly than expected in strongly coupled
field theories 20,21. We discuss an antiferromagnetic quantum phase transition from
the Landau’s Fermi-liquid state, where a critical field theory describes scattering
between itinerant electrons and antiferromagnetic spin fluctuations 22. Recently,
the 1/Nσ technique turns out to fail to describe non-Fermi liquid physics near
antiferromagnetic quantum criticality 23, where the critical field theory lies in the
strongly coupled regime, meaning that vertex corrections should be incorporated
consistently. We suggest that some types of instanton excitations may keep such
nonperturbative physics, constructing an effective field theory with the introduction
of instantons. Integrating out contributions of topological excitations, we speculate
that an effective gauge-field theory emerges, regarded to generalize the scenario of
the SO(5) WZW theory.
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2.2. Emergent gauge fields and their nonperturbative effects in
antiferromagnetic doped Mott insulators
2.2.1. SO(5) Wess-Zumino-Witten theory from Heisenberg model
Let’s start from an extended Heisenberg model on square lattice,
H = HJ +HQ, HJ = J
∑
ij
Si · Sj,
HQ = −Q
∑
{ijkl}∈
(Si · Sj − 1/4)(Sk · Sl − 1/4), (1)
where HJ is an antiferromagnetic (J > 0) Heisenberg model to describe dynamics
of localized magnetic moments, and HQ is an extended part to favor the forma-
tion of valence bond ordering (Q > 0) 24. It is not difficult to speculate that an
antiferromagnetic phase appears in the case of J ≫ Q, breaking SO(3) symmetry
involved with spin rotation, while a valence bond ordered state emerges in the case
of J ≪ Q, breaking Z4 associated with lattice translation. In this respect one may
expect that a critical field theory would enjoy SO(3) ⊗ SO(2) symmetry in terms of
both antiferromagnetic and valence bond order parameters, where the Z4 symmetry
can be enhanced to SO(2) in the continuum limit. However, it has been proposed
that the SO(3) ⊗ SO(2) symmetry may be enlarged to SO(5), where both order
parameters form a superspin vector at this antiferromagnetic to valence bond quan-
tum critical point 13. This scenario is in parallel with the well-known physics of an
antiferromagnetic quantum spin chain, where an effective field theory is given by
SO(4) WZW theory although its microscopic lattice model enjoys SO(3) ⊗ Z2 4.
This effective field theory turns out to be critical due to the existence of the WZW
term, allowing fractionalized spin excitations referred to as spinons 4. Emergence
of an enhanced symmetry is suggested to play a central role in deconfined quantum
criticality above one time and one space dimensions 13,25. See Fig. 1, which shows
a schematic phase diagram of the SO(5) WZW theory and a possible connection to
the pseudogap phase of high Tc cuprates.
In order to take into account the role of Berry phase in the path-integral represen-
tation with the spin coherent basis 26, one may consider a projective representation
for the spin operator as follows
Si =
1
2
f †iασαβfiβ , (2)
backup by the single occupancy constraint f †iσfiσ = 1. Here, we use the Einstein
convention. Inserting this expression into the Heisenberg model and decomposing
the four-fermion effective-interaction term into particle-hole and particle-particle
channels within the singlet domain, we find an effective UV theory in this parton
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Fig. 1. (Color online) A schematic phase diagram of SO(5) WZW theory and its possible con-
nection to the pseudogap phase of high Tc cuprates. Since the antiferromagnetic phase breaks the
SO(3) spin-rotation symmetry and the valence-bond solid state does the SO(2) lattice-translation
symmetry, it is natural to propose that a critical field theory would enjoy the SO(3) ⊗ SO(2)
symmetry within the Landau-Ginzburg-Wilson framework. However, there exists an exotic pos-
sibility that such a global symmetry becomes enhanced to SO(5), where both antiferromagnetic
and valence bond fluctuations are symmetry equivalent at the quantum critical point, responsible
for the emergence of fractionalized spin excitations, referred to as spinons. The high Tc phase
diagram requires an additional axis, which corresponds to hole doping concentration. If an initial
point at half filling lies near the quantum critical point of the SO(5) WZW theory, we may expect
that competing fluctuations between antiferromagnetic and valence bond order parameters will
play an essential role in the pseudogap phase of high Tc cuprates after the antiferromagnetic order
disappears via hole doping. Proximity of deconfined quantum criticality in the SO(5) WZW theory
is our view point in this review article.
construction as follows 27
ZUV =
∫
DψiαDχijDηijDa
k
iτe
− ∫ β
0
dτLeff ,
LUV = L0 + Ls, L0 = Jr
∑
ij
tr[U †ijUij ],
Ls =
1
2
∑
i
ψ†iα(∂τ − iakiττk)ψiα + Jr
∑
ij
(ψ†iαUijψjα +H.c.) (3)
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with Jr =
3J
16 . ψiα =
(
fiα
εαβf
†
iβ
)
is a two-component Nambu-spinor, where εαβ is an
antisymmetric tensor. Uij =
(
−χ†ij ηij
η†ij χij
)
is an order-parameter matrix, where χij
represents an effective hopping parameter and ηij does a pairing order parameter.
akiτ is a Lagrange multiplier field to impose the single occupancy constraint with
k = 1, 2, 3, which may be identified with a time component of an SU(2) gauge field,
where two constraint equations from k = 1, 2 are satisfied trivially by that from
k = 3.
Performing the saddle-point analysis for the order-parameter matrix, the ground
state turns out to be a π−flux phase 28,29, where π−flux penetrates each plaquette,
given by
UπFij = −χτ3 exp[i(−1)ix+iy
π
4
τ3] (4)
with equal amplitudes between hopping and pairing order parameters as χ = η.
See Fig. 2. Although amplitude fluctuations of the order-parameter matrix-field are
frozen, there exist low-lying transverse excitations, which can be identified with
SU(2) gauge fields. Introducing such low energy fluctuations into an effective lattice
field theory within the π−flux phase, we obtain
Z =
∫
DψiαDa
k
ijDa
k
iτ exp
[
−
∫ β
0
dτ
{1
2
∑
i
ψ†iα(∂τ − iakiττk)ψiα
+Jr
∑
ij
(ψ†iαU
πF
ij e
iakijτkψjα +H.c.) + Jr
∑
ij
tr[UπF†ij U
πF
ij ]
}]
, (5)
where akij is a spatial component of an SU(2) gauge field.
Fig. 2. (Color online) pi−flux phase. When spinons hop around a plaquette, they acquire an
Aharonov-Bohm phase of pi, which turns out to lower the ground-state energy. A square enclosed by
a red-rotted line is a unit cell in deriving a continuum field theory, which includes four components
of SU(2) doublets.
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It is straightforward to find a continuum field theory for this lattice gauge theory.
Turning off the lattice gauge field in the saddle-point approximation, performing the
Fourier transformation to the momentum space, and taking the long-wavelength
limit near the chemical potential, one finds an effective SU(2) gauge-field theory 30
Zeff =
∫
DψDakµe
− ∫ β
0
dτ
∫
d2rLeff ,
Leff = ψ¯γµ(∂µ − iakµτk)ψ −
1
4e2
fkµνf
k
µν , (6)
where SU(2) gauge fluctuations have been recovered. ψ is an eight-component Dirac
spinor, composed of four SU(2) doublets living at each site of a plaquette (Fig.
2), where Dirac matrices are given by γ0 =
(
σ3 0
0 −σ3
)
, γ1 =
(
σ1 0
0 −σ1
)
, and
γ2 =
(
σ2 0
0 −σ2
)
. fkµν = ∂µa
k
ν − ∂νakµ− iǫklmalµamν is an SU(2) field-strength tensor,
where this Yang-Mills dynamics is expected to appear from UV fluctuations of the
lattice scale. We emphasize that both the Dirac structure and SU(2) gauge field
emerge from the π−flux fixed-point ansatz.
In order to discuss spontaneous chiral symmetry breaking and find an effective
field theory for low energy spin fluctuations, it is necessary to consider the physical
symmetry of the matter sector. It is interesting to notice that lattice symmetries
such as translations, rotations, and etc. are translated into internal symmetries
given by Dirac matrices, for example, where γ3 =
(
0 I
I 0
)
and γ5 = γ0γ1γ2γ3 =
i
(
0 I
−I 0
)
are associated with lattice translations along the x− and y− directions,
respectively 30 c. In this way we have SU(2) chiral symmetry with three generators
of γ3, γ5, and iγ3γ5 in addition to the SU(2) spin rotational one
13. This leads
one to propose the SU(2) ⊗ SU(2) symmetry, where the former is associated with
spin rotations and the latter is involved with chiral symmetry. However, an actual
global symmetry turns out to be more enlarged as follows 30. It is clear that this
symmetry is closely connected with both spin and Dirac spaces. Since the spin
SU(2) symmetry is hidden in the present eight-component representation, one may
consider the redundant representation Ψ =
(
ψ
ψˆ
)
of sixteen-components with a
cMore precisely, the translational symmetry should be backup by an appropriate gauge transfor-
mation in the projective representation 31. If one sees Fig. 2, he realizes immediately that the
translational symmetry is broken explicitly for the configuration of Eq. 4. However, this should
be regarded to be an artifact of the mean-field ansatz, where the order parameter field is not
gauge invariant, allowing us to perform an appropriate gauge transformation and to recover the
translational symmetry. WTr ⊗ Tr, where Tr is the lattice-translation operator and WTr is the
corresponding gauge transformation, is an element of the projective symmetry group, suggested to
classify mean-field ground states of symmetric spin liquids described by emergent gauge theories.
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Dirac spinor ψˆ ≡ iτ2ψ∗ =
(
f↓
−f †↑
)
, regarded to be a time-reversal partner of ψ.
Noting that the group space is composed of G = GDirac ⊗Ggauge ⊗Gspin, one sees
ten generators associated with SO(5) symmetry given by I ⊗ I ⊗ σ, γ3 ⊗ I ⊗ σ,
γ5 ⊗ I ⊗ σ, iγ3γ5 ⊗ I ⊗ I. Since SO(8) is the largest global symmetry, considering
the Majorana fermion representation for the four-component SU(2) doublet Dirac
spinor, the SO(5) symmetry can be regarded to be the largest subgroup, where the
emergent Lorentz symmetry forms SO(3) and the SO(8) symmetry group can be
decomposed as follows SO(8) → SO(5) ⊗ SO(3).
The above discussion implies that symmetry equivalent operators via the SO(5)
rotation have the same strength for instability in this critical spin-liquid state, i.e.,
the same critical exponent for each correlation function, which suggests an SO(5)
superspin vector v = (nx, ny, nz, vx, vy) through the following fermion-mass term
−mΨ¯(v·Γ)Ψ with Γ = (I⊗I⊗σx, I⊗I⊗σy, I⊗I⊗σz, iγ3⊗I⊗I, iγ5⊗I⊗I), where
the former three components form Neel vectors and the latter two represent x− and
y− valance bond fluctuations. As a result, one reaches the following Lagrangian for
spontaneous chiral symmetry breaking
Zeff =
∫
DΨDviDa
k
µ exp
[
−
∫ β
0
dτ
{
Ψ¯γµ(∂µ − iakµτk)Ψ −mΨ¯(v · Γ)Ψ−
1
4e2
fkµνf
k
µν
}]
,
(7)
where the mechanism of this symmetry breaking is not clarified d. Integrating over
massive fermion excitations and performing the gradient expansion for the superspin
vector field, one finds an SO(5) WZW theory for the competing physics between
antiferromagnetism and valence bond ordering as follows 13
Zeff =
∫
Dvie
−Seff , Seff = SNLsM + SWZW ,
SNLsM =
∫
d3x
1
2g
(∂µvi)
2, SWZW = i
2π
Area(S4)
∫ 1
0
dt
∫
d3xǫabcdeva∂tvb∂τvc∂xvd∂yve,
(8)
where Area(S4) = 2π
5/2
Γ(5/2) . Although the WZW term can be nicely derived in the
absence of gauge fluctuations, an additional imaginary term may arise, a coupling
term between gauge fields and Goldstone-Wilczek currents 32, which correspond
to skyrmion currents in the present case if we restrict ourselves only in antifer-
romagnetic fluctuations instead of the superspin vector. When we represent the
eight-component Dirac spinor as ψn =
(
χ+n
χ−n
)
, where χ±n is a two-component SU(2)
doublet with an isospin index n = 1, 2, we can see that each sector in the Dirac
space gives rise to such a term. However, their signs are opposite, thus such terms
dOne may demonstrate that SU(2) gauge fluctuations are responsible for this chiral symmetry
breaking.
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are canceled. This is well-known to be cancelation of parity anomaly in the lattice
model 33.
Although it is not straightforward to solve this effective field theory, it would
be helpful to revisit the one-dimensional version of this field theory, referred to as
SO(4) WZW theory
SWZW =
∫
d2x
{ 1
2g
4∑
k=1
(∂µvk)
2 + i
2π
Area(S3)
∫ 1
0
dtǫabcdva∂tvb∂τvc∂xvd
}
. (9)
Performing the renormalization group analysis in the one-loop level, one finds a
conformal invariant stable fixed point, which originates from the existence of the
WZW term 4, given by
d ln g
d ln Λ
= 0, (10)
where Λ is a UV cutoff. Actually, the SO(4) WZW theory is exactly solvable, char-
acterized by the central charge c = 1, where such critical boson excitations are
identified with fractionalized spin fluctuations called spinons 4. The SO(3) non-
linear σ−model with a Θ−term (Berry phase) at UV flows into the SO(4) WZW
theory at IR, where valence bond fluctuations carry exactly the same conformal
dimension as antiferromagnetic spin fluctuations.
An important point that we would like to emphasize is as follows. One may try
to solve the UV field theory directly, resorting to the CP1 representation for the
SO(3) vector field, where the SO(3) nonlinear σ−model is mapped into an emergent
U(1) gauge theory with two flavors of bosonic spinons and the Berry-phase term
is identified with an effective electric potential 26. Taking the easy-plane limit to
map this problem into a two-flavor abelian Higgs model with an effective electric
potential and performing the duality transformation to map the abelian Higgs model
into an effective Sine-Gordon theory for skyrmion excitations as instantons, one may
argue that such skyrmions in one-time and one-space dimensions carry the quantum
number of valence bond ordering and their dynamics becomes critical, both of which
originate from the Berry-phase term 14. Although this argument is far from being
rigorous, where the enhancement of symmetry at IR is difficult to prove, we can
find how such nonperturbative physics involved with instanton excitations at UV is
revealed in the perturbative analysis (renormalization group) at IR, where valence
bond fluctuations are introduced explicitly into an effective field theory through the
symmetry enhancement e. Figure 3 shows one mechanism how the nonperturbative
eOne may write down the SO(3) nonlinear σ−model, introducing skyrmion (instanton) and anti-
skyrmion (anti-instanton) fluctuations explicitly, as follows
Zeff =
∑
Nt=N+N¯∈even
N !N¯ !
Nt!
yN+N¯
∫
DMDn exp
[
−
∫
d2x
{ 1
2g
(∂µn)
2 +m2(|n|2 − 1)
}
−SSk[M; Θ]− S
n−Sk
eff
[n,M]
]
.
N (N¯) represents the number of skyrmions (anti-skyrmions), set to be equal N = N¯ in the respect
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physics becomes translated into the perturbative physics.
Fig. 3. (Color online) A theoretical flow chart for the Heisenberg model in one dimension.
Performing the Haldane mapping for the Heisenberg spin chain, one finds an SO(3) nonlinear
σ−model with a Berry phase term, which may be identified with a UV theory. In order to solve
this effective field theory, one should incorporate effects of skyrmion excitations, nonperturbative
as discussed in the footnote. In particular, the presence of the Berry phase term makes the role
of such nonperturbative excitations more delicate. On the other hand, the other procedure based
on nonabelian bosonization gives rise to the SO(4) WZW theory, regarded to be an IR theory,
where the perturbative renormalization group analysis results in the quantum criticality of the
spin chain. Since the UV theory is expected to flow to the IR one, which is not revealed yet as far
as we know, we conclude that the SO(4) WZW theory incorporates the nonperturbative physics
of instantons of the SO(3) nonlinear σ−model with the Berry-phase term. This is the main theme
of the present review article that nonperturbative effects can be introduced into the perturbative
framework.
of energy cost and thus, their total number is Nt = 2N . y = e−SSk is fugacity of single skyrmion
excitations, where SSk is an instanton action.Mmeans the moduli space of skyrmions such as their
sizes, center-of-mass coordinates, and so on, referred to as collective coordinates and utilized for the
first quantization 9. m may be regarded to be the mass of spin fluctuations n with spin quantum
number 1, introduced to describe the unimodular constraint |n| = 1. SSk[M; Θ] describes dynamics
of skyrmions, where the Berry phase term denoted by Θ should be incorporated. Sn−Sk
eff
[n,M]
describes scattering physics between smooth spin fluctuations and instanton fluctuations, regarded
to be an essential part in this field theory. Unfortunately, the procedure until this field theory has
not been clarified yet. This expression may be regarded to be formal. Nonperturbative physics
would be encoded in this effective field theory, taking into account both topological excitations and
smooth fluctuations on equal footing. An interesting point is that the Berry-phase term assigns the
quantum number of valence bond ordering to the core of a skyrmion. As a result, scattering between
spin fluctuations and skyrmion excitations may be translated into that between antiferromagnetic
fluctuations and valence bond excitations. In this respect one may say that the SO(4) WZW theory
encode the nonperturbative physics of the SO(3) nonlinear σ−model with the Berry-phase term
into the perturbative framework, where the renormalization group analysis in the one-loop level
reveals essential physics qualitatively.
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One may extend the above discussion into two dimensions. Performing the du-
ality transformation for the two-flavor abelian Higgs model in the easy-plane ap-
proximation which reduces SO(3) to SO(2) ⊗ Z2, one can find another abelian
Higgs model in terms of half-skyrmion (meron) excitations with two flavors, where
magnetic monopole excitations give rise to meron and anti-meron pair excitations
(hedgehog configurations) localized in time (instantons). However, the Berry-phase
term has been proposed to make such instanton events suppressed, preserving the
topological charge of meron currents and stabilizing meron excitations at the quan-
tum critical point of this effective field theory 14. Such meron fluctuations may be
identified with spinon excitations in the original representation. Since the magnetic-
monopole excitation carries the valence bond order near its core, assigned from the
Berry-phase term, their condensation transition identifies the nature of the quan-
tum critical point between the antiferromagnetic state and the valence bond ordered
phase. One may go beyond the easy-plane limit. In this case the duality transforma-
tion is not clarified, making it difficult to describe the deconfined quantum critical
point explicitly. However, it is clear that meron excitations in SO(2) ⊗ Z2 should
turn into skyrmions (solitons) in SO(3). As a result, the skyrmion current is con-
served at the quantum critical point, where fluctuations of magnetic monopoles (in-
stantons) become suppressed, but the conservation law breaks down in the valence-
bond solid state, where the proliferation of magnetic monopoles breaks the U(1)
global symmetry associated with the conservation of the skyrmion current. In this
case spinon excitations can be identified with an emergent spin degree of freedom in
a Z4 vortex core, regarded to be a topological excitation in the valence-bond solid
state, where the condensation of Z4 vortices have been argued to be responsible
for the quantum phase transition from the valence bond solid state to the antifer-
romagnetic phase 34. An essential point is that this nonperturbative physics from
topological excitations at UV can be incorporated by the perturbative physics of
the SO(5) WZW theory at IR, where the conformal dimension of the valence bond
order parameter is the same as that of the antiferromagnetic one. The renormaliza-
tion group analysis in the one-loop level is expected to allow a conformal invariant
fixed point as the SO(4) WZW theory, which gives rise to deconfined critical spinon
excitations. Unfortunately, we do not know an explicit result on the perturbative
renormalization group analysis of the SO(5) WZW theory in two dimensions. On
the other hand, the emergence of the symmetry enhancement at IR seems to be
confirmed by explicit numerical simulations for the extended Heisenberg model al-
though it is difficult to avoid the nature of weakly first ordering in the simulation
24.
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2.2.2. µ−QED3 coupled with SO(5) WZW theory from t-J Hamiltonian
Effects of hole doping on the SO(5) WZW theory can be investigated, based on the
t-J Hamiltonian
HtJ = −t
∑
ij
(c†iσcjσ +H.c.) + J
∑
ij
(Si · Sj − 1
4
ninj), (11)
where double occupancy is prohibited. This constraint can be solved, resorting to
the projective representation referred to as the SU(2) slave-boson representation for
an electron operator 35,
ci↑ =
1√
2
h†iψi+ =
1√
2
(b†i1fi1 + b
†
i2f
†
i2),
ci↓ =
1√
2
h†iψi− =
1√
2
(b†i1fi2 − b†i2f †i1), (12)
where spinon and holon doublets are given by ψi+ =
(
fi1
f †i2
)
, ψi− =
(
fi2
−f †i1
)
, and
hi =
(
bi1
bi2
)
, respectively. Resorting to this parton construction, one may rewrite
the t-J Hamiltonian as follows 35
ZUV =
∫
DψiαDhiDχijDηijDa
k
iτe
− ∫ β
0
dτLeff ,
LUV = L0 + Ls + Lh, L0 = Jr
∑
ij
tr[U †ijUij ],
Ls =
1
2
∑
i
ψ†iα(∂τ − iakiττk)ψiα + Jr
∑
ij
(ψ†iαUijψjα +H.c.),
Lh =
∑
i
h†i (∂τ − µ− iakiτ τk)hi + tr
∑
ij
(h†iUijhj +H.c.), (13)
where the Hubbard-Stratonovich transformation has been performed for particle-
hole and particle-particle channels in the singlet domain, giving rise to the following
order-parameter matrix field Uij =
(
−χ†ij ηij
η†ij χij
)
with Jr =
3J
16 and tr =
t
2 , as
discussed in the half-filled case. The time component of an SU(2) gauge field akiτ is
to impose the single-occupancy constraint, and µ is a chemical potential to control
hole concentration.
Following the strategy of the half-filled case, the variational analysis for the
order-parameter matrix field gives rise to a staggered flux state 35, given by
USFij = −
√
χ2 + η2τ3 exp[i(−1)ix+iyΦτ3], (14)
where a flux through a plaquette is 4Φ = 4 tan−1
(
η
χ
)
< π and alternating. Although
the staggered flux ansatz breaks translational invariance, this formal symmetry
breaking is restored via SU(2) gauge transformation between nearly degenerate
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U(1) mean-field states 35. For example, one possible U(1) ground state, the d-
wave pairing state UdSCij = −χτ3 + (−1)ix+jyητ1 can result from the staggered
flux phase through the SU(2) rotation given by UdSCij = WiU
SF
ij W
†
j , where the
corresponding SU(2) matrix is Wi = exp
{
i(−1)ix+iy π4 τ1
}
. Thus, this variational
state should be regarded as one possible gauge choice, preserving both time reversal
and translational symmetries. One can show that the staggered flux phase allows
only one low-lying transverse fluctuations, identified with the third component of
the SU(2) gauge field. As a result, an effective lattice field theory in the staggered
flux state is given by
Z =
∫
DψiαDhiDa
3
ijDa
3
iτ exp
[
−
∫ β
0
dτ
{1
2
∑
i
ψ†iα(∂τ − ia3iτ τ3)ψiα
+Jr
∑
ij
(ψ†iαU
SF
ij e
ia3ijτ3ψjα +H.c.) +
∑
i
h†i (∂τ − µ− ia3iτ τ3)hi
+tr
∑
ij
(h†iU
SF
ij e
ia3ijτ3hj +H.c.) + Jr
∑
ij
tr[USF†ij U
SF
ij ]
}]
. (15)
An idea is to fermionize the holon sector attaching a fictitious flux to a holon
field 10,
Lh =
∑
i
η†i (∂τ − µ− ia3iττ3)ηi + tr
∑
ij
(η†iU
SF
ij e
ia3ijτ3eicijτ3ηj +H.c.)
−i
∑
i
ci0
(
η†i τ3ηi −
1
2Θ
(∂xcy − ∂ycx)i
)
, (16)
where a bosonic field variable hi now becomes a fermionic one ηi =
(
ηi1
ηi2
)
with Θ =
π. It is important to notice that our flux attachment is performed in an opposite way
for each isospin sector, confirmed by the presence of τ3 in 2Θ(η
†
i τ3ηi) = ∂xcy−∂ycx.
As a result, there is no net flux in the mean-field approximation of this construction,
considering that the density of bi1 bosons is the same as that of bi2 bosons in the
staggered flux phase. This observation is interesting since it suggests a connection
with an SU(2) slave-fermion representation 36. If a3ij is shifted to a
3
ij − cij , the
Chern-Simons flux is transferred to spinons, turning their statistics into bosons.
Then, we have bosonic spinons with fermionic holons, nothing but the slave-fermion
representation.
Following the strategy of the half-filled case, we find an effective continuum field
theory 10
Zeff =
∫
DψDηDa3µDcµe
− ∫ β
0
dτ
∫
d2rLeff ,
Leff = ψ¯γµ(∂µ − ia3µτ3)ψ +
1
2e2
(ǫµνγ∂νa
3
γ)
2
+η¯γµ(∂µ − ia3µτ3 − icµτ3)η − µhη¯γ0η +
i
4Θ
cµǫµνλ∂νcλ, (17)
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where the Maxwell dynamics of a3µ is expected to appear from UV fluctuations of
spinons. The Dirac structure results from the staggered flux ansatz, where both
ψ and η are eight-component Dirac spinors and Dirac gamma matrices are γ0 =(
σ3 0
0 −σ3
)
, γ1 =
(
σ1 0
0 −σ1
)
, and γ2 =
(
σ2 0
0 −σ2
)
, the same as the half-filled
case. It is important to understand that spinons are still at half filling even away
from half filling in the SU(2) formulation 35. The single-occupancy constraint in
the SU(2) slave-boson representation is f †i1fi1 + f
†
i2fi2+ b
†
i1bi1− b†i2bi2 = 1. Thus, if
the condition of 〈b†i1bi1〉 = 〈b†i2bi2〉 = δ2 with hole concentration δ is satisfied, we see
〈f †i1fi1+f †i2fi2〉 = 1, i.e., spinons are at half filling. As a result, a chemical potential
term does not arise in the spinon sector. On the other hand, a chemical potential
term appears in the holon sector, allowing four Fermi pockets around each Dirac
node, consistent with the observed Fermi surface 37 in the pseudogap phase of high
Tc cuprates. See Fig. 4.
Fig. 4. (Color online) Fermi pockets near each Dirac node. This is consistent with the observed
Fermi surface in the pseudogap phase of high Tc cuprates.
Spontaneous chiral symmetry breaking in this µ−QED3 can be investigated,
taking into account an emergent enhanced symmetry as the half-filled case of the
π−flux state. It turns out that the group structure of G = GDirac⊗Ggauge ⊗Gspin
enjoys SU(4) symmetry 38, allowing fifteen generators which correspond to I⊗I⊗σ,
γ3⊗I⊗σ, γ5⊗I⊗σ, iγ3γ5⊗I⊗I, γ3⊗τ3⊗I, γ5⊗τ3⊗I, and iγ3γ5⊗τ3⊗σ 30.
There exist additional five generators in addition to the first ten generators of the
SO(5) symmetry, satisfying SU(4) algebra. A novel spin-liquid fixed point has been
proposed that such an SU(4) symmetry is broken down to SO(5) 39, where most
relevant spin fluctuations are Neel vector and valence bond fluctuations, giving rise
to the competition between them. Such spin fluctuations are symmetry equivalent
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operators via chiral rotation at this emergent novel fixed point. As a result, one is
allowed to construct the following effective field theory 10
Zeff =
∫
DΨDηDviDa
3
µDcµ exp
[
−
∫ β
0
dτ
{
Ψ¯γµ(∂µ − ia3µτ3)Ψ −mΨ¯(~v · ~Γ)Ψ
+η¯γµ(∂µ − ia3µτ3 − icµτ3)η − µhη¯γ0η −mη η¯(iγ3v4 + iγ5v5)η
+
1
2e2
(ǫµνγ∂νa
3
γ)
2 +
i
4Θ
cµǫµνλ∂νcλ
}]
, (18)
where Ψ =
(
ψ
ψˆ
)
of sixteen-components with a Dirac spinor ψˆ ≡ iτ2ψ∗ =
(
f↓
−f †↑
)
has been introduced for the SO(5) superspin vector field. We point out that dy-
namics of doped holes couples to valence bond fluctuations in the form of Yukawa
coupling since they do not carry spin degrees of freedom. Valence bond fluctuations
may be responsible for high Tc superconductivity in this formulation.
Integrating over massive fermion excitations and performing the gradient expan-
sion for the superspin field, one finds an effective field theory, composed of µ−QED3
coupled to SO(5) WZW theory,
Zeff =
∫
DviDηDa
3
µDcµe
−Seff ,
Seff =
∫
d3x
{ 1
2g
(∂µvk)
2 −mηη¯(iγ3v4 + iγ5v5)η
}
+ SWZW
+
∫
d3x
{
η¯γµ(∂µ − ia3µτ3 − icµτ3 − iAµ)η − µhη¯γ0η +
i
4Θ
cµǫµνλ∂νcλ +
1
2e2
(ǫµνγ∂νa
3
γ)
2
}
,
SWZW = i
2π
Area(S4)
∫ 1
0
dt
∫
d3xǫabcdeva∂tvb∂τvc∂xvd∂yve. (19)
An important observation is that the Chern-Simons contribution becomes irrelevant
if the holon dynamics is in a critical phase. Shifting the slave-boson gauge field as
a3µ − cµ and performing the integration of Chern-Simons gauge fields, we obtain
∼ (∂ × ∂ × a3) · (∂ × a3). This contribution is irrelevant since it has a high scaling
dimension owing to the presence of an additional derivative. Considering that the
density of holons is finite to allow Fermi surfaces (pockets around Dirac points), it
is natural to assume that the fermion sector lies at quantum criticality. As a result,
we find an effective field theory for antiferromagnetic doped Mott insulators
Seff =
∫
d3x
{ 1
2g
(∂µvk)
2 −mηη¯(iγ3v4 + iγ5v5)η
}
+ SWZW
+
∫
d3x
{
η¯γµ(∂µ − ia3µτ3 − iAµ)η − µhη¯γ0η +
1
2e2
(ǫµνγ∂νa
3
γ)
2
}
, (20)
which describes mutual effects on valence bond fluctuations and charge dynamics
in the presence of the topological term.
We would like to emphasize that this field theoretic formulation makes effective
interactions between doped holes and valence bond fluctuations explicit, allowing
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us to perform the perturbative analysis. If we do not take into account the valence
bond order parameter explicitly, i.e., resorting to the SO(3) nonlinear σ−model
description instead of the SO(5) WZW theory, we may obtain the following effective
field theory for dynamics of doped holes, which scatter with magnetic monopole
excitations as follows
Zeff =
∑
Nt=N+N¯∈even
N !N¯ !
Nt!
yN+N¯
∫
DMDnDχDa3µ
exp
[
−
∫
d3x
{ 1
2g
(∂µn)
2 +m2(|n|2 − 1) + χ¯γµ(∂µ − ia3µτ3 − iAµ)χ− µhχ¯γ0χ
+
1
2e2
(ǫµνγ∂νa
3
γ)
2
}
− Sm[M; Θ]− Sχ−meff [χ,M]− Sn−meff [n,M]
]
. (21)
Since most mathematical symbols have been explained in the footnote for the SO(3)
nonlinear σ−model, we do not repeat them here, where instanton excitations are
identified with magnetic monopole fluctuations. χ is a Dirac spinor to represent
doped holes, where such a field variable becomes modified from η due to scattering
with a pair of monopole and anti-monopole. An important point in this effective field
theory is the scattering term between instanton fluctuations and doped holes, where
such topological excitations carry the quantum number of valence bond ordering,
given by the Berry-phase term. However, it is not straightforward to derive such
effective interactions at all. On the other hand, they are incorporated by
Sint = −
∫
d3xmηη¯(iγ3v4 + iγ5v5)η (22)
explicitly in the SO(5) WZW theoretical formulation. It would be quite appealing
to find any signatures of the effective field theory Eq. (20) from Eq. (21).
2.2.3. Application to one dimension: Luther-Emery phase
It is interesting to apply the µ−QED3 coupled to the SO(5) WZW theory to one
dimension. In one dimension the spin sector is described by the SO(4) WZW theory,
and the charge sector is represented by QED2 without the chemical potential term
4. Accordingly, the coupling term between valence bond fluctuations and holons is
adjusted. The resulting effective field theory is given by 10
S =
∫
d2x
{ 1
2g
4∑
k=1
(∂µvk)
2 + i
2π
Area(S3)
∫ 1
0
dtǫabcdva∂tvb∂τvc∂xvd
}
+
∫
d2x
{
η¯γµ(∂µ − ia3µτ3 − iAµ)η −mηη¯(iγ5v4)η +
1
2e2
(ǫ3µν∂µa
3
ν)
2
}
, (23)
where v = (nx, ny, nz, vx) is a four-component superspin vector field with three
Neel components and one valence bond order parameter and η is a four-component
Dirac spinor with two-by-two Dirac matrices of γµ and γ5. The physical origin of
the SO(4) WZW term has been attributed to non-abelian chiral anomaly within the
path integral formulation, where classically conserved non-abelian chiral currents
September 12, 2018 15:14 WSPC/INSTRUCTION FILE Manuscript
Emergent gauge fields and their nonperturbative effects in correlated electrons 19
with Pauli spin matrices turn out to be not preserved in a background with a
nontrivial topology 25.
Performing the abelian bosonization for the fermion sector 4, we obtain the
following expression
S =
∫
d2x
{ 1
2g
4∑
k=1
(∂µvk)
2 + i
2π
Area(S3)
∫ 1
0
dtǫabcdva∂tvb∂τvc∂xvd
}
+
∫
d2x
{1
2
(∂µφ+)
2 +
1
2
(∂µφ−)2 +
(Λ
π
mη
)
v4 sin
(√
4πφ+
)
+
(Λ
π
mη
)
v4 sin
(√
4πφ−
)
−ia3µ
( 1
2π
ǫµν∂νφ+ − 1
2π
ǫµν∂νφ−
)
− iAµ
( 1
2π
ǫµν∂νφ+ +
1
2π
ǫµν∂νφ−
)
+
1
2e2
(ǫµν∂µa
3
ν)
2
}
,
(24)
where the subscript ± in the bosonic field φ± represents the SU(2) doublet involved
with τ3, and Λ is a cutoff associated with band linearization. Performing integration
for U(1) gauge fields, we find a mass-type term e
2
8π2 (φ+ − φ−)2. This allows us to
set φ+ = φ− ≡ φ in the low energy limit. Shifting
√
4πφ with −π2 +
√
4πθ, we are
led to
S =
∫
d2x
{ 1
2g
4∑
k=1
(∂µvk)
2 + i
2π
Area(S3)
∫ 1
0
dtǫabcdva∂tvb∂τvc∂xvd
}
+
∫
d2x
{
(∂µθ)
2 −
(2Λ
π
mη
)
v4 cos
(√
4πθ
)
− iAµ
( 1
π
ǫµν∂νθ
)}
. (25)
It is interesting to see that valence bond excitations drive charge density-wave fluctu-
ations, consistent with our expectation. The valence bond and charge density-wave
coupling term can be taken into account in the cumulant expansion, given by
δS = −1
2
(
〈S2int〉 − 〈Sint〉2
)
= −1
2
(2Λ
π
mη
)2 ∫
d2x
∫
d2x′
{
v4(x)〈cos
(√
4πθ(x)
)
cos
(√
4πθ(x′)
)
〉v4(x′)
+ cos
(√
4πθ(x)
)
〈v4(x)v4(x′)〉 cos
(√
4πθ(x′)
)}
≡ δSv4 + δSθ, (26)
where Sint = −
∫
d2x
(
2Λ
π mη
)
v4 cos
(√
4πθ
)
is the coupling term.
It is not difficult to evaluate the density-density correlation function since charge
fluctuations are described by the noninteracting Gaussian ensemble if metallic
charge dynamics is assumed. In this case we find
〈cos
(√
4πθ(x)
)
cos
(√
4πθ(x′)
)
〉 ∝ cosh
(
4π〈θ(x)θ(x′)〉
)
= cosh
(
4πCθ ln |x− x′|
)
→ |x− x′|4πCθ , (27)
where Cθ is a positive numerical constant, and the last part is valid at large distances,
i.e., |x−x′| → ∞. Inserting this expression into the spin sector, we obtain an effective
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theory for SO(4) spin fluctuations
Sv4 =
∫
d2x
[ 1
2g
4∑
k=1
(∂µvk)
2 + i
2π
Area(S3)
∫ 1
0
dtǫabcdva∂tvb∂τvc∂xvd
]
−
∫
d2x
∫
d2x′Cv4
(2Λ
π
mη
)2
v4(x)|x − x′|4πCθv4(x′),
(28)
where Cv4 is a positive numerical constant. An important point is that metallic
charge fluctuations give rise to confining interactions between skyrmions, suppress-
ing such topological fluctuations. Then, the skyrmion and anti-skyrmion pair con-
figuration may not detect the WZW term since the skyrmion pair is inert “magnet-
ically”. If the WZW term becomes irrelevant due to the confining interaction, the
SO(4) nonlinear σ−model becomes gapped, which gives rise to deconfined gapped
spinon excitations due to the confinement of skyrmion excitations 40,41. This sit-
uation differs from the half-filled case allowing critical spinon excitations, which
arises from the WZW term. The emergence of a spin-gapped state seems to be
consistent with our physical intuition that charge fluctuations will cut spin cor-
relations, making their correlation length short. Then, the resulting state may be
identified with the Luther-Emery phase, where spin fluctuations are gapped while
charge excitations exhibit enhanced superconducting correlations 4.
On the other hand, if charge fluctuations are gapped, i.e., in an insulating
phase, their density-density correlations will vanish at large distances as follows,
〈cos
(√
4πθ(x)
)
cos
(√
4πθ(x′)
)
〉 ∝ e−|x−x′|/ξη , where ξ−1η is associated with their
excitation gap. Then, spin dynamics will be described by the pure SO(4) WZW
theory in the long wave-length limit. As a result, a critical spin-liquid Mott insula-
tor is expected to appear in this case. We suspect that localization of doped holes
may be realized in the presence of disorder 25.
2.2.4. Non-Fermi liquid physics in antiferromagnetic doped Mott insulators
An essential point in this review article is how to incorporate nonperturbative
physics within the perturbative framework. As discussed in section 2.1.1 for the
SO(5) WZW theory, an effective field theory with an enhanced symmetry may en-
code such nonperturbative physics in the perturbation analysis, where instanton
excitations are identified with valence bond fluctuations. In this section we per-
form the perturbative analysis for the scattering problem between doped holes and
valence bond fluctuations 10.
Performing the cumulant expansion of Sint = − 12
(
〈S2int〉 − 〈Sint〉2
)
for Sint =∫
d3x
{
−mηη¯(iγ3v4+iγ5v5)η−ia3µη¯γµτ3η
}
, we derive the Luttinger-Ward functional
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42 in the Eliashberg framework 43,
FLW = F
η
LW + F
v
LW + F
a
LW + Yv + Ya,
F ηLW = −T
∑
iω
∫
ddk
(2π)d
tr
[
ln
{
g−1η (k, iω) + Ση(iω)
}
− Ση(iω)Gη(k, iω)
]
,
F vLW = T
∑
iΩ
∫
ddq
(2π)d
[
tr ln
{
d−1v (q, iΩ)δmn +Π
mn
v (q, iΩ)
}
−
5∑
m,n=1
Πmnv (q, iΩ)D
mn
v (q, iΩ)
]
−m2v,
F aLW = T
∑
iΩ
∫
ddq
(2π)d
[
ln
{
d−1a (q, iΩ) + Πa(q, iΩ)
}
−Πa(q, iΩ)Da(q, iΩ)
]
,
Yv = −
m2η
2
T
∑
iω
∫
ddk
(2π)d
T
∑
iΩ
∫
ddq
(2π)d
5∑
m,n=4
tr[Dmnv (q, iΩ)γmGη(k + q, iω + iΩ)γnGη(k, iω)],
Ya = −1
2
T
∑
iω
∫
ddk
(2π)d
T
∑
iΩ
∫
ddq
(2π)d
tr[Dµνa (q, iΩ)γµτ3Gη(k + q, iω + iΩ)γντ3Gη(k, iω)], (29)
where self-energy corrections are incorporated self-consistently but vertex cor-
rections are not introduced. Gη(k, iω) in F
η
LW is a renormalized propagator
for holons, given by Gη(k, iω) =
{
g−1η (k, iω) + Ση(iω)
}−1
, where gη(k, iω) =(
iγ0ω + iγiki + µhγ0
)−1
is its bare propagator, and Ση(iω) is its momentum-
independent self-energy. Dmnv (q, iΩ) in F
v
LW is a renormalized propagator for super-
spin vector fields, given by Dmnv (q, iΩ) =
{
d−1v (q, iΩ)δmn + Π
mn
v (q, iΩ)
}−1
, where
dv(q, iΩ) =
(
q2+Ω2
2g +m
2
v
)−1
is its bare propagator, and Πmnv (q, iΩ) is its self-energy.
Da(q, iΩ) in F
a
LW is a renormalized kernel for the gauge propagator D
µν
a (q, iΩ) =
Da(q, iΩ)
(
δµν − qµqνq2
)
, given by Da(q, iΩ) =
{
d−1a (q, iΩ) + Πa(q, iΩ)
}−1
, where
da(q, iΩ) =
(
q2+Ω2
2e2
)−1
is its bare kernel, and Πa(q, iΩ) is its self-energy in
Πµνa (q, iΩ) = Πa(q, iΩ)
(
δµν − qµqνq2
)
. Yv is introduced for self-energy corrections
resulting from effective interactions between holons and valence bond fluctuations
while Ya, arising from those between holons and U(1) gauge fluctuations. See Fig.
5, which shows Feynman diagrams for self-energy corrections.
Performing variation for the Luttinger-Ward functional with respect to each self-
energy, i.e., δFLWδΣη(iω) = 0,
δFLW
δΠmnv (q,iΩ)
= 0, and δFLW
δΠµνa (q,iΩ)
= 0, we find self-consistent
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Fig. 5. (Color online) Feynman diagrams in the Eliashberg approximation. We have two kinds of
interaction vertices: One represents scattering between doped holes and valence bond fluctuations
and the other describes that between doped holes and U(1) gauge fluctuations. These interaction
vertices give rise to self-energy corrections for holons, valence bond fluctuations, and U(1) gauge
fields, respectively, introduced self-consistently via the Luttinger-Ward functional approach.
Eliashberg equations
Ση(iω) = m
2
ηT
∑
iΩ
∫
ddq
(2π)d
5∑
m,n=4
Dmnv (q, iΩ)γmGη(kF + q, iω + iΩ)γn
+ T
∑
iΩ
∫
ddq
(2π)d
Dµνa (q, iΩ)γµτ3Gη(kF + q, iω + iΩ)γντ3,
Πmnv (q, iΩ) = T
∑
iω
∫
ddk
(2π)d
5∑
m,n=4
(
−m
2
η
2
tr[γmGη(k + q, iω + iΩ)γnGη(k, iω)]
)
,
Πµνa (q, iΩ) = T
∑
iω
∫
ddk
(2π)d
(
−1
2
tr[γµτ3Gη(k + q, iω + iΩ)γντ3Gη(k, iω)]
)
. (30)
The holon self-energy results from both valance bond and gauge fluctuations, where
γ4 → γ3 is performed in our convention. The superspin vector self-energy arises
from holon fluctuations, where Πmnv (q, iΩ) = 0 for m,n = 1, 2, 3. The gauge-field
self-energy appears from holon current fluctuations. These self-consistent equations
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simplify the Luttinger-Ward functional as follows
FLW = −T
∑
iω
∫
ddk
(2π)d
tr
[
ln
{
g−1η (k, iω) + Ση(iω)
}
− Ση(iω)Gη(k, iω)
]
+T
∑
iΩ
∫
ddq
(2π)d
[ 5∑
m,n=1
ln
{
d−1v (q, iΩ)δmn +Π
mn
v (q, iΩ)
}]
−m2v
+T
∑
iΩ
∫
ddq
(2π)d
ln
{
d−1a (q, iΩ) + Πa(q, iΩ)
}
, (31)
where both self-energy parts for superspin vector and U(1) gauge fields are canceled.
We see that the holon free energy is nothing but the free energy of Fermi liquid as
follows
F ηLW ≈ −NηT
∑
iω
∫
ddk
(2π)d
ln
{
2µh(iω) + µ
2
h − ω2 − k2
}
≈ −πNηρη
6
T 2 = F ηFL,
where ρη is the density of states around the Dirac node, and Nη is the number of
Dirac nodes. As a result, we find the Eliashberg free energy of the effective field
theory
FLW = T
∑
iΩ
∫
ddq
(2π)d
[ 5∑
m,n=1
ln
{
d−1v (q, iΩ)δmn +Π
mn
v (q, iΩ)
}]
+T
∑
iΩ
∫
ddq
(2π)d
ln
{
d−1a (q, iΩ) + Πa(q, iΩ)
}
− πNηρη
6
T 2 −m2v. (32)
It is straightforward to evaluate both self-energies of valence bond and gauge
fluctuations, given by
Πv(q, iΩ) ≈
πNηm
2
ηρη
4
|Ω|
q
, Πa(q, iΩ) =
πNηρη
4
|Ω|
q
, (33)
respectively, where Landau damping occurs from fermion excitations near the Fermi
surface due to hole doping 44. Then, the renormalized propagator for superspin
fluctuations and that for emergent U(1) gauge fields are given by
Dmnv (q, iΩ) =
δmn
q2+Ω2
2g +m
2
v
, for m,n = 1, 2, 3,
Dmnv (q, iΩ) =
δmn
q2+Ω2
2g +m
2
v +
πNηm2ηρη
4
|Ω|
q
≈ δmn
q2
2g +m
2
v +
πNηm2ηρη
4
|Ω|
q
, for m,n = 4, 5
(34)
and
Da(q, iΩ) ≈ 1q2
2e2 +
πNηρη
4
|Ω|
q
, (35)
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respectively. Antiferromagnetic spin fluctuations are described by z = 1 theory while
valence bond fluctuations are expressed by z = 3 theory, where z is the dynami-
cal exponent. Gauge fluctuations are described by z = 3 critical theory. Inserting
these bosonic self-energies into the free energy, we reach the final expression for the
Eliashberg free energy
FLW = T
∑
iΩ
∫
ddq
(2π)d
{
3 ln
(
q2 +Ω2 + ξ−2
)
+ 2 ln
(
q2 + ξ−2 + γv
|Ω|
q
)}
+T
∑
iΩ
∫
ddq
(2π)d
ln
(
q2 + γa
|Ω|
q
)
− πNηρη
6
T 2 − ξ
−2
2g
, (36)
where
ξ−2 = 2gm2v, γv =
πgNηm
2
ηρη
2
, γa =
πe2Nηρη
2
represent the correlation length for superspin fluctuations, Landau damping coeffi-
cient for superspin fields, and that for gauge fields, respectively.
Performing the variation for this free energy with respect to the correlation
length, i.e., ∂FLW∂ξ−2 = 0, we obtain the self-consistent equation for the correlation
length in the Eliashberg framework
1 = 2gT
∑
iΩ
∫
ddq
(2π)d
( 3
q2 +Ω2 + ξ−2
+
2
q2 + ξ−2 + γv
|Ω|
q
)
. (37)
Notice that interactions between valence bond fluctuations and holons result in the
z = 3 part. Analyzing this self-consistent equation, we find that there exist three
regimes, (A) T < (ξ
3γv)
−1
2 <
ξ−1
2 , (B)
(ξ3γv)
−1
2 < T <
ξ−1
2 , and (C)
(ξ3γv)
−1
2 <
ξ−1
2 <
T , emerging from the coexistence of z = 1 (antiferromagnetic) and z = 3 (valence
bond) fluctuations. In regime (A) both z = 1 and z = 3 fluctuations are gapped
while in regime (C) both spin fluctuations are critical, that is, in the quantum
critical regime. In regime (B) only valence bond fluctuations (z = 3) are critical,
and z = 1 antiferromagnetic ones are gapped. The phase diagram is shown in Fig.
6, lying in the yellow plane of Fig. 1.
Considering (ξ3γv)
−1 ≪ ξ−1 near the quantum critical point, we find that anti-
ferromagnetic fluctuations play an important role in determining the SO(5) super-
spin correlation length near the quantum critical point. As a result, we obtain the
following expression for the correlation length
ξ−1
(
g ∼ gc;T < ξ
−1
2
)
≈
{(
1 +
2π
9
)
Λ − 2π
3g
}
≡ 2π
3
( 1
gc
− 1
g
)
,
ξ−1
(
g ∼ gc;T > ξ
−1
2
)
= 2Te
pi
3
(
1
gc
−
1
g
)
T , (38)
where gc =
(
3
2π +
1
3
)
Λ is the quantum critical point. Recalling g(δ) ∝ m2(δ) in
the gradient expansion and m2(δ) ∝ |δ − δ0| with hole concentration δ < δ0 near
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Fig. 6. (Color online) A schematic phase diagram of µ−QED3 with SO(5) WZW theory [Eq.
(20)]. PG, SC, FL, and SM represent phases of pseudogap, superconductivity, Fermi-liquid, and
strange metal, respectively. T∗ shows a pseudogap crossover temperature, and Tcoh identifies
a Fermi-liquid temperature, also crossover. This phase diagram should be regarded as a part
of Fig. 1, which lies on the yellow plane. When the antiferromagnetic order becomes destroyed
via hole doping, there emerge competing fluctuations with antiferromagnetic spin excitations,
identified with valence bond fluctuations associated with the SO(5) symmetry. Since only valence
bond fluctuations are coupled to dynamics of doped holes, their dynamics is rather dissipative,
characterized by the dynamical critical exponent z = 3, while dynamics of antiferromagnetic spin
fluctuations remains to be z = 1. The coexistence of z = 3 and z = 1 collective excitations gives
rise to three regimes inside the PG phase near the antiferromagnetic quantum critical point. It
is quite interesting to observe that a large portion of the PG phase just above the SC state is
governed by z = 3 critical valence bond fluctuations, regarded to be a characteristic feature of the
µ−QED3 with SO(5) WZW theory.
the quantum critical point, we find the critical hole concentration in the Eliashberg
framework
δc = δ0 − 1
c
{( 3
2π
+
1
3
)
Λ
}
, (39)
where c is a positive numerical constant. Thus, an antiferromagnetically ordered
phase appears in δ < δc, and a quantum disordered state arises in δ > δc, where
the nature of the disordered state is determined by an SO(5) symmetry-breaking
effective potential. These regimes given by Eq. (38) are shown in Fig. 6 by blue
dotted lines inside the pseudogap phase.
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The specific heat coefficient γ(T ) = C(T )T = −∂
2FLW (T )
∂T 2 is given by
γ
(
T >
(γvξ
3)−1
2
)
≈ 28/3
( 1
2π2
+
1
8π
)(
2γ2/3v + γ
2/3
a
)[∫ ∞
0
dy
{
− y
5/3
sinh2 y
+
y8/3 coth y
sinh2 y
}]
T−1/3,
γ
(
T <
(γvξ
3)−1
2
)
≈ 28/3
( 1
2π2
+
1
8π
)
γ2/3a
[∫ ∞
0
dy
{
− y
5/3
sinh2 y
+
y8/3 coth y
sinh2 y
}]
T−1/3,
(40)
where only dominant contributions are shown. As discussed previously, we have
three regimes, (A) T < (ξ
3γv)
−1
2 where both antiferromagnetic and valence bond
fluctuations are gapped, (B) (ξ
3γv)
−1
2 < T <
ξ−1
2 where only valence bond fluctua-
tions are critical, and (C) ξ
−1
2 < T where both antiferromagnetic and valence bond
fluctuations are critical. In the regime (A) contributions from superspin fluctua-
tions exhibit an exponential dependence in temperature, thus ignored in the low
energy limit. Dominant contributions are driven by z = 3 critical gauge fluctua-
tions, resulting in γ(T ) ∼ T−1/3 45. In the regime (B) antiferromagnetic fluctu-
ations cause an exponential dependence in temperature while both valence bond
and gauge fluctuations give rise to γ(T ) ∼ T−1/3 due to their z = 3 criticality.
In the regime (C) z = 3 critical valence bond excitations and gauge fluctuations
allow γ(T ) ∼ T−1/3 while z = 1 critical antiferromagnetic fluctuations result in
γAF (T >
ξ−1
2 ) =
6
π
(∫∞
0
dx x
3
sinh2 x
)
T , sub-leading and ignored in the low energy
limit.
The holon self-energy due to valence bond fluctuations is
Σvη(iω) ≈ −
2gm2η
µh
T
∑
iΩ
∫
ddq
(2π)d
1
q2 + ξ−2 + γv
|Ω|
q
iγ0ω + iγik
F
i + µhγ0
iω + iΩ− q cos θ , (41)
where kF =
√
kF2x + k
F2
y = µh is the holon Fermi momentum. Then, the imaginary
part of the self-energy is
ℑΣvη(ω + iδ) =
gm2η
2π3µh
[γ0ω + iγik
F
i + µhγ0]
∫ |ω|
0
dΩ1
∫ ∞
ξ−1
dq
q√
q2 − (ω +Ω1)2
γvΩ1q
q6 + γ2vΩ
2
1
,
where Wick rotation has been performed at zero temperature in order to see the
frequency dependence of the self-energy. Performing momentum and frequency in-
tegrals, we find
ℑΣvη
(
ω >
(γvξ
3)−1
2
)
≈ gm
2
η
4
√
3π2γ
1/3
v
γ0|ω|2/3,
ℑΣvη
(
ω <
(γvξ
3)−1
2
)
≈ gm
2
ηξ√
3π2
γ0ω + γ0O(ω2). (42)
Note that the |ω|2/3 behavior is the hallmark of z = 3 criticality in two dimensions
44. The self-energy correction due to gauge fluctuations also gives rise to ℑΣaη(ω) ∝
|ω|2/3 46.
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At finite temperatures the zero-frequency self-energy corrections turn out to di-
verge in the one-loop approximation 35. However, such divergences due to both
gauge and valence bond fluctuations need not be given much attention because
such self-energies are not gauge-invariant, thus they do not have any physical mean-
ing. These divergences should be considered as an artifact of gauge non-invariance.
Gauge invariance can be incorporated via vertex corrections, which cancel the di-
vergent parts in the self-energies, giving rise to gauge invariant finite contributions
47. This corresponds to the transport time, given by q2 ∼ T 2z multiplication in the
quasiparticle life time. As a result, we find the following expression for the electrical
resistivity
∆ρ(T ) ∝ T 4/3, (43)
consistent with the previous results 35. We would like to emphasize that this non-
Fermi liquid physics is robust in the pseudogap phase even if U(1) gauge fluctuations
become massive, which can result from pairing correlations of doped holes, where
z = 3 critical valence bond fluctuations are responsible, protected by the SO(5)
symmetry.
We conclude this section, discussing how effective interactions between valence
bond fluctuations and holons affect the deconfined quantum critical point of the
SO(5) WZW theory. Introducing Ψ = 1√
2
(v4+iv5) and considering SO(5) symmetry
breaking for the WZW term 13, we find an effective field theory for valence bond
fluctuations
SV B = T
∑
iΩ
∫
d2q
(2π)2
Ψ†(q, iΩ)
( q2
2g
+
πNηm
2
ηρη
4
|Ω|
q
)
Ψ(q, iΩ)−
∫ β
0
dτ
∫
d2rym(Ψ
4 +Ψ†4).
(44)
Here, the cubic power in the last term results from the WZW term with SO(5)
symmetry breaking 14, where ym is the monopole fugacity. If the topological
term is not taken into account, the condensation-induced term will be given by
− ∫ β
0
dτ
∫
d2rym(Ψ+Ψ
†) 14. An important point is that dynamics of valence bond
excitations is described by z = 3 critical theory at the quantum critical point. Recall
that their dynamics is described by z = 1 criticality in the absence of doped holes.
As a result, two spacial dimensions are already above the upper critical dimension,
thus higher order interactions beyond the Gaussian term are irrelevant, more pre-
cisely, dangerously irrelevant, which means that the WZW-induced cubic term can
be neglected safely at zero temperature while scaling properties in thermodynamics
are governed by such irrelevant operators at finite temperatures 44. Equivalently,
the monopole fugacity vanishes at the quantum critical point, indicating deconfine-
ment of bosonic spinons. We point out that the topological term plays an important
role in deconfinement even away from half filling. If the topological term is ignored,
the monopole-fugacity term of the linear in Ψ is relevant, expected to result in
confinement.
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It is quite interesting to investigate possible feedback effects on holon dynamics
beyond their non-Fermi liquid physics. Integrating over such z = 3 critical valence
bond fluctuations, we observe that doped holes feel effective long-ranged attractive
interactions, which may enhance superconducting correlations, regarded to be a
two-dimensional analogue of the Luther-Emery phase. This would serve a novel
mechanism for superconductivity in antiferromagnetic doped Mott insulators.
2.3. Paramagnetic doped Mott insulators: A Polyakov-loop
extended Nambu-Jona-Lasinio model
Competing physics between antiferromagnetic and valance bond fluctuations, re-
sponsible for fractionalized critical spin excitations, would disappear when hole
concentration increases further. Valence bond fluctuations are expected to remain
relatively stronger than antiferromagnetic spin excitations inside but near the bor-
der of the pseudogap phase, which makes the skyrmion current not preserved any
more and causes confinement between spin and charge degrees of freedom. Further
hole doping makes the pseudogap state gone, where even valence bond excitations
are difficult to survive. Then, it is natural to expect the confinement of spinons and
holons, forming coherent electrons and describing physics of the overdoped region in
high Tc cuprates. Disappearance of the SO(5) competing physics is proposed to be
responsible for the confinement of spinons and holons in the overdoped region, where
an SU(2) gauge theory emerges to govern the low energy physics of the overdoped
state. See Fig. 7. This confinement physics is discussed within a phenomenologi-
cal framework, referred to as Polyakov-loop extended Nambu-Jona-Lasinio (PNJL)
model 15,16.
We start from the SU(2) slave-boson representation of the t-J model 35
Z =
∫
DψiαDhiDUijDa
k
iτe
− ∫ β
0
dτL,
L =
1
2
∑
i
ψ†iα(∂τ − iakiττk)ψiα + Jr
∑
ij
(ψ†iαUijψjα +H.c.)
+
∑
i
h†i (∂τ − µ− iakiτ τk)hi + tr
∑
ij
(h†iUijhj +H.c.) + Jr
∑
ij
tr[U †ijUij ],(45)
which has been discussed before. Further hole doping to the pseudogap phase makes
the staggered flux state unstable, resulting in a uniform state given by USMij =
−iχI, where the superscript “SM” indicates “strange metal”. Incorporating low-
lying transverse fluctuations around this mean-field ground state as follows USMij =
−iχeiakijτk and performing the continuum limit, we obtain an effective field theory
17
Leff = ψ†α(∂τ − µsτ3 − iakττk)ψα +
1
2mψ
|(∂i − iaki τk)ψα|2
+ h†(∂τ − µ− iakττk)h+
1
2mh
|(∂i − iaki τk)h|2 −
1
4e2
fkµνf
k
µν , (46)
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Fig. 7. (Color online) A schematic phase diagram for high Tc cuprates. The underdoped pseu-
dogap phase is governed by the SO(5) competing physics between antiferromagnetic and valance
bond fluctuations, where z = 3 critical valence bond fluctuations are responsible for non-Fermi
liquid physics of doped holes and possible high Tc superconductivity. On the other hand, such
spinons and holons become confined to form coherent electron excitations in the overdoped region,
where the SO(5) competing physics disappears. Below the purple-dotted line from the optimal
doping region, spinons and holons are confined, allowing only electron excitations.
where time and space components of SU(2) gauge fields arise from the Lagrange
multiplier field and phase of the order-parameter matrix, respectively. µs represents
a spinon chemical potential, given by the time component of the SU(2) gauge field
with k = 3 and determined self-consistently. In this effective field theory spinons
interact with holons via SU(2) gauge fluctuations.
An idea is to introduce confinement between spinons and holons phenomenologi-
cally, introducing the Polyakov-loop parameter 48. Defining the covariant derivative
as
Dµ = ∂µ − iφτ3δµτ − iakµτk,
where φ is the mean-field part of the gauge field associated with the Polyakov-loop
parameter, and incorporating quantum fluctuations akµ, we write down an effective
PNJL model for the matter sector
LMPNJL = ψ†α(∂τ − iφτ3 − µsτ3)ψα +
1
2mψ
|∂iψα|2
+ h†(∂τ − iφτ3 − µ)h+ 1
2mh
|∂ih|2
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+ gψψ
†
αnψαpψ
†
βpψβn + gcψ
†
αnψαph
†
phn, (47)
where interactions between spinons and holons are assumed to be local. This local
approximation is well-utilized in the QCD context, realizing spontaneous chiral
symmetry breaking successfully 16. Local current-current interactions are expected
to be irrelevant in the renormalization group sense, thus neglected for simplicity.
Here, the spinon-exchange interaction can be ignored phenomenologically in the
SM phase while the electron resonance term will be allowed as quantum corrections.
Then, it is straightforward to find an effective free energy from the ”non-interacting”
theory with the Polyakov-loop parameter Φ = cosβφ. Minimizing the free energy
with respect to Φ, one always finds Φ = 1, giving rise to deconfinement of spinons
and holons. Matter fluctuations favor deconfinement as expected.
Confinement of spinons and holons can be realized by an effective Polyakov-loop
action from gauge dynamics. One can derive an effective theory of the Polyakov-
loop order parameter from pure Yang-Mills theory, integrating over quantum fluc-
tuations. Unfortunately, the gauge free energy from one-loop approximation always
gives rise to Φ = 1 that corresponds to the deconfinement 49. It is necessary to take
quantum fluctuations into account in a non-perturbative way. Such a procedure is
not theoretically known yet, and we construct an effective free energy as follows
FG[Φ;T ] = A4T
3
{A2T0
A4
(
1− T0
T
)
Φ2 − A3
A4
Φ3 +Φ4
}
, (48)
where the constants Ai=2,3,4 are positive definite, and T0 is identified with
the critical temperature for the confinement-deconfinement transition. Since the
confinement-deconfinement transition is known as the first order from the lattice
simulation 16, the cubic-power term with a negative constant is introduced such
that Φ = 0 in T < T0 while Φ = 1 in T > T0, corresponding to the center symmetry
(Z2) breaking
15.
The PNJL free energy is then obtained as
FPNJL[Φ, µ; δ, T ] = FM [Φ, µ; δ, T ] + FG[Φ;T ]
= −Ns
β
∑
k
ln
(
1 + 2
[
Φcoshβµs −
√
1− Φ2 sinhβµs
]
e
−β k2
2mψ + e
−2β k2
2mψ
)
+
1
β
∑
q
ln
(
1− 2Φe−β( q
2
2mh
−µ)
+ e
−2β( q2
2mh
−µ))
+ µδ + µs
+ A4T
3
{A2T0
A4
(
1− T0
T
)
Φ2 − A3
A4
Φ3 +Φ4
}
, (49)
where FSMM [Φ, µ, µs; δ, T ] comes from matter dynamics. The confinement-
deconfinement transition is driven by the gauge sector while the matter fluctua-
tions turn the first order transition into the confinement-deconfinement crossover
because the Z2 center symmetry is explicitly broken in the presence of matters, so
that the Polyakov-loop does not become an order parameter in a rigorous sense 15.
One may regard this PNJL construction as our point of view for the present prob-
lem, motivated from the crossover without the Higgs mechanism in the overdoped
September 12, 2018 15:14 WSPC/INSTRUCTION FILE Manuscript
Emergent gauge fields and their nonperturbative effects in correlated electrons 31
regime. Actually, one can construct the PNJL free energy, precisely speaking, the
gauge sector to result in Φ = 0 in T < TCD and Φ = 1 in T > TCD, where TCD
is the confinement-deconfinement crossover temperature in the presence of matters,
smaller than T0 because matters favor the deconfinement. It is also consistent with
confinement that the holon chemical potential of a negative value becomes much
larger in T < TCD than in T > TCD. See Fig. 8.
0.5 0.6 0.7 0.8 0.9
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
t
F
-0.5 0.0 0.5 1.0
0
500 000
1.´106
1.5´106
F
F
HF
L
Fig. 8. (Color online) The effective PNJL free energy as a function of the Polyakov-loop param-
eter with T < TCD (Black-Dotted), T = TCD (Blue-Thick), and T > TCD (Red-Dashed). Inset:
The Polyakov-loop parameter as a function of temperature scaled with T0. The Polyakov-loop
parameter vanishes in T < TCD , causing confinement, while it becomes condensed in T > TCD ,
resulting in deconfinement. (Figure from Ki-Seok Kim and Hyun-Chul Kim [17])
An interesting result in the mean-field approach of the PNJL model is that
the condensation of holons is not allowed, since D[Φ, µ] = 1 − 2Φe−β( q
2
2mh
−µ)
+
e
−2β( q2
2mh
−µ)
in lnD[Φ, µ] of the holon sector cannot reach the zero value because of
0 ≤ Φ < 1 except for Φ = 1. In other words, Higgs phenomena are not compatible
with the confinement in this description. It should be noted that the mean-field
approximation does not take into account feedback effects from matters to gauge
fluctuations. In fact, Fermi surface fluctuations are not introduced, thus Landau-
damped dynamics for gauge fluctuations is still missing. It is desirable to introduce
quantum corrections beyond the PNJL mean-field theory.
The central question of this section is on the fate of the spinons and holons when
the Polyakov-loop parameter vanishes 17. The spinon-holon coupling term can be
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expressed as follows
Sel =
∫ β
0
dτ
∫
d2r
(
ψ†σnhncσ + c
†
σh
†
pψσp −
1
gc
c†σcσ
)
,
where σ and n(p) represent spin and SU(2) indices, respectively. Since the Grass-
mann variable cσ carries exactly the same quantum numbers with the electron, one
may identify it as the Hubbard-Stratonovich field cσ. The effective coupling constant
gc plays a role of the chemical potential for electrons. Note that the Fermi surface
of the electrons differs from that of the spinons in principle. One can introduce the
quantum corrections self-consistently in the Luttinger-Ward functional approach,
as discussed in the previous section. We arrive at the self-consistent equations for
self-energies
Σcσσ(k, iω) = −
1
β
∑
iΩ
∑
q
Ghp′p(q, iΩ)G
ψ
σσ,pp′ (k − q, iω − iΩ),
Σψσσ,pp′(k, iω) = −
1
β
∑
iΩ
∑
q
Gcσσ(k + q, iω + iΩ)G
h
p′p(q, iΩ),
Σhpp′(q, iΩ) =
1
β
∑
iω
∑
k
Gcσσ(k + q, iω + iΩ)G
ψ
σσ,pp′(k, iω), (50)
where the Green’s functions for the electron, the spinon, and the holon are given as
Gc−1σσ (k, iω) = g
−1
c − Σcσσ(k, iω),
Gψ−1σσ,pp′ (k, iω) = i[ω + p(φ− iµs)]δpp′ −
k2
2mψ
δpp′ − Σψσσ,pp′ (k, iω),
Gh−1pp′ (q, iΩ) = i[(Ω + pφ)− iµ]δpp′ −
q2
2mh
δpp′ − Σhpp′(q, iΩ), (51)
respectively.
In the confinement phase the spectral function of the spinon should not be re-
duced to the delta function owing to the presence of the background potential φ
even if the self-energy correction is ignored. Actually, the Polyakov-loop parameter
plays a role of the imaginary part of the self-energy, which makes the spinon reso-
nance disappear. The holon spectrum also features a broad structure. It indicates
that both the spinon and the holon are not well-defined excitations in the confine-
ment phase. On the other hand, the electron as a spinon-holon composite exhibits
a rather sharp peak, since the imaginary part of their self-energy vanishes at the
Fermi surface in spite of no pole structure in the Green’s function. See Fig. 9.
The holon self-energy is found to be of the standard form in two dimensions
Σbp(q, iΩ)− Σbp(q, 0)
= − ρc
i(α− 1)
{
tan−1
( iΩ+ ipφ− vcF q∗ + vcF q
−iΩ− ipφ+ vcF q∗ + vcF q
)
− tan−1
( iΩ+ ipφ− αvcF q∗ + αvcF q
−iΩ− ipφ+ αvcF q∗ + αvcF q
)}
(52)
except for iΩ→ iΩ+ipφ. ρc is the density of states for the confined electron, and vcF
stands for the corresponding Fermi velocity. α denotes the ratio of the electron band
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Fig. 9. (Color online) Spinon, holon, and electron spectra: Confinement (blue-thick line) makes
spinon and holon spectra, sharply defined in the deconfined state of φ = 0 (red-dashed line),
extremely broader, but allowing electron excitations. (Figure from Ki-Seok Kim and Hyun-Chul
Kim [17])
mass to the spinon one, given as almost unity. q∗ designates the Fermi-momentum
mismatch between the confined electron and the spinon.
An important energy scale is given by the holon chemical potential µ. In T > |µ|
holon dynamics is described by the dynamical exponent z = 3, resulting from the
Landau damping of the electron and spinon. The imaginary part of the self-energy
turns out to be proportional to T 2/3, since the confined electrons are scattered with
such z = 3 dissipative modes. On the other hand, the holon excitations have gaps
in T < |µ|, and scattering with confined electrons becomes suppressed, recovering
the Fermi liquid. Thus, the Fermi liquid appears as the coherence effect in the con-
finement phase rather than the Higgs in the deconfinement state. This mechanism
resolves the artificial transition at finite temperatures 17, which occurs when the
Fermi-liquid state is assumed to result from condensation of holons.
The coherence crossover is reflected in the electrical transport. It should be
realized that the Ioffe-Larkin composition rule 50 for transport does not apply to
the confinement phase. Instead, electrical currents would be carried by confined
electrons dominantly. The relaxation time differs from the transport time, and the
back scattering contribution is factored out by vertex corrections, corresponding to
T 2/3 for two dimensional z = 3 fluctuations 51. Introducing both self-energy and
vertex corrections, we reach the final expression of the electrical resistivity 17
ρel(T ) = ρ0 + C
(
Nsρc
vc2F
3
)−1
T 2/3ℑΣc(T ), (53)
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Fig. 10. (Color online) The electrical resistivity with parameter C fitted. (Figure from Ki-Seok
Kim and Hyun-Chul Kim [17])
where ρ0, C, and Ns denote, respectively, the residual resistivity due to disorder,
the strength for vertex corrections, and the spin degeneracy, among which ρ0 and
C are free parameters. See Fig. 10. The results are in good agreement with the data
52, which supports our confinement scenario. In addition, the T2 behavior is clearly
observed at low temperatures, confirming our statement that the crossover from the
SM phase to the Fermi liquid state is described by the coherence effect with the
confinement.
2.4. Emergent nonabelian gauge theory near Mott quantum
criticality
Deep inside Mott insulating phases, spin fluctuations are only relevant degrees of
freedom at half filling, where charge fluctuations are frozen completely. Actually, the
Heisenberg Hamiltonian does not allow charge fluctuations. However, charge fluc-
tuations play an essential role in metal-insulator transitions at half filling, regarded
to be one of the central problems in condensed matter physics. In this section we
discuss how gauge fields emerge near metal-insulator transitions.
We start from the Hubbard model
H = −t
∑
ij
c†iσcjσ +H.c. + U
∑
i
ni↑ni↓, (54)
where ciσ (c
†
iσ) is the annihilation (creation) operator for an electron at site i with
spin σ. t is the hopping integral, and U is the on-site Coulomb interaction, where
niσ = c
†
iσciσ represents the density of electrons with spin σ. This model is reduced
to the t-J Hamiltonian of the previous section in the U/t→∞ limit, where charge
fluctuations are frozen completely at half filling.
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Introducing the Nambu-spinor representation ψi =
(
ci↑
c†i↓
)
and performing the
Hubbard-Stratonovich transformation for the pairing and density channels within
the singlet domain, we obtain an effective Lagrangian
L =
∑
i
ψ†i (∂τ1− µτz)ψi − t
∑
ij
ψ†i τzψj +H.c.
− i
∑
i
[ΦRi (ψ
†
i τxψi) + Φ
I
i (ψ
†
i τyψi) + ϕi(ψ
†
i τzψi)]
+
3
2U
∑
i
[(ΦRi )
2 + (ΦIi )
2 + (ϕi)
2], (55)
where Φ
R(I)
i and ϕi are associated with pairing-fluctuation and density-excitation
potentials, respectively, introduced to decouple the charge channel.
The SU(2) slave-rotor representation 18 means to write down an electron field
as a composite field in terms of a charge-neutral spinon field and a spinless holon
field
ψi = Z
†
i Fi, (56)
where Fi =
(
fi↑
f †i↓
)
is a fermion operator in the Nambu representation, and Zi is
an SU(2) matrix
Zi =
(
zi↑ −z†i↓
zi↓ z
†
i↑
)
. (57)
Here, ziσ is a boson operator, satisfying the unimodular (rotor) constraint, z
†
i↑zi↑+
z†i↓zi↓ = 1.
A key point of the slave-rotor representation 53 is to extract out collective charge
dynamics explicitly from correlated electrons. Such charge fluctuations are identified
with zero sound modes in the case of short range interactions while plasmon modes
in the case of long range interactions. Actually, one can check that the dispersion
of the rotor variable (zi↑) is exactly the same as that of such collective charge
excitations. In the slave-rotor theory the Mott transition is described by gapping
of such rotor excitations. Until now, the Mott transition has not been achieved
successfully, based on the diagrammatic (perturbative) approach starting from the
Fermi-liquid theory in the absence of symmetry breaking.
Resorting to the SU(2) slave-rotor representation, we rewrite the effective La-
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grangian as follows 18
Leff = L0 + LF + LZ , L0 = t
∑
ij
tr(XijY
†
ij + YijX
†
ij),
LF =
∑
i
F †i (∂τ1− iΩi · τ )Fi − t
∑
ij
(F †i XijFj +H.c.),
LZ =
3
4U
∑
i
tr(Ωi · τ − iZi∂τZ†i + iµZiτzZ†i )2 − t
∑
ij
tr(Ziτ
zZ†jY
†
ij +H.c.).(58)
It is not difficult to see the equivalence between the SU(2) slave-rotor effective
Lagrangian [Eq. (58)] and the Hubbard-Stratonovich transformed Hubbard model
[Eq. (55)]. Integrating over field variables of Xij and Yij , and shifting Ωi · τ as
Ωi · τ + iZi∂τZ†i − iµZiτzZ†i ,
where Ωi = (Φ
R
i ,Φ
I
i , ϕi) is the pseudospin potential field, we recover the Hubbard-
Stratonovich transformed Hubbard model exactly with an introduction of an elec-
tron field Z†i Fi → ψi. An important feature in the SU(2) slave-rotor description is
appearance of pairing correlations between nearest neighbor electrons, given by off
diagonal hopping in Xij which results from on-site pairing (virtual) fluctuations,
captured by the off diagonal variable zi↓ of the SU(2) matrix field Zi. We recall
that the diagonal rotor field zi↑ corresponds to the zero sound mode, giving rise to
the Mott transition via gapping of their fluctuations. The additional boson rotor
variable zi↓ allows us to catch super-exchange correlations in the Mott transition,
responsible for superconducting fluctuations. In this respect the SU(2) slave-rotor
representation of the Hubbard model may be regarded as a generalized version of
the SU(2) slave-boson representation of the t-J model, where the former works near
Mott transitions while the latter does deep inside Mott insulating phases.
If we apply this effective field theory to the case of honeycomb lattice (graphene)
and take the continuum limit as discussed in the previous section, we obtain an
effective SU(2) gauge theory at half filling 19
Zeff (m
2; v2) =
∫
DFDZDakµe
− ∫ β
0
dτ
∫
d2rLeff (m2;v2),
Leff (m2; v2) = F¯ γµ(∂µ − iakµτk)F −
1
4e2
fkµνf
k
µν
+tr
(
−iZ∂τZ† + akτ τk
)2
+ v2tr
(
−iZ∇Z† + akτk
)2
+m2
(
trZZ† − 1
)
, (59)
where F is a Dirac spinon field and Z is a matrix holon field. m2 is introduced to
enforce the unimodular constraint for the rotor variable, where the mean-field value
assigns a mass gap to charge fluctuations. The holon velocity v is given by a function
of the Hubbard interaction U . Decreasing U/t results in increasing v2, favoring holon
condensation (Higgs phase). We would like to emphasize that the spinon sector is
quite analogous to the effective field theory in the π−flux state of square lattice. As
a result, it is natural to expect that the SO(5) WZW theory appears from the Dirac
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semi-metal state at low energies when SU(2) holon excitations become gapped,
increasing the Hubbard interaction above a critical value. Notice that the quantum
phase transition from this deconfined critical phase to the Dirac semi-metallic state
can be identified with the Higgs transition described by the condensation of the
SU(2) holon-matrix field. When interactions are increased more, pairing correlations
between nearest neighbor sites become enhanced in the singlet channel, destabilizing
the critical spin-liquid state described by the SO(5) WZW theory, where charge
fluctuations become more suppressed. As a result, spinon excitations are gapped
due to their pairing orders. Actually, the appearance of the gapped spin-liquid state
turns out to be a solution near the critical spin-liquid state in the saddle-point
approximation 19. An interesting point is that the nature of this gapped spin-
liquid state is characterized by local time reversal symmetry breaking not globally,
given by an unconventional pairing symmetry, where a detailed configuration is not
relevant for the present discussion f . In terms of the SO(5) WZW theory, a valence-
bond liquid state appears instead of the valence-bond solid phase discussed in the
extended Heisenberg model on square lattice. The existence of such a gapped spin-
liquid state seems to be consistent with an interesting simulation result recently
performed 54. An essential question is how we can describe such quantum phase
transitions beyond the saddle-point analysis, taking into account effects of gauge
fluctuations. See Fig. 11 for a phase diagram of this QCD3 plus nonabelian Higgs
model, based on the mean-field approximation.
If we apply the SU(2) slave-rotor effective theory to the case of triangular lattice
and perform the continuum approximation, we obtain an effective SU(2) gauge
theory at half filling
Zeff (m
2; v2) =
∫
DFDZDakµe
− ∫ β
0
dτ
∫
d2rLeff (m2;v2),
Leff (m2; v2) = F †(∂τ − µsτ3 − iakττk)F +
1
2ms
|(∂i − iaki τk)F |2 −
1
4e2
fkµνf
k
µν
+ tr
(
−iZ∂τZ† + akττk
)2
+ v2tr
(
−iZ∇Z† + akτk
)2
+m2
(
trZZ† − 1
)
,
(60)
where nonrelativistic spinons near a Fermi surface interact with SU(2) matrix holons
through SU(2) gauge fluctuations. An interesting question is how we can deduce the
phase diagram of an organic material which shows a spin-liquid state at low tem-
peratures and ambient pressure, a metal-insulator transition increasing pressure,
fThere exist two Weyl points in the graphene structure, where one lies at K and the other at
−K in the Brillouin zone. Although the symmetry of the spinon-pairing order parameter is given
by dx2−y2 + idxy at K, thus breaking time reversal symmetry, where dx2−y2 and dxy denote a
two-dimensional irreducible representation of the honeycomb lattice, the other valley of −K allows
dx2−y2 − idxy for the symmetry of the pairing order parameter, which turns out to preserve the
time reversal symmetry as a total system 19. This is somewhat analogous to cancelation of parity
anomaly.
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Fig. 11. A phase diagram of QCD3 plus nonabelian Higgs model [Eq. (59)] based on the mean-field
analysis. In honeycomb lattice, a1 and a2 are primitive translation vectors and δ1, δ2, and δ3 are
three nearest neighbor bonds. Abbreviations: FL-SM is the Fermi-liquid semi-metal phase, SL is
the spin liquid state, and AF-MI is the antiferromagnetic Mott insulating phase. gapped spin liquid,
and AFM is antiferromagnetism. The FL-SM to critical SL and critical SL to gapped SL quantum
phase transitions belong to the second order while the gapped SL to AF-MI quantum phase
transition is the first order, where the last transition is not discussed here. In particular, we propose
that the critical SL to gapped SL quantum phase transition is driven by gluon condensation. See
the discussion below Eq. (60)
and an unconventional superconducting phase in the vicinity of the metal-insulator
transition, based on this effective field theory beyond the mean-field approxima-
tion. See Fig. 12. An idea toward unconventional superconductivity near the Mott
transition is to introduce gluon condensation in an irreducible representation of the
corresponding point group of a lattice structure. If we decompose SU(2) gauge fields
as follows
a3µ ≡ aµ, w±µ =
1√
2e
(a1µ ± ia2µ), (61)
the Yang-Mills Lagrangian reads
LYM = − 1
4e2
fkµνf
k
µν = −
1
4e2
fµνfµν − (Dνw+µ )(Dνw−µ ) + (Dµw+µ )(Dνw−ν )
− 2iw+µ fµνw−ν +
e2
4
(w+µw
−
ν − w+ν w−µ )2, (62)
where Dµw
±
ν = (∂µ ± iaµ)w±ν and fµν = ∂µaν − ∂νaµ. When 〈w±µ 〉 6= 0, the gluon
condensation drives spinon pair condensation, where it serves an effective pairing
potential as the case of the BCS theory. This mechanism will lead U(1) gauge gauge
fluctuations gapped, where Z2 gauge fields emerge
g. This gapped spin-liquid state is
gSince the order parameter is not gauge invariant as the BCS Cooper pair, it needs much care to
define such an order. Recall the footnote d to discuss the projective symmetry group briefly.
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expected to evolve into the superconducting phase when holons become condensed,
decreasing the Hubbard interaction strength through increasing pressure. We also
speculate that the gluon condensation mechanism may explain why the valence-
bond liquid state appears from the critical spin-liquid state of the SO(5) WZW
theory on honeycomb lattice instead of the valence-bond solid phase.
Fig. 12. (Color online) Phase diagram of an organic material [κ-(BEDT-TTF)2Cu2(CN)3]. Based
on the effective SU(2) gauge theory [Eq. (60)], one may propose that the spin-liquid to supercon-
ducting transition is identified with the Higgs transition in the presence of gluon condensation,
where the gluon condensation drives pairing correlations of spinons (SU(2) charges). See the text
for more details. (Figure from K. Kurosaki et al. [55])
2.5. Discussion: Quantization of topological excitations and
emergent gauge theory
We have discussed that strongly coupled field theories appear as both abelian and
nonabelian gauge theories with bosonic and fermionic matter fields in antiferromag-
netic doped Mott insulators and metal-insulator transitions quite commonly, rather
unexpected. In particular, we speculated how to simulate nonperturbative physics
of topological excitations within the perturbative framework, where the emergent
enlarged global symmetry and the phenomenological introduction of confinement
have been suggested. Interestingly, the appearance of the issue on nonperturbative
physics of topological excitations is not limited in such strongly interacting lattice
models as either the large−U limit of the Hubbard model or an intermediate regime
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involved with metal-insulator transitions. In this section we discuss that this issue
also arises in the “weakly” interacting regime of the Landau’s Fermi-liquid state.
Quantum phase transitions involved with Fermi-surface instabilities in the Lan-
dau’s Fermi-liquid state are described by condensation of local order parameters,
breaking associated global symmetries 44. Here, we consider antiferromagnetic
quantum criticality as one example, given by the following effective field theory
22
ZAFQCP =
∫
DψlnσDφ
k exp
[
−
∫ β
0
dτ
∫
d2r
{
ψl†nσ(∂τ − ivln ·∇)ψlnσ
+
λ√
Nσ
φkψl†nσσ
k
σσ′ψ
l
−nσ′ + φ
k(−∂2τ − v2φ∇2 +m2)φk
}]
. (63)
ψlnσ represent low-energy electron excitations near several hot points (n = 1, 2 and
l = 1, ..., 4) of the Fermi surface, given in Fig. 13, where electrons at n = 1 with a
fixed l scatter into those at n = 2 with the same l, involving spin rotations through
antiferromagnetic fluctuations with their transfer momentum Q = (π, π) and de-
scribed by the interaction vertex λ√
Nσ
φkψl†nσσ
k
σσ′ψ
l
−nσ′ . The number of such hot
spots is l = 1, ..., 4. An important point is that the Fermi-velocity vl1 is not parallel
(antiparallel) to vl2, i.e., |vl1×vl2| 6= 0, which plays an important role in renormaliza-
tion for dynamics of antiferromagnetic fluctuations. Dynamics of antiferromagnetic
fluctuations is assumed to enjoy their relativistic spectrum at UV. This effective
field theory may be regarded to be a minimal model for antiferromagnetic quantum
criticality.
Increasing the coupling constant λ above a certain critical value λc, the sign of
the mass of antiferromagnetic fluctuations becomes negative, giving rise to conden-
sation of such an order parameter. This state is identified with an antiferromagnetic
phase, allowing two types of antiferromagnons with the well-known relativistic dis-
persion, nothing but Goldstone bosons. Tuning λ at λc, the mass gap vanishes and
antiferromagnetic fluctuations become critical. Resorting to essentially the same
strategy as the previous section to introduce self-energy corrections self-consistently
through the Luttinger-Ward functional approach, we obtain
ZAFQCP =
∫
DψlnσDφ
k exp
[
−
∫ β
0
dτ
∫
d2r
{
ψl†nσ
(
−i cψ
Nσ
(−∂2τ )
1
4 − ivln ·∇
)
ψlnσ
+
λ√
Nσ
φkψl†nσσ
k
σσ′ψ
l
−nσ′ + φ
k(γφ
√
−∂2τ − v2φ∇2)φk
}]
, (64)
where nonanalytic derivative expressions in time for self-energy corrections are well
defined in the frequency space. It is straightforward to see that this effective theory
is a critical field theory, where the spin-fermion coupling constant λ is marginal
under the scale transformation
τ = bτ ′, r = b1/2r′ −→ ψlnσ(r, τ) = b−3/4ψlnσ
′
(r′, τ ′), φk(r, τ) = b−1/2φk
′
(r′, τ ′)
(65)
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Fig. 13. (Color online) A Fermi surface of the tight-binding model with nearest-neighbor, next-
nearest-neighbor, ... hopping parameters near half-filling. There exist four pairs (l = 1, ...,4) con-
nected by the antiferromagnetic wave-vector Q = (pi, pi), where each pair is given by ψ1 and ψ2.
(Figure from Max A. Metlitski and S. Sachdev [23])
with a scale parameter b. This marginality leads one to introduce the spin degener-
acy Nσ, making the fixed point lie in the weak coupling region, which allows him to
perform a controlled expansion, referred to as 1/Nσ. Actually, it has been argued
that vertex corrections give rise to higher order quantum corrections in 1/Nσ, where
the z = 2 critical spin dynamics is governed by the Gaussian fixed point since local
interactions between such spin fluctuations are irrelevant at low energies 22. More
precisely speaking, such local interactions turn out to be dangerously irrelevant,
which break the hyperscaling relation and do not allow the ω/T scaling physics for
the susceptibility of order parameter fluctuations, generally speaking 44.
Recently, this problem has been revisited. First of all, vertex corrections turn
out to be not subleading in the Nσ → ∞ limit 5, sometimes more singular in the
1/Nσ expansion
23. This means that the critical field theory is strongly coupled
even in the Nσ → ∞ limit. Quite recently, two ways have been proposed for the
controlled expansion: One is to introduce a parameter x into the kinetic energy of
order parameter fluctuations in addition to Nσ, where x gives rise to a nonanalytic
interaction potential between renormalized electrons which deviates from a stan-
dard Coulomb one 56, and the other is to consider a dimensional regularization in
the scheme of the fermion renormalization group analysis 57, both keeping the fixed
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point within the weak coupling regime. Although the existence of a perturbative
fixed point has been demonstrated quite nicely, it is still not clear how these pertur-
bative fixed points reflect nonperturbative physics originating from self-consistent
vertex corrections, which may allow the ω/T scaling physics for the susceptibility
of order parameter fluctuations.
An idea starts from the fact that some-types of instanton excitations may play
an important role in such a strongly coupled regime, where vertex corrections are
expected to encode the nonperturbative physics. Introducing instanton excitations
into the effective field theory for antiferromagnetic quantum criticality [Eq. (64)],
we would reach the following expression
Zeff =
∑
Nt=N+N¯∈even
N !N¯ !
Nt!
yN+N¯
∫
DMDf lnσDπk
exp
[
−
∫ β
0
dτ
∫
d2r
{
f l†nσ
(
−i cψ
Nσ
(−∂2τ )
1
4 − ivln ·∇
)
f lnσ +
λ√
Nσ
πkf l†nσσ
k
σσ′f
l
−nσ′
+πk(γφ
√
−∂2τ − v2φ∇2)πk
}
− SI [M]− Sf−Ieff [fnσ,M]− Sπ−Ieff [πk,M]
]
. (66)
N (N¯) represents the number of instantons (anti-instantons), set to be equal N = N¯
in the respect of energy cost and thus, their total number is Nt = 2N . y = e
−SI
is fugacity of single instanton excitations, where SI is the corresponding instanton
action.M means the moduli space of instantons such as their sizes, center-of-mass
coordinates, and so on, referred to as collective coordinates and utilized for the
first quantization. f lnσ and π
k represent scattering states of itinerant electrons and
smooth spin fluctuations given by instanton and anti-instanton fluctuations. SI [M]
describes dynamics of instantons. Sf−Ieff [fnσ,M] and Sπ−Ieff [πk,M] keep scattering
physics between itinerant electrons and instantons and between smooth spin fluc-
tuations and instanton excitations, respectively. Unfortunately, the procedure from
the critical field theory of Eq. (64) to this effective field theory has not been clarified
at all. This expression should be regarded to be formal, where a reliable derivation
itself is quite a big business.
Suppose that this effective field theory has been constructed in a certain way.
Then, the next question is how to integrate over instanton and anti-instanton fluc-
tuations consistently. In the context of nonabelian gauge theories (QCD4) it has
been suggested that instanton fluctuations of SU(2) gauge fields give rise to effec-
tive interactions between light quarks, referred to as ’t Hooft effective interactions,
where topologically protected fermion zero modes play an essential role 58. One
may expect similar effective interactions between itinerant electrons and antiferro-
magnetic spin fluctuations, based on Eq. (66). Unfortunately, it is difficult to find
the robustness of fermion zero modes with instantons even if such states exist be-
cause the Lorentz symmetry encoded into the Dirac operator is explicitly broken
and such zero modes are not protected topologically h. On the other hand, one may
hIn section 2 the origin of the valence-bond order in the instanton core is that there exists a fermion
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expect that zero-mode-type states can exist as quasi-bound states, which assign a
nontrivial quantum number to the hedgehog configuration at least approximately,
where the skyrmion current can be conserved asymptotically. In particular, this sec-
ond scenario is to benchmark the deconfined quantum critical physics of the SO(5)
WZW theory. Unfortunately, the conditions for the second scenario are not clarified
at all, associated with the nature of the conformal invariant fixed point in metallic
antiferromagnetic quantum phase transitions.
In order to realize this scenario, we decompose the collective field φ as follows
φ = φn =
φ
2
z†σσσσ′zσ′ , (67)
where φ is an amplitude of an antiferromagnetic order parameter, frozen and de-
termined self-consistently in the last stage, and zσ denotes a spin direction of φ,
carrying the half spin quantum number of φ and referred to as a spinon field. Then,
the kinetic-energy term of antiferromagnetic spin fluctuations can be reformulated
as follows∫ β
0
dτ
∫
d2rφk(−∂2τ − v2φ∇2 +m2)φk
−→ J
∑
µν
φkµφ
k
ν +m
2
∑
µ
φk2µ =
Jφ2
4
∑
µν
z†µασαα′zµα′ · z†µβσββ′zµβ′ +m2
∑
µ
φ2
= −Jφ
2
4
∑
µν
z†µσzνσz
†
νσ′zµσ′ +m
2
∑
µ
φ2
−→ −Jφ
2
4
∑
µν
(z†µσχµνzνσ +H.c.) +
Jφ2
4
∑
µν
|χµν |2 +m2
∑
µ
φ2
≈ −Jχφ
2
4
∑
µν
(z†µσe
iaµνzνσ +H.c.) +
Jφ2
4
∑
µν
χ2 +m2
∑
µ
φ2
−→
∫ β
0
dτ
∫
d2r
{Jχφ2
4
|(∂µ − iaµ)zσ|2 + zJφ
2
4
χ2 +m2φ2
}
, (68)
where χ is a Hubbard-Stratonovich field to renormalize the velocity of spinons and
aµ is an emergent U(1) gauge field to count low-lying transverse fluctuations of the
hopping field χ. The interaction vertex can be decomposed as follows
λ√
Nσ
φkψl†nσσ
k
σσ′ψ
l
−nσ′ =
λφ√
Nσ
z†ασαα′zα′ · ψl†nσσσσ′ψl−nσ′ −→ −
λφ√
Nσ
ψl†nσzσz
†
σ′ψ
l
−nσ′
−→ − λφ√
Nσ
ψl†nσzσf
l
−n −
λφ√
Nσ
f l†n z
†
σψ
l
−nσ +
λφ√
Nσ
f l†n f
l
−n, (69)
where f ln is an emergent fermion field, the saddle-point value of which is 〈f l†n 〉 =
〈ψl†nσzσ〉, expected to originate from scattering between a monopole configuration
zero mode, where the symmetry of the instanton field is determined by that of the fermion zero
mode, responsible for deconfined quantum criticality.
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and an itinerant electron near the Fermi surface. As a result, we reach the following
expression for an effective field theory
Zeff =
∫
DψlnσDzσDf
l
nDaµ exp
[
−
∫ β
0
dτ
∫
d2r
{
ψl†nσ(∂τ − ivln ·∇)ψlnσ
− λφ√
Nσ
ψl†nσzσf
l
−n −
λφ√
Nσ
f l†n z
†
σψ
l
−nσ +
λφ√
Nσ
f l†n f
l
−n +
Jχφ2
4
|(∂µ − iaµ)zσ|2
+m2z(|zσ|2 − 1) +
1
2g2
(ǫµνλ∂νaλ)
2 +
zJφ2
4
χ2 +m2φ2 +
u
N
φ4
}]
. (70)
An emergent U(1) gauge theory results, taking into account nonperturbative physics
of topological excitations. We emphasize that this scenario is to benchmark the
physics of the SO(5) WZW theory, where the skyrmion current is preserved at the
quantum critical point, supposing emergent U(1) gauge fluctuations defined on the
noncompact U(1) space.
3. Symmetry-protected-topological states and sigma models with
topological terms
3.1. Motivation
In the preceeding sections a recurrent theme was the way in which skyrmions and
other topological excitations of an antiferromagnet can affect the low energy effec-
tive theory of strongly correlated electrons through their coupling to the fermionic
degree of freedom. The spin sector of the theory typically took the form of a non-
linear sigma model with a Wess-Zumino term. With the recent advent on physics
of topological phases of matter-where prominent examples include topological in-
sulators and superconductors, an interesting twist was added lately to the list of
condensed matter physics problems which can be addressed by such topological
terms (and the closely related θ-terms). This new addition is the subject of symme-
try protected topological (SPT) states. Here we will switch gears and attempt to
provide a flavor of the basic ideas involved in this ongoing development, following
and building on the results of Ref. 59. It is our hope to convey to the reader, through
the treatments of the earlier sections combined with the brief account that follows,
the breadth of the physics which can arise when these topological terms are present.
SPT states are the conceptual generalization of topological insulators (whose ex-
istence was predicted within the framework of noninteracting band electron theory)
to strongly interacting electrons as well as non-fermionic many-body systems, such
as bosonic cold atoms and magnetic systems. While topological insulators have been
categorized within a symmetry-based scheme into several distinct classes, much of
the current experimental effort focuses on insulators in three spatial dimensions with
a strong spin-orbit coupling and time reversal invariance. With the term “topological
insulator” we will hereafter always be referring to this particular class of insulators,
which constitutes an example of an SPT state protected by time-reversal symmetry:
Kramers doublets emerge at special points in momentum space, and their presence
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is robust against disorder and/or perturbation as long as time reversal symmetry
is respected. When the mapping from momentum space (the Brillouin zone) to the
band structure is endowed with a topologically nontrivial invariant, this feature
gives rise to a robust surface Dirac cone, which in turn leads to numerous exotic
quantum effects. It is not possible to continuously deform, using time reversal in-
variant perturbations, a topological insulator into a trivial one (defined as the state
for which the above mentioned topological invariant is zero) without closing the
bulk energy gap, i.e. without encountering a quantum phase transition. It is thus
appropriate to view the topological insulator as a phase of matter which is dis-
tinct from a trivial insulator. Once time reversal symmetry is violated, however,
the Kramers theorem no longer applies, and the topological distinction between the
two insulating states is destroyed.
The notion of a general SPT state can be inferred from the topological insula-
tor story just summarized. In the second subsection we will illustrate this concept
through a simple example of an SPT state realized in quantum spin chains under an
applied magnetic field. As the counterpart of a charge insulator, we will exclusively
consider gapped spin states. We take a topologically trivial state to be that which is
described as a direct product of local states, in other words a state lacking a global
quantum entanglementi. A crucial ingredient for the construction of an SPT state is
a symmetry which is to be imposed onto the system (there can in general be several
of such symmetries), which prevents the systems from being adiabatically deformed
into to a trivial state. After discussing these basic features of an SPT states through
our physical example, we will put the field theoretical construction of our sample
SPT state into the wider context of nonlinear sigma models with topological terms.
This will allow us to extend our approach to 3d SPT states, where effective theories
intimately related to those we have encountered in earlier sections will play a central
role.
3.2. Physical example of an SPT state in one spatial dimension
To carry out the program just mentioned in as simple a setting as possible which at
the same time is physically motivated, we consider an antiferromagnetic spin chain
in an external magnetic field. A minimal Hamiltonian describing this circumstance
consists of a Heisenberg exchange interaction and a Zeeman coupling of the spins
to the magnetic field,
H = J
∑
j
Sj · Sj+1 −H
∑
j
Szj . (71)
The classical picture would imply that by turning on the magnetic field and increas-
ing its strength, a magnetization would eventually appear, and continue to increase
monotonically up to its saturation value. In reality though, there can appear, as
iIn SPT states, in contrast, the system is typically percolated with a network of short-ranged
entanglements.
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Fig. 14. Schematic illustration of a magnetization plateau appearing within an M-H curve.
observed in experiments and numerical studies, finite intervals within the magne-
tization curve where the magnetization stays constant. This magnetization plateau
has been a subject of considerable interest for researchers working on quantum spin
systems. Here we wish to illustrate that an antiferromagnet in the plateau regime
can under appropriate conditions be a typical example of an SPT state.
Let us try to deduce the form of the effective field theory which captures the
low-energy physics of our spin chain. (A more careful derivation can be found in
Ref. 60.) Since the magnetic field optimizes the magnetization and thereby effec-
tively suppresses the fluctuation of the spins in the z-direction, we expect that the
relevant degree of freedom is the fluctuation within the xy plane. Thus our theory
is basically a quantum XY model. But in analogy to superfluids that are also de-
scribed as an XY model, the action should generally contain a topological (Berry
phase) term. For the superfluid case, the topological term is known to have several
important implications: for example it will influence vortex dynamics 61, and govern
the superfluid-Mott insulator quantum phase transition 62,63. In a similar vein it is
essential to incorporate this term in order to gain the correct understanding of our
spin system’s quantum mechanical behavior. Bearing in mind that the canonical
conjugate of a planar angular variable is the (spin) angular momentum, from which
in this case a portion m, the magnetization per site, has been segregated off due to
the magnetic field, it is not difficult to reason that the action written in imaginary
time and in the continuum limit takes the form
S[φ(τ, x)] =
∫
dτdx
[
i
S −m
a
∂τφ+
1
2g
(∂µφ)
2
]
, (72)
where φ is the angular variable representing the orientation of the in-plane staggered
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spin moment, S is the spin quantum number, a is the lattice constance and g a
model-dependent coupling constant.
The first term SB ≡ iS−ma
∫
dτdx∂τφ of Eq. (72) can be be derived systemati-
cally by simply noting that the Berry phase associated with the spin at each site, in
terms of spherical angular variables (θ, φ), is
∫
S(1−cos θ)dφ, and by further observ-
ing that in the present situation S cos θ ≡ m. If not for this Berry phase term, the
Feynman weight e−S for each configuration φ(τ, x) resembles a Boltzmann weight
for a 2d classical XY model. The system should then undergo a Kosterlitz-Thouless
transition at some value of g, giving rize to a plasma phase characterized by vortex
condensation. However, the Berry phase will generally assign an individual phase
factor to each Feynman weight, and in particular will lead to a destructive inter-
ference among φ-vortices, which will prevent the system from entering the plasma
phase regardless of the value of g (see the discussion below on how to count the
Berry phase associated with vortex configurations). Exceptions will occur if special
conditions rendering the Berry phase to be ineffective are realized. This can happen
under the condition
S −m ∈ Z. (73)
There are several ways to see this60. For instance, by putting the system back on a
lattice, for which case SB →∑j SBj = i∑j(S −m)∂τφj , one sees that a 2π ×Wj-
winding of the phase φj along the imaginary-time direction at a given site, where
Wj ∈ Z, will contribute a trivial phase factor : e−i2π(S−m)Wj ≡ 1 to the path integral
Z =
∫
Dφe−S[φ]. Since the total contribution from any space-time configuration,
including those with vorticities, reduces to a product of these on-site phase factors
with some spatial distribution of the winding number Wj , it follows that that will
also have no effect on the physics, i.e. the system does not suffer a quantum phase
interference and can undergo a transition into the plasma phase. This disordered
phase with a short-ranged correlation and a spectral gap above the ground state is
none other than the magnetization plateau. A similar argument for the irrelevance
of vortices can be made for rational values of the quantity (S −m). That, however,
can be treated by a suitable generalization of the integer-valued case where the unit
cell and hence the effective lattice constant spans several sites. We shall therefore
focus hereafter on the plateau states satisfying Eq. (73).
In order to see how the above relates to SPT states, and at the same time
establish a connection with the topological θ term of a nonlinear sigma model, we
rewrite the Berry phase term into a slightly different form. For this purpose we once
again place the system on a lattice (it proves convenient to work on a space-time
grid) and apply the easily verified identity SBj [φ] = 2i(S −m)
∫
dτ∂τφj −SBj [φj ] to
all even sites, which allows us to extract a portion written as a staggered sum
SB =
∑
j
(−1)jSBj [φ] +
∑
j
i(S −m)
∫
dτ∂τφj . (74)
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We now take the continuum limit. First observe that the second term of (74) be-
comes ∑
j
i(S −m)
∫
dτ∂τφj → i
∫
dxdτ
S −m
a
∂τφ, (75)
which recovers the Berry phase term we have discussed before. As already men-
tioned, this term can be discarded under the assumed condition S −m ∈ Z. This
leaves us to deal with just the staggered summation. It is easy to check that this
term counts up the vorticity associated with plaquettes belonging to the odd-even
rows (but not the even-odd rows) of the space-time grid 64. The continuum form
reads
SB →iS −m
2
∫
dτdx(∂τ ∂x − ∂x∂τ )φ(τ, x)
≡iπ(S −m)Qv, (76)
where Qv is the net vorticity throughout space-time (see Ref. 64 for a pictorial
derivation of this term within a different context). Note that this is a total derivative;
in essence, therefore, what we have done in this seemingly trivial rewriting is to
salvage a surface-term contribution to the Berry phase, in addition to the previously
known 60 bulk Berry phase term which for the case at hand is irrelevant.
To make sense of the expression (76), it turns out to be useful to compare with
another system -a spin-S 1d planar Heisenberg antiferromagnet not subjected to a
magnetic field. A widely used low energy effective field theory for an antiferromag-
netic spin chain is the O(3) nonlinear sigma model with a topological θ-term Sθ 65.
The vacuum angle (i.e. the coefficient of Sθ) which famously governs the behavior
of the ground state is θ = 2πS. In the next subsection we will show that for an
antiferromagnetic spin chain at the planar limit, this term can be written as
Sθ = i θ
2
Qv = iπSQv, (77)
where, as before, Qv is the vorticity associated with the space-time configuration of
the angular field φ(τ, x), which in this case gives the orientation of the unit-modulus
antiferromagnetic order parameter. (A derivation of the lattice version of Eq. (77)
can be found in Ref. 64.) We thus find that Eq. (76) has a form identical to the θ
term of Eq. (77) but with a vacuum angle of θ = 2π(S −m), i.e. to the case where
the spin quantum number of the planar antiferromagnet is S − m. In fact, since
the kinetic term of our theory also take the form of an O(3) nonlinear sigma model
action in which the planar limit has been taken, we see that our effective theory
for the magnetic plateau coincides precisely with that for a spin S − m planar
antiferromagnetic spin chain (again recall that S − m ∈ Z) without a magnetic
field.j
jThe difference in the coupling constant of the kinetic terms is irrelevant since they are nonuniversal
and in any case flows under a renormalization group procedure.
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Fig. 15. VBS-like depiction of a magnetization plateau with S = 3
2
and m = 1
2
.
This fact can be understood naturally in the following way. (Our argument is
in part a repetition of the reasoning leading to Eq. (72), but will also motivate
us to incorporate the insightful valence-bond-solid picture 65.) The physics of the
Haldane gap state, which is the ground state of an integer-S Heisenberg spin chain
(corresponding to the vacuum angle θ = 2πS), can be represented qualitatively as
a valence bond solid (VBS) state. To construct this state, one begins by imagining
that the spin-S sitting at each site is a composite object made of 2S spin-1/2
degrees of freedom. The VBS state is then built by letting each of these spin-
halves form a singlet bond with a second S = 1/2 degree of freedom belonging
to an adjacent site. (Subsequently the spin-halves on each site are symmetrized so
that the state is projected onto the correct Hilbert space for spin-S chains.) The
translationally invariant VBS state with S singlet bonds forming on every link on
the chain is known to represent well the basic features of the spin-S Haldane-gap
state. It is also known that this Haldane gap phase persists down to the planar
limit. Returning to the magnetization plateau state, we have a situation where
on each site, the spin fluctuation in the field direction is pinned down, and as
mentioned before, a portion m out of the total S spin moment therefore effectively
drops out from the spin dynamics. The remaining moment S−m fluctuating within
the plane is basically free to form a subsystem which is in essence a spin-(S −m)
planar antiferromagnetic spin chain. In VBS language, we can pictorially depict
this by letting 2m of the spin-halves polarize parallel to the field, while the residual
2(S −m) spin-halves participate in forming a translationally invariant VBS state
(we encourage the reader to consider the simplest example of (S,m) = (3/2, 1/2)). It
is therefore reasonable that the low energy physics of the magnetization plateau for
S−m ∈ Z should reduce to that of the planar limit of the spin S−m Haldane-gap
state.
We now discuss what can be inferred about the ground state wavefunction given
the topological term of Eq. (76), following the methods of Ref. 66. For the sake of
simplicity we employ the strong coupling limit, where the action reduces to that
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of a topological nonlinear sigma model consisting only of the θ term, although the
global structure which we will find remains unchanged when we move away from this
limit. Let us consider expanding the state vector |Ψ〉 for the ground state in terms
of the snapshot configuration φ(x), i.e. |Ψ〉 = ∫ Dφ(x)Ψ[φ(x)]|φ(x)〉. The coefficient
Ψ[φ(x)] is the ground state wavefunctional, which is the probability amplitude for
the configuration φ(x) to be realized in the ground state. This main idea here is
to observe that this quantity can formally be expressed as the following Euclidean
path integral,
Ψ[φ(x)] ∝
∫ φ(τf ,x)≡φ(x)
φ(τi,x)=φi(x)
Dφ(τ, x)e−Sθ [φ(τ,x)]. (78)
which describes the amplitude for starting at the initial time τi with the config-
uration φi(x), and evolving at the final time τf into the configuration of inter-
est φ(x). Since the evolution proceeds in imaginary time, the system is projected
onto the groundstate. (To be precise this step should be followed by a summa-
tion over the initial configuration φi.) To focus on bulk properties we will as-
sume a periodic boundary condition in the spatial direction. Plugging the action
Sθ = i(S −m)
∫
dτdx(∂τ ax − ∂xaτ ) with aµ = ∂µφ/2 into Eq. (78), we readily find
that
Ψ[φ(x)] ∝ e−iS−m2
∮
dx∂xφ(τf ,x) ≡ e−iπ(S−m)W (79)
= (−1)(S−m)W ,
where W = 12π
∮
dx∂xφ(x) ∈ Z is the winding number of the angular variable φ(x)
along the spatial extent of the system. Clearly the structure of the wavefunctional
is sharply distinguished by the parity of the integer valued quantity S − m. For
even S −m, the wavefunctional reduces to that in the absence of the topological
term while for odd S − m it has a nontrivial global structure Ψ[φ(x)] ∝ (−1)W ,
suggesting that the ground state for the two cases belong to different phases. It
is interesting to note that this distinction arose from a temporal surface term of
Sθ, in a manner completely analogous to the way a spatial boundary contribution
from the θ term gives rise to the fractional spin moment emerging at the end of an
antiferromagnetic spin chain 67, which is a hallmark of the Haldane-gap phase.
This parity dependence is also manifested in a dual vortex field theory descrip-
tion, which we sketch for later use. For this purpose, we begin again with the
effective lagrangian density L = 12g (∂µφ)2 + iπ(S − m)qv, where qv is the vortex
density, i.e.
∫
dτdxqv = Qv, and submit it to a Hubbard-Stratonovich transforma-
tion 12g (∂µφ)
2 → g2J2µ + iJµ∂µφ. Decomposing φ(τ, x) into fields with and with-
out vorticity and integrating over the latter leads to the constraint ∂µJµ = 0,
which is explicitly solved by introducing a dual field ϕ(τ, x) (which is vortex-
free) defined through the relation Jµ =
1
2π ǫµν∂νϕ. Combining these, we obtain
L = g8π2 (∂µϕ)2 + i(π(S −m) − ϕ)qv, where the coupling constant g has inverted
(∝ 1/g) as is characteristic of a dual theory. Integrating out ϕ gives us the first-
quantized vortex theory L = π2g qv 1−∂2 qv+iπ(S−m)qv. To obtain a second-quantized
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vortex-field theory, we perform a standard small-fugacity expansion, restricting the
vorticity entering into the grand-partition function of the vortex gas to ±1. Tak-
ing into account the Berry phase factors e±iπ(S−m) which accompany the Feynman
weight for vortex/antivortex events, we arrive at the sine-Gordon action
Ldual = g
8π2
(∂µϕ)
2 + 2z cos
(
π(S −m)) cosϕ, (80)
where z is the fugacity of the vortices/antivortices. As we are interested in the
disordered (magnetization plateau) phase, we will assume that vortex proliferation
has occurred, i.e. that the cosine term is relevant. Since the sign of the cosine term
is dependent on the parity of S−m, the optimal value of the field ϕ differs for even
and odd S−m, which is another indication that the two cases lie in distinct phases.
In fact, from the discussion below, it is reasonable to assert that if an inversion
symmetry about the link center in the spin chain is imposed, an intervening mass-
vanishing point would be necessary to go from one state to another.
In order to consider the possibility of an SPT state/phase, it is pertinent to
sort out the symmetry properties of the system in question. In the present setup,
time-reversal symmetry is broken due to the presence of the magnetic field, while
the spatial-inversion symmetry with respect to the center of a link connecting a pair
of adjacent spins is present. Let us thus consider the effect of applying a staggered
magnetic field to our spin chain, which explicitly breaks this symmetry. Noting
that this perturbation adds a sign-alternating component to the magnetization:
m → m + (−1)jδm, we can repeat the derivation leading to Eq. (74), to find
that the only part of this action which receives a modification is the staggered
summation over the onsite Berry phase terms,
∑
j(−1)jSB, and the net change can
be summarized as a shift in the value of the effective vacuum angle, θ = 2π(S−m)→
2π(S−m−δm)k. (It is not difficult to show how a generic perturbation breaking this
same symmetry affects the Berry phase term in a similar manner, solely through a
modified value of θ.) This in turn implies that the wave functional is also modulated
into the form Ψ[φ(τ, x)] ∝ e−iπ(S−m−δm). Hence by sweeping the value of δm, we
can now interpolate between the two previously distinct structures exhibited by
the wavefunctional dependent on the parity of S −m. The crucial question now is
whether this interpolation can be achieved without closing an energy gap. To see
that this is indeed possible, we merely need to note that the dual vortex field theory,
in accordance with the above change in Berry phases, is now given by
Ldual = g
8π2
(∂µϕ)
2 + 2z cos
(
π(S −m− δm)− ϕ). (81)
kThis statement should be take with some caution, though. Since the external field dictates how
a spin residing at the vortex core should polarize, the structure of the vortex is different from that
in, e.g. easy plane antiferomagnets which can have meron and antimeron-like vortex structures (see
the next subsection). Hence the above does not imply that a massless point will be encountered,
as in the usual Haldane gap problem, when the system traverses the point θ = pi as δm is varied.
This is most easily verified from the dual vortex field theory described in the text.
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It is clear from this action that the optimal value of ϕ will change continuously,
following the variation of δm, all the while keeping the cosine potential at the
fixed value of −2z. With all of the above combined, we can conclude that the
magnetization plateau state characterized by the topological term of Eq. (76) or
equivalently the effective theory of Eq. (80), belongs to an SPT phase protected
by link-centered inversion symmetry if S − m is an odd integer. This has been
confirmed by a numerical study of magnetization plateaus preformed for the cases
(S,m) = (3/2, 1/2), (3, 1), and (3, 2)59. There it was found that the entire “en-
tanglement spectrum”, a quantity generally believed to provide the fingerprints of
topological order, was two-fold degenerate only for odd S −m. A rigourous projec-
tive symmetry group analysis carried out for explicit VBS-type wavefunctions infers
that this degeneracy is indeed the signature of an SPT state59.
3.3. SPT states and the interplay of θ- and Wess-Zumino terms
The discussions of the previous subsection suggest a natural mathematical extension
to 3+1d which we will outline below. As a preparation for discussing the 3+1d
problem, let us begin by recollecting the basic steps relevant to the 1d case within
the framework of the O(3) nonlinear sigma model. For our purpose it is convenient
to employ the CP1 representation. The three component unit vector appearing in
the O(3) theory n = t(sin θ cosφ, sin θ sinφ, cos θ) can be expressed in terms of the
CP1 spinor z = t(cos θ2 , sin
θ
2e
iφ) ∈ C2 via z†σz = n. The U(1) connection induced
by this first Hopf map S3 → S2 is aµ = iz†∂µz = 12 (1 − cos θ)∂µφ. Finally, the θ
term of the O(3) model in 1+1d can be written in CP1 language in terms of the
first Chern number,
S1+1dθ = i
θ
4π
∫
dτdxn · ∂τn× ∂xn
= i
θ
2π
∫
dτdx(∂τ ax − ∂xaτ ). (82)
Since the θ term is a total divergence, surface terms will arise if the integration
of Eq. (82) is performed on a base-manifold with surfaces. It follows then that there
should also be a correspondence which equates the respective surface terms arising
from the two expressions in Eq. (82). That correspondence takes the form
S0+1dWZ [n(τ)] = S0+1dCS [aτ (τ)], (83)
where the Wess-Zumino term
S0+1dWZ ≡ ik
2π
area(S2)
∫ 1
0
du
∫
dτn˜ · ∂un˜× ∂τ n˜ (84)
is just the Berry phase term for a single spin with spin quantum number S = k/2,
where n˜ is the extension of n(τ, x) such that n˜(u = 0, τ, x) = t(0, 0, 1) and n˜(u =
1, τ, x) = n(τ, x). The CP1 counterpart
S0+1dCS ≡ ik
∫
dτaτ (85)
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is the level k 0+1d abelian Chern-Simons term (we remind the reader that the
general Chern-Simons term takes the form ∝ TrA ∧ F n). It is easy to check that
the explicit expression for aµ in spherical coordinates reproduces the correct spin
Berry phase.
It is instructive to briefly reiterate in terms of the CP1 framework how we had
treated the planar fluctuations in the previous subsection, making remarks on the
way on the more topological aspects of the problem. Instead of repeating the whole
procedure for the magnetization plateau situation, we will mainly concern ourselves
here with 1d antiferromagnets (in the absence of external fields) in the Haldane
gap state. The basic structure of our argument consists of carrying out the reverse
process of extracting the surface Wess-Zumino/Chern-Simons term of Eq. (83) from
the bulk θ term of Eq. (82). We start by adding up spin Berry phase terms in a
staggered fashion along a spatial direction. One can check that this result in:
StotB =
∑
j
(−1)jS0+1dCS [aτ (τ, j)]
→ ik
2
∫
dτdxǫµν∂µaν . (86)
where on taking the continuum limit in the second line, we converted finite differ-
ences to derivatives and added terms as appropriate to guarantee gauge invariance
(An alternative procedure would be to work on a space-time lattice and use Stoke’s
theorem before moving on to the continuum limit.) This is the CP1 representation
for the θ term (the second expression in Eq. (82)) with θ = πk(= 2πS). At this
point we restrict the dynamics to planar fluctuations l. The simplest example is to
take the planar limit where cos θ ≡ 0. (As we are focused on spin-gapped systems,
S needs to be an integer for this case on account of the Haldane conjecture.) As the
CP1 spinor corresponding to the planar unit vector n ≡ t(cosφ, sinφ, 0), we can
choose z ≡ 1√
2
t
(1, eiφ(τ,x)), for which the U(1) connection is aµ =
1
2∂µφ. Note that
despite appearances, this is not a pure gauge, owing to the factor 1/2. Inserting this
into the action of Eq. (86) we arrive at Eq. (77), StotB = iπSQv. We next turn to
the ground state wavefunctional. It is easy to verify that this is given by
Ψ[aµ] ∝ e−ik
∮
dxax = e−iπSW (87)
where
W =
1
2π
∮
dx∂xφ ∈ Z (88)
is a winding number associated with the snapshot configuration. The wavefunc-
tional thus differs fundamentally in its topological structure depending on whether
S is odd or even. This is consistent with the recent findings 71 that revealed that
the Haldane gap state can be characterized as an SPT phase only for odd S. As
lSee remarks at the end of this subsection regarding the necessity of making this somewhat artificial
restriction.
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already mentioned in the previous subsection, this nontrivial topological structure
has common routes with the emergence of fractional spin moments at the spatial
ends of spin chains in the Haldane gap state. It is important to note that since the
θ term is a total divergence, a surface term arises at whatever boundary happens to
be avaliable on the domain of the space-time integration. For a spin chain with open
ends (a spatial boundary), a surface Berry phase term arises, where the fractional-
ization of the spin quantum number comes from the factor of 1/2 which is present
in the second line of Eq. (86) 67. When considering the evolution of the state vector
along a finite extent of the imaginary time axis, a similar fractionalized surface term
appears at the initial and final times. Here again the factor of 1/2 is essential for
the topological discrimination between odd and even S that we saw above. We will
observe later that the exact same phenomena will arise in 3d when the physics is
governed by a θ term. To complete the analysis, we turn on a staggered magnetic
field in the z-direction, breaking the inversion symmetry with respect to a link cen-
ter. (Physically the planar limit can be interpreted as having its origin in a strong
easy-plane anisotropy. The coupling to an external field can induce a z-component.)
Precisely as in the previous subsection this will induce a staggered magnetization
δm, which in turn will shift the vacuum angle to θ = 2π(S − δm)m. Thus the
discrimination of the wavefunctional form between odd and even S is destroyed.
Furthermore, we can perform a duality transformation and map the system into a
gas of vortices. Tracing the arguments of the previous subsection we can show that
the interpolation between the two forms of wavefunctionals can be done without
encountering a gap-closing, and we concluden that the odd-S Haldane gap phase
(at least for the planar case) is an SPT phase protected by link-centered inversion
symmetry.
In the previous subsection we considered a state with a finite magnetization m,
i.e. S cos θ = m. By imposing the plateau condition S − m ∈ Z, we were able to
rewrite the initially unstaggered sum over the spin Berry phase terms into a stag-
gered one, and everything goes through as before with the only change being that
the gauge field now becomes aµ =
1
2 (1 − mS )∂µφ. The action and the wavefunc-
tional each become, as discussed in the previous subsection, S = iπ(S −m)Qv and
Ψ[aµ] ∝ e−iπ(S−m)W .
With this preparation we turn to 3+1d. A procedure completely parallel to the
1+1d case can be carried out by use of the second Hopf map S7 → S4, or more
mAs noted before, this should not be taken literary as regards the dependence of the energy gap on
δm: θ = pi as a function of δm does not in this case imply a massless point. This owes to the fact
that due to the imposed staggered field, the vortex core structure is different from an easy-plane
antiferromagnet in the absence of external fields. In the latter, for a given vortex configuration,
a spin residing at the core can escape out of plane and point in either the up or down direction.
Both (meron) configurations must be incorporated to arrive at the correct dual sine-Gordon theory.
Once an external field is switched on, the orientation of the core spin is preassigned by the field,
leading to a slightly different form of sine-Gordon theory. One should therefore map the system
into the dual sine Gordon theory to derive the correct information on the energy gap.
nSee Ref. 71 for the other symmetries that can protect the odd-S Haldane gap phase.
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Fig. 16. Schematics of a meron, where the spin at the core of a given vortex-like configuration
can escape out of plane into one of two orientations, up or down. Application of an external field
destroys this option. The case with and without external fields thus map into dual sine-Gordon-
type field theories with subtle but crucial differences.
precisely, the quaternionic projective (HP1) representation of the O(5) nonlinear
sigma model. The building blocks of this construction are thus five component unit
vectors, each living in its own 2d (xy) spatial plane, which will later be stacked
up along a third spatial direction. This can for instance represent, as in the earlier
sections of this article, the competition between antiferromagnetic and VBS orders.
Let us then denote this vector as N = t(sin θ cosφ, sin θ sinφn, cos θ) ∈ S4 where
n ∈ S2 is a three component unit vector. This can be recasted into a two component
unit quaternionic spinor q ∈ H2 in the form
q ≡
(
cos θ2
sin θ2g
)
,
where an explicit expression for g ∈ H can be obtained by first writing it as an
element of SU(2), i.e. g = eiφn·σ and subsequently making the replacements iσx →
i, iσy → j, iσz → −k, where we have taken advantage of the fact that the algebra
spanned by the three quaternionic imaginary units i, j,k form the same algebra
as the Pauli matrices. The second Hopf map can be constructed explicitly via 68
q†γαq = Nα, 1 ≤ α ≤ 5, where
γ1 =
(
1
1
)
, γ2 =
( −i
i
)
γ3 =
( −j
j
)
,
γ4 =
( −k
k
)
, γ5 =
(
1
−1
)
.
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Note that in correspondence to the presence of three imaginary units, there are
three matrices here bearing the same structure as the Pauli matrix σy. Below we
will treat g for the most part as an SU(2) valued matrix with the understanding
that a suitable conversion into the quaternionic language can always be made. (The
subtleties related to this conversion can be checked for each equation along the lines
of Refs. 69 and 70.) The gauge field which arises in this representation can thus be
treated as an SU(2) gauge field, bµ = −q†∂µq = 12 (1 − cos θ)g−1∂µg.
We shall start the construction of an SPT state in 3+1d by writing down the
2+1d counterpart of Eq. (83),
S2+1dWZ [N(τ, x, y)] = S2+1dCS [bµ(τ, x, y)]. (89)
The left hand side of this equation represents the Wess-Zumino term of the O(5)
nonlinear sigma model,
S2+1dWZ = ik
∫
B×[0,1]
N˜∗ωS4
= ik
2π
area(S4)
∫ 1
0
du
∫
dτdxdyǫabcdeN˜
a∂uN˜
b∂τ N˜
c∂xN˜
d∂yN˜
e. (90)
In the first line of the above, B denotes the base manifold of the O(5) nonlinear
sigma model, (i.e. N : (τ, x, y) ∈ B → S4), and B × [0, 1] is its extension which is
necessary for constructing the Wess-Zumino term, N˜ : (u, τ, x, y) ∈ B× [0, 1]→ S4
is the corresponding extension of the map N . Furthermore, ωS4 stands for the
volume form of the target manifold S4 and N˜∗ is its pullback to B × [0, 1] 72. The
second line expresses this explicitly in coordinates. Meanwhile the action appearing
on the right hand side of Eq. (89) is the Chern-Simons term
S2+1dCS = i2πk ·
1
8π2
Tr
∫
B
ǫµνρ
(
bµ∂νbρ +
2
3
bµbνbρ
)
. (91)
We note that upon making the large gauge tranformation b → u−1bu + u−1du
where u ∈SU(2) and we are here resorting to differential form notations, this action
changes by −i2πkW , where W = 124π2Tr
∫
B
(u−1∂µu)(u−1∂νu)(u−1∂ρu) ∈ Z, which
guarantees its gauge invariance. The validity of Eq. (89) will become evident shortly
by comparing the the 3+1d actions which is obtained by the “stacking layer” con-
struction carried out for both the Wess-Zumino and Chern-Simons terms. We will
now turn to this step.
As in the previous 0+1d→1+1d construction, we now place the 2+1d systems
regularly along a third (z) spatial axis and add up their topological terms in a
sign-alternating fashion, which is followed by taking the continuum limit. This will
be the natural thing to do, for instance, if the five components of N stood for
an antiferromagnetic-VBS competition as mentioned above, since an anti-parallel
alignment of the three components in the antiferromagnetic sector (let us call them
Nx, Ny, Nz) would clearly induce a sign change in S2+1dWZ . (In analogy to the mag-
netization plateau in 1+1d, we can also consider a situation where one of these
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three components (say the Nz) has a fixed uniform value due to the coupling to
an external field, e.g. a magnetic field applied in the z-direction. Precisely as in the
treatment of the 1d case, we can still staggerize the sum, i.e. make the conversion∑
j S2+1dWZ/CS|j →
∑
j(−1)jS2+1dWZ/CS|j , for special fixed values of Nz which renders the
residual terms that arise with this rewriting trivial. We will come back to this point
later.) Carrying out the sign-alternating summation for the Wess-Zumino term, Eq.
(90), is quite straightforward 73. As before, a crucial factor of 1/2 comes out when
taking the continuum limit in the z-direction, and we obtain
StotB ≡
∑
j
(−1)jS2+1dWZ |j
= i
2πS
area(S4)
∫
dτd3rǫabcdeN
a∂τN
b∂xN
c∂yN
d∂zN
e, (92)
where S = k/2. This is the θ-term of the 3+1d O(5) nonlinear sigma model with a
vacuum angle of θ = 2πS. As for the Chern-Simons term, we replace like before finite
differences with a z-derivative and supplement terms to maintain gauge invariance
(or apply Stoke’s theorem) to find
StotB = i2πS ·
1
32π2
Tr
∫
d4xǫµνρσFµνFρσ
= i2πS · 1
8π2
Tr
∫
F ∧ F (93)
where Fµν is the gauge curvature and F =
1
2!Fµνdx
µ ∧ xν . This is the θ term of
the SU(2) Yang-Mills theory (or of the HP1 nonlinear sigma model 68), also with
vacuum angle θ = 2πS. The mathematical proof that the two expressions, Eq. (92)
and Eq. (93) are equivalent can be found in the literature, e.g. ref 74. This is an
indication that our point of departure, Eq. (89) is valid.
Up to this point the argument has been general, i.e. holds for generic configura-
tions of the field N . Following the procedure of the 1+1d problem we now evaluate
Eq. (93) for the “planar configuration” cos θ = 0 (in the competing-orders con-
text, this corresponds to setting the z-component of the antiferromagnetic sector
to zero), for which case the gauge field becomes bµ =
1
2g
−1∂µg, which is, as in the
1+1d analog, not a pure gauge. As before, in this limit we require that S (which is
just defined through the relation with the level k = 2S and in 3+1d is not directly
related to the spin quantum number) be an integer. This results in
Sθ[b = 1
2
g−1dg]|θ=2πS = iπSQm (94)
where
Qm =
1
32π2
Tr
∫
d4xǫµνρσ∂µ
(
(g−1∂νg)(g−1∂ρg)(g−1∂σg)
) ∈ Z (95)
is the monopole charge throughout space-time. Note that Eq. (94) is completely
analogous to the vortex Berry phase of Eq. (77). The becomes even more apparent
by noting that the total space-time vorticity can be written, using the notation
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g ≡ eiφ ∈U(1) as Qv = 12πi
∫
d2xǫµν∂µ(g
−1∂νg) ∈ Z, where the analogy with
Eq. (95) is clear. The ground state wavefunctional can also be evaluated easily,
using the fact that a temporal surface term arises owing to the well known relation
dTr(bdb+ 23b
3) ∝ TrF ∧ F . This leads to the result
Ψ[b] ∝ e− 12S3+0dCS [b= 12 g−1dg]
= e
i k
8piTr
∫
dxdydz[ǫαβγ(bα∂βbγ+ 23 bαbβbγ)]b=1
2
g−1dg
= e−iπSW , (96)
where W is the winding number associated with the snapshot configuration,
W =
1
24π2
Tr
∫
dxdydz
[
ǫαβγ(g
−1∂αg)(g−1∂βg)(g−1∂γg)
] ∈ Z. (97)
There is thus a clear distinction between the topological structure of the wavefunc-
tional for odd and even S, which is the 3d analog of the topological disctinction
between the wavefunctionals of Haldane gap states for odd and even spin quan-
tum number. By switching on a perturbation which induces a staggered component
δNzto Nz, i.e. the analog of the staggered magnetic field employed in the 1d case,
one readily sees that the value of θ changes continuously with δNz. The causes the
wavefunctional to interpolate between the forms corresponding to odd and even
So. Thus the odd S case represents an SPT phase protected by the link-centered
inversion symmetry along the z-direction. Clearly we can extend the above to the
case where instead of the “planar limit” Nz = 0, the value of Nz is set to a finite
and constant value. There are special values of Nz for which the sum over the Berry
phases can be turned into a staggered sum as in the planar limit, and one is lead
to the 3d counterpart to the findings of the previous subsection.
Having outlined how the topological terms of nonlinear sigma models can be
turned into a tool to discriminate SPT and non-SPT states, we wish to reflect here
on the somewhat curious fact that in the above, the reduction of the number of
“active” components of the unit vectors n (for the 1+1d case) and N (for 3+1d)
by one was necessary in order to build in a nontrivial topological structure into the
wavefunctional 66. The mathematical reason for this necessity can be understood by
noting that the winding numbers of Eqs. (88) and (97) relevant to this purpose each
involve unit vectors with two and four components, each with one component less
than their initial sigma model actions. In other words, the reduction was required
so that the surface action derived out of the bulk θ term can be endowed with a
nontrivial topology. While this is a powerful scheme, one may opt for an analysis
which is less restrictive, since, for the 1d case for instance, the Haldane gap state does
not require that the system be in the planar limit. The resolution to this apparently
important aspect of the problem is beyond the scope of this short review and will
be taken up elsewhere.
oBy carrying out a fugacity expansion into the dual action of a monopole (instanton) gas ensemble,
one sees that this interpolation occurs without closing the energy gap.
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3.4. Summary
To summarize this section, we have described the stepwise construction of SPT
state in 1+1d and 3+1d, which are both described in terms of nonlinear sigma
models with topological terms. Here a rich interplay between topological terms
differing by one space-time dimension-θ terms and Wess-Zumino/Chern Simons
terms came into play. The 1+1d case was applied to Haldane gap states at the
planar limit, as well as to magnetization plateau in a 1d spin chain. Although at
present it is not clear as to exactly what physical system our 3d effective theory
describes, it is intriguing that the building blocks are the same actions which appear
in the theory of competing orders which were taken up in the earlier part of this
article. Interesting topological states of matter may thus be in store in systems
related to those discussed there. It is also suggestive that effective theories of SPT
phases, e.g. those concerning certain quantum Hall states, also featuring nonlinear
sigma models and their topological terms have appeared in work based on other
approaches 75,66. A complete classification of SPT states is an important subject
which is still under development. A powerful framework for this purpose utilizing
group cohomology was put forth in Ref. 76. There the authors start from special 1d
ground state wavefunctions (the so-called matrix product states) which are simple
enough so that their symmetry properties can be put to detailed analysis, which
enables one to explicitly construct a wide class of SPT states. These wavefunctions
were further recasted into a path integral over a topological nonlinear sigma model
(where only the θ term is present) taking values on abstract symmetric spaces.
This field-theoretical interpretation of wavefunctions of SPT states has the virtue of
being generalizable to higher dimensions. While there are some apparent similarities
between that approach and the semiclassical theories taken up in the above, much
remains to be done to understand the whole picture of this rich subject.
4. Conclusion
Topological excitations and their nonperturbative effects are two key words in
the present review article. The first part covered their nonperturbative effects on
strongly coupled field theories in the presence of itinerant fermions and the second
part included their roles in classifying interacting topological phases in the absence
of itinerant fermions. In both parts topological terms played their essential roles
in the nonperturbative physics of topological excitations, where the first subject
was on the role of topological excitations in conformal invariant fixed points in
the presence of topological terms while the second subject was on that in gapped
phases characterized by the interplay between topological excitations and topolog-
ical terms.
For “metallic” systems, we have two kinds of well defined quantum phases as our
starting points: One is the Fermi-liquid state described by Landau’s Fermi-liquid
theory and the other is the Luttinger liquid state described by the Luttinger liquid
theory. In the first part we made a conjecture that one dimensional physics can
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be generalized into two dimensions when electron correlations are strong enough,
referred to as universal one dimensional physics. Our reference was the SO(3) non-
linear σ−model with the Berry phase term, regarded to be a well-known example
for the Luttinger-liquid physics. An essential point was that this UV effective field
theory will flow into the SO(4) WZW theory at IR, well known to be as an ex-
act solution for the Heisenberg spin chain with spin 1/2, although the underlying
renormalization group path from the UV to the IR has not been understood, where
nonperturbative effects of skyrmions (instantons) in the nonlinear σ−model in the
presence of the Berry phase term are unknown. However, it seems to be clear that
the nonperturbative physics of the UV effective field theory can be introduced within
the perturbative analysis of the IR conformal field theory, where the perturbative
renormalization group analysis for the SO(4) WZW theory results in the deconfined
critical physics of the spin chain. The underlying mechanism for this surprising re-
sult is that the Berry phase term assigns an additional quantum number involved
with valence bond ordering to the skyrmion core and such valence bond fluctua-
tions become symmetry equivalent with antiferromagnetic fluctuations. The inter-
play between topological excitations and topological terms in critical systems may
allow enhancement of global symmetry from UV to IR, making the nonperturbative
physics of topological excitations at UV visible in the perturbation framework with
enhanced global symmetries at IR.
This universal one dimensional physics has been generalized into two dimen-
sions, referred to as deconfined quantum criticality and described by the SO(5)
WZW theory. The first part of this review article focused on how to generalize
the SO(5) WZW theory in the presence of doped holes. In this respect Eq. (20)
contains the main message of the first part. First of all, scattering between valence
bond fluctuations and doped holes will be quite difficult to describe in the present
technology if we start from the UV nonlinear σ−model field theory, where valence
bond fluctuations should be described by monopole-type excitations. However, we
have well defined vertices for the scattering problem within the SO(5) WZW formu-
lation, expected to allow us to deal with such effective interactions perturbatively.
In other words, the nonperturbative problem involved with scattering between itin-
erant electrons and magnetic monopoles is translated into the perturbative one
associated with that between doped holes and valence bond excitations. Performing
the perturbative renormalization group analysis, we are lead to suspect that the
high Tc superconducting state may be identified with the two-dimensional general-
ization of the Emery-Luther phase, which valence bond fluctuations are responsible
for. We would like to mention that this is a meaningful progress on the issue on
how to introduce the nonperturbative physics into strongly coupled conformal field
theories.
We believe that the universal one dimensional physics is not limited to the
strong-correlation limit, i.e., the case when the ratio between the interaction energy
and kinetic one is infinite. Indeed, we observed that essentially the same situation
can appear near the metal-insulator transition particularly on a honeycomb lattice.
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We applied this scenario to the case of “weak” coupling metallic antiferromagnetic
quantum criticality, where itinerant electrons still remain strongly coupled with
antiferromagnetic fluctuations, implying that vertex corrections should be incorpo-
rated consistently beyond the Hertz-Moriya-Millis framework. Since the nature of
the conformal fixed point is not clarified yet, this application should be addressed
more carefully.
The generalization of one dimensional physics towards higher dimensions also
plays an important role when classifying gapped topological phases, which is the
subject covered in the second part. A central mathematical apparatus employed
here is the fact that the (1 + 1)d θ−term in the SO(3) nonlinear σ−model can be
expressed as the staggered summation over a collection of (0 + 1)d WZW terms
(single spin Berry phases) aligned along a one dimensional spatial extent, as is
well known from the work of Haldane. It proves convenient for our purpose to
observe that this scheme can also be carried out in the complex projective (CP1)
representation of the SO(3) nonlinear σ−model, where the staggered summation for
the (0 + 1)d Chern-Simons term results in the CP1 representation of the (1 + 1)d
θ−term. After discussing the (1 + 1)d setup, this mathematical parallelism was
generalized to three spatial dimensions, where the starting point corresponding to
the (0 + 1)d WZW term in the SO(3) nonlinear σ−model is now the (2 + 1)d
WZW term in the SO(5) nonlinear σ−model. Meanwhile when we resort to the
quaternionic projective (HP1) representation, the gauge-field term corresponding
to the (0 + 1)d Chern-Simons term is the (2 + 1)d nonabelian Chern-Simons term
which appears in the HP1 representation of the SO(5) WZW theory. The idea was
to perform a stacking layer construction along the z−direction which amounts to
a staggered summation over these (2 + 1)d topological terms. It is verified easily
that starting with the WZW term, we arrive at the (3+ 1)d θ−term of the (3+ 1)d
SO(5) nonlinear σ−model. In the same way, the staggered summation over the
(2 + 1)d nonabelian Chern-Simons terms gives us the θ−term of the SU(2) Yang-
Mills theory, i.e. we obtain the HP1 representation of the SO(5) nonlinear σ−model
which contains an F ∧F type θ−term. This set of interrelated effective field theories
allows us to discuss symmetry protected topological phases in three dimensions
based on a solid platform.
Classification of gapped topological phases can be achieved by investigating the
dynamics of topological excitations, where instanton excitations carry nontrivial
quantum numbers inherited from the topological θ−term, which in turn can mod-
ify the dynamics of instantons in a significant way. In this respect it is a natural
strategy to attempt to construct an effective dual field theory in terms of topologi-
cal excitations, into which the role of the topological term is encoded. In (1 + 1)d,
the sine-Gordon action for vortices in the planar limit of the Heisenberg spin chain
turns out to have two distinct vortex phases, depending on the even-odd parity of
the coefficient of the θ−term (which, physically, is just the parity of the spin quan-
tum number), which classifies insulating states into topologically nontrivial and
trivial ones. This classification can also be reached through a study the ground-
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state wave function. It turns out that the ground-state wave function for the odd
spin case exhibits a characteristic sign dependence on the even-odd parity of the
topological charge, while their amplitude (norm) remains the same for all topo-
logical sectors. Meanwhile, the wave function for the even spin case does not have
this sign dependence and can thus be regarded as being topologically trivial. The
crucial point is that the former ground state cannot be connected adiabatically
to the latter as long as inversion symmetry is preserved. Such states are referred
to as symmetry protected topological phases. It proves straightforward to extend
this classification scheme for one dimensional physics is to three dimensions, where
a similar sine-Gordon-type action can be constructed to describe the dynamics of
SU(2) instantons in the presence of the topological θ−term. However, various types
of topological excitations can arise based on the SO(5) nonlinear σ−model with
the (3 + 1)d θ−term or its HP1 representation, depending on the symmetries of
the considered system. In order to fully classify three dimensional gapped phases,
it is thus necessary to investigate the dynamics of various topological excitations
in more depth, and to see how they depend on the nature of topological terms and
global symmetries.
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