In recent years, machine learning techniques (MLTs) have been applied to accelerate the analysis and design of electromagnetic devices. Algorithms such as artificial neural networks or support vector machines for regression (SVRs) have been proposed for the design of large reflectarrays for space applications at a single frequency. However, multifrequency optimization of such large antennas has not been tackled with MLTs. In this letter, for the first time, we propose a technique based on the use of SVR analysis to obtain the reflection coefficients to accelerate the design of a very large shaped-beam reflectarray for direct broadcast satellite in a 15% bandwidth. An in-house method of moments based on local periodicity is employed to generate samples to train the SVRs for each considered frequency. Then, the surrogate model is used for a design at central frequency, which is used as starting point for a wideband design procedure that is accelerated more than an order of magnitude without a significant loss of accuracy. It is shown that, by the virtue of the proposed methodology, the minimum copolar gain in the coverage zone is improved more than 10 dB at the upper frequency while maintaining a computationally efficient design procedure.
phase delay [1] , [2] . The first problem may be solved by employing wideband printed elements that introduce several resonances [3] [4] [5] . Also, the use of subwavelength elements may improve the bandwidth [6] , although at the expense of reducing the phase-shift range [7] , limiting the design of shaped-beam reflectarrays. More complicated elements may provide at least a 360 • phase shift [8] , although the analysis becomes slower due to the complexity of the unit cell. The second factor may be overcome by adjusting the geometry of the unit cell at several frequencies [3] , [9] , using true time delay reflectarray elements [10] , increasing the f/D ratio [2] , or using curved [11] , [12] or faceted [13] [14] [15] reflectarrays.
Machine learning techniques [16] such as neural networks (NNs) have been employed for the analysis [17] , [18] and design [19] , [20] of reflectarrays. Deep learning NNs were employed in [21] to predict the phase shift. In [22] , kriging was proposed to predict the electromagnetic response of reflectarray elements. Support vector machines (SVMs) for regression were also used to accelerate the analysis of reflectarrays [23] , and for the direct optimization of reflectarrays [24] , although only at a single frequency, yielding a narrowband design. Another approach to accelerate computations is to employ a Floquet modal expansion with equivalent circuits [25] .
In this letter, for the first time, a wideband reflectarray design technique, which is based on the use of SVMs for regression (SVRs) analysis to greatly accelerate computations without a significant loss of precision, is proposed, obtaining a wideband, dual-linear-polarized, shaped-beam reflectarray for direct broadcast satellite (DBS) application. The unit cell is characterized using an in-house method of moments based on local periodicity (MoM-LP), which is employed to generate samples of the electromagnetic behavior of the unit cell to train the SVR, as well as to validate the final solution. The SVR kernel is Gaussian, and the selection of the kernel (γ) and soft margin (C) parameters is based on an efficient grid search that greatly accelerates the training process with regard to an exhaustive one. The obtained surrogate model is compared with simulations from MoM-LP, showing a high degree of accuracy. A wideband design based on those surrogate models is then carried out. The final layout almost fulfills requirements in a 15% bandwidth, demonstrating the capabilities of the SVR-based proposed technique.
II. SVR MODEL OF THE REFLECTARRAY UNIT CELL
For each frequency, the feed generates an incident field ( E inc (f )) on the reflectarray surface that varies with frequency. Then, the reflected tangential field ( E ref (f )) is related to the incident field through the following matrix of reflection coefficients for a given unit cell:
This matrix is computed using a full-wave analysis tool; in the present case the MoM-LP is described in [26] , which analyzes the unit cell shown in Fig. 1 . The coefficients are complex numbers. ρ xx and ρ yy are known as the direct coefficients and mainly control the copolar pattern for each linear polarization (X and Y, respectively). ρ xy and ρ yx are the cross-coefficients and mainly contribute to the cross-polar pattern. Thus, when performing copolar only synthesis, assuming ρ xy = ρ yx = 0 is a good approximation [27] [28] [29] . Once the reflected tangential field is obtained, the far field may be readily computed [1] . The chosen unit cell is shown in Fig. 1 . It has been designed to provide broadband performance in dual linear polarization [30] , and it is composed of two sets of four parallel dipoles. Each set controls the phase shift for a linear polarization by adjusting the lengths of the dipoles. Thus, the width of the dipoles will be fixed to 0.5 mm and the separation between adjacent dipoles to 4 mm. Commercial substrates were chosen, the Arlon AD255C for layer A with h A = 2.363 mm and ε r,A = 2.17 − j0.0020, and the Diclad 880 for layer B, with h B = 1.524 mm, ε r,B = 2.55 − j0.0036 [31] .
The goal of the SVR [32] is to obtain the surrogate models of (1) for each cell and frequency. We consider two input variables for each SVR, T x , and T y , related to the dipole lengths as [31] follows:
T x and T y allow to control the phase shift for linear polarizations X and Y, respectively. In addition, T x , T y ∈ [4, 10] mm to avoid highly resonant behavior of the unit cell.
We estimate the phase of the direct reflection coefficients by modeling their real and imaginary parts. In addition, we separately model their magnitude in order to increase the accuracy [23] . Thus, we model N c = 6 real-valued functions per unit cell. Let ρ R,I be the real or imaginary part of any reflection coefficient in (1) . Then, the SVR provides an estimation of ρ R,I , noted asρ R,I . One has the following:
is a vector with the geometrical features of the unit cell used as input variables for the SVR; x k is the kth support vector; N s is the number of support vectors; α − k and α + k are the kth optimal Langrange multipliers; b is the offset; and K is the kernel function, which in this case is a Gaussian bell (3) minimizes a regularized risk functional [33] that takes into account the flatness ofρ and the empirical errors (scaled by parameter C).
In addition, we consider a discrete set of N a = 52 angles of incidence to the reflectarray cells given by:
. . , N} and × stands for the Cartesian product. This set is reduced to N a = 26 by using symmetries. Notice that, due to the reflectarray optics, high values of θ are associated with low ranges in ϕ. Finally, we also model separately each considered frequency (10.95, 11.40, 11.85, 12.30, and 12.75 GHz), which yields N f = 5. Thus, a total of N c N a N f = 780 models are generated.
Obtaining each surrogate model involves the training of an SVR, and its statistical effectiveness depends on the proper selection of the set (C, γ). A total of 2500 samples in a random grid for each model are generated. We use cross-validation to select the optimal (C, γ) following [23] , with 70% of the samples for training, 15% for validation, and 15% for test. The chosen number of training samples is a conservative tradeoff between accuracy and training time for this kind of problems [23] . A mean training time of 38 s is achieved in an Intel Core i7-5600U at 2.6 GHz. The mean test error for all coefficients, all angles of incidence, and frequencies have been calculated according to [23, Eq. 11] and is −40.9 dB. This ensures a high degree of accuracy in the prediction of the direct reflection coefficients. Fig. 2 shows the phase and magnitude of ρ xx for oblique incidence at the five frequencies. It is shown that the SVRs provide accurate results with regard to the MoM-LP. The mean absolute deviation for all the phase-shift curves in Fig. 2 is 2.25 • , while for the magnitude is −56.8 dB. Similar results were obtained for other coefficients and angles of incidence. Finally, it is worth noting that including the angles of incidence as the input variables of the SVR does not increase the regression accuracy, while considerably increasing training time.
III. BROADBAND REFLECTARRAY DESIGN

A. Central Frequency Design
A rectangular printed reflectarray in single-offset configuration is considered [9] . The reflectarray is comprised of 74 × 70 elements, with a periodicity of 14 × 14 mm 2 . A Gaussian feed horn antenna from Flann Microwave was selected, and it is modeled as a cos q θ function, with the q parameter matching the measured patterns. The feed generates an illumination taper of −14.8, −17.0, −18.5, −22.3, and −25.3 dB at 10.95, 11.40, 11.85, 12.30, and 12.75 GHz, respectively. In addition, the feed phase center is placed at (−358, 0, 1070) mm with regard to the reflectarray center. The same European coverage as in [9] is considered, corresponding to a satellite in geostationary orbit at 10 • E longitude. The goal is to achieve a minimum copolar gain of 28 dBi in a 15% frequency band (10.95-12.75 GHz).
First, the generalized intersection approach (IA) [34] at central frequency is applied for a phase-only synthesis in several stages, as described in [35] . In this way, the required phase shift for both linear polarizations is obtained such that the radiated far field fulfills the requirements. Then, by using a zero-finding routine, the values of T x and T y are sought for each reflectarray element to match the required phase shift at the central frequency. The use of the SVR allows to accelerate the analysis and design procedure more than three orders of magnitude. Fig. 3(b) shows the radiation pattern for Y-polarization at central frequency (11.85 GHz) . It fully complies with the specifications at that frequency. However, as it can be seen from Fig. 3(a) and (c), it is far from complying at extreme frequencies (10.95 and 12.75 GHz).
B. Optimization Algorithm
For the multifrequency optimization, the generalized IA is also employed. In particular, the algorithm described in [36] , which is adopted for reflectarray antennas. The functional that is minimized in the backward projector now takes into account the far field of the reflectarray at several frequencies. One has the following:
In (4), M is the number of observation points where the far field (gain) is computed; r k = (u, v) k , u = sin θ cos ϕ, v = sin θ sin ϕ; W f is a weighting function, which depends on the frequency and observation point; G f is the reference gain; and G f is the current gain radiated by the reflectarray, which depends on the SVR model (ρ f ), and by extension, on the optimizing variables (T x and T y ). Equation (4) represents a weighted Euclidean distance between the current and reference gains [36] , and it is minimized using the IA by employing the Levenberg-Marquardt algorithm [29] in the backward projector.
C. Results for Wideband Performance
For the multifrequency optimization, the design at the central frequency is employed as starting point. The optimization is done in several steps, increasing progressively the number of optimizing variables to improve convergence [34] . This is done by selecting reflectarray elements from the center outward in concentric circles. In the last step, all elements are optimized at the same time, thus having a total of 10 360 optimizing variables (T x and T y for each reflectarray element). Fig. 3 shows the initial and optimized radiation patterns for Y-polarization at central (11.85 GHz) and extreme frequencies (10.95 and 12.75 GHz). The layout was simulated both with MoM-LP using the real angle of incidence at each reflectarray element (solid lines) and SVR with the discretized angles (dashed lines). As it can be seen, the SVR-based simulation predicts the radiation pattern with a high degree of accuracy, as it was expected from the results of the reflection coefficients shown in Section II. For these three frequencies, the minimum copolar gain is 27.84, 28.81, and 28.11 dBi at 10.95, 11.85, and 12.75 GHz, respectively. Although at 10.95 GHz, it does not achieve the minimum copolar gain of 28 dBi, but it fulfills specifications in 90.3% of the coverage surface. Table I summarizes the results for both linear polarizations at the five frequencies for the initial and optimized layouts. The  Table includes the simulations of the layouts with MoM-LP and SVR to assess the accuracy of the surrogate models. In addition, the MoM-LP simulations were carried out for two different distributions of the angles of incidence: 1) the real angles at each reflectarray element; and 2) the discretized angles of incidence employed by the SVR and given in Section II. As it can be seen, the minimum gain predicted by the SVR is close to the one computed using MoM-LP, and more similar results are obtained when both the tools employ the same angles of incidence. This is consistent since the error of the surrogate models is very low, as shown in Section II, and it translates to a good prediction of the radiation patterns.
Regarding the optimized layout, it completely fulfills the specifications at 11.40, 11.85, and 12.30 GHz, and also at 12.75 GHz for polarization Y. At 10.75 GHz, it is close to fulfill the 28 dBi requirement. It is noteworthy to remark the improvement at 12.75 GHz, since the minimum copolar gain has improved more than 10 and 4 dB for polarizations X and Y, respectively. In the case of 10.95 GHz, the improvement is better than 1.5 dB for both the polarizations. It has been checked that the reflectarray fulfills the 28 dBi in the range 11.05-12.50 GHz in dual linear polarization, which corresponds to a 12.2% bandwidth. This has been achieved by only employing one degree of freedom per cell and polarization.
Finally, the multifrequency optimization was carried out in an Intel Xeon E5-2630 v4 CPU at 2.2 GHz. While using the MoM-LP tool, each iteration took a mean time of 735.1 s (more SAME ANGLES USED BY THE SVR) AND SVR than 12 min), and using the SVR it was reduced to 34.96 s per iteration: a speed-up larger than one order of magnitude (speed-up of 21). Taking into account that the optimization took close to 500 iterations, the total time savings was more than 90 h (from 102 h using MoM-LP to 4.8 h using SVR), while keeping a high degree of accuracy by using SVR. The speed-up for the monochromatic case is 3.6, further demonstrating the usefulness of SVRs for wideband optimization.
IV. CONCLUSION
In this letter, SVRs have been employed to perform a multifrequency design of a very large shaped-beam reflectarray for DBS application in dual linear polarization. The SVR yields the surrogate models of the unit cell electromagnetic behavior to predict the values of the reflection coefficients at different frequencies and angles of incidence. Each SVR training takes less than 40 s, while obtaining a high degree of accuracy compared to MoM-LP. The mean test error for all coefficients for all angles of incidence and frequencies is −40.9 dB. A layout obtained at central frequency is used as starting point for a multifrequency optimization, considering five equispaced frequencies. After the optimization, the reflectarray completely fulfills the 28 dBi requirements in a 12.2% bandwidth, and it is close to fulfill requirements in a 15% bandwidth. This has been achieved using only one degree of freedom per unit cell and polarization. The improvement in the minimum copolar gain at 12.75 GHz is more than 10 and 4 dB for polarizations X and Y, respectively. Finally, the optimization procedure is accelerated more than one order of magnitude using SVR instead of MoM-LP in the analysis step, saving a considerable amount of time, more than 90 h in the present case, while obtaining a high degree of accuracy with regard to MoM-LP simulations. This letter demonstrates the suitability of SVR analysis based broadband design of very large reflectarrays for space applications.
