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Abstract
Human reasoning about developments of the world involves always an assumption of inertia.
We discuss two approaches for formalizing such an assumption, based on the concept of an
explanation: (1) there is a general preference relation ≺ given on the set of all explanations and
(2) there is a notion of a distance between models and explanations are preferred if their sum
of distances is minimal. Each distance dist naturally induces a preference relation ≺dist. We
show exactly under which conditions the converse is true as well and therefore both approaches
are equivalent modulo these conditions. Our main result is a general representation theorem in
the spirit of Kraus, Lehmann and Magidor. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Reasoning about developments or changing situations 1 is an important problem in
Arti:cial Intelligence, as has been recognized very early. Much of human reasoning
about these problems is based on the assumption that the world is relatively static. We
will, for instance, hesitate to accept an explanation as plausible which involves many
and unmotivated changes.
Generally, there is always an assumption of inertia formalizing that certain properties
tend to persist over time. Many nonmonotonic logics have been used to formalize per-
sistency [3]. E.g. circumscriptive approaches try to minimize change by circumscribing
 Preliminary results of this paper appeared in the Proceedings of the 19th Conference on Foundations of
Software Technology and Theoretical Computer Science (FSTTCS’99), C. Pandu Rangan and V. Ramam
and R. Ramanujan (editors), Madras, India, 1999. Lecture Notes in Computer Science 1738, pp. 142–152.
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1 The term situation is not to be confused with the same term in situation calculus.
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certain predicates (see [17, 9]). Default logics formalize persistency by stating special
default rules [8]. In logic programming, various versions of negation-as-failure have
been de:ned to specify that Kuents persist if other Kuents can not be proved to hold
(see [2, 5, 7]).
In this paper we generalize a particular approach introduced in [15, 16, 4]. The over-
all framework is propositional logic with respect to an underlying signature L. We
denote by ModL the set of all propositional models with respect to L. In this paper,
however, we do not make use of the fact that ModL is induced by L. We abstract
from this and view this set simply as a set of worlds denoted by W . The actual
world can then be simply represented as an element of W . In most cases, however,
we do not know the actual world. All we know is the current situation which is a set
of worlds.
Denition 1 (Situation S). A situation S is a set of worlds: S ⊆W . As usual, S can
be also viewed as a set Th of L-formulae: Th induces the set {A : A |= Th}⊆W .
How the world actually evolves (while certain actions occur) can be described by a
sequence of worlds.
Denition 2 (Sequence ; Explanation Expl). A sequence, denoted by ; 〈A1; : : : ;
An〉, is a :nite list of worlds: Ai ∈W . We also denote it by  := 〈1; : : : ; n〉. We
say that the sequence  explains the change from situation S to situation S?, if, by
de:nition, 1 ∈ S and n ∈ S?.
The sequence  is also called an explanation (this use was suggested by Daniel
Lehmann and the authors adopt it) for the change of S to S?. We denote by Expl(S; S?)
the set of all such explanations. By Expl we mean the set




of all explanations of all possible pairs (S; S?).
Thus, a sequence  describes the development of the world. We note that in general,
the change from an initial situation S to another situation S? may be described by
several diMerent developments, even if both S and S? consist of just one world.
Before going on with the technical de:nitions, some general comments about our
approach are in order:
(1) We assume discrete time, and a sequence of observations: At time 1, we observed
S1, at time 2 S2, etc., where the Si are (usually not complete) theories corresponding
to sets of worlds.
(2) An explanation of this sequence is a sequence of worlds 1, 2, etc., with i ∈ Si.
(3) Thus, given a :xed sequence of observations, its explanations all have the same
length.
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(4) We are interested to single out the best or more plausible explanations, and do
this by an assumption of inertia. A distance between worlds reKects the “cost” or
“probability” of a change from one world to the other.
(5) Consequently, we consider sequences of worlds with a small sum of distances
between the individual worlds of this sequence as more probable or plausible than
those whose sum of distances is big. Thus, such “minimal” explanations will be
considered best explanations of a given sequence of observations.
(6) A classical example of a distance between worlds is the Hamming distance, i.e.
the number of propositional variables in which they diMer. Other distances are
considered, e.g. in [12].
(7) Depending on our assumptions about the world, a number of approaches are pos-
sible. First, we can assume an abstract, arbitrary order between explanations, this
idea was pursued in [13]. Second, we can assume that explanations with repetitions
(i.e. the world has not changed at a certain moment) are better than those with-
out repetitions. Thus, the sequence 〈w; w〉 is considered better than the sequence
〈w; w′〉 — provided both explain a given sequence of observations. This idea was
pursued in [1]. In the present paper, we push the idea of inertia further, minimizing
the sum of changes involved in a sequence of worlds.
Such sequences from S to S∗, or explanations, may represent diMerent grades of
plausibility: some sequences are less plausible than others. This leads to the notion of
a plausible explanation illustrated in the next example.
Example 3 (Plausible explanations). Sequences that contain loops of the form 〈A1;
A2;A1〉 and thus are unnecessary long, should not be considered as plausible expla-
nations. A criterion of inertia is needed in order to rule out the unmotivated sequences
and to de:ne the set of plausible explanations.
Of course, the most general approach is to just assume any preference relation be-
tween explanations.
Denition 4 (Preference relation ≺). A preference relation ≺ is any relation on the
set of all explanations Expl
≺ ⊆Expl × Expl:
We call an explanation  ≺-preferred, if by de:nition,  is minimal with respect to
≺, i.e. there is no other explanation ′ 
=  with  ≺ ′.
In [13, 1], the authors state general representation results for preference relations
between arbitrary sequences of models. A more intuitive approach to exclude such
examples is due to [15, 16]. The idea is to assume the notion of a distance between
arbitrary worlds.
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Denition 5 (Distance dist). A distance dist is a function that associates to any two
worlds a nonnegative rational number:
dist: W ×W −→ Q; (A1;A2) → dist (A1;A2):
The idea of Winslett [15, 16] was to measure the sum of all distances in a sequence
and to consider those sequences as most plausible that correspond to minimal sums.
Denition 6 (Plausible explanations induced by dist: ≺dist). Let a distance be given
on W 2. Let also two situations S; S? and two explanations for the change from S to
S? := 〈1; : : : ; n〉; ? := 〈?1 ; : : : ; ?m 〉 be given (i.e. 1 and ?1 are both contained in
S and n and ?m are both contained in S
?).






dist (?i ; 
?
i+1): (1)
The most plausible explanations for the change from S to S? are those whose sum
of distances is minimal.
For a sequence  we denote by sum-dist() the number
∑n−1
i=1 dist(i; i+1).
Thus, if the notion of a distance is available, we can immediately de:ne an induced
preference relation ≺dist. But is the converse also true? I.e. given an arbitrary preference
relation ≺ between possible explanations, does there exist a measure of distance dist
on W such that
≺=≺dist ?
The aim of this paper is to completely solve this question by characterizing those
preference relations ≺ which can be generated by a distance dist. To do this we use
(an adaptation of) an old algorithm, going back to [6], to determine whether a set of
inequalities of sums has a solution.
The plan of the paper is as follows. After introducing some additional terminology
in Section 2, we prove in Section 3 a quite general fact, Proposition 13, which will
be important for our overall solution of the problem. It is an abstract representation
result (about constructing ranked orders) that can be instantiated to the situation we
are considering. Our main results are contained in Section 4, where we (1) prove
Proposition 14 (stating that the preferred sequences are completely determined by the
endpoints of certain intermediate sequences), and (2) formulate our main Theorem 19
and state the conditions (Criteria 15, 18 and De:nition 17) under which the equivalence
holds. Finally, Section 5 contains the proof of Theorem 19. This proof consists mainly
of an application of our results in Section 3 to the situation here and its combination
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with a variation of a result in [6]. We conclude with Section 6 by citing related
approaches.
2. Terminology
As already mentioned above, we assume discrete time, given by the integers N.
We also assume that we have only incomplete information about the state of aMairs
at times t1; : : : ; tn. This information is given by a sequence of situations (i.e. sets of
models)
Denition 7 (fin(2W )). A sequence  := 〈1; : : : ; n〉 is a :nite list of situations:
i⊆W . Equivalently, we can view  as the product
∏n
i=1i. A sequence  repre-
sents our knowledge about the world at times t1; : : : ; tn. We denote by :n(2W ) the











We denote by |i0
the restriction of  to the :rst i0 components.
If there is a distance dist or, more generally, a preference relation ≺ de:ned on W ,
we can determine the set of those sequences  with i ∈i for which sum-dist()
(see De:nition 6) is minimal. We call such sequences dist-preferred sequences. Anal-
ogously, we call sequences ≺-preferred if there are no other sequences  with i ∈i
that are smaller with respect to the relation ≺.
Denition 8 (dist- and ≺-preferred sequences). Let a sequence  := 〈1; : : : ; n〉 of
situations be given. We denote by
Prefdist () (resp: Pref≺ ())
the set of dist-preferred (resp. ≺-preferred) sequences of worlds that are compatible
with : those sequences  satisfying
(1) i ∈i (in particular  and  have the same length),
(2) sum-dist() is minimal (resp.  is ≺-preferred) among all sequences satisfying
(1).
Note that Prefdist() (resp. Pref≺()) are plausible explanations for the change of
situation 1 to n.
We now associate to any sequence of situations  the set of endpoints of dist- (resp.
≺-) preferred sequences compatible with .
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Denition 9 (End≺; Enddist). We de:ne the following functions, depending on the un-
derlying preference relation dist or ≺.
Enddist : :n(2W )→ 2W ;
 → {A∈W | ∃ ∈ Prefdist() s:t:2 n =A}
End≺ : :n(2W )→ 2W ;
 → {A∈W | ∃ ∈ Pref≺ () s:t:2n =A}
The function Enddist(·) for given dist has certain properties, which we will later use
to completely characterize it. In fact, we will prove a theorem of the form
If the function End≺ : :n(2W ) → 2W satis<es certain properties, then there is
a distance dist on W 2 such that End≺() = Enddist() for all ∈:n(2W ).
We would like to emphasize that our approach only assumes knowledge about
Enddist(〈1; : : : ; n〉), i.e. about the endpoints which are contained in n. We do not
assume anything about the endpoints of intermediate sequences of length less than n:
Enddist(|i) for i¡n.
Consequently, from Enddist() the set of all dist-preferred sequences cannot be recon-
structed. On the other hand, we show in Proposition 14 (Section 4) that knowledge of
the endpoints of intermediate sequences allows us to completely reconstruct Enddist().
Although it is not needed to formulate our problem, the following extension of
≺ from a relation between sequences  to a relation between sequences  is very
important in the proof of our main result.
Remark 10 (Extending ≺; ≺dist to sequences ). The relations ≺, (resp. ≺dist) can
be straightforwardly extended to relations between sequences :
 ≺ ′ if ; by de:nition;  ≺ 
′ for all  ∈ Pref≺(); ′ ∈ Pref≺(′);
(resp:  ∈ Prefdist(); ′ ∈ Prefdist(′)):
We assume that we have the information Enddist() only about products  of sets
of models, but not about arbitrary sets of sequences. Thus,
Enddist({a; a′} × {b; b′})
will be given, but, if a 
= a′ and b 
= b′; then Enddist({〈a; b〉; 〈a′; b′〉}) may not necessarily
be de:ned – the sequences 〈a; b′〉; 〈a′; b〉 are missing. On the other hand, we assume
that we can reason about unions of sets of sequences, in particular if a union of
products of sets is itself a product of sets, like
{a; a′} × {b; b′} = ({a} × {b}) ∪ ({a} × {b′}) ∪ ({a′} × {b}) ∪ ({a′} × {b′}):
Denition 11 (Legal sets of sequences). We call a set of sequences (of situations)
legal, if this set is a product of sets.
2 Note that  and  have the same length, say n.
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Thus, we can reason about arbitrary sets of sequences, but the world does not
give us information about arbitrary, only about legal sets of sequences. It seems a
natural hypothesis that the language of reasoning may be stronger than the language
of observation.
Obviously, the n are in a stronger position than the other intermediate i; by
de:nition of Enddist(). This corresponds to the fact that, considering a development
into the future, we are probably most interested in the :nal outcome. Conversely, given
a development from the past to the present, we might have most information about the
present.
There are, however, other directions of possible interest, and the reader will see
how to adapt our conditions and proofs to the case which interests him. We ex-
amine in this paper the two extremes – all Enddist(|i) are known, and, only one
Enddist(|i) is known. It should not be too diRcult to modify our results and techniques
accordingly.
3. An abstract representation result
We start our formal exposition with an abstract approach, which has proved useful
in many situations. The main result itself, Proposition 13, is neither conceptually nor
technically deep, but it serves very well as a guideline to prove general representation
theorems (in the :nite case) for operations based on distances.
Informally, our result shows that for the existence of a distance dist, it suRces to
show two properties (1) and (2). These two properties are suRciently close to the
operation considered to give an idea how to build the proof (or to see which properties
one still has to add for completeness). We refer to [14] for further applications.
Denition 12 (The abstract framework). Let the following be given:
(1) a nonempty universe U , an arbitrary set,
(2) a function  : :n(2U )→ 2U ,
(3) an equivalence relation ≡ on U (we write <u= for the equivalence class of u∈U
under ≡) such that <u= is :nite for all u∈U ,
(4) two relations ≺ and  on U with ≺ ⊆. We denote by ∗, (resp. ≺∗) the
transitive closure of  (resp. ≺).
We also assume that the following holds for , ≺ and :
(0) We assume two conditions: (A)⊆A; and “A 
= ∅ implies (A) 
= ∅”,
(1) if a∈A; <a=∩(A)= ∅; <b=∩(A) 
= ∅;
then there is b′ ∈ <b=∩A; b′≺∗ a,
(2) if a∈A; <a=∩(A) 
= ∅; <b=∩(A) 
= ∅;
then there is b′ ∈ <b=∩A; b′∗ a.
In the :rst part (Proposition 13(1)), we construct a ranked order C on U by extending
the relation ≺ (and ), and show that =C, where C is the minimality operation
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induced by C, i.e.
C(X ) := {x ∈ X : ¬∃x′ ∈ Xx′ C x}:
In the second part (Proposition 13(2)), we show the same for a suitably de:ned distance
function and a total order ¡.
Before stating the main proposition of this section, we introduce two notions:
• An ordering C on U is called ranked, if, by de:nition, there exists a function
rank: U →T from U to a strict total order (T;¡T ) such that
u C u′ if and only if rank(u) ¡T rank(u′):
• We say that u⊥u′ if, by de:nition, u is incomparable with u′ with respect to the
order C.
Proposition 13 (Constructing ranked orders). (1) If the relation  is free from cy-
cles containing ≺; then ≺ can be extended to a ranked order C s.t. for all A⊆U
and a∈A :
<a= ∩ (A) = ∅ if and only if <a= ∩ C(A) = ∅:
(2) If; in addition; U is a set of abstract distances d(·; ·) over some space W; i.e.
U = {d(x; y): x; y∈W} s.t.; in addition to the conditions 0; 1; 2 the following
holds:
(d1) ∀x; y∈W : x 
=y implies d(x; x)≺d(x; y),
(d2) ∀x; y∈W : d(x; x)d(x; y)
and the relation  is free from cycles containing ≺; then there is a to-
tally ordered set (Z;¡) with a minimal element 0 and a distance function
dist :W ×W →Z s.t.
(a) 0= dist(x; x) for any x∈W;
(b) d(u; v)≺d(x; y)→ dist(u; v)¡dist(x; y);
d(u; v)d(x; y)→ dist(u; v)6dist(x; y);
(c) for all A⊆U; a∈A: <a=∩(A)= ∅ if and only if <a=∩¡(A)= ∅.
The proof of this proposition uses two notes that are independent of it and will be
shown at the end of this section.
Proof. The proofs of (1) and (2) are very close, and have a common beginning.
Let ≺+ and + be the closures of  under reKexivity and ≺ = under transitivity,
more precisely:
• a+ a,
• a b implies a+ b, and a≺ b implies a≺+ b,
• a+ b+ c implies a+ c,
• (a+ b≺+ c or a≺+ b+ c or a≺+ b≺+ c) implies (a≺+ c and a+ c).
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We de:ne the following relation on U 2:
a ≈ b if and only if (a+b and b+a):
≈ is an equivalence relation. We denote the equivalence class of a with a˜.
Furthermore, let
Z =def {a˜ : a ∈ U}:
We de:ne ≺ on Z2 by a˜≺ b˜ if and only if a+ b, but a˜ 
= b˜ (thus b + a). This is
well de:ned, and ≺ on Z is transitive and free of cycles as well. (For the latter, e.g.
a˜≺ b˜≺ a˜ implies a˜= b˜.)
We now turn to the two parts of the proof.
(1): We :rst extend ≺ on Z to a strict total order ¡ on Z . Then we de:ne the relation
C on U 2:
aC b if ; by de:nition; a˜¡b˜: (2)
C is a ranked order on U (via a → a˜).
We have to show <a=∩(A)= ∅ if and only if <a=∩C(A)= ∅. Let a∈A.
(a) Let <a=∩(A)= ∅. By (0) there is a b∈A with <b=∩(A) 
= ∅. By 1, there
is b′ ∈ <b=∩A and b′≺∗ a. By Note 1 we have b′¡a and a =∈¡(A), therefore
<a=∩C(A)= ∅.
(b) Suppose <a=∩C(A)= ∅, but <a=∩(A) 
= ∅. Choose a′ ∈ <a=∩A which is C-
minimal in <a=∩A (i.e. there is no a′′ ∈ <a=∩A with a′′Ca′). This is possible,
as <a=∩A is :nite and C is free from cycles. As <a=∩C(A)= ∅, there is
b∈A, bCa′. If <b=∩(A)= ∅, then by (1) there is a′′ ∈ <a=∩A, a′′≺∗ b, so
by Note 1 a′′C bCa′, which is a contradiction.
If <b=∩(A) 
= ∅, then by (2) there is a′′ ∈ <a=∩A, a′′∗ b. By Note 1,
a′′C b or a′′⊥b or a′′= b. If a′′⊥b, then, using rankedness a′′C a′. If a′′C b,
then a′′C a′ by transitivity. This is a contradiction.
(2): As in Step 1, we extend ≺ on Z to a strict total order ¡ on Z and de:ne
dist(x; y) : = d˜(x; y): (3)
The rest of the proof for (2) is almost verbatim the same as the one for (1): It
remains to show <a=∩(A)= ∅ if and only if <a=∩¡(A)= ∅. Let a∈A.
(a) Let <a=∩(A)= ∅. By (0) there is a b∈A with <b=∩(A) 
= ∅. By 1, there
is b′ ∈ <b=∩A and b′≺∗ a. Therefore (Note 2), we have dist(b′)¡dist(a) and
a =∈¡(A), therefore <a=∩C(A)= ∅.
(b) Suppose <a=∩¡(A)= ∅, but <a=∩(A) 
= ∅. Choose a′ ∈ <a=∩A ¡−minimal
in <a=∩A (i.e. there is no a′′ ∈ <a=∩A dist(a′′)¡dist(a′)). This is possible, as
<a=∩A is :nite and ¡ is free from cycles. As <a=∩¡(A)= ∅, there is b∈A,
dist(b)¡dist(a′). If <b=∩(A)= ∅, then by (1) there is a′′ ∈ <a=∩A, a′′≺∗ b,
so dist(a′′)¡dist(b)¡dist(a′) — this is a contradiction. If <b=∩(A) 
= ∅,
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then by (2) there is a′′ ∈ <a=∩A, a′′∗ b. So by Note 2; (b) dist(a′′)6dist(b);
contradiction.
Note that we use in both cases for the representation result essentially Note 1 or 2,
respectively, independent of the details of the construction of the order 6=¡ from
=≺.
Note 1. Let a; b∈W and let C as de<ned in Eq. (2).
(1) a≺∗ b → aC b;
(2) a∗ b → aC b or a⊥ b or a= b.
Proof. (1) a≺∗ b→ a+ b; but not b+ a (otherwise there is a cycle involving ≺);
so a˜≺ b˜; so a˜¡b˜; so aC b.
(2) a∗ b → a+ b. If b+ a too; then a ≈ b; and a⊥b or a= b. Otherwise a˜¡b˜;
so aC b.
Note 2. Let u; u′; v; v′ ∈U and let dist as de<ned in Eq. (3).
(1) d(u; v)≺∗ d(u′; v′) implies dist(u; v)¡dist(u′; v′);
(2) d(u; v)∗ d(u′; v′) implies dist(u; v)6dist(u′; v′);
(3) The de<nition 0 =def dist(x; x) for any x∈W is well de<ned. In addition; the
following holds:
(a) 06dist(x; y) for any x; y∈W;
(b) 0¡dist(x; y) if and only if x 
=y∈W .
Proof.
1. d(u; v)≺∗ d(u′; v′) implies d(u; v)+ d(u′; v′), but not d(u′; v′)+ d(u; v) (other-
wise there is a cycle involving ≺), so d˜(u; v)≺ d˜(u′; v′), so d˜(u; v)¡ d˜(u′; v′), so
dist(u; v)¡dist(u′; v′).
2. d(u; v)∗ d(u′; v′) implies d(u; v)+ d(u′; v′). If d(u′; v′)+d(u; v) too, then d(u; v)
≈ d(u′; v′), and dist(u; v)= dist(u′; v′). Otherwise, d˜(u; v)¡ d˜(u′; v′), so dist(u; v)
¡dist(u′; v′).
3. 0 is well de:ned by (d2) and 2. 06dist(x; y) holds by (d1), (d2), 1., 2.. 0¡dist(x; y)
if and only if x 
=y holds for the same reasons.
4. Updating by minimal sums
Before formulating our main results, we need some additional notation: If  is a
sequence and a a point, a will be the concatenation of  with a. Consequently,
(1) ×A will denote the set of all sequences a, a∈A.
(2) ×A will denote the set of all sequences a, ∈, a∈A. Likewise, × a by
abuse of notation.
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The following lemma illustrates that, if we also know the preferences for suitable in-
termediate observations, we can totally determine the preferred sequences. The meaning
of “suitable” will become clear in the proof of the lemma.
Proposition 14 (Prefdist() induced by intermediate Enddist(|i)). Let  be a seq-
uence in the sense of De<nition 8.
Prefdist() is reconstructible from Enddist(′|i) for suitable 
′ with ′i ⊆i.
Proof. Fix i.
Case 1: Enddist(|i)= {ai}. Then for all x∈ Enddist(|i−1) there is a preferred se-
quence containing 〈x; ai〉 as a subsequence. Likewise, for y∈ Enddist(|i+1).
Case 2: |Enddist(|i)|¿1. If, e.g. |Enddist(|i−1)| = 1, we apply Case 1 to i−1.
So suppose |Enddist(|i−1)|¿1, and, for the same reason, |Enddist(|i+1)|¿1. Fix ai
∈ Enddist(|i), and consider [i={ai}], where i has been replaced by {ai}, i.e.
[i={ai}] =def 1 × · · · × {ai} × · · · × n:
If ai−1 =∈ Enddist([i={ai}]|i−1), then there is no preferred sequence through 〈ai−1; ai〉
in : Any such sequence ′ through 〈ai−1; ai〉 is already in [i={ai}]⊆, and there is
a better one in [i={ai}]⊆.
Suppose ai−1 ∈ Enddist([i={ai}]|i−1). As ai ∈ Enddist(|i), there is a preferred se-
quence in  through ai. It is already in [i={ai}]. But in [i={ai}], there is one through
all ai−1 ∈ Enddist([i={ai}]|i−1). By rankedness, all are preferred in . So there is a pre-
ferred sequence in  through 〈ai−1; ai〉 for all ai−1 ∈ Enddist([i={ai}]|i−1). The same
argument applies to i + 1.
Suppose now ; ′ ∈ Prefdist(), and i = ′i . Let = #∗, where # = 1 : : : i,
∗= i+1 : : : n. Likewise let ′= ′#′∗. Then also #′∗ and ′#∗ ∈ Prefdist(). For
if not, then e.g. sum-dist(#)¿sum-dist(′#), as ′ ∈ Prefdist(), but then sum-dist
(#) + sum-dist(∗)¿sum-dist(′#) + sum-dist(∗), contradicting ∈ Prefdist().




belongs to Prefdist(), and no others.
Our next theorem is the main result of this paper. In Section 2, we have shown that
a preference relation ≺ between worlds implies the existence of a function
End≺ : :n(2W )→ 2W :
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In general, the properties of this function depend on the underlying ≺ relation. Indeed,
if there is a distance dist then the induced function
Enddist : :n(2W )→ 2W
has a lot of properties, due to this distance function. In our main theorem we want to
completely characterize the general function End≺(·) by suitable such properties.
For the following, let therefore End≺(·) be any function from :n(2U ) to 2U (like
in De:nition 12). We are looking for conditions on End≺(·) which guarantee the
existence of a distance with suitable order and addition on the values and which singles
out End≺() exactly for all legal . If the relation ≺ is induced from a distance dist
then the following holds:
Criterion 15 (Important conditions).
(C1) End≺()⊆n; if n is the last component of ;
(C2)  







There is one last condition that we need in order to prove our equivalence result:
the (Loop) criterion. Before giving the technical details, we give some intuitive expla-
nations:
(1) If a choice function can be represented by a distance, then the relation generated
by it must be free of loops. So it must not be possible to conclude from the given
information that a + b c + d≺ a + b, otherwise, there would be no distances
a; b; c; d and addition + representing it. Thus, the Loop condition constrains the
general preference relation ≺. As we put suRciently many operations into the loop
condition, the Farkas algorithm used in our proof will terminate and generate the
representing distance.
(2) Note that the central conditions for representability in [11] (conditions (|S1); (|A2);
(|A3); (∗S1); (∗A2); (∗A3)) are also essentially loop conditions. This is not surpris-
ing, as the problem there is similar to the one posed here: we try to embed a
partial order into a total order, and this can only be done if the strict part of the
partial order does not contain any loops.
One of the important ingredients of Proposition 13 is the equivalence relation ≡.
We de:ne this relation on the set of all sequences of worlds as follows:
 ≡ ′ if ; by de:nition  and ′ have the same endpoint:
(1) If , ′ have the same length, then [; ′] := {′′ : ′′i ∈{i; ′i} for all i}.
Note that [; ′] is a (legal) product of sets (of size 62). Likewise, if  is a
legal set of sequences, and  a sequence, both of same length, then [; ] := {′ :
′1 ∈i ∪ {i}}.
(2) If , ′ are two sequences with n= ′1, then 
′ denotes their concatenation
〈1; : : : ; n; ′n; : : : ; ′n′〉. We write this also as 1× · · ·×n× ′1× · · ·×′n′ .
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Denition 16 (Hamming distance). If  is a set of sequences,  a sequence, both
of the same length, then the Hamming distance hamm(; ) will be the minimum
of the Hamming distances hamm(′; ), ′ ∈. (The Hamming distance between two
sequences , ′ of equal length is the number of i’s s.t. i 
= ′i).
We have to state the following de:nition which contains the important conditions
(R1)–(R6) and (+1)–(+5) used in the (Loop)-condition of Criterion 18.
Denition 17 (Constructing ≺ and ). Originally, ≺ is only a relation between se-
quences ; ′. Here we extend ≺ to (1) a relation between arbitrary sums of sequences,
and (2) to a relation between sequences .
≺,  and Addition: Let us consider in an abstract setting arbitrary sums of distances
of sequences . I.e. we start with a set {a′ : a′ is a subsequence of ;  is a sequence}
and equip it with a binary function +. So we consider the set {a + · · ·+ d′) : ; ′
sequences}. In the following, we will formulate conditions to constrain the interaction
between + and ≺. (The terms a; b% correspond to one sequence. When they are
compared, they are of equal length. (S stands for  and ¡ simultaneously.)
(+1) a + a% S a% + a,
(+2) (a + a%) + a& S a + (a% + a&),
(+3) a S a′ → ((a% S a%′)↔ (a + a%)S (a′ + a%′)),
(+4) a S a′ → (a%≺ a%′ ↔ (a + a%≺ a′ + a%′),
(+5) (a≺ a′ ∧ a%≺ a%′)→ (a + a%≺ a′ + a%′).
≺,  and Comparisons: Here we extend ≺ to a relation between sequences . This
is done by using the function End≺. (In (R4), (R5) i ranges over some index set I .)
(R1) ×B×B′ if End≺(× (B ∪ B′)) ∩ B 
= ∅,
(R2) ×B≺×B′ if End≺(× (B ∪ B′)) ∩ B′= ∅.
For the left-hand side:
(R3) ×B′×B if ′⊆,













= ∅, then End≺()=
⋂
i∈I i.
With the help of the notions introduced in the last de:nition, we de:ne the (Loop)-
criterion:
Criterion 18 (Loop). The (smallest) relation de<ned by (R1)–(R6); (+1)–(+5) (see
De<nition 17) contains no loops involving ≺ (i.e. loops involving  are allowed; but
no loops with the “strictly less” relation ≺): In other words; the transitive closure of
this relation is antisymmetric.
Again, if the relation ≺ is induced from a distance dist then the (Loop) criterion is
satis:ed, as can be easily checked.
We are now ready to give a precise solution of our original problem.
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Theorem 19 (Representation theorem). Let W; the set of explanations Expl and a
relation ≺ ⊆ Expl× Expl be given. Then the following are equivalent:
(1) There is a distance dist from W ×W into the rationals Q; such that End≺()=
Enddist() and Prefdist()= Pref≺().
(2) The function End≺ satis<es the conditions of Criteria 15 and 18.
Corollary 20. The previous theorem also holds if “into the rationals Q” is replaced
by “into an ordered abelian group”.
5. Proof of the main result
As the proof of Theorem 19 is quite involved, we :rst give a sketch of it.
5.1. Sketch of proof
The proof is an application of Proposition 13. The direction from (1) to (2) is trivial.
It remains to show that (2) implies (1).
Assume a function End≺ satisfying Criteria 15 and 18. Suppose the required distance
function dist(i; j) between two neighbouring worlds in a sequence is modelled by the
variable xi; j. Then, for a sequence = 〈1; 2; : : : ; m〉, the distance function would yield
the sum
x1; 2 + · · ·+ xm−1; m:
A similar sum is built up for a sequence %.
If ≺ %, this leads to an inequality for the two sums. In this way, a system of
inequalities is built up. We solve this system by using a modi:cation of an algorithm
communicated by S. Koppelberg, Berlin. The original algorithm seems to be due to
[6]. The crucial loop criterion is used to ensure that a solution exists. It then remains
to show that End≺()= Enddist().
5.2. Auxiliary lemmas
What do the conditions stated De:nitions 17 tell us? It is worth noting that in
general, we cannot “observe” sums. By this, we mean the following: if x= dist(a; b)
and y= dist(c; e), it is not necessarily true that there exists a sequence  with sum-dist
()= x + y. In particular, it is not guaranteed that there is f with dist(b; f)=y.
This is the reason why we pack the conditions (+1)–(+5) of De:nition 17 into the
relation and (Loop), and do not use conditions like (for n=′1, n= 
′
1):
• If ∈ End≺(), ′ ∈ End≺(′), then ′ ∈ End≺(′), if ∈ End≺(), ′ =∈ End≺
(′), then ′ =∈ End≺(′),
• if  =∈ End≺(), ′ ∈ End≺(′), then ′ =∈ End≺(′), if  =∈ End≺(), ′ =∈ End≺
(′), then ′ =∈ End≺(′).
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Such conditions are much weaker, because they apply only to those sums which are
really observable. We could, of course, stipulate a general condition of homogene-
ity of the space: This can be done by performing suRcient translations to guarantee
concatenability. However, this would impose a restriction on the models we consider.
Lemmas 21–23 are auxiliary lemmas. The latter two show the essential prerequisites
of the abstract representation result of Section 2 (Proposition 13).
The only thing still to show is the treatment of sums, which is done in the :nal
proof at the end of this section.
Lemma 21.
(1) B′⊆B→×B×B′
(2) b∈ End≺(×B)→× b×B
(3) b∈B; b =∈ End≺(×B)→ (×B)≺ (× b)
(4) If b∈B; b =∈ End≺(×B); then there is ′ ∈ s.t. ∀′⊆ (′ legal; ′ ∈′→ b =∈
End≺(′×B))
(5) If b∈ End≺(×B); then there is ′ ∈ s.t. ∀′⊆ (′ legal; ′ ∈′→ b∈ End≺
(′×B)).
Proof.
(1) Trivial by (R1), (C1), (C2).
(2) Trivial by (R1).
(3) Trivial by (R2).
(4) If not, then ∀′ there exists ′⊆ (′ legal, ′ ∈′, b∈ End≺(′×B)). Let then
∈. For ′ 
= , ′ ∈, there is ′′ with ′ ∈′′ ⊆, b∈ End≺(′′ ×B). Then
= {} ∪⋃ {′′ : ′ 
= }, but b =∈ End≺(×B). Thus, ×B≺(R5) ′′ ×B(R3)
′×B for all ′ 
= . Using the argument twice shows that ≺ contains a cycle.
(5) If not, then ∀′ there exists ′′ ⊆  (′′ legal, ′ ∈′′ , b =∈ End≺(′′ ×B)), but
=
⋃
′′ , so this contradicts (C3).
Lemma 22. b; b′ ∈ End≺(×B); ′ ∈ implies ∃∈(b∗′b′).
Proof. If b∈ End≺(′×B), then ′bLemma 21(2) ′×BLemma 21(1) ′b′.
Suppose b =∈ End≺(′×B). By Lemma 21(5) there is  s.t. ∈′⊆ implies b∈
End≺(′×B). Thus, the set of  s.t. b∈ End≺([′; ]×B) is not empty. Choose such
 with minimal Hamming distance from ′. Then [′; ] =
⋃ {[′; ′′] : ′′ ∈ [′; ],
′′ 
= } ∪ {}. Moreover, for each ′′ ∈ [′; ], ′′ 
=  b =∈ End≺([′; ′′]×B). Thus,
×B(R4) [′; ′]×B= ′×BLemma 21(1) ′b′. As b∈ End≺([′; ]×B), there must
be by Lemma 21(5) ′′ ∈ [′; ] s.t. ∀′′⊆[′; ] (′′ ∈′′ implies b∈ End≺(′′×B)).
Choice of  shows that this ′′ can only be . Thus, in particular, b∈ End≺(×B).
Thus, (; b)Lemma 21(2) (×B).
Lemma 23. b∈ End≺(×B); b′ =∈ End≺(×B); ′ ∈ implies ∃∈ : (b≺∗ ′b′).
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Proof. (a) If b∈ End≺(′×B), b′ =∈ End≺(′×B), then ′bLemma 21(2) ′×B
≺Lemma 21(2)′b′.
(b) If b′ ∈ End≺(′×B), then there is by Lemma 21(4) ∈ s.t. ∈′⊆ implies
b′ =∈ End≺(′×B).
Thus, the set of ∈ s.t. b′ =∈ End≺([′; ]×B) is not empty, let  be such with min-
imal Hamming distance from ′. Then, as in the proof of Lemma 22, ×B≺ [′; ′′]×
B by (R5) for any ′′ ∈ [′; ], ′′ 
= , so ×B≺ [′; ′]×B= ′×BLemma 21(1)
′b′. If b∈ End≺(×B), then bLemma 21(2) ×B, and we are done. If b =∈ End≺
(×B), then by an argument as above, using Lemma 21(5), we :nd + with min-
imal Hamming distance from  s.t. b∈ End≺([; +]×B). As above, we see that
+×B [; ]×B, and as in the proof of Lemma 22, we see that b∈ End≺(+×B),
so +bLemma 21(2) +×B. Thus, we have +b +×B ×B≺ ′×B ′b′.
(c) If b; b′ =∈ End≺(′×B), then ′×B≺Lemma 21(3) ′b′. Choose as above  with
least Hamming distance from ′ s.t. b∈ End≺([′; ]×B). As above, we see b∈ End≺
(×B), and bLemma 21(2) ×B ′×B≺ ′b′.
5.3. Final proof
Proof of the main Theorem 19. The direction from (1) to (2) is trivial. It remains to
show that (2) implies (1).
We consider the relations =≺ restricted to ′s, i.e. we neglect the ′’s.
Part 1: The algorithm below shows, by Loop, that the resulting system of inequalities
has a solution, and, moreover, constructs this solution, with all dist(m;m′) and thus all
sum-dist() in Q. In particular, the original =≺ between ′s are respected by the
assignment of values.
Part 2: It then remains to show that End≺()= Enddist() As before, we use Lem-
mas 21–23 and the strategy of the proof of Proposition 13.
Note that by (R6) the system of inequalities contains 0≺ dist(a; b) for all a 
= b.
This can be seen by applying (R6) to the set {a} × {a; b} (thus dist(a; a)¡dist(a; b)
and, analogously, dist(b; b)¡dist(b; a)) and to the set {a; b}×{a; b} (thus dist(a; a)=
dist(b; b)).
Part 1: The following algorithm is a modi:cation of an algorithm communicated by
S. Koppelberg, Berlin. The original algorithm seems to be due to [6].
We have a system of inequalities and equalities of the types
x1; 1 + · · ·+ x1; m ≺ x2; 1 + · · ·+ x2; m
or
x1; 1 + · · ·+ x1; m  x2; 1 + · · ·+ x2; m
or
x1; 1 + · · ·+ x1; m S x2; 1 + · · ·+ x2; m;
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where m can diMer. The sum x1; 1 + · · ·+ x1; m corresponds to one term +(). Each xi; j
stands for two neighboring worlds in a sequence, thus xi; j = dist(a; b).
The last one can be transformed to
x1; 1 + · · ·+ x1; m  x2; 1 + · · ·+ x2; m
and
x2; 1 + · · ·+ x2; m  x1; 1 + · · ·+ x1; m:
As we can determine whether xi; k is 0 (xi; k = dist(a; a) for some a in some sequence
), we can denote these xi; k ’s by 0.
Let the remaining system contain x1; : : : ; xn. We eliminate by induction all but one
of the xi; k . The procedure will be successful (by the Loop condition), and tells us how
to assign positive rationals to the xi; k .
Assume without loss of generality that the left-hand side is always less or equal to
the right-hand side.
The procedure eliminates xn by induction, and the simpli:ed system of inequalities
S′ has a solution if and only if the original one S has.
Without loss of generality, xn does not occur on both sides of the same inequality
(otherwise, subtract one each on both sides repeatedly – this is justi:ed by (+3) and
(+4)).
Case 1: xn does not occur in S – we are done.
Case 2: xn occurs only on the right-hand side. Let S′⊆S be the set of those
inequalities, where xn does not occur. If S′ has a solution, choose xn big enough to
make S true.
Case 3: xn occurs only on the left-hand side. Then replace xm + xn xk + xl by
xm+0≺ xk+xl, replace xm+xn≺ xk+xl by xm+0≺ xk+xl, and let the other inequalities
unchanged. Let this modi:ed system S′ have a solution. Then the diMerence in the
modi:ed inequalities is at least some minimum, where we can put xn in.
Case 4: xn occurs on both the left- and the right-hand side. Let Sl be the set of
inequalities, where xn occurs on the left-hand side, let Sr be the set of inequalities,
where xn occurs on the right-hand side.
Informally, we isolate xn and transform all sum-dist()i ∈Sl into xnR or xn≺R,
and all sum-dist()j ∈Sr into L xn or L≺ xn, e.g. x3 + x4 xn + x5 will become
x3+x4−x5 xn . We then consider all inequalities of the form LR or L≺R resulting
from L xnR etc., and squeeze xn into a solution of the system of LR and L≺R.
As 0≺ xn is among the original inequalities, we can :nd a positive solution for xn. In
general, this procedure will use subtraction, which is not observable and does not :gure
among the conditions (+i). So, instead we consider the sums sum-dist()i+sum-dist()j
where sum-dist()i ∈Sl, sum-dist()j ∈Sr , and eliminate xn from both sides. These are
legal operations covered by the (+i). We then solve this system, have numbers, and
squeeze xn into the inequalities.
Let S′ be the set of inequalities where xn does not occur, and all sums sum-dist()i+
sum-dist()j, sum-dist()i ∈Sl, sum-dist()j ∈Sr .
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For instance, for
xn  x1; xn  x2; x3 ≺ xn; x3 + x4  xn + x5
we consider
xn + x3 ≺ x1 + xn;
xn + x3 + x4  x1 + xn + x5;
xn + x3 ≺ x2 + xn;
xn + x3 + x4  x2 + xn + x5:
This is justi:ed by (+3)–(+5). Now, we can eliminate xn on both sides, where it
still occurs. This is justi:ed by (+3) and (+4).
In our example, x3≺ x1, x3 + x4 x1 + x5, x3≺ x2, x3 + x4 x2 + x5.
Let this S′ have a solution. Then x3≺ x1, x3 +x4−x5 x1, x3≺ x2, x3 +x4−x5 x2.
We have to :t xn into [max(x3 + x4 − x5; x3);min(x1; x2)].
Finally, we have
0 + · · ·+ 0 + x1 + · · ·+ x1 ≺ 0 + · · ·+ 0;
namely, sums of equal length on both sides, or
0 + · · ·+ 0 + x1 + · · ·+ x1  0 + · · ·+ 0
or
0 + · · ·+ 0 ≺ 0 + · · ·+ 0 + x1 + · · ·+ x1
or
0 + · · ·+ 0  0 + · · ·+ 0 + x1 + · · ·+ x1:
But the transformations we applied to go from S to S′ were legal, covered by the
conditions (+i) in De:nition 17, and thus preserved freedom from Loop, and by 0≺ x1,
the :rst two possibilities lead to a cycle – which was excluded. The latter two show
that the :nal system has a solution, which can be transformed into one for the original
system as indicated.
So the algorithm de:nes a distance compatible with +. 0 does what it should.
Part 2: It remains to show that the distance represents End≺, i.e. End≺()=
Enddist(). For better readability, we separate the last component from .
Let b∈ End≺(×B). This implies, by Lemma 22, ∀′b′∃:b ′b′ which implies
∀′b′∃:sum-dist(b)6sum-dist(′b′) which implies, by :niteness, b∈Enddist(×B).
Let b =∈ End≺( × B), ∈. So there are (by End≺( × B) 
= ∅ and Lemma 23)
b′ ∈ End≺( × B), ′ ∈ s:t: ′b′≺ b, so sum-dist(′b′)¡sum-dist(b), so b =∈
Enddist(× B).
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6. Conclusion
One of the most distinguishing features of classical reasoning as applied in mathe-
matics and human reasoning as applied in everyday life, is the treatment of how the
world changes over time. Humans use the fact, often induced by context, that certain
properties persist over time. Frameworks for studying the formalization of this per-
sistence are very important to develop reasoning calculi that can be applied for real-
istic scenario. The many frameworks for belief revision – as studied in the last 15
years – all treat this problem.
There have been proposed a lot of systems for dealing with this persistence problem.
For example, depending on our assumptions about the world, a number of approaches
are possible:
(1) We can assume an abstract, arbitrary order between explanations, this idea was
pursued in [13, 4].
(2) We can assume that explanations with repetitions (i.e. the world has not changed
at a certain moment) are better than those without repetitions. Thus, the sequence
〈w; w〉 is considered better than the sequence 〈w; w′〉 — provided both explain a
given sequence of observations. This idea was pursued in [1].
(3) In the present paper, we push the idea of inertia further, minimizing the sum of
changes involved in a sequence of worlds [15, 16].
We have shown in this paper the exact relationship between these approaches. We
developed a general representation result in the spirit of [10], Theorem 19, stating under
exactly what conditions an arbitrary preference ordering is induced by a distance on
the underlying models.
We note, in particular, that although the main theorem can be stated without too
much technical machinery, its proof requires quite a bit of technical notation. We also
note our use of an old result of Farkas: this shows once again that mathematical results
considered quite exotic still :nd their applications in modern computer science.
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