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Summary
We derive the operating characteristics of three-dimensional array-based testing algorithms for case
identification in the presence of testing error. The operating characteristics investigated include
efficiency (i.e., expected number of tests per specimen) and error rates (e.g., sensitivity, specificity,
positive, and negative predictive values). The methods are illustrated by comparing the proposed
algorithms with previously studied hierarchical and two-dimensional array algorithms for detecting
recent HIV infections in North Carolina. Our results indicate that three-dimensional array-based
algorithms can be more efficient and accurate than previously proposed algorithms in settings with
test error and low prevalence.
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1. Introduction
Pooling of serum samples for screening was first employed to detect syphilis in U.S. soldiers
during the Second World War (Dorfman, 1943). It has subsequently been used as a method for
reducing the costs of screening tests for many other infectious diseases; for a recent discussion
see Kim et al. (2007). In addition to increasing efficiency, specimen pooling (or group testing)
has been shown to reduce rates of misclassification. For example, in programs designed to
detect “acute” or recent HIV infections, nucleic acid amplification tests in conjunction with
specimen pooling have been shown empirically (Quinn et al., 2000; Pilcher et al., 2005) and
theoretically (Kim et al., 2007) to substantially improve efficiency, specificity, and positive
predictive value over individual testing. In this article, we consider the utility of array-based
group testing algorithms in similar settings, where selecting an appropriate algorithm requires
consideration of efficiency as well as rates of misclassification. This work is motivated by
North Carolina Screening and Tracing Active Transmission (NC STAT), an acute HIV
detection program employed by the North Carolina Department of Public Health (Pilcher et
al., 2005). NC STAT uses robotic pooling to process approximately 120,000 specimens per
year. The availability of automated pooling makes the implementation of array-based group
testing algorithms feasible in this setting. In such high-throughput settings, even slight
improvements in efficiency can lead to substantial cost savings.
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Array-based specimen pooling is a group testing algorithm that uses overlapping pools.
Historically, this approach has been employed in genetics more than in the infectious disease
setting. In the simple two-dimensional form, n2 specimens are placed on an n × n matrix. Pools
of size n are constructed from all samples in the same row or in the same column. These 2n
pools are then tested such that all positive specimens will lie at the intersection of a positive
row pool and a positive column pool (assuming no false negative tests). Specimens at these
intersections are then tested to resolve any ambiguities. Phatarfod and Sudbury (1994), Hedt
and Pagano (2008a,b), and Kim et al. (2007) derived the operating characteristics of two-
dimensional array-based testing algorithms. Berger, Mandell, and Subrahmanya (2000)
considered higher-dimensional arrays in the absence of test error. The focus of this article is
to research aspects of three-dimensional array-based group testing algorithms for case
identification in the presence of test error. This work can be considered an extension of Kim
et al. (2007) to three dimensions and of Berger et al. (2000) to allow for imperfect testing.
The outline of this article is as follows. In Section 2, we define notation, model assumptions,
and operating characteristics to be derived. In Section 3, we present four different three-
dimensional array-based pooling algorithms; operating characteristics of these algorithms are
derived in the Web Appendix. In Section 4, comparisons are made between the proposed
algorithms and previously studied hierarchical and two-dimensional array algorithms for
detecting recent HIV infections. In Section 5, we present results indicating arrays of dimensions
greater than three do not lead to further appreciable gains in efficiency in low prevalence
settings where there are restrictions on the number of specimens available. We conclude with
a short discussion in Section 6.
2. Preliminaries
2.1 Notation
Suppose that we have L × M × N specimens where L, M, and N are positive integers. Let
Xi1,i2,i3 be the random variable corresponding to the test outcome if specimen (i1, i2, i3) is tested
individually (i.e., without pooling) for i1 = 1, …, L; i2 = 1, …, M; and i3 = 1, …, N. Let
Xi1,i2,i3 = 1 if the specimen would test positive and 0 otherwise. Likewise let Yi1,i2,i3 indicate
the true status of specimen (i1, i2, i3), i.e., if tested individually in the absence of testing error.
Now imagine the specimens have been arranged in an L × M × N cube. For i1 = 1, …, L, let
Xi1++ denote the test outcome for the pool of size MN corresponding to the i1th planar slice
from front to back. Define X+i2+ for i2 = 1, …, M and X++i3 for i3 = 1, …, N similarly. Denote
the corresponding true values by Yi1++, Y+i2+, and Y++i3.
2.2 Assumptions
Here we define the key assumptions used to derive operating characteristics of the three-
dimensional array-based pooling algorithms considered. These assumptions are analogous to
those used by Kim et al. (2007) in the two-dimensional array setting.
Assumption 1—All specimens are independent and identically distributed with probability
p of being positive.
We refer to p as the prevalence and let q = 1 − p.
Assumption 2—Given a pool  containing at least one positive specimen is tested, the
probability  tests positive equals Se.
We refer to Se as the test sensitivity. Assumption 2 implies that the test sensitivity is independent
of the number of specimens within a pool and the number of positive specimens therein.
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Assumption 3—Given a pool  containing no positive specimen is tested, the probability
 tests positive equals 1 − Sp.
We refer to Sp as the test specificity. Assumption 3 implies test specificity is independent of
pool size.
Assumption 4—Given the true status of any pool , the test result for  is independent of
the true status and test result of any other pool.
For instance, under Assumption 4, Pr[Xi1++ = x1, X+i2+ = x2|Yi1++ = y1, Y+i2+ = y2] = Pr
[Xi1++ = x1|Yi1++ = y1] Pr[X+i2+ = x2|Y+i2+ = y2] for any x1, x2, y1, y2 ∈ {0, 1}.
2.3 Operating Characteristics
As in Kim et al. (2007), we define the following operating characteristics (in italics) for an
arbitrary testing algorithm . Efficiency, denoted E( ), is the expected number of tests per
specimen for algorithm  to classify all specimens as positive or negative. Pooling
sensitivity, denoted Se ( ), is the probability an individual is categorized as positive by  given
that individual is truly positive. Pooling specificity, denoted Sp ( ), is the probability an
individual is categorized as negative by  given that individual is truly negative. Pooling
positive predictive value, denoted P P V ( ), is the probability an individual is truly positive
given they are categorized as positive by . Pooling negative predictive value, denoted N P
V ( ), is the probability an individual is truly negative given they are categorized as negative
by . The predictive values P P V ( ) and N P V ( ) can be expressed as simple functions of
p, Sp ( ) and Se ( ) (Kim et al., 2007).
3. Three-Dimensional Array-Based Algorithms
In this section, we present four different three-dimensional array-based pooling algorithms.
The first two algorithms (A3P and A3P2) are two-stage algorithms, with planar slice pools
tested in the first stage and individual specimens tested at the second stage. The other two
algorithms (A3PM and A3PM2) are three-stage algorithms, which are analogous to A3P and
A3P2, but entail first testing a master pool. Derivations of algorithm efficiencies, sensitivities,
and specificities are presented in the Web Appendix.
3.1 A3P: Without Master Pool
First we consider a two-stage three-dimensional array-based testing algorithm. This algorithm
entails planar slices of a three-dimensional array and thus is denoted A3P ([L, M, N]: 1). For
this method, in stage 1, each of the L planar slices from front to back, the M planar slices from
top to bottom, and the N planar slices from left to right are tested. In stage 2, a specimen is
tested individually if either (i) all three planar slices containing that specimen test positive or
(ii) two of the three planar slices containing that specimen test positive and all planar slices in
the remaining dimension test negative. If we let  be an indicator variable for when the
(i1, i2, i3) specimen is tested individually under A3P, then
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In the absence of test error, two intersecting planar slices that test positive imply the existence
of a third planar slice which is positive and intersects with the first two planar slices. Thus
scenario (ii) will only arise in the setting where there is test error. In this case, two intersecting
planar slices testing positive provides evidence suggesting at least one specimen is positive,
whereas all planar slices in the remaining dimension testing negative suggests all specimens
are negative. To resolve this contradictory information, under scenario (ii) algorithm A3P tests
all specimens at the intersection of any two planar slices that test positive.
3.2 A3P2: Alternative to A3P
We also consider an alternative algorithm to A3P, which we denote as A3P2. The difference
between A3P and A3P2 is in the second stage, i.e., in the circumstances under which an
individual sample is tested. In particular, let  be an indicator variable for when the (i1,
i2, i3) specimen is tested individually under A3P2, defined as
In other words, for the (i1, i2, i3) specimen to be tested individually under A3P2 it is necessary
that at least one planar slice containing that specimen be positive, whereas under A3P it is
necessary that at least two planar slices containing that specimen be positive. Intuitively,
A3P2 would be expected to be less efficient and specific but more sensitive than A3P, because
individual specimens will be tested more often under A3P2 than A3P.
3.3 A3PM and A3PM2: With Master Pool
We also consider three-stage three-dimensional array-based testing algorithms where we first
test a master pool containing all LMN samples. First, we define algorithm A3PM (LMN: [L,
M, N]:1) as follows. In the first stage, the master pool is tested. If the master pool tests negative,
the procedures stop. Otherwise, the procedures continue as in A3P. Second, we define
algorithm A3PM2(LMN: [L, M, N]:1) to be the same as A3PM, except that if the master pool
tests positive, the procedure continues as in A3P2.
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In this section, we compare the operating characteristics of the three-dimensional array-based
algorithms described above with previously studied group testing algorithms for identification
of acute HIV. The comparative algorithms include the two-dimensional array algorithms
A2P and A2PM and a three-stage hierarchical algorithms D3 as described in Kim et al.
(2007). Briefly, A2P and A2PM are the two-dimensional analogues of A3P and A3PM. D3
(n1:n2:1) corresponds to a three-stage hierarchical algorithm where first a master pool of size
n1 is tested; if the master pool tests positive, n1/n2 non-overlapping subpools of size n2 are
tested; finally all specimens within subpools that test positive are tested individually.
As a motivating example, we consider a setting similar to NC STAT. We assume prevalence
of acute HIV is p = 0.0002 (Pilcher et al., 2005) and nucleic acid amplification test has a 99%
test specificity (Hecht et al., 2002) and 90% test sensitivity. We also assume that the number
of specimens required in the first stage of any algorithm can be no more than 100. This
restriction on the maximum allowable batch size serves two purposes. First, in detection of
acute HIV, it is important that relatively small batches of specimens be processed to allow
timely identification of cases. Second, for algorithms with master pool testing (D3, A2PM,
A3PM, A3PM2), this assumptions also guards against dilution effects, i.e., decreases in
sensitivity to detect positive specimens in large pools composed primarily of negative
specimens.
Under these assumptions, for each algorithm considered the optimal configuration was selected
that minimizes the expected number of tests per specimen. For instance, the optimal
configuration of A3PM was determined by computing the efficiency for all possible positive
integers (L, M, N) such that 8 ≤ LMN ≤ 100. For A3PM, the most efficient configuration is
(L, M, N) = (4, 5, 5); this is also the optimal configuration for A3PM 2. Similarly, D3(100:10:1)
and A2PM (100:[10, 10]:1) are the optimal configurations of D3 and A2PM.
Table 1 shows the operating characteristics of the optimal configurations of each algorithm as
well as D3(90:10:1), the algorithm employed by Pilcher et al. (2005). These results suggest
moving from D3(90:10:1) to A3PM(100:[4,5,5]:1) or A3PM2(100:[4, 5, 5]:1) would improve
efficiency, pooling specificity, sensitivity, PPV and NPV of the NC STAT HIV detection
program. Moving from D3(90:10:1) to A3PM(100:[4,5,5]:1) would decrease the average
number of tests per specimen from 0.016 to 0.014. Given that the NC STAT program processes
120,000 specimens per year, this improvement in efficiency would translate into a decrease of
240 tests per year, a considerable savings given individual tests can cost $60. This change in
pooling algorithm would also result in a 10% increase in PPV, reducing the cost of retesting
individual specimens identified as positive by the pooling algorithm. Likewise, the expected
number of false negative classifications (or type II per-family error rate [Kim et al., 2007])
would decrease from 6.5 to 5.3, indicating on average 1.2 additional acute HIV cases would
be detected each year in North Carolina.
Next we investigate the effect of the assumed values of p, Sp, Se, and maximum allowable pool
size on the relative performance of the different algorithms under consideration. First we
consider p in the range of 2 × 10−5 to 2 × 10−3 for fixed Se = 0.9, Sp = 0.99, and maximum
allowable batch size equal to 100. This range of prevalence includes settings where the
prevalence is an order of magnitude higher or lower than that observed by the NC STAT
program. For each prevalence we found the optimally efficient configuration of the algorithms.
The expected numbers of tests per specimen, pooling sensitivity, pooling PPV, and pooling
NPV of the optimal configurations of D3, A2PM, A3PM, and A3PM2 are depicted in Figure 1.
A2P, A3P, and A3P2 are not shown because these algorithms tend to be substantially less
efficient than those displayed. Pooling specificities are not displayed as these values tend to
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be very close to 1. Similar to Figure 1, the effects of varying S e, S p, and the maximum allowable
pool size are demonstrated in Figures 2–4. In total, these results support A3PM as the preferred
algorithm with regard to efficiency and PPV in settings similar to the NC STAT program. In
such settings, A2PM, and A3PM2 tend to have slightly higher pooling sensitivity than A3PM
while all three algorithms have pooling NPV near 1.
The results above are motivated by the NC STAT program where the prevalence of acute HIV
is relatively low. The Web Appendix includes analogous results for a high-prevalence setting.
In particular, we let p = 0.03, the prevalence of acute HIV among antibody negative men
observed in Malawi by Pilcher, Price, et al. (2004). The results given in Web Table 1 and Web
Figures 1–4 indicate that in higher-prevalence settings three dimensional array-based
algorithms are still relatively efficient but may be of less utility due to lower pooling
sensitivities compared to D3 or A2P.
5. Higher-Dimensional Arrays
It is natural to consider whether extending the algorithms defined in Section 3 to higher
dimensions (i.e., of dimensions greater than three) leads to additional improvement in
efficiency or rates of misclassification. Deriving the operating characteristics of higher-
dimensional array-based algorithms in the presence of test error, although tedious, should be
straightforward. In the absence of test error, one can write down the efficiencies immediately.
In particular, consider ASPM, the S-dimensional generalization of A3PM, where S is some
positive integer greater than one. Let L be a vector of length S, where the ith component Li
denotes the size of the ith dimension of the array. The first stage of ASPM entails testing a
collection of  specimens in a master pool; if the master pool tests positive, pools from
the  hyperplanar slices are tested and subsequently specimens at the intersection of S
positive hyperplanar slice pools are tested individually. The efficiency of ASPM can be found
using the method of inclusion and exclusion (Feller, 1968). For example, the derivation of E
(A4PM) is given in Web Appendix C.
Therefore, we can conduct efficiency comparisons of higher-dimensional arrays in the absence
of test error in settings similar to the NC STAT program, i.e., where the prevalence of disease
is low (p ∈ [2 × 10−5, 2 × 10−3]) and the maximum allowable batch size (due to dilution effects
and throughput considerations) is in the range of 75 to 125. Similar to Figure 1, for a given
prevalence and maximum allowable batch size, the configuration of a particular algorithm was
determined that minimized expected number of tests per specimen. For example, when p =
0.0002 and pool sizes are limited to no more than 100, the optimal configurations of A3PM
and A4PM are 100:[4,5,5]:1 and 100:[2,2,5,5]:1, both with efficiencies of 0.013. The expected
number of tests per specimen for optimally configured array-based algorithms are given in
Web Figure 5 as a function of prevalence and maximum allowable batch size. Because the
maximum allowable batch size is no more than 125, arrays of dimension greater than six were
not considered (because 27 > 125). Web Figure 5 demonstrates that A3PM and A4PM are nearly
equivalent and that either would be preferred over A2PM, A5PM, and A6PM. These results
suggest that higher-dimensional arrays will not lead to appreciable gains in efficiency over
A3PM in settings similar NC STAT.
6. Discussion
This article adds to a growing body of work indicating that array-based group-testing
algorithms are an attractive alternative to traditional hierarchical algorithms. That array-based
algorithms are efficient has been established previously. In particular, Berger et al. (2000) show
that multidimensional array-based algorithms are optimally efficient among all two-stage
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algorithms. However, the practical implications of their results are not immediately clear
because (i) they assume no test error and (ii) achieving optimality using their algorithm can
require an infeasible number of specimens. For example, at a prevalence of p = 0.01, their
optimally efficient algorithm requires 746 ≈ 164 billion specimens at the first stage. While they
indicate (without proof) that the same efficiency can be achieved using 4600 specimens, the
utility of array-based algorithms where the maximum allowable batch size is on the order of
100 is not clear from their work. More recently, Kim et al. (2007) show two-dimensional arrays
can be as efficient and more accurate than three-stage hierarchical algorithms in settings where
prevalence is low, test error is present, and the batch size is limited (e.g., as in the NC STAT
program). In this work, we show that in such settings additional gains in efficiency and accuracy
are possible by moving to three-dimensional arrays. Our findings also indicate arrays of
dimension greater than three do not lead to further appreciable gains in efficiency.
The accuracy of the predicted efficiencies and error rates presented here depend on the veracity
of Assumptions 1–4. Assumption 1 is a standard assumption made in the group testing literature
and should hold provided the individuals being tested approximate a random sample from a
larger population. Assumptions 2 and 3 should hold provided the total number of specimens
per pool is not too large. These assumptions can be tested by conducting specimen-pooling
experiments using only negative and positive controls. Alternatively, one could relax these
assumptions by considering models that allow test sensitivity or test specificity to depend on
pool size, e.g., see Johnson, Kotz and Wu (1991). One could also test Assumption 4 by
conducting experiments using negative and positive controls because both the true status of
the planar slice pools as well as the corresponding test outcomes are observable in such
experiments. In practice, this assumption might be unreasonable in settings where pooling error
or contamination is possible.
In addition to the operating characteristics of different group testing algorithms, consideration
must be given to the feasibility of adopting a particular algorithm. For detection of acute HIV
in North Carolina, robotic pooling is employed (Pilcher et al., 2005), such that implementation
of complex group testing algorithms is feasible. Automated pooling is also used in many other
settings, such as in screening millions of blood donations in Europe and Japan for HIV and
hepatitis (Roth et al., 2002; Mine et al., 2003). In settings where automated pooling is not
possible, multidimensional array-based algorithms can still, in principle, be implemented by
hand. However the complexity of these algorithms will likely increase the potential for human
error compared to simpler algorithms. Thus, in manual pooling settings, the efficiency gains
afforded by array-based algorithms must be weighed against this potential increase in error.
Further consideration might be given to extensions of the algorithms considered here where
pools which are negative are retested. Litvak, Tu, and Pagano (1994) showed retesting negative
pools can increase the sensitivity of hierarchical group-testing algorithms. Similarly, Hedt and
Pagano (2008a,b) proposed a retesting extension of Phatarfod and Sudbury’s (1994) matrix
algorithm. There are two reasons why we do not consider such extensions in this work. First,
retesting negative pools would increase the expected number of tests per specimen. As
discussed above, efficiency is a critical parameter in high-throughput settings such as the NC
STAT program. Second, retesting negative pools would result in an additional stage of testing,
thus increasing the turn-around time in processing individual specimens. In the context of acute
HIV detection, minimizing turn-around time is imperative (Pilcher, Eron, et al., 2004). In other
contexts, the increased sensitivity afforded by retesting negatives may be worth the trade-off
of decreased efficiency and increased turn-around time.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Operating characteristics for optimally efficient configurations of D3, A2PM, A3PM, and
A3PM2 as a function of prevalence p assuming a maximum allowable batch size of 100, test
sensitivity Se = 0.9, and test specificity Sp = 0.99.
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Operating characteristics for optimally efficient configurations of D3, A2PM, A3PM, and
A3PM2 as a function of test sensitivity Se assuming a maximum allowable batch size of 100,
prevalence p = 0.0002, and test specificity Sp = 0.99.
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Operating characteristics for optimally efficient configurations of D3, A2PM, A3PM, and
A3PM2 as a function of test specificity Sp assuming a maximum allowable batch size of 100,
prevalence p = 0.0002, and test sensitivity Se = 0.9.
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Operating characteristics for optimally efficient configurations of D3, A2PM, A3PM, and
A3PM2 as a function of the maximum allowable batch size assuming prevalence p = 0.0002,
test sensitivity Se = 0.9, and test specificity Sp = 0.99.
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