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Kurzfassung
In dieser Arbeit wird eine vollständige räumlich-zeitliche Messung des Ver-
kehrs an einer Lichtsignalanlage durchgeführt. Anhand der Daten werden
die Vielfalt von Verkehrsmustern und das Fahrverhalten im übersättig-
ten Verkehr untersucht. Dafür wird eine Methode zur Luftbeobachtung
von Straßenverkehr mittels eines Supervised-Tracking-Verfahrens entwi-
ckelt. Mit der daraus entstandenen Anwendung werden die Trajektorien
einer 14:30 Minuten langen Aufnahme von zweispurigem Straßenverkehr
vollständig rekonstruiert.
Eine räumlich-zeitliche Untersuchung dieser Daten ergibt, dass neben
sich bewegenden Warteschlangen  engl. Moving Queues (MQs)  auch
sich bewegende Strukturen des synchronisierten Verkehrs  engl. Moving
Synchronized Flow Patterns (MSPs)  vorhanden sind. Es kann empirisch
gezeigt werden, dass sich i) MSPs stromaufwärts der Warteschlange bilden
und über den gesamten Straßenabschnitt propagieren oder zuvor auflösen
können, ii) mehrere MSPs zu einem einzelnen verbinden können, iii) MSPs
spontan in großer Entfernung zur Lichtsignalanlage bilden können und iv)
MQs spontan innerhalb von MSPs in großer Entfernung zur Lichtsignal-
anlage bilden können.
Kerner prognostizierte die Entstehung von MSPs zuvor anhand nu-
merischer Simulationen auf Basis der Drei-Phasen-Verkehrstheorie. Diese
Prognose kann mit den Ergebnissen dieser Arbeit verifiziert werden.
In einer Untersuchung des Fahrverhaltens wird dargestellt, dass die
Fahrzeuge die Fahrspur vorausschauend wählen und dass sich die Ver-
teilungen von Fahrzeugabständen auf zwei Fahrspuren bei gleicher Ge-
schwindigkeit deutlich unterscheiden können. Anhand von Beispielen kann
anschließend gezeigt werden, dass sich das Abstands- und das Spurwechsel-
verhalten von bereits einzelnen Fahrzeugen sowohl positiv als auch negativ
auf die Auflösung von MQs in MSPs auswirken können. Diese Erkenntnis
wird in einem vorgeschlagenen Konzept für die mikroskopische Stauauflö-
sung durch zentrale Fahrempfehlungen genutzt.
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1 Einführung
Modelle der Verkehrstheorie müssen mit gemessenen Daten verifiziert wer-
den, falls die Verkehrsmodelle nicht bereits aus empirischen Daten abge-
leitet wurden.
Bereits im Jahr 1933 veröffentlichte Bruce Greenshield einen gemesse-
nen Zusammenhang zwischen der Fahrzeuggeschwindigkeit und dem Ver-
kehrsfluss [1]. Dieser Zusammenhang wurde später als Fundamentaldia-
gramm bezeichnet. Die Messung wurde mit einer motorisierten Kamera
zur punktuellen Erkennung von Fahrzeugen und deren Geschwindigkeit
durchgeführt. Die erste räumlich-zeitliche Erfassung aller Fahrzeuge auf
einem Straßenabschnitt wurde in den 1960er Jahren von Joseph Treite-
rer et al. durchgeführt. Mittels Luftaufnahmen konnten die Positionen der
erfassten Fahrzeuge auf einem Highway mehrere Minuten lang verfolgt wer-
den [2]. Die Messungen zeigten, dass sich ein Stau, in welchem Fahrzeuge
zum Stillstand kommen, wie eine Welle entgegen der Fahrtrichtung durch
den Verkehr bewegt. Basierend auf dem Studium von Detektormessungen
erkannte Boris Kerner in den späten 1990er Jahren, dass Verkehrszusam-
menbrüche auf Schnellstraßen selbstorganisierende Prozesse sind, die auf
der Interaktion der Fahrzeuge beruhen. Dabei können sich unterschiedliche
makroskopische, räumlich-zeitliche Strukturen bilden [3].
Die weiterhin wachsende Zahl der Verkehrsstaus hat neben Zeitverlust
und Lärmbelästigung auch einen wichtigen Anteil an den durch Stickoxi-
de und Feinstaub verursachten gesundheitlichen Problemen in urbanen
Gebieten. Bereits seit den 50er Jahren des letzten Jahrhunderts ist die
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4Untersuchung des innerstädtischen Straßenverkehrs ein wichtiges Gebiet
der Verkehrsforschung geworden [4]. Ein Ziel ist es, Verkehrsnetze mittels
Lichtsignalanlagen möglichst effizient zu steuern. Dabei ist es aufgrund
des hohen Verkehrsaufkommens an manchen Kreuzungen unvermeidlich,
dass in den Grünphasen nicht mehr alle wartenden Fahrzeuge die Halteli-
nie passieren. Dieser Zustand wird als übersättigter Verkehr vor einer
Lichtsignalanlage bezeichnet.
Neuere theoretische Erkenntnisse [5] weisen darauf hin, dass die Struk-
turen im übersättigten Verkehr nicht nur ausWarteschlangen, son-
dern auch aus synchronisiertem Verkehr bestehen können, in welchem
Fahrzeuge ihre Geschwindigkeit an das jeweils vorausfahrende Fahrzeug
anpassen müssen. Eine Untersuchung von Fahrzeugtrajektorien mit einer
Abdeckung von 2 % der Fahrzeuge ergab, dass bei gleicher mittlerer Ge-
schwindigkeit der Kraftstoffverbrauch bei einer Fahrt durch synchronisier-
ten Verkehr niedriger ist als bei einer Fahrt durch eine Reihe von Warte-
schlangen [6]. Die erreichte Abdeckung erlaubte allerdings keine räumlich-
zeitliche Analyse der Messungen. Nur mit einem möglichst kompletten
Datensatz von Trajektorien können die prognostizierten Strukturen des
übersättigten Verkehrs verifiziert werden. Aus den gewonnenen Erkennt-
nissen wären Lösungen ableitbar, welche die Bildung von synchronisierten
Verkehr begünstigen und somit den Kraftstoffverbrauch und die Schad-
stoffbelastung reduzieren.
Die Entwicklungen in der Messtechnik erlauben heutzutage eine ge-
naue empirische Untersuchung des Verkehrs. Video-, lidar- und radarba-
sierte Messsysteme ermöglichen die Erfassung aller Fahrzeuge auf einem
überwachten Straßenabschnitt und die anschließende Rekonstruktion der
räumlich-zeitlichen Gebiete des gestauten Verkehrs. Mittels Kameradroh-
nen können kostengünstige, zeitlich begrenzte Messungen mit einem ge-
ringen Planungs- und Installationsaufwand durchgeführt werden. Mit einer
Auswahl aus diesen Technologien soll in der vorliegenden Arbeit innerstäd-
tischer Verkehr gemessen und auf die Vielfalt von räumlich-zeitlichen
Verkehrsmustern hin untersucht werden. Für den Fall, dass die Quali-
5tät eines vorhandenen radarbasierten Systems nicht genügt, soll eine eigene
Messmethode für Luftbeobachtungen entwickelt werden.
1.1 Ziele der Arbeit
Das Hauptziel der vorliegenden Arbeit ist die Rekonstruktion von mikro-
skopischen Verkehrsmustern im übersättigten Straßenverkehr vor Licht-
signalanlagen. Dafür sollen aktuelle Messtechniken verwendet werden. Zu-
sätzlich soll das Spurwechsel- und Abstandsverhalten sowie der Einfluss
des Fahrstils einzelner Fahrzeuge auf innerstädtische Verkehrsmuster ana-
lysiert werden. Diese Arbeit setzt sich aus folgenden Aufgaben zusammen:
i) Evaluierung des Nutzens von Radarsensoren für mikroskopische Mes-
sungen im übersättigten Verkehr.
ii) Durchführung von drohnenbasierten Aufnahmen von innerstädti-
schem Straßenverkehr an einer Lichtsignalanlage mit der Absicht, ein
Verfahren zur Ermittlung der Fahrzeugtrajektorien aus diesen Video-
aufnahmen zu entwickeln. Die Erfassung der Fahrzeuge soll möglichst
vollständig sein.
iii) Untersuchung der gewonnenen Fahrdaten auf räumlich-zeitliche Mus-
ter und Vergleich mit den theoretischen Ansätzen.
iv) Statistische Analyse des Spurwechselverhaltens, der Verteilung von
Fahrzeugabständen sowie Betrachtung des Einflusses einzelner Fahr-
zeuge auf den Verkehr. Hierbei werden ebenfalls die gewonnenen
Fahrdaten verwendet.
1.2 Aufbau der Arbeit
In Kapitel 2 werden die Grundlagen dieser Arbeit erläutert. Dazu gehört ei-
ne Einführung in die Drei-Phasen-Verkehrstheorie, insbesondere für den in-
nerstädtischen Straßenverkehr. Dabei wird auf die Unterschiede von unter-
6und übersättigtem Verkehr sowie auf die räumlich-zeitlichen Verkehrsmus-
ter im übersättigten Verkehr eingegangen. Der zweite Teil des Grund-
lagenkapitels erklärt die videobasierte Messung von bewegten Objekten
durch das Supervised-Tracking-Verfahren sowie die Positionsbestimmung
von Objekten in Videodaten.
In Kapitel 3 wird der Stand der Technik geschildert. Es werden beste-
hende empirische Erkenntnisse über den übersättigten Verkehr dargestellt.
Dabei wird speziell der Kraftstoffverbrauch betrachtet. In einer durchge-
führten Recherche werden alle bisherigen räumlich-zeitlichen mikroskopi-
schen Verkehrsmessungen, die bisher wissenschaftlich veröffentlicht wur-
den, beschrieben. Außerdem wird auf die Luftbeobachtung des Straßen-
verkehrs und auf kommerzielle Messsysteme eingegangen. Im genannten
Handlungsbedarf wird eine Hypothese über die Existenz von räumlich-
zeitlichen Strukturen aufgestellt, die in der weiteren Arbeit geprüft wird.
Die durchgeführten Messungen werden in Kapitel 4 vorgestellt. Im ers-
ten Abschnitt wird die Aufzeichnung innerstädtischen Verkehrs mittels drei
Radarsensoren beschrieben. Es werden Beispielmessungen gezeigt und die
Messqualität diskutiert. Im Anschluss daran wird eine eigene Lösung zur
Verfolgung von Fahrzeugen in Luftaufnahmen vorgestellt. Dabei wird auf
die Messgenauigkeit eingegangen und die Methodik zur Glättung der Tra-
jektorien und zur Ableitung der Fahrzeuggeschwindigkeiten erklärt. Die
dargestellten Verfahren werden in der selbst entwickelten Software Vehic-
leTracker zusammengefasst und benutzerfreundlich anwendbar gemacht.
Deren Anwendungseigenschaften werden am Ende von Kapitel 4 visuali-
siert.
In Kapitel 5 wird die Beobachtung aus der Luft von innerstädtischem
Straßenverkehr experimentell durchgeführt. Aus einem ausgewählten Vi-
deo werden die Trajektorien aller Fahrzeuge auf zwei Fahrspuren rekon-
struiert. In einer makroskopischen Betrachtung sind bereits grobe Struktu-
ren räumlich-zeitlicher Verkehrsmuster erkennbar. Diese werden anschlie-
ßend mikroskopisch im Detail untersucht.
7Kapitel 6 beinhaltet eine Untersuchung des Spurwechselverhaltens und
eine statistische Analyse der Fahrzeugabstände in Abhängigkeit von der
Geschwindigkeit. Anhand von Beispielen wird der Einfluss von Geschwin-
digkeitsanpassungen und Spurwechseln einzelner Fahrzeuge auf den Ver-
kehrsfluss dargestellt. Zuletzt wird ein Konzept zur mikroskopischen Stau-
auflösung im innerstädtischen Verkehr durch eine zentrale Verkehrsüber-
wachung vorgestellt, welches auf den in dieser Arbeit gewonnenen Erkennt-
nissen beruht.
Kapitel 7 fasst das Ergebnis der vorliegenden Arbeit zusammen und
gibt einen Ausblick auf weitere wünschenswerte Forschungen.
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2 Grundlagen
Nach der Erklärung von mikroskopischen und makroskopischen Verkehrs-
variablen sowie von Verkehrsmustern erfolgt eine Vorstellung der Drei-
Phasen-Verkehrstheorie. Diese Erläuterungen beruhen auf Kerners Mono-
grafien [5, 7] und bilden die Grundlage für die in dieser Arbeit durchge-
führten Auswertungen empirischer Verkehrsdaten. Des Weiteren werden
die in Kapitel 4 verwendeten Methoden des maschinellen Sehens für die
Verfolgung von Fahrzeugen in Videodaten vorgestellt.
2.1 Messung von Verkehrsdaten
Das Auftreten von Phasen im Verkehr wie z. B. Verkehrsstaus oder zäh-
fließender Verkehr hängt mit dem komplexen, dynamischen Verhalten von
wechselwirkenden Fahrzeugen zusammen. Eine steuernd eingreifende Ver-
kehrsinfrastruktur hat ebenfalls einen wichtigen Einfluss. Die Eigenschaf-
ten und die räumlich-zeitlichen Strukturen von Verkehrsphasen lassen sich
mittels der Verteilung von Verkehrsvariablen in Raum und Zeit beschrei-
ben.
Verkehrsvariablen können mit verschiedenen Verfahren gemessen wer-
den. Diese lassen sich in makroskopische und mikroskopische Methoden
einteilen: Mikroskopische Messmethoden verfolgen einzelne Fahrzeuge über
eine bestimmte Strecke und Zeit, während makroskopische Verfahren die
Messwerte über mehrere Fahrzeuge aggregieren.
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2.1.1 Makroskopische Verkehrsvariablen
Die meisten makroskopischen Verkehrsmesssysteme wie z. B. doppelspu-
lige Induktionsschleifendetektoren oder makroskopische Videodetektoren
erfassen die Fahrtrichtung, Geschwindigkeit und eventuell auch die Länge
bzw. Klasse von Fahrzeugen an einer ausgewählten Position der Straße [8].
Die gemessenen Werte werden in der Regel über einen gewissen Zeitraum
gemittelt inklusive der Anzahl der Fahrzeuge angegeben. Im Fokus stehen
die folgenden makroskopischen Variablen:
• Der Verkehrsfluss q ist definiert als die Anzahl der gemessenen
Fahrzeuge N pro Zeiteinheit T an einer bestimmten Position:
q =
N
T
(2.1)
• Die mittlere Geschwindigkeit v ist der Mittelwert der Geschwin-
digkeit vi aller Fahrzeuge eines Streckenabschnitts:
v =
1
N
N∑
n=1
vi (2.2)
• Die Verkehrsdichte ρ definiert die Anzahl der Fahrzeuge N pro
Strecke der Länge L:
ρ =
N
L
(2.3)
Da es mit punktuell eingesetzten Detektoren nicht möglich ist, eine
ganze Strecke zu überwachen, wird häufig folgende Näherung für die
Verkehrsdichte ρ verwendet:
ρ =
q
v
(2.4)
2.1.2 Mikroskopische Verkehrsvariablen
Bei mikroskopischen Messsystemen werden im Unterschied zu makroskopi-
schen Lösungen die Positionen der einzelnen Fahrzeuge für eine bestimmte
Zeit oder entlang einer bestimmten Strecke erfasst. Aufgrund der längeren
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Verfolgung und der gewonnenen detaillierteren Daten sind solche Messun-
gen deutlich aufwendiger als makroskopische Erfassungen.
Stationäre mikroskopische Messsysteme basieren auf Video-, Radar-
oder Lidar-Technik. Sie bieten Reichweiten von ca. 100300 m [911]. Die
Fahrzeuggeschwindigkeit v kann bei Radarsystemen mittels Doppler-Effekt
direkt gemessen werden, bei Lidar- und Videosystemen kann sie aus den
Positionsdaten s und deren zugeordneten Zeiten mittels
v = s˙ =
ds
dt
(2.5)
abgeleitet werden [12]. Im Gegensatz zu einer direkten Messung per
Doppler-Effekt ist dieses Verfahren anfälliger für Messungenauigkeiten [13].
Alternativ ist es auch möglich, sogenannte Floating-Car-Daten zu
verwenden, die in einzelnen Fahrzeugen erfasst werden. Die Fahrzeuge
nutzen hierbei eine satellitenbasierte Positionsermittlung, um selbst ihre
Trajektorien zu bestimmen. Bei solchen Messungen nehmen in der Regel
auch Fahrzeuge ohne diese Technik im Verkehr teil. Somit kann jeweils
nur ein bestimmter Teil aller Fahrzeuge erfasst werden. Die Verwendung
von Floating-Car-Daten ist derzeit eine weitverbreitete Erhebungsmetho-
de zum Erfassen von mikroskopischen Trajektorien [1416]. Die erhobenen
Daten können auch fahrzeuginterne und fahrzeugexterne Sensordaten wie
beispielsweise den Abstand zum vorausfahrenden Fahrzeug beinhalten [17].
Weitere mikroskopische Verkehrsvariablen sind neben der Geschwin-
digkeit v der zeitliche Abstand τ und der räumliche Abstand g zwischen
zwei Fahrzeugen. Beide Werte sind in der Regel sogenannte Nettowerte.
Das bedeutet, dass sie sich auf den Abstand der vorderen Stoßstange des
hinteren Fahrzeugs zur hinteren Stoßstange des vorausfahrenden Fahrzeugs
beziehen. Alternativ können die Abstände auch als Bruttowerte angegeben
werden. In diesem Fall wird die Länge eines Fahrzeugs in den Abstand mit
einbezogen, beispielsweise wenn der Abstand von der vorderen Stoßstange
des ersten Fahrzeugs bis zur vorderen Stoßstange des hinteren Fahrzeugs
gemessen wird.
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2.1.3 Räumlich-zeitliche Begrenzung von Verkehrs-
mustern
Eine Front eines Verkehrsmusters ist eine Region, in der sich eine oder
mehrere Verkehrsvariablen einer Reihe von beobachteten Fahrzeugen deut-
lich verändern. Die Front kann entweder an einer festen Position stillstehen
 die Variablen verändern sich beim Durchqueren der Front im Raum 
oder sich über die Zeit im Raum bewegen  die Variablen verändern sich
in Raum und Zeit. Fahrzeuge, die sich durch ein Verkehrsmuster bewegen,
wechseln an der stromaufwärtigen Front, also entgegen der Fahrtrichtung,
in das Verkehrsmuster und verlassen dieses an der stromabwärtigen Front,
also in der Fahrtrichtung.
2.2 Kernersche Drei-Phasen-Verkehrstheorie
Die von Boris S. Kerner entwickelte Drei-Phasen-Theorie [1831] basiert
auf dem Studium des Straßenverkehrs auf Schnellstraßen. Dafür wur-
den räumlich-zeitliche Messungen an unterschiedlichen Schnellstraßen ver-
schiedener Länder durchgeführt und analysiert. In den gemessenen Daten
wurden verschiedene Verkehrsmuster identifiziert und nach gemeinsamen
Merkmalen zusammengefasst. Basierend auf den gewonnenen Erkenntnis-
sen entwickelte Kerner eine neue theoretische Grundlage der Verkehrswis-
senschaft.
Zunächst beschränkte sich Kerners Entwicklung der Drei-Phasen-Ver-
kehrstheorie allein auf die Betrachtung von Schnellstraßen. Seit dem Jahr
2011 kam auch der innerstädtische Verkehr an Lichtsignalanlagen in den
Fokus der Forschung.
2.2.1 Verkehrsphasen
In der klassischen Verkehrstheorie wird der Verkehr in freien Verkehr
und gestauten Verkehr eingeteilt [32]. Da empirische Untersuchungen
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zeigten, dass innerhalb des gestauten Verkehrs deutlich zu unterschei-
dende Merkmale existieren, wurde der gestaute Verkehr in zwei wei-
tere Verkehrsphasen unterteilt. Insgesamt besteht nach der Drei-Phasen-
Verkehrstheorie der Verkehr auf Schnellstraßen aus den drei Phasen
1. freier Verkehr,
2. synchronisierter Verkehr und
3. sich bewegende breite Staus.
Abbildung 2.1 zeigt eine räumlich-zeitliche Darstellung dieser drei Ver-
kehrsphasen auf einer Schnellstraße:
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Freier Verkehr
Synchronisierter Verkehr
Sich bewegender breiter Stau
Fahrtlinie eines Fahrzeugs
Position P
t1 t2
t1 t2
Abbildung 2.1: a) Schematische Darstellung des Verkehrsszenarios einer Schnell-
straße mit einer Engstelle, b) Verkehrsphasen in einem Weg-Zeit-Diagramm
mit einer exemplarisch hervorgehobenen Fahrtlinie eines Fahrzeugs und c)
Geschwindigkeit-Zeit-Diagramm derselben exemplarischen Fahrt mit gleicher
Zeitachse wie b).
Das Fahrzeug in Abbildung 2.1 a) bewegt sich  neben vieler weiterer,
nicht dargestellten Fahrzeuge  auf einer Schnellstraße durch die verschie-
denen Verkehrsphasen. Je flacher die Steigung der Trajektorie in Abbil-
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dung 2.1 b) verläuft, desto geringer ist die jeweilige Geschwindigkeit, wie
im Vergleich mit Abbildung 2.1 c) zu erkennen ist.
Im freien Verkehr (F) können Fahrer ihre Geschwindigkeit selbst
wählen. Der Verkehrsfluss ist in dieser Phase am höchsten und die Ver-
kehrsdichte am geringsten.
Synchronisierter Verkehr (S) entsteht an Engstellen. Das Teilbild
2.1 a) zeigt einen Autobahnabschnitt mit einer Zufahrt, die eine solche
Engstelle darstellt. Ab einer gewissen Verkehrsdichte müssen Fahrzeuge
ihre Geschwindigkeit an das jeweils vorausfahrende Fahrzeug anpassen.
Dies erschwert auch den Wechsel auf eine andere Fahrspur. Die stromab-
wärtige (in Fahrtrichtung befindliche) Front des synchronisierten Verkehrs
beschreibt den Ort, an dem die Fahrzeuge vom synchronisierten in den
freien Verkehr wechseln. Die stromabwärtige Front befindet sich fest an
der Position der Engstelle.
In einem sich bewegenden breiten Stau (J) ist die Fahrzeugge-
schwindigkeit sehr gering und die Verkehrsdichte sehr hoch. Die Fahrzeuge
kommen zwischenzeitlich zum Halt (Stop and Go), was als Unterbrechun-
gen im Verkehrsfluss erkennbar ist. Die stromabwärtige Front eines sich
bewegenden breiten Staus (J) propagiert mit einer konstanten mittleren
Geschwindigkeit vg entgegen der Fahrtrichtung. Messungen haben gezeigt,
dass vg in der Regel ca. 15 km/h beträgt.
Übergänge zwischen den Phasen S, J und F werden im Wesentlichen
durch Geschwindigkeitsstörungen aus der Interaktion von Fahrzeugen ver-
ursacht. Aus diesem Grund werden diese Phasenübergänge auch als selbst-
organisierende Phänomene bezeichnet. Wie in Abbildung 2.1 darge-
stellt, entstehen sich bewegende breite Staus (J) in der Regel im synchro-
nisierten Verkehr (S) stromaufwärts von Engstellen und können sich nicht
im freien Verkehr bilden.
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2.2.2 Innerstädtischer Verkehr an Lichtsignalanlagen
Aufgrund ihres Einsatzzwecks, Verkehrsströme zu regeln, unterbrechen
Lichtsignalanlagen (LSA) zyklisch den innerstädtischen Verkehrsfluss, in-
dem Fahrzeuge vorübergehend angehalten werden. Diese externen Eingriffe
in den Verkehr stellen Störungen dar, die es im sich selbstorganisierenden
Verkehr auf Schnellstraßen nicht gibt.
Abbildung 2.2 zeigt zwei verschiedene Situationen von innerstädtischem
Verkehr an einer LSA:
Haltelinie LSA
Rotphase
Gelbphase
Grünphase
räuml.-zeitl.
Struktur der
Warteschlange
a) b)
ZeitZeit
P
os
it
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n
Abbildung 2.2: Schematische Darstellung sich bewegender Warteschlangen (engl.
Moving Queues) im a) untersättigten und b) übersättigten Verkehr an einer
Lichtsignalanlage (LSA). Gepunktete Linien entsprechen Fahrzeugtrajektorien.
Horizontale Verläufe von Trajektorien bedeuten, dass Fahrzeuge in einer
MQ warten. Folgende zwei Situationen sind erkennbar:
1. Im sogenannten untersättigten Verkehr (Abb. 2.2 a)) können alle
Fahrzeuge, die in einer Rotphase anhalten müssen, in der folgenden
Grünphase die LSA passieren.
2. Im sogenannten übersättigten Verkehr (Abb. 2.2 b)) können nicht
mehr alle Fahrzeuge, die in einer Rotphase anhalten müssen, in der
folgenden Grünphase die LSA durchfahren.
Fahrzeuge, die in der Rotphase vor der LSA warten, bilden Warte-
schlangen. In der Grünphase beschleunigen die Fahrzeuge in zeitlichen
Abständen nacheinander aus dem Stillstand. Dabei entfernt sich die strom-
abwärtige Position der Warteschlange in stromaufwärtiger Richtung weg
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von der LSA. Gleichzeitig können am stromaufwärtigen Ende der War-
teschlange neue Fahrzeuge eintreffen zum Stillstand und kommen. Durch
die sich einreihenden Fahrzeuge bewegt sich das stromaufwärtige Ende
ebenfalls in die stromaufwärtige Richtung. Es kommt somit zu einem Ver-
kehrsmuster von zum Halt kommenden Fahrzeugen, das sich im zeitlichen
Verlauf stromaufwärts bewegt. Dieses wird als sich bewegende Warte-
schlange bzw. als Moving Queue (MQ) bezeichnet.
Im untersättigten Verkehr lösen sich die Warteschlangen innerhalb der
Grünphase wieder auf. Die Fahrzeuge in der Warteschlange verlassen diese
schneller als neue Fahrzeuge in der Warteschlange eintreffen. Das bedeu-
tet, dass der abfließende Verkehrsfluss der MQs im untersättigten Verkehr
größer ist als der zufließende Verkehrsfluss. Die Haltezeit der später in der
Warteschlange eintreffenden Fahrzeuge reduziert sich. Somit verläuft die
stromabwärtige Front im Weg-Zeit-Diagramm steiler und die räumlich-
zeitliche Struktur der Warteschlange verjüngt sich bis zur vollständigen
Auflösung in stromaufwärtiger Richtung.
Da im übersättigten Verkehr nicht mehr alle Fahrzeuge die in der Rot-
phase anhalten mussten, die LSA in der Grünphase durchfahren, löst sich
die MQ nicht ohne Weiteres auf. In diesem Fall können MQs als sich be-
wegende breite Staus angesehen werden, die durch die LSA induziert und
getaktet wurden. Die räumlich-zeitlichen Strukturen von Verkehrsmustern
im übersättigten Verkehr werden in Kapitel 2.2.4 ausführlicher beschrie-
ben.
2.2.3 Innerstädtischer Verkehrszusammenbruch
Der Übergang von untersättigtem zu übersättigtem Verkehr wird als
innerstädtischer Verkehrszusammenbruch bezeichnet. Dieser findet
entsprechend der klassischen Verkehrstheorie [4, 3351] statt, sobald der
mittlere eintreffende Verkehrsfluss q¯in die Kapazität Ccl der LSA über-
schreitet:
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q¯in > Ccl (2.6)
mit Ccl = qsat
T effgreen
θ
(2.7)
Der Sättigungsfluss qsat beschreibt den mittleren Verkehrsfluss der Fahr-
zeuge, welche die LSA in freier Geschwindigkeit passieren. Die Umlauf-
zeit θ der LSA ergibt sich aus der Summe der einzelnen Phasendauern
θ = Tgreen +Tyellow +Tred. Die effektive Grünphase T effgreen beschreibt den
Teil der Grünphase, in welchem die Fahrzeuge in freier Fahrt die LSA pas-
sieren können. Aufgrund des Anfahrtsvorgangs erreichen die ersten Fahr-
zeuge der Warteschlange nur langsamere Geschwindigkeiten [4, 3351].
Entsprechend Kerners Drei-Phasen-Verkehrstheorie für innerstädtischen
Verkehr ist der Verkehrszusammenbruch bei q¯in > Ccl zufallszeitverzögert
[5255]. Die Ursache wird im Folgenden stark vereinfacht beschrieben.
Wenn sich Fahrzeuge einer bestehenden Moving Queue oder einem ro-
ten Signal, von dem in Kürze grün zu erwarten ist, nähern, führen sie ei-
ne frühzeitige Geschwindigkeitsanpassung durch. Diese Anpassung pflanzt
sich über die nachfolgenden Fahrzeuge fort. Es entsteht eine sich bewe-
gende Struktur des synchronisierten Verkehrs bzw. ein Moving
Synchronized Flow Pattern (MSP). Abbildung 2.3 stellt die Bildung
von MSPs im untersättigten Verkehr dar:
a)
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Abbildung 2.3: Schematische Darstellung der Bildung einer Struktur des synchro-
nisierten Verkehrs im untersättigten Verkehr. a) Weg-Zeit-Diagramm, b) Ver-
kehrsfluss an der Lichtsignalanlage, c) Vergleich des zeitlichen Abstands einer
Gruppe von Fahrzeugen vor (∆t1) und nach (∆t2) der Durchquerung eines MSP.
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Während Rotphase kommen an der LSA fünf Fahrzeuge zum Halt. In
der Grünphase überqueren diese nacheinander die Haltelinie. Dabei steigt
der abfließende Verkehrsfluss, bis dieser nach einiger Zeit dem mittleren
Sättigungsfluss q¯sat entspricht (s. Abb. 2.3 b)). In der Grünphase nähern
sich elf weitere Fahrzeuge der LSA. Durch die Geschwindigkeitsanpassung
des ersten Fahrzeugs vor dem Erreichen der Warteschlange, welche sich
über die weiteren Fahrzeuge fortpflanzt, entsteht ein MSP.
Die Fahrzeuge reduzieren beim Durchqueren eines MSP ihre zeitlichen
Abstände und behalten diese beim Verlassen des MSP größtenteils bei.
MSPs mit diesen Eigenschaften werden als sich auflösende MSPs bezeich-
net, da sich ihre räumliche Ausprägung mit der Zeit reduziert. Sich auf-
lösende MSPs haben auf den Verkehrsfluss einen komprimierenden Effekt:
Die Zeitlücken zwischen den Fahrzeugen werden kürzer. Dieser ist anhand
eines Vergleichs des zeitlichen Abstands einer Gruppe von Fahrzeugen vor
(Zufluss) und nach der Durchquerung (Abfluss) eines MSPs in Abbildung
2.3 c) dargestellt. Der mittlere Abfluss q¯mspout des MSP ab dem Zeitpunkt
tmsp ist größer als der mittlere Sättigungsfluss der LSA q¯sat, der sich aus
dem Abfluss der Warteschlange ergibt: q¯mspout > q¯sat (s. Abb. 2.3 b)). Aus
diesem Grund kann eine größere Anzahl von Fahrzeugen die LSA passieren,
wenn diese zuvor ein MSP durchfahren haben.
Statt einer maximalen Kapazität Ccl existiert eine stetige Menge von
LSA-Kapazitäten C
Cmin ≤ C ≤ Cmax (2.8)
wobei Cmin der Signalkapazität der klassischen Verkehrstheorie Ccl ent-
spricht:
Cmin = Ccl (2.9)
Solange q¯in < Cmax und die Geschwindigkeitsschwankungen im untersät-
tigten Verkehr nicht zu stark werden, muss nicht zwingend ein Verkehrs-
zusammenbruch stattfinden.
Nach einem erfolgten Verkehrszusammenbruch starten die Fahrzeuge
während der gesamten Grünphase aus den Warteschlangen vor der LSA.
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Da die Fahrzeuge kein MSP durchqueren, ist keine Kompression des Ver-
kehrsflusses möglich. Der maximale mittlere Verkehrsfluss im übersättig-
ten Verkehr an der LSA entspricht dem Sättigungsfluss qsat. Somit ist für
den Übergang von untersättigtem zu übersättigtem Verkehr ein größerer
ankommender Verkehrsfluss q¯in nötig, als der Verkehrsfluss q¯in, der nötig
ist, um den erreichten übersättigten Zustand beizubehalten. Deshalb be-
findet sich der untersättigte Verkehr zwischen Cmin und Cmax in einem
metastabilen Zustand.
2.2.4 Moving Queues und Moving Synchronized Flow
Patterns im übersättigten Verkehr
Abbildung 2.4 a) zeigt eine Simulation von Moving Queues (MQs) ent-
sprechend der klassischen Verkehrstheorie in einem Weg-Zeit-Diagramm:
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Abbildung 2.4: Moving Queues im übersättigten Verkehr. a) Räumlich-zeitliche
Darstellung jeder zweiten Fahrzeugtrajektorie. (b) Geschwindigkeitsverlauf von
Fahrzeugtrajektorie 1 aus a) [56] (nachträglich eingefärbt).
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In dieser Simulation propagieren MQs über den gesamten beobachteten
Streckenabschnitt. Abbildung 2.4 b) zeigt den Geschwindigkeitsverlauf von
Fahrzeug 1 aus dem Weg-Zeit-Diagramm. Die Verkehrsmuster freier Ver-
kehr und MQ, die das Fahrzeug durchquert, sind farblich hervorgehoben.
Im übersättigten Verkehr vor einer LSA bewegen sich Fahrzeuge entspre-
chend der klassischen Theorie im freien Verkehr von einer MQ zur nächsten
und kommen dort jeweils zum Halt [4, 3351].
Numerische Simulationen mit einem stochastischen Drei-Phasen-Ver-
kehrsflussmodell zeigten, dass sich MQs im übersättigten Verkehr in einem
gewissen Abstand stromaufwärts zur LSA in synchronisierten Verkehr auf-
lösen [56, 57]. Dies wird in Abbildung 2.5 dargestellt:
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Abbildung 2.5: Sich in Moving Synchronized Flow Patterns auflösende Moving
Queues im übersättigten Verkehr. a) Räumlich-zeitliche Darstellung jeder zwei-
ten Fahrzeugtrajektorie. b) Geschwindigkeitsverlauf von Fahrzeug 3 aus a) [56]
(nachträglich eingefärbt).
Anders als im untersättigten Verkehr lösen sich in diesem Fall die MSPs
nicht auf, sondern propagieren über den gesamten beobachteten Strecken-
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abschnitt. Wie an den hervorgehobenen Fahrzeugtrajektorien sowie im Ge-
schwindigkeitsprofil von Fahrzeug 1 in Abbildung 2.5 b) zu erkennen ist,
bewegen sich das Fahrzeug in dieser Simulation den größten Teil des Stre-
ckenabschnitts im synchronisierten Verkehr, bevor sie dann bis zu drei
MQs durchqueren.
Der Grund für die Entstehung von MSPs sind wie im untersättigten
Verkehr frühzeitige Geschwindigkeitsanpassungen von Fahrzeugen: Wenn
sich ein Fahrzeug einer Warteschlange nähert und dabei die Geschwindig-
keit frühzeitig reduziert, vergrößert sich der zeitliche Abstand zum vor-
ausfahrenden Fahrzeug. Diese Geschwindigkeitsanpassung pflanzt sich als
MSP stromaufwärts fort und führt schließlich zur Auflösung der MQ. Je
stärker die frühzeitige Verzögerung ist, desto eher löst sich eine MQ in ein
MSP auf. Die frühzeitige Geschwindigkeitsanpassung als stauabsobieren-
der Effekt wurde von Kerner ursprünglich auf Schnellstraßen aufgezeigt
und gilt auch im unter- und übersättigten Verkehr vor LSA [58].
2.3 Videobasierte Messung von bewegten Ob-
jekten
Zur videobasierten Messung von bewegten Objekten gehören die Erken-
nung und die Verfolgung der Objekte in Videodaten sowie die Bestimmung
von Weltkoordinaten aus Bildpositionen.
2.3.1 Supervised Tracking
Eine Möglichkeit zur Verfolgung von bewegten Objekten in Videodaten
ist das sogenannte Supervised-Tracking. Bei diesem Verfahren wird ein
manuell markierter Bildbereich automatisch verfolgt. Zu diesem Zweck
muss der Tracking-Algorithmus lernen, die Merkmale des Objekts von der
Umgebung zu unterscheiden. Im Folgenden wird die Methode Real-Time
Tracking via On-line Boosting [59] erklärt. Diese kann nach Versuchen des
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Autors im Vergleich zu anderen Methoden [6062] der OpenCV Tracking-
API [63] markierte Fahrzeuge in Luftaufnahmen am stabilsten verfolgen.
2.3.1.1 On-line AdaBoost
In Bilddaten können Objekte mittels sogenannten Klassifikatoren anhand
Bildmerkmalen in Klassen unterteilt werden. Ein binärer Klassifikator teilt
Objekte in die zwei KlassenObjekt erkannt undObjekt nicht erkannt
ein.
Boosting-Algorithmen unterscheiden zwischen starken und schwachen
binären Klassifikatoren. Ein schwacher Klassifikator repräsentiert ein Bild-
merkmal und benötigt eine vergleichsweise geringe Erkennungsrate von
mehr als 50 % (etwas größer als eine zufällige Erkennung). Ein starker
Klassifikator ist eine bestimmte Kombination von mehreren schwachen
Klassifikatoren. Durch eine entsprechend gute Kombination, die durch ein
Trainingsverfahren ermittelt wird, können dann sehr hohe Erkennungsra-
ten erzielt werden. [64, 65]
On-line AdaBoost von Grabner [59, 66] erstellt beim Erfassen eines
neuen Trainingselements, z. B. eines markierten Fahrzeugs, einen glo-
balen Pool von T zufallsbasiert generierten schwachen Klassifikatoren
kt ∈ {k1, . . . , kT } und verwendet N Selektoren kseln ∈ {ksel1 , . . . , kselN }, die
jeweils einen geeigneten schwachen Klassifikator auswählen. Das markierte
Objekt (Vordergrund) sowie ein gewisser Anteil der direkten Umgebung
des Objekts (Hintergrund) wird in B Trainingsbeispiele (Samples) unter-
teilt. Für jedes Sample wird der starke Klassifikator in folgender Weise
trainiert:
1. Für alle schwachen Klassifikatoren wird geprüft, ob diese das Sample
korrekt klassifizieren können. Des Weiteren wird die Wichtigkeit des
Samples initialisiert: λ = 1
2. Für jeden Selektor kseln wird jeweils:
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(a) für alle schwachen Klassifikatoren kt der aktuelle Fehler be-
rechnet: et =
λfalscht
λfalscht +λ
korr
t
mit λfalscht = λ
falsch
t + λ bei einer
falschen Klassifikation und λkorrt = λ
korr
t +λ bei einer korrekten
Klassifikation,
(b) der schwache Klassifikator mit dem aktuell geringsten Fehler für
den Selektor ausgewählt: kseln (x) := kt(x) (der gewählte Klas-
sifikator kann für dieses Sample kein weiteres Mal verwendet
werden),
(c) die Wichtigkeit des Trainingsbeispiels aktualisiert: λ =
√
et
1−et
für korrekte Klassifizierungen bzw. λ =
√
1−et
et
für falsche Klas-
sifizierungen und
(d) die Gewichtung des Selektors berechnet: αn = 12 ln
(
1−et
et
)
für
korrekte Klassifizierungen und αn = 0 für falsche Klassifizie-
rungen.
3. Der schwache Klassifikator mit dem größten Fehler wird durch einen
neuen ersetzt.
Der binäre starke Klassifikator ergibt sich aus dem Vorzeichen aus der
gewichteten Summe aller schwachen Klassifikatoren:
kstrong(x) = sign
(
N∑
n=1
αnk
sel
n (x)
)
(2.10)
Für Trainingsbeispiele, die schlechter zu klassifizieren sind, werden auf-
grund einer laufenden Anpassung der Wichtigkeit λ die korrekten Klassi-
fikatoren stärker berücksichtigt.
Um einen möglichst guten Pool von schwachen Klassifikatoren zu erhal-
ten, kann das initiale Training in I Iterationen wiederholt werden. Da pro
Iteration der schlechteste schwache Klassifikator durch einen neuen ersetzt
wird, verbessert sich dabei die Auswahlbasis der Selektoren. Nach jeder
erfolgreichen Lokalisierung des zu verfolgenden Objekts wird dieses erneut
in Trainingssamples unterteilt und der Klassifikator weiter trainiert, wobei
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die bestehenden Fehler der schwachen Klassifikatoren angepasst und die
Selektoren aktualisiert werden. Dadurch können Änderungen des verfolg-
ten Objekts berücksichtigt werden. [59, 66]
2.3.1.2 Haar-ähnliche Bildmerkmale
Bildmerkmale reduzieren Bildinformationen auf eine gut auszuwertende
Menge. Haar-ähnliche Merkmale von Viola und Jones [65] sind Muster von
Kontrastunterschieden (repräsentiert durch die Farben Schwarz und Weiß)
bestehend aus zwei bis drei Rechtecken. Die verwendete Implementierung
des On-line AdaBoost Algorithmus verwendet Haar-ähnliche Merkmale als
schwache Klassifikatoren. Die in der Tracking-Implementierung [63] ver-
wendeten Muster zur Erkennung von Bildmerkmalen sowie Beispiele von
erkannten Bildmerkmalen in einem Gesicht sind in Abbildung 2.6 darge-
stellt:
a)
b)
Abbildung 2.6: Haar-ähnliche Merkmale a) Muster zur Erkennung von Bildmerk-
malen b) Beispiele von erkannten Bildmerkmalen in einem Gesicht [67].
Bei der Verwendung als schwacher Klassifikator werden für ein Haar-
ähnliches Merkmal
• die Art des Musters (s. Abb. 2.6 a)),
• die Skalierung des Musters und
• die Position auf dem Bild
zufällig festgelegt (s. Abb. 2.6 b)). Im Bild werden an der definierten Po-
sition und mit der vorgegebenen Skalierung dem Muster ähnliche Kon-
trastunterschiede gesucht. Dabei gibt das Muster die Regionen vor, deren
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Pixelsummen verglichen werden: Die Pixelsumme des Bildes unter dem
Schwarzanteil des Musters wird von der Pixelsumme des Bildes unter dem
Weißanteil des Musters subtrahiert. Wenn der Betrag kleiner als ein fest-
gelegter Grenzwert ist, dann gilt das Merkmal als erkannt.
Haar-ähnliche Merkmale eignen sich für gut einfache und kontrastreiche
Objekte wie Gesichter in der Frontalansicht oder Fahrzeuge. Bei einer Ge-
sichtserkennung konnten Klassifikatoren bereits mit 200 Merkmalen eine
Detektionsrate von 95 % erreichen [65, 68].
2.3.2 Positionsbestimmung in Videodaten
Im Rahmen einer Messung von Straßenverkehr in Videodaten ist die Er-
mittlung korrekter Fahrzeugpositionen auf der Straße von großer Bedeu-
tung. Für die Bestimmung von Weltkoordinaten aus Bildpositionen ist es
nötig, zu verstehen, wie ein reales Objekt durch die Kamera in einem digi-
talen Bild erfasst wird. Ein Kamerabild ist eine zweidimensionale Projekti-
on eines dreidimensionalen Raums. Die projizierten Größen von Objekten
sind abhängig von deren Entfernung zur Kamera. Für eine Bestimmung
von Objektpositionen in einem 3D-Weltkoordinatensystem müssen die 3D-
Bildpositionen in den 3D-Raum zurück transformiert werden. Dafür ist es
erforderlich, verschiedene Kameraeigenschaften zu ermitteln und zu be-
rücksichtigen. Die nachfolgende Beschreibung orientiert sich an [68] und
[69].
2.3.2.1 Intrinsische Kamera- und Verzeichnungsparameter
Die Geometrie der Bildprojektion lässt sich anhand eines Lochkameramo-
dells zeigen. In diesem fällt das Licht durch eine kleine Öffnung auf eine
Projektionsfläche, die dem Bildsensor einer Digitalkamera entspricht. In
einer Lochkamera werden keine Linsen verwendet. Abbildung 2.7 zeigt die
Übertragung eines Punktes P auf der Straße auf die Projektionsfläche mit
dem Punkt P ′. Dabei wird zur Vereinfachung eine virtuelle Projektion ver-
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wendet, die vor der Öffnung O des Kamerasystems platziert ist, ohne dass
das Bild spiegelverkehrt auf dem Kopf steht:
Kamera-
koordinatensystem
Bildkoordinaten-
system
virtuelle
Projektionsfläche
xk
xp
uv
yk yp
zk
f P'
C
P
Weltkoordinatensystem
xw
ywzw
O
Abbildung 2.7: Projektion des Punktes P auf der Straße auf die Projektionsfläche
eines Lochkameramodells inklusive verschiedener geometrischer Bezugssysteme.
Für die Projektion des Punkts P auf eine digitale Abbildung müssen vier
Bezugssysteme berücksichtigt werden:
1. Das Weltkoordinatensystem mit P =
[
xw yw zw
]T
ist ein
stationäres Bezugssystem.
2. Das Kamerakoordinatensystem gibt P =
[
xk yk zk
]T
relativ
zur Kamera an.
3. Das Projektionskoordinatensystem definiert den zweidimensio-
nalen Punkt P ′ =
[
xp yp
]T
mit dem Ursprung in Punkt C auf der
Projektionsfläche.
4. Das Bildschirmkoordinatensystem gibt P ′ =
[
u v
]T
in der
Einheit Pixel mit dem Ursprung in der linken oberen Bildecke an.
Die Projektion vom Kamerakoordinatensystem in das Projektionskoordi-
natensystem wird auf folgende Weise hergeleitet: Die Entfernung der Ka-
meraöffnung O zur Projektionsfläche ist die Brennweite f und die Entfer-
nung der Kameraöffnung O zur Ebene des Objekts ist zk. Aufgrund des
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Strahlensatzes kann die Projektion eines Punktes aus dem Kamerakoordi-
natensystem auf die Bildfläche berechnet werden:
xp = fx
′ , yp = fy′ (2.11)
mit x′ =
xk
zk
, y′ =
yk
zk
(2.12)
Da bei einer Lochkamera  insbesondere für Videoaufnahmen  zu we-
nig Licht auf die Projektionsfläche einfällt, werden im realen Kamerasys-
tem Linsen zur Bündelung des Lichts verwendet. Diese können Verzeich-
nungen verursachen, von denen folgende zwei Arten berücksichtigt werden
müssen: Die radiale Verzeichnung wird mit zunehmender Entfernung zum
Bildmittelpunkt stärker. Sie kann kissenförmig (zunehmende Vergrößerung
in Richtung des Bildrandes) oder tonnenförmig (zunehmende Verkleine-
rung in Richtung des Bildrandes) sein. Die tangentiale Verzeichnung ent-
steht, wenn der Bildsensor konstruktionsbedingt nicht exakt parallel zur
Linse ausgerichtet ist. Beide Verzeichnungen können als Näherung durch
folgende Funktion in Abhängigkeit vom Abstand des Bildmittelpunkts r
angegeben werden:
x′′ = x′(1 + k1r2 + k2r4 + k3r6) + 2p1x′y′ + p2(r2 + 2x′2) (2.13)
y′′ = y′(1 + k1r2 + k2r4 + k3r6) + p1(r2 + 2y2) + 2p2x′y′ (2.14)
mit r2 = x′2 + y′2 (2.15)
Die Parameter k1, k2, k3 definieren die radiale Verzeichnung und die Para-
meter p1, p2 definieren die tangentiale Verzeichnung.
Digitale Bildsensoren erfassen die Projektion in einem Pixelraster. Zur
Umrechnung von der metrischen Einheit des Kamerakoordinatensystems
in das Bildschirmkoordinatensystem des Bildsensors muss dessen Punkt-
dichte [Pixel/mm] berücksichtigt werden. Da die Pixelmaße vieler Kame-
rasensoren eine rechteckige statt einer quadratischen Form haben, wird
diese mittels sx und sy für die Höhe und die Breite gesondert angegeben.
Durch Addition des Bildmittelpunktes C =
[
cx cy
]T
wird der Koordi-
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natenursprung vom Zentrum in die linke obere Ecke
[
u v
]T
des Bildes
verschoben:
u = fxx
′′ + cx und v = fyy′′ + cy (2.16)
mit fx = fsx und fy = fsy (2.17)
Der Punkt C ergibt sich im Modell aus jeweils der halben Bildbreite U und
der halben Bildhöhe V (in Pixel). Bei echten Kameras kann der Punkt C
konstruktionsbedingt etwas versetzt zur Bildmitte liegen.
Die exakte Größe der Pixel oder des Sensors der Kamerasysteme ist
 mit Ausnahme von Industriekameras  meist nicht bekannt. Deshalb
lassen sich in Kalibrierungsverfahren nur fx und fy ermitteln. Es erge-
ben sich somit folgende intrinsische Kameraparameter, die sich auf
die 3D-Geometrie beziehen: die Bildmitte cx und cy sowie die horizontale
und vertikale Brennweite fx und fy, alle jeweils in der Einheit Pixel. Die
Verzeichnungsparameter k1, k2, k3, p1 und p2 beziehen sich auf die
2D-Geometrie der Abbildung.
2.3.2.2 Extrinsische Kameraparameter
Für die Verfolgung von Objekten in Videodaten ist es sinnvoll, die Positio-
nen nicht relativ zu einer sich bewegenden Kamera, sondern in einem sta-
tionären Weltkoordinatensystem anzugeben. Mittels einer Rotationsma-
trix und eines Translationsvektors wird eine Position P =
[
xw yw zw
]T
(s. Abb. 2.7) aus einem von der Kamera unabhängigen Weltkoordinaten-
system in das Kamerakoordinatensystem überführt:
P = RPw + t (2.18)
Die Rotationsmatrix R definiert zuerst eine Drehung der Kamera um die
X-Achse (Winkel ψ), anschließend um die resultierende Y-Achse (Winkel θ)
und zuletzt um die resultierende Z-Achse (Winkel φ). Mit den Abkürzun-
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gen sψ = sinψ, cψ = cosψ, sθ = sin θ, cθ = cos θ, sφ = sinφ und cφ = cosφ
lässt sich die Rotationsmatrix folgendermaßen angeben:
R =

cθcφ −cθsφ sθ
sψsθcφ + cψsφ −sψsθsφ + cψcφ −sψcθ
−cψsθcφ + sψsφ cψsθsφ + sψcφ cψcθ
 (2.19)
Der Translationsvektor t =
[
t1 t2 t3
]T
verschiebt die Position im Ko-
ordinatensystem. Die Winkel ψ, φ, θ und der Vektor t werden als extrin-
sische Kameraparameter bezeichnet.
2.3.2.3 Kamerakalibrierung und Positionsbestimmung
Die Kamerakalibrierung ist ein Verfahren zu Ermittlung der intrinsischen
Kamera- und Verzeichnungsparameter mithilfe eines leicht erkennbaren
Referenzmusters mit gleichen Abständen zwischen den Musterelementen
 meist ein Schachfeld oder eine Punktmatrix. Von diesem werden mit
der Kamera ca. 10 - 20 Bilder verschiedener, vollständiger und möglichst
großer Ansichten aufgenommen. Das Muster wird in den Bildern automa-
tisch erkannt. Computervision-Bibliotheken wie OpenCV bieten Funktio-
nen, um aus einer Reihe von erkannten Mustern die Kamerakalibrierung
durchzuführen [70]. Diese lösen ein Gleichungssystem mit 6 temporären
extrinsischen Unbekannten pro Bild sowie mit 4 intrinsischen und 5 ver-
zeichnungsbezogenen Unbekannten, die für alle Bilder identisch sind [71].
Mittels der gefundenen intrinsischen Kamera- und Verzeichnungspa-
rameter lassen sich von mindestens sechs Referenzpunkten, die jeweils
eine Weltkoordinate einer Bildschirmkoordinate zuordnen, die extrinsi-
schen Kameraparameter durch ein Optimierungsverfahren finden [72].
Computervision-Bibliotheken bieten hierfür ebenfalls fertige Funktionen
[70].
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2.3.2.4 Transformation einer Bildschirmposition in Weltkoordi-
naten
Ohne Berücksichtigung der Verzeichnung lässt sich die Transformation und
Projektion aus dem Weltkoordinatensystem in das Bildschirmkoordina-
tensystem in Abhängigkeit von einem Skalierungsparameter s in Matrix-
schreibweise ausdrücken:
s
[
u v 1
]T
= A(RP + t) (2.20)
mit der Kameramatrix A =

fx 0 cx
0 fy cy
0 0 1
 (2.21)
Bei der Projektion aus dem Weltkoordinatensystem auf das Bildschirm-
koordinatensystem geht eine Dimensionsinformation verloren, die bei der
Rücktransformation benötigt wird. Wenn sich die zu transformierenden
Positionen parallel zur xy-Ebene des Weltkoordinatensystems befinden
(z. B. auf einer Straße), kann die Höhe z dieser Ebene gemessen und als zu-
sätzliche Information verwendet werden. Die Position P =
[
xw yw zw
]T
lässt sich mit einer bekannten Höheninformation z∗w mit folgendem Glei-
chungssystem berechnen:[
xw yw z
∗
w
]T
= R−1
(
sA−1
[
u v 1
]T
− t
)
(2.22)
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Der Parameter s kann mittels z∗w und folgender Gleichung ermittelt wer-
den:
s
[
u v 1
]T
A−1R−1 = tR−1 +
[
xw yw z
∗
w
]T
(2.23)
s = z∗w + zr/zl (2.24)
mit zl aus
[
. . . . . . zl
]T
=
[
u v 1
]T
A−1R−1 (2.25)
und zr aus
[
. . . . . . zr
]T
= R−1t (2.26)
Zur Berücksichtigung der Verzeichnung bieten Computervision-Bibliothe-
ken wie OpenCV Funktionen, die aus den realen Bildschirmkoordinaten
unverzeichnete Bildschirmkoordinaten berechnen können [73].
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3 Stand der Technik
Das folgende Kapitel stellt bestehende empirische Messungen von Struk-
turen des synchronisierten Verkehrs vor einer Lichtsignalanlage dar. Dabei
wird auch der Kraftstoffverbrauch im übersättigten Verkehr analysiert.
Anschließend werden verschiedene Publikationen zu räumlich-zeitlichen
Messungen des Straßenverkehrs vorgestellt. Des Weiteren werden mögli-
che Methoden zur Luftbeobachtung des Straßenverkehrs beschrieben und
kommerzielle Lösungen erfasst. Defizite der erwähnten Verfahren werden
aufgezeigt und ein Handlungsbedarf formuliert.
3.1 Empirischer synchronisierter Verkehr vor
Lichtsignalanlagen
Mittels eines videobasierten makroskopischen Fahrzeugdetektors und ano-
nymisierten Floating-Car-Daten aus Navigationsgeräten untersuchte Hem-
merle [6] den Verkehr vor Lichtsignalanlagen. Die in diesem Abschnitt dar-
gestellten mikroskopischen und makroskopischen Messungen wurden auf
der Völklinger Straße in Düsseldorf in innerstädtischer Richtung zwischen
Südring und Fährstraße durchgeführt. Die vorliegende Arbeit betrachtet
ebenfalls den Verkehr auf diesem Abschnitt und geht in Kapitel 5.1 detail-
liert auf dessen Eigenschaften ein.
Im betrachteten Streckenabschnitt befindet sich ein videobasierter Fahr-
zeugdetektor ca. 600 m stromaufwärts einer LSA und erfasst für jedes
passierende Fahrzeug den Zeitpunkt. Daraus lassen sich entsprechend Ka-
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pitel 2.1.1 der Verkehrsfluss und die mittlere Geschwindigkeit ermitteln.
Anhand eines deutlichen Einbruchs der mittleren Geschwindigkeit nach
einem vorherigen Anstieg des Verkehrsflusses können Verkehrszusammen-
brüche aufgezeigt werden. In Abbildung 3.1 a) kommt es zwischen 09:47
Uhr und 09:54 Uhr sowohl zu einem Einbruch der mittleren Geschwindig-
keit als auch zu einem Einbruch des Verkehrsflusses:
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Abbildung 3.1: Mittlere Geschwindigkeit und Verkehrsfluss am untersuchten Ab-
schnitt an zwei verschiedenen Messtagen [74] (nachträglich eingefärbt).
Diese Eigenschaften entsprechen denen von mehreren aufeinanderfolgen-
den langen Warteschlangen. Sie zeigen zufällige Wechsel von Unterbre-
chungen des Verkehrsflusses, in denen die sich Fahrzeuge von Warteschlan-
ge zu Warteschlange bewegen. In Abbildung 3.1 a) kommt es zwischen 7:48
Uhr bis 9:15 Uhr zu einem Einbruch der Geschwindigkeit; der Einbruch
des Verkehrsflusses ist dabei deutlich geringer. Abbildung 3.1 b) zeigt,
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dass es sogar zu Geschwindigkeitseinbrüchen kommen kann, bei denen der
Verkehrsfluss im untersättigten sowie im übersättigten Verkehr im Durch-
schnitt gleich bleibt [74].
Die Fälle, in denen es nur zu Geschwindigkeitseinbrüchen kommt, wer-
den mithilfe anonymisierter Floating-Car-Daten aus Navigationsgeräten
mikroskopisch untersucht. Jedes Navigationsgerät erfasst die Fahrzeugpo-
sition per Global Positioning System (GPS) in Abständen von ∆t = 5 s
oder ∆t = 10 s und sendet diese zyklisch an einen Server. Dort wird aus
der zurückgelegten Strecke und der benötigten Zeit die Geschwindigkeit
berechnet. Die Daten werden anschließend für die Erfassung der aktuellen
Verkehrslage verwendet und als Trajektorien mit Geschwindigkeitsinfor-
mation archiviert.
Die Abbildungen 3.2 und 3.3 zeigen die Trajektorien und die dazu-
gehörigen Geschwindigkeitsverläufe vom 10. April und 5. Februar 2013.
Im Durchschnitt wurden ca. 30 Fahrzeuge pro Stunde erfasst. Dies ent-
sprach einer Abdeckung von ca. 2 %. In den Messungen können folgende
mikroskopischen, räumlich-zeitlichen Phänomene im übersättigten Verkehr
ausgewiesen werden [74]:
1) Klassische reguläre Sequenzen von MQs: Die stromaufwärtige
Propagierung wird durch gestrichelte Linien inWeg-Zeit-Diagrammen
hervorgehoben. Diese sind in den Trajektorien 1 und 2 in Abbildung
3.2 sowie in den Trajektorien 1, 2, 10 und 11 in Abbildung 3.3 er-
kennbar.
2) Strukturen des synchronisierten Verkehrs (SP1): Zusätzlich
zu MQs kann in den Trajektorien 3 und 4 in Abbildung 3.2 und
in den Trajektorien 5, 6 und 8 in Abbildung 3.3 synchronisierter
Verkehr gemessen werden.
3) Zufällige räumlich-zeitliche Wechsel zwischen MQs und SPs:
Dieses Auftreten wird am häufigsten gemessen. Trajektorien 1, 2, 10
und 11 (MQs) sowie 5, 6 und 8 (SPs) in Abbildung 3.3.
1Englisch: Synchronized Flow Pattern
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4) Simultanes Auftreten von MQs und SPs auf verschiedenen
Fahrspuren: Abbildung 3.2 zeigt MQs im Verlauf der Trajektorien
1 und 2 sowie jeweils gleichzeitiges Auftreten von SPs im Verlauf der
Trajektorien 3 und 4.
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Abbildung 3.2: Messung 1 von übersättigtem Verkehr mittels GPS-
Positionsdaten aus Navigationsgeräten. Die Strichpunktlinie zeigt die Halteli-
nie der Lichtsignalanlage (TS), a) Weg-Zeit-Diagramm der Messung und b)
Geschwindigkeits-Zeit-Diagramme ausgewählter Trajektorien [74] (nachträglich
eingefärbt).
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Abbildung 3.3: Messung 2 von übersättigtem Verkehr mittels GPS-
Positionsdaten aus Navigationsgeräten. Die Strichpunktlinie zeigt die Halteli-
nie der Lichtsignalanlage (TS), a) Weg-Zeit-Diagramm der Messung und b)
Geschwindigkeits-Zeit-Diagramme ausgewählter Trajektorien [74] (nachträglich
eingefärbt).
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3.2 Kraftstoffverbrauch im innerstädtischen
synchronisierten Verkehr
Anhand der im vorherigen Abschnitt beschriebenen mikroskopischen Mess-
daten untersuchten Hemmerle et al. [75] den Kraftstoffverbrauch von Fahr-
zeugen in MQs und SPs. Da die Floating-Car-Daten aus Navigationsge-
räten weder Verbrauchs-, noch Beschleunigungsdaten beinhalten und die
zeitlichen Messabstände zu groß für eine genaue Ableitung der Beschleuni-
gung sind, wird die kumulierte Fahrzeugbeschleunigung A verwendet [76]:
A =
1
L
N−1∑
n=1
(vn+1 − vn) θn (3.1)
mit θn =
1 falls (vn+1 − vn) ≥ ∆v0 sonst (3.2)
Die kumulierte Fahrzeugbeschleunigung A sagt aus, wie häufig ein Fahr-
zeug auf einer Strecke mit der Länge L mit N Geschwindigkeitsmess-
punkten vn beschleunigt hat. Mittels θn werden nur positive Geschwin-
digkeitsunterschiede gewertet. Der Parameter ∆v ist ein Schwellwert zur
Einbeziehung von Beschleunigungsvorgängen. Er beträgt in dieser Mes-
sung 0,5 km/h, um die Auswirkung von Messfehlern zu reduzieren.
Abbildung 3.4 zeigt die kumulierte Beschleunigung in Abhängigkeit
von der mittleren Geschwindigkeit für jeweils 4 Trajektorien von Fahrten
durch MQs und SPs. Es ist erkennbar, dass bei gleicher Geschwindigkeit
die kumulierte Beschleunigung in MQs deutlich größer ist als in SPs. Die
Auswirkung der kumulierten Fahrzeugbeschleunigung auf den Kraftstoff-
verbrauch kann in folgendem verkürzt dargestellten Vorgehen berechnet
werden:
1. Aus Messungen der Verbrauchsdaten von Testfahrzeugen kann eine
empirische Verbrauchsmatrix erstellt werden. Diese gibt den Kraft-
stoffverbrauch in Abhängigkeit von der Geschwindigkeit und der Be-
schleunigung an [77, 78].
39
2. Durch die Simulation von 400.000 Trajektorien auf Basis der inner-
städtischen Drei-Phasen-Verkehrstheorie wird aus den Daten der em-
pirischen Verbrauchsmatrix eine makroskopische Verbrauchsmatrix
erstellt. Diese gibt einen relativen Verbrauch in Abhängigkeit von
der kumulierten Beschleunigung und der Geschwindigkeit an.
Anhand der Floating-Car-Daten und der makroskopischen Verbrauchsma-
trix kann für Geschwindigkeiten von 1015 km/h gezeigt werden, dass bei
wachsender kumulierter Beschleunigung der relative Verbrauch ebenfalls
steigt. Daraus und den deutlich höheren kumulierten Beschleunigungswer-
ten von Fahrzeugen in MQs als SPs lässt sich schließen, dass bei gleicher
mittlerer Geschwindigkeit der durchschnittliche Kraftstoffverbrauch von
Fahrzeugen in MQs deutlich höher ist als in SPs. Das bedeutet, dass der
Kraftstoffverbrauch erheblich sinken kann, wenn der übersättigte Verkehr
aus SPs statt MQs besteht. Darum wird von Hemmerle ein Navigations-
system vorgeschlagen, dass nicht nur verkehrs- oder infrastrukturbedingte
Zeitverzögerungen [79], sondern auch den Einfluss des aktuellen Verkehrs
für den Verbrauch berücksichtigt [6]. Da diese Ergebnisse teilweise auf
simulierten Daten beruhen, steht ein vollständiger empirischer Nachweis
noch aus.
Abbildung 3.4: Kumulierte Beschleunigung in Abhängigkeit von der mittleren
Geschwindigkeit für MQs und SPs [75].
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3.3 Räumlich-zeitliche, mikroskopische Mes-
sung des Straßenverkehrs
In einer Veröffentlichung zur Bewertung von empirischen Fahrzeugtrajek-
torien schrieben Punzo et al. [80] (aus dem Englischen übersetzt):
Trajektorien, die von allen Fahrzeugen einer Straße in einem
gemeinsamen Referenzsystem gezeichnet werden, sind die ulti-
mativen empirischen Daten zur Untersuchung der Verkehrsdy-
namik. Mit diesem Wissen können wir alle gewünschten Infor-
mationen über die Physik von Verkehrsphänomenen auf einer
Straße ableiten, einschließlich der Dynamik wie Fahrzeugfolge-
verhalten, Spurwechsel oder Lückenakzeptanz.
Trotz dieser Bedeutung einer vollständigen Erfassung empirischer Trajek-
torien aller Fahrzeuge für die Verkehrsforschung gibt es nur eine über-
schaubare Menge an durchgeführten Messungen. In einer in diesem Ab-
schnitt durchgeführten Recherche werden bisherige Verkehrsmessungen
aufgeführt. Des Weiteren wird auf Forschungsergebnisse zum Thema Luft-
beobachtung und kommerzielle Lösungen für mikroskopische Verkehrsmes-
sungen eingegangen.
3.3.1 Räumlich-zeitlich vollständige Messungen
Im Folgenden werden wissenschaftliche Veröffentlichungen von räumlich-
zeitlichen, vollständigen Messungen des Straßenverkehrs in zeitlicher Rei-
henfolge beschrieben:
A) Investigation of Traffic Dynamics by Areal Photogrammetry
Techniques
Im Jahr 1967 veröffentlichte Joseph Treiterer seinen ersten Zwischenbe-
richt zu dem Forschungsthema Investigation of Traffic Dynamics by Areal
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Photogrammetry Techniques und schrieb damit Geschichte auf dem Ge-
biet der Verkehrsforschung [2]. Mittels Fotografien aus einem Helikopter
wurde zum ersten Mal der räumlich-zeitliche, mikroskopische Verlauf von
Straßenverkehr dokumentiert. Ein Teil des Messequipments und ein Mess-
beispiel werden in Abbildung 3.5 dargestellt:
Abbildung 3.5: Technik und Messung von Joseph Treiterer: a) Bell Helicopter
mit einer der beiden Luftbildkameras, b) eine typische Luftaufnahme und c) ein
Weg-Zeit-Diagramm der ersten gemessenen Fahrzeugtrajektorien [2].
An der beobachteten Stelle gab es auf der Interstate 71 eine Zusam-
menführung von insgesamt sechs auf vier Fahrspuren. Dort konnten Ver-
kehrszusammenbrüche beobachtet werden.
In insgesamt sechs Flügen wurden über 3000 Bildaufnahmen getätigt.
Im weiteren Verlauf dieses Forschungsprojektes wurden bis 1977 neue Me-
thoden zur Erfassung von Fahrzeugtrajektorien aus den aufgenommenen
Bilddaten entwickelt. Die Fahrzeugpositionen wurden auf den Fotos an-
hand eines hochpräzisen Entfernungsmessgeräts für Filmaufnahmen bis
auf 0,001 mm genau vermessen. Die Ergebnisse wurden für spätere Aus-
wertungen auf Lochkarten gespeichert. Eine Aufnahme bestehend aus 300
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Einzelbildern konnte aufgrund des vorwiegend manuellen Verfahrens inner-
halb von 150 Stunden vermessen werden. Anhand der gemessenen Fahr-
zeugtrajektorien ließen sich Verkehrsstörungen erstmals räumlich-zeitlich
untersuchen [50].
B) Freeway Data Collection for Studying Vehicle Interactions
Das Projekt Freeway Data Collection for Studying Vehicle Interactions
wurde 1982-1985 durch die US Federal Highway Administration durch-
geführt [81]. Für die Messung wurden die Positionen aller Fahrzeuge auf
einem 1 km langen, vierspurigen Freeway-Abschnitt im Intervall von einer
Sekunde erfasst. Der Verkehr wurde mit einer 35mm-Filmkamera von ei-
nem Leichtflugzeug aus aufgenommen. Zur Verfolgung der Fahrzeuge wur-
den die Filmaufnahmen auf ein Grafiktablett projiziert, um die Fahrzeug-
position manuell mittels eines Digitizers  einem digitalen Stift  in einem
Sage IV Mikrocomputer zu speichern. So konnten mehrere Stunden Film-
aufnahmen ausgewertet werden. Die Daten ermöglichten die Untersuchung
des Verkehrs an Engstellen, von Einschervorgängen und Spurwechselver-
halten. Erst kürzlich wurden die Daten von Toledo et al. für die Entwick-
lung von Fahrverhaltensmodellen verwendet [82, 83].
C) Xing, Universität von Tokio
Für die Untersuchung der Stauentstehung an Engstellen auf japanischen
Schnellstraßen wurden 1990 unter Einsatz eines Drachenballons Luftauf-
nahmen durchgeführt [84, 85]. Anhand der erfassten Daten konnten Para-
meter für ein Fahrzeugfolgemodell identifiziert werden.
D) Partners for Advanced Highways and Transit Programm
Im Rahmen des kalifornischen Partners for Advanced Highways and Tran-
sit Programms entwickelten Coifman et al. ein Live-Verkehrsüberwa-
chungssystem [86]. Anstatt kompletter Fahrzeuge wurden nur einzelne
Bildmerkmale verfolgt, die anschließend mithilfe von Bewegungsmodellen
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zu Fahrzeugtrajektorien gruppiert werden. Deshalb war dieses System we-
sentlich unempfindlicher gegenüber Fahrzeugüberlappungen und Schatten
als damalige Alternativen. Fahrzeuge konnten über eine Strecke von ca.
50 m verfolgt werden. Während des Projektes wurden einige Messungen
von gestautem Verkehr veröffentlicht [87].
E) Traffic Data Collection Using Image Processing Technology
Molnár et al. verwendeten im Jahr 2000 das kommerzielle Fahrzeug-
trackingsystem VideoTrak-900 von Peek Traffic Systems zur Verfolgung
von Fahrzeugen in Live-Videodaten [88]. An zehn verschiedenen Aufnah-
mepositionen wurde jeweils Verkehr eines Highwayabschnitts gemessen.
Die Datenqualität des proprietären Messsystems konnte nicht überprüft
werden.
F) Tracing congestion dynamics: with innovative microscopic da-
ta to a better theory
Das niederländische Forschungsprojekt Tracing congestion dynamics: with
innovative microscopic data to a better theory entwickelte 2003 eine Luft-
beobachtungsmethode für Straßenabschnitte mittels Helikopter [89, 90].
Anhand der gemessenen Trajektorien wurde das individuelle Fahrverhal-
ten untersucht und durch die Parametrisierung und Entwicklung von mi-
kroskopischen Verkehrsmodellen dargestellt [91, 92]. Im Jahr 2013 wurden
weitere Aufnahmen zur Analyse von Einscherverhalten auf Autobahnauf-
fahrten durchgeführt [93].
G) Next Generation SIMulation
Von 2002 bis 2007 lief das Forschungsprogramm Next Generation SIMula-
tion (NGSIM), des US Department of Transportation  Federal Highway
Administration [94, 95]. Mittels detaillierten räumlich-zeitlichen Messun-
gen sollten neue Simulationsalgorithmen entwickelt und getestet werden.
Dabei lag der Fokus auf der Untersuchung von taktischen Entscheidungen
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wie beispielsweise die Wahl der Fahrspur auf Schnellstraßen. Es wurden
Fahrzeugtrajektorien mithilfe stationärer Kameras, Detektordaten und
Daten aus Messfahrzeugen erhoben [96]. Die videobasierten Verkehrsauf-
nahmen wurden durch stationär installierte sowie temporär aufgestellte
Kameras in Los Angeles und Atlanta auf jeweils einer Schnellstraße und
einer innerstädtischen Straße gefilmt. Die Videoauflösung betrug 640 x 480
Pixel mit einer Bildrate von 30 Frames pro Sekunde [97].
Für die Verfolgung der Fahrzeuge wurden die Videodaten anhand von
Referenzpunkten aus Satellitenaufnahmen geometrisch entzerrt (orthorek-
tifiziert), sodass die Sicht auf jedes Fahrzeug einer direkten Draufsicht ent-
sprach. Die Abbildung 3.6 a) und b) zeigen die geometrische Entzerrung
eines Straßenabschnitts:
a)
b)
Abbildung 3.6: Orthorektifizierung eines Straßenabschnitts in NGSIM. Ein Stra-
ßenabschnitt wurde a) ausgewählt und b) geometrisch entzerrt [98].
Die Erkennung und Verfolgung der Fahrzeuge verlief automatisiert.
Fahrzeuge wurden in festgelegten Detektionszonen erkannt und anschlie-
ßend bis zu einer  ebenfalls manuell definierten  Stoppzone verfolgt.
Abbildung 3.7 zeigt einen Videobereich mit definierten Detektions- und
Stoppzonen. Falsch erkannte und falsch verfolgte Fahrzeuge konnten durch
den Anwender korrigiert werden [98].
Die Projektergebnisse bestehend aus Video-, Mess-, und Metadaten so-
wie die entwickelten Simulationsalgorithmen wurden als Open Source unter
der Creative Commons Attribution License 2.0 veröffentlicht. Somit konn-
ten basierend auf den Projektdaten viele weitere Erkenntnisse gewonnen
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Abbildung 3.7: Definition von Trackingbereichen in NGSIM. Für einen Straßen-
abschnitt wurden Detektionszonen (blau), Stoppzonen (gelb) und ein markiertes
Vordergrundobjekt (türkis), das Fahrzeuge verdeckt, definiert [98].
werden: Eine Übersichtsarbeit aus dem Jahr 2017 listet 200 auf NGSIM-
Daten basierende Veröffentlichungen auf [99].
NGSIM ist das einzige der recherchierten Projekte, in dem räumlich-
zeitliche, mikroskopische Messungen von innerstädtischem Verkehr durch-
geführt wurden. Während die Aufnahmen der Schnellstraßen hauptsäch-
lich gestauten Verkehr zeigen, ist der Verkehr der innerstädtischen Daten-
sätze durchgehend untersättigt [99]. Abbildung 3.8 zeigt den am stärksten
frequentierten Ausschnitt der Messung aus Atlanta:
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Abbildung 3.8: Räumlich-zeitliche Darstellung der Fahrzeugtrajektorien sowie
die Phasen der vier Lichtsignalanlagen auf der 1. Fahrspur in nördliche Richtung
auf der Peachtree Street in Atlanta, USA (8. Nov. 2006, 12:45  13:00 Uhr) [100].
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3.3.2 Luftbeobachtung des Straßenverkehrs
Bedingt durch die hohen Kosten von Helikopterflügen und die aufwendige
Auswertung der Aufnahmen waren die Möglichkeiten der Luftbeobach-
tung von Straßenverkehr zu dieser Zeit und in den folgenden Jahrzehn-
ten sehr eingeschränkt. Dies änderte sich im Anfang der 2000er Jahr mit
der zunehmenden Digitalisierung und der Verfügbarkeit von unbemann-
ten Fluggeräten. Anfangs beschränkten sich die Anwendungsszenarien auf
Liveübertragungen von Videobildern und das Aufzeigen von neuen Mög-
lichkeiten der Verkehrsüberwachung und -steuerung (siehe [101, 102]) so-
wie das Aufzeigen von Möglichkeiten wie die automatisierte Erfassung von
statistischen Verkehrsinformationen, Parkplatznutzung und Überwachung
des Kreuzungsbetriebs (siehe [103, 104]).
Gleichzeitig wurden Methoden entwickelt, die es ermöglichen, in Luft-
aufnahmen Fahrzeuge automatisch zu erkennen und zu verfolgen. 2003
konnten Hoogendorn et al. Fahrzeugtrajektorien automatisiert aus einer
zehnsekündigen Luftaufnahme einer Schnellstraße mittels Background-
Subtraction-Technik  der Unterscheidung zwischen sich bewegenden Ob-
jekten von einem statischen Hintergrund  ermittelt werden [105]. 2005
erfassten Kaâniche et al. durch die Erkennung und Verfolgung sich bewe-
gender Ecken und Kanten in Videodaten die Trajektorien von vier Fahr-
zeugen an einer Kreuzung [106]. Heintz et al. erkannten 2005 unter Einsatz
einer zusätzlichen Infrarotkamera Fahrzeuge als wärmste Punkte im Bild.
Das Tracking verlief anschließend sowohl im Infrarot- als auch im Farbka-
nal des Videos und wurde mit zwei Fahrzeugen getestet [107].
Ein 2008 von Li vorgestellter Fahrzeugerkennungsalgorithmus für Luft-
aufnahmen verwendet eine Farbraumsegmentierung zur Unterscheidung
der Fahrzeuge von der Fahrbahn [108]. Die Fahrzeuge werden somit im
Schwarz-Weiß-Farbraum anhand ihrer Kontur erkannt. Das Verfahren wur-
de mit zwei Bildern und insgesamt 17 Fahrzeugen getestet.
Innerhalb der letzten Jahre gab es große Fortschritte im maschinel-
len Lernen und somit auch in der Bilderkennung. Dies führte zu bes-
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seren Lösungen in der automatisierten Fahrzeugerkennung. So konnten
Teutsch und Krüger im Jahr 2015 mittels Sliding-Window-Technik und auf
Klassifikatoren-basierter Detektion bis zu 88 % der Fahrzeuge aus niedrig
aufgelösten Luftaufnahmen  beispielsweise aus großen Höhen  erkennen
[109].
Zur Überwachung des Verkehrsflusses an Kreuzungen wurde von Apel-
tauer et al. ein System zur automatischen Erfassung von Fahrzeugtra-
jektorien entwickelt, welches Klassifikatoren zur Fahrzeugerkennung und
partikelfilter-basiertes Tracking verwendete. Es wurden bis zu 95 % der
Fahrzeuge mit einer Größe von 32× 32 Pixel erkannt [110]. Abbildung 3.9
zeigt eine Beispielaufnahme mit erkannten Fahrzeugen und Markierungen
zur Analyse des Kreuzungsbereichs:
Abbildung 3.9: Bild einer Demonstration des Diensts DataFromSky. Erkannte
und verfolgte Fahrzeuge sind rot markiert [111].
3.3.3 Kommerzielle Messlösungen
Basierend auf Apeltauers Lösung wird mit DataFromSky (s. Abb. 3.9) ein
Dienst zur Verkehrsanalyse aus drohnenbasierten Videoaufnahmen ange-
boten. Dabei werden verschiedene Auswertungswerkzeuge wie die Überwa-
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chung von Geschwindigkeit und Beschleunigung von Fahrzeugen, Auswer-
tung der Benutzung von Kreuzungen, Auslastung von Fahrspuren und die
Messung von makroskopischen Werten wie Verkehrsdichte, Verkehrsfluss
und mittlere Geschwindigkeit an frei wählbaren Punkten der Aufnahme
ermöglicht. Neben diesem Angebot gibt es diverse Hersteller von radarba-
sierten, mikroskopischen Verkehrsmesssystemen wie Smartmicro oder Wa-
vetronix. Am weitesten verbreitet sind videobasierte Lösungen, beispiels-
weise von FLIR Systems, TrafficVision und ViNotion. Alle Varianten wer-
den stationär installiert. Sie werden vorwiegend im Verkehrsmanagement
eingesetzt. Videobasierte Lösungen haben dabei den Vorteil, dass sie auch
für eine manuelle Verkehrsüberwachung verwendbar sind.
3.4 Defizite vorhandener Systeme und Bedarf
neuer Lösungen
Das auf Simulationen beruhende Ergebnis von Kerner et. al., nach dem es
im übersättigten innerstädtischen Verkehr neben Moving Queues auch zur
Bildung von Moving Synchronized Flow Patterns kommt [53, 56], stellt ei-
ne bedeutende Neuerung gegenüber den klassischen Theorien dar. In einer
empirischen Untersuchung mithilfe makroskopischer Fahrzeugdetektoren
konnte Hemmerle temporäre Geschwindigkeitseinbrüche finden, die auf
synchronisierten Verkehr hindeuten [6]. Allerdings erlauben diese Daten
keine Betrachtung der mikroskopischen Eigenschaften dieses Phänomens.
Durch die Verwendung von Floating-Car-Daten mit einer Rate von
30 Fahrzeugen pro Stunde, ist es möglich, räumlich-zeitliche Trajektorien
darzustellen und Geschwindigkeitsverläufe zu untersuchen. Damit konnte
Hemmerle erstmals Strukturen des synchronisierten Verkehrs vor Lichtsig-
nalanlagen empirisch nachweisen [6]. Außerdem wurde anhand dieser Da-
ten gezeigt, dass bei einer mittleren Geschwindigkeit von 1015 km/h der
Energiebedarf im synchronisierten Verkehr deutlich geringer ist als beim
Durchfahren mehrerer Moving Queues [75]. Mit einer durchschnittlichen
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Ausstattungsrate von 24 % und ohne einer expliziten Unterscheidung von
Fahrspuren reicht die Abdeckung allerdings nicht aus, räumlich-zeitliche
Charakteristiken von Verkehrsmustern zu untersuchen.
Seit der ersten vollständigen, räumlich-zeitlichen Messung von Treite-
rer [2] gab es weitere wissenschaftlich erwähnte Erhebungen von Verkehrs-
daten auf Schnellstraßen. Alle lieferten fundamentale Erkenntnisse, die in
die Entwicklung von Verkehrsmodellen und Simulationsalgorithmen ein-
geflossen sind [81100]. In der hier durchgeführte Recherche konnte mit
NGSIM nur ein einziges Projekt gefunden werden, in welchem innerstäd-
tische Messungen durchgeführt wurden [94]. Auch diese haben zu neuen
Erkenntnissen in der Verkehrstheorie geführt. Allerdings beinhalten die in-
nerstädtischen Messungen von NGSIM nur Trajektorien im untersättigten
Verkehr und sind somit in dieser Arbeit nicht verwendbar.
Für die Verfolgung von Fahrzeugen in Luftaufnahmen bietet DataFrom-
Sky eine Möglichkeit an, die in diversen Verkehrsanalysen Verwendung
findet. Da die bisherigen Messungen zeigen, dass sich die Strukturen des
synchronisierten Verkehrs auf Straßenabschnitten von 600 m Länge aus-
dehnen, sollte mit der Luftaufnahme ein möglichst langer Straßenabschnitt
erfasst und die sich darauf befindenden Fahrzeuge nahezu komplett erkannt
und verfolgt werden. Eine maximale Fahrzeuggröße von 32×32 Pixel wür-
de in einer in dieser Arbeit durchgeführten Luftaufnahme eine maximale
erfassbare Abschnittslänge von ca. 200 m bedeuten. Eine solche Lösung
wäre für diese Untersuchung weniger gut geeignet.
Handlungsbedarf
Die klassische Verkehrstheorie besagt, dass im übersättigten Verkehr Mo-
ving Queues bis an das Ende eines Straßenabschnitts propagieren. Ent-
sprechend der theoretischen Ergebnisse von Kerner in Kapitel 2.2.4 und
den in diesem Kapitel aufgeführten empirischen Ergebnissen wird folgende
Hypothese für den Verkehr vor Lichtsignalanlagen aufgestellt:
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Hypothese Im übersättigten Verkehr können sich Moving Queues in syn-
chronisierten Verkehr auflösen. Dieser propagiert daraufhin in stromauf-
wärtige Richtung. Es entstehen Moving Synchronized Flow Patterns.
Die Untersuchung dieser Hypothese setzt eine möglichst vollständige
mikroskopische Erfassung aller Fahrzeugtrajektorien vor einer Lichtsignal-
anlage voraus. Da für diese Arbeit drei radarbasierte Sensoren der Firma
SmartMicro zur Verfügung stehen, wird zuerst deren Eignung für räumlich-
zeitliche, mikroskopische Messungen untersucht. Eine weitere Messmetho-
de ist die Luftbeobachtung von Straßenverkehr. Diese Methode wird ver-
wendet, falls sich die bestehenden Radarsensoren als ungeeignet erweisen
sollten. Für die Messung unter Verwendung einer Kameradrohne ist es nö-
tig, eine Fahrzeugerkennung zu entwickeln, die es ermöglicht, auf einem
Straßenabschnitt von ca. 600 m Länge alle Fahrzeuge zur verfolgen.
Anhand der gemessenen Trajektorien können anschließend die räumlich-
zeitlichen Verkehrsmuster rekonstruiert werden. Für diesen Zweck wer-
den zuvor makroskopische und mikroskopische Erkennungs- und Untersu-
chungsmethoden entwickelt. Erkannte Verkehrsmuster werden bestimmt,
dargestellt und beschrieben.
Des Weiteren wird anhand von statistischen Auswertungen und Bei-
spielen untersucht, welchen Einfluss das Fahrverhalten auf innerstädtische
Verkehrsmuster hat.
4 Räumlich-zeitliche, mikroskopische
Messung von innerstädtischem
Verkehr
Für eine räumlich-zeitliche, mikroskopische Verkehrsmessung bieten sich,
wie in Kapitel 3.3 beschrieben, verschiedene Technologien an. Im Folgen-
den werden die Messverfahren von radarbasierten Verkehrssensoren und
einer videobasierten Kameradrohne vorgestellt. Anders als radarbasierte
Verkehrssensorlösungen, die bereits Fahrzeuge erkennen und verfolgen kön-
nen, liefert eine Kameradrohne nur Bildinformationen. Aus diesem Grund
wird für die videobasierte Lösung auch die Ermittlung der Position pro
Fahrzeug und Zeitschritt sowie deren Zuordnung auf die entsprechenden
Fahrspuren erläutert.
4.1 Messung von innerstädtischem Verkehr
mittels Radarsensoren
Im Rahmen dieser Arbeit im Kontext des Forschungsprojekts UR:BAN 
Benutzergerechte Assistenzsysteme und Netzmanagement  [112] hat der
Autor zusammen mit der Projektpartnerstadt Düsseldorf mikroskopische
Verkehrsmessungen mit drei Radarsensoren der Firma Smartmicro durch-
geführt. Die Ergebnisse dieser Untersuchung wurden in [113] publiziert.
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Diese Radarsensoren können abhängig von ihrem Neigungswinkel Fahr-
zeuge in einer Entfernung bis zu 160 m erkennen. Erkannte Fahrzeuge wer-
den entlang des überwachten Streckenabschnitts verfolgt, um Positionsda-
ten und Fahrzeuggeschwindigkeiten relativ zum Sensor zu ermitteln. Da
stehende Fahrzeuge für den Sensor nicht sichtbar sind, wird die Positi-
on anhaltender Fahrzeuge gespeichert. Diese können dadurch nach dem
Anfahren weiter verfolgt werden. Die Sensoren können über die serielle
Schnittstelle oder den CAN-Bus an einen PC angeschlossen werden. Dort
werden die gemessenen Daten mithilfe der Herstellersoftware aufgezeich-
net.
4.1.1 Aufbau der Radarmessung
Für einen möglichst flexiblen Messaufbau wurde für jeden Radarsensor ein
abschließbarer Messkoffer konstruiert. Jeder Messkoffer beinhaltet einen
auf Windows basierenden Tablet-PC als Aufnahmegerät und einen Akku
zum Betrieb des Sensors. Abbildung 4.1 zeigt den Messkoffer mit ange-
schlossenem Sensor sowie den fertigen Anbringung eines Radarsensors an
einer Leuchte:
a) b)
Abbildung 4.1: Radarmessung an der Völklinger Straße in Düsseldorf: a) Radar-
sensor mit Messkoffer, b) mit Ausleger an Leuchte installierter Radarsensor.
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Für eine Verbindung zum Sensor verfügt der Messkoffer über einen exter-
nen seriellen Anschluss, der auch die Stromversorgung gewährleistet.
In mehreren Messversuchen wurden verschiedene Sensorpositionen ge-
testet. Für einen optimalen Erfassungsbereich ohne Sichtbehinderung durch
Bäume sowie für eine möglichst geringe Anzahl an Fahrzeugüberdeckungen
ist es nötig, die Sensoren mit 1,5 m langen Auslegern in 8 m Höhe entge-
gen der Fahrtrichtung an Straßenleuchten zu montieren (s. Abb. 4.1 b)).
Abbildung 4.2 zeigt den Aufbau der Radarmessung sowie die Messbereiche
der einzelnen Sensoren:
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Abbildung 4.2: Geometrie des Messaufbaus der Radarmessung an der Völklinger
Straße in Düsseldorf.
Der Abstand der Sensoren beträgt 108 m. Dies ist durch den Abstand
der Leuchten gegeben. Die Erfassungsbereiche der Sensoren können sich
überlappen, was eine fortlaufende Verfolgung der Fahrzeuge über alle drei
Sensoren hinweg ermöglicht. Die Messreichweite ergibt somit ca. 350 m.
4.1.2 Räumlich-zeitliche Radarmessung
Zur Veranschaulichung der Messqualität der Radarsensoren werden im Fol-
genden jeweils eine Aufnahme von untersättigtem Verkehr und von über-
sättigten Verkehr dargestellt. Beide Aufnahmen setzen sich aus den Daten
der drei verwendeten Radarsensoren zusammen. Dies wird durch Einfär-
bung der Trajektorien veranschaulicht, die den Farben der Radarsensoren
aus Abbildung 4.1 entspricht.
Abbildung 4.3 zeigt die Trajektorien einer Radaraufnahme von unter-
sättigtem Verkehr:
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Abbildung 4.3: Trajektorien einer Radaraufnahme bei untersättigtem Verkehr.
Obwohl einige Messlücken vorhanden sind, lässt sich der räumlich-zeitliche
Verlauf der Trajektorien gut erkennen. Die meiste Zeit befinden sich die
Fahrzeuge im freien Verkehr. Ab 6:46 Uhr sind im Bereich von 400500 m
sich auflösende Warteschlangen an den horizontalen Verläufen der Trajek-
torien erkennbar.
Anders sehen die Messergebnisse von übersättigtem Verkehr in Abbil-
dung 4.4 aus:
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Abbildung 4.4: Trajektorien einer Radaraufnahme bei übersättigten Verkehr.
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Die Strukturen sich bewegender Warteschlangen sind an den sich weit fort-
pflanzenden horizontalen Verläufen der Trajektorien erkennbar, jedoch zei-
gen die Trajektorien deutliche Messlücken. Häufig fehlen mehrere Fahrzeu-
ge. Die Stellen, an denen sich Warteschlangen auflösen und in synchroni-
sierten Verkehr übergehen sollten, sind aufgrund fehlender Daten nicht er-
kennbar. Laut Hersteller sind die Messlücken hauptsächlich auf sogenann-
te Same Speed Issues zurückzuführen. Diese treten auf, wenn mehrere
Fahrzeuge dicht aneinandergereiht mit gleicher Geschwindigkeit fahren. In
diesem Fall kann der Sensor die Daten im übersättigten Verkehr nicht
mehr in einzelne Fahrzeuge auflösen. Im untersättigten Verkehr genügen
die Abstände meistens für eine Unterscheidung der einzelnen Fahrzeuge.
4.1.3 Fazit zur Messmethodik von Radarmessungen
Die durchgeführten Radarmessungen zeigen, dass radarbasierte Verkehrs-
sensoren vor allem in Situationen mit untersättigtem Verkehr gute Ergeb-
nisse liefern. In übersättigtem Verkehr treten jedoch wegen der Einschrän-
kungen der verwendeten Radartechnologie Messlücken auf. Für eine Un-
tersuchung von räumlich-zeitlichen Strukturen im übersättigten Verkehr
ist dieser Ansatz nicht geeignet. Dennoch können Radarsensoren für be-
stimmte räumlich-zeitliche Untersuchungen von Straßenverkehr wie z. B.
Abstands- und Überholverhalten im freien Verkehr und das Abbiegever-
halten auf Kreuzungen verwendet werden. Verglichen mit anonymisierten
Einzelfahrzeugdaten von Navigationsgeräten im Fahrzeug ist die Auflösung
und die Erfassungsrate der Radarsensoren dabei erheblich höher.
4.2 Videoaufnahme mittels Kameradrohne
Räumlich-zeitliche Verkehrsmessung durch Luftbeobachtung stellt eine
praktikable Alternative zu stationären Sensoren dar. Im Vergleich zu Ra-
dar oder Lidar bieten Videoaufnahmen den Vorteil, dass  sofern in der
Aufnahme alle Fahrzeuge erkennbar sind  die Daten beliebig oft mit ver-
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schiedenen Techniken zur Fahrzeugverfolgung ausgewertet werden können,
bis alle Fahrzeuge erfasst wurden. Größere Messlücken in Radaraufnahmen
lassen sich nicht rekonstruieren. Die Videoqualität einer Luftbeobachtung
lässt sich anhand einer Funkverbindung während der Aufnahme visuell
überprüfen und ggf. korrigieren.
Sofern keine Langzeitmessungen durchgeführt werden, bietet eine Luft-
beoachtung per Kameradrohne den Vorteil eines sehr schnellen Messauf-
baus. Allerdings ist jede Messung aufgrund der akkubedingten Flugzeit der
Kameradrohne begrenzt. Während eines Batteriewechsels entstehen Mess-
lücken. Abhängig vom Kameraobjektiv, dem Straßenverlauf und möglicher
Aufnahmepositionen können mittels Luftbeobachtung große Streckenab-
schnitte aufgenommen werden. Die Reichweite der Messung mit drei Ra-
darsensoren beträgt ca. 350 m. In den durchgeführten Versuchen konnte
in einer Luftaufnahme aufgrund der Flughöhe und der hohen Kameraauf-
lösung ein Streckenabschnitt von ca. 550 m erfasst werden (siehe folgendes
Unterkapitel).
Eine wichtige Voraussetzung einer drohnenbasierten Messung ist, aus
den Videodaten Fahrzeugtrajektorien ermitteln zu können. Dieses Vorge-
hen wird im Folgenden neben der eigentlichen Durchführung der Luftauf-
nahme beschrieben [114].
4.2.1 Eigenschaften der verwendeten Kameradrohne
und der durchgeführten Videoaufnahmen
Die Videoaufnahmen wurden mit einem Inspire 1 Quadrocopter der Firma
DJI durchgeführt. Die angeschlossene Kamera vom Typ Zenmuse-X3 er-
möglicht durch ein Weitwinkelobjektiv (20 mm Brennweite im Kleinbild-
format) weite Aufnahmen von Straßen aus seitlicher Perspektive, wobei
Fahrzeuge infolge der Auflösung von 4096x2160 Pixeln auch in Entfernun-
gen von über 600 m erkennbar bleiben.
Obwohl die Fahrzeuge mit steigender Entfernung wesentlich kleiner
werden, sind sie dennoch entlang der gesamten Strecke erkennbar. Die
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größten Maße von Autos im Video betragen ca. 100x40 Pixel. Mit zuneh-
mender Entfernung von der Kamera verringern sich die Maße eines Autos
bis zu einer Größe von ca. 20x15 Pixel. Dies zeigt Abbildung 4.5 mit einer
Luftaufnahme einer 600 m langen Straße:
Abbildung 4.5: Video-Frame einer Luftaufnahme mit zwei Bildausschnitten in
siebenfacher Vergrößerung.
Während der Aufnahme versucht die Drohne per GPS- und sechsachsi-
gen Beschleunigungssensoren, ihre Position beizubehalten und auch Wind-
böen auszugleichen. Durch die mechanische Bildstabilisierung unter Ver-
wendung eines Gimbals  einer Kameraaufhängung die unbeabsichtigte
Kamerabewegungen ausgleicht und somit die Aufnahme stabilisiert  ist
eine Aufnahme ohne ruckartige Bewegungen möglich. Allerdings ist über
längere Zeit ein Driften der Kameradrohne zu beobachten. Sofern sich der
zu beobachtende Straßenabschnitt aus dem Aufnahmebereich bewegt, ist
ein manuelles Nachjustieren der Kameraausrichtung während der Aufnah-
me notwendig. Die Kapazität einer Batterie erlaubt eine Flugzeit von 18
Minuten. Unter Einrechnung der erforderlichen Zeit für die Start- und
Landephase können somit über etwa 15 Minuten lange Aufnahmen durch-
geführt werden. Die Aufnahmehöhe der Messung betrug 100 m über dem
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Boden, da in Deutschland höhere Flüge Ausnahmegenehmigungen erfor-
dern.
Aus Datenschutzgründen dürfen während einer Messung keine schutz-
würdigen Daten gespeichert werden. Personen oder Fahrzeuge dürfen nicht
identifizierbar sein. Mit der Auflösung der Kamera in der angegebenen Auf-
nahmehöhe können Personen nur als sehr grobe, mehrfarbige Silhouetten
erfasst werden. Fahrzeugkennzeichen sind nicht erkennbar.
4.2.2 Fahrzeugverfolgung mittels Supervised-Tracking
Für die Verfolgung von Fahrzeugen wurde die in Kapitel 2.3.1.1 vorge-
stellte Supervised-Tracking-Technik verwendet. Für eine Verfolgung müs-
sen die Objekte in einer grafischen Anwendung mit einem rotierbaren Be-
grenzungsrahmen ausgewählt werden. Wenn der ausgewählte Bereich zum
größten Teil zu dem Fahrzeug gehört und nicht einen Straßenbereich oder
weitere sich bewegende Objekte beinhaltet, liefert das Tracking-Verfahren
gute Ergebnisse.
Größenänderungen von Objekten im Videobild werden bei diesem
Tracking-Verfahren nicht berücksichtigt. Das heißt, wenn die Größe der
Abbildung eines Fahrzeugs während der Annäherung zur Kamera zu-
nimmt, wird der mit dem Begrenzungsrahmen markierte Anteil relativ
gesehen kleiner. Das Fahrzeug wird nicht mehr vollständig durch den Rah-
men erfasst.
In den meisten Fällen stellt eine Reduzierung des erfassten Fahrzeug-
bereichs für das Supervised-Tracking kein Problem dar. Gegebenenfalls
kann die Größe nachjustiert werden. Die Fahrzeugfrontmarkierung ist ein
zusätzlicher Punkt im Begrenzungsrahmen. Diese soll für alle verfolgten
Fahrzeugpositionen immer auf die vordere Stoßstange weisen. Die Posi-
tion der Fahrzeugfrontmarkierung wird relativ zum Mittelpunkt des Be-
grenzungsrahmens gespeichert. Dies ist vor allem dann sinnvoll, wenn der
Begrenzungsrahmen nicht das gesamte Fahrzeug markiert.
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Abbildung 4.6 zeigt einen exemplarischen Tracking-Vorgang eines Fahr-
zeugs über 50 Frames:
Abbildung 4.6: Supervised-Tracking eines Fahrzeugs über 50 Frames bzw. 2 Se-
kunden.
Zu Beginn der Auswertungsphase konnten Fahrzeuge wegen kleinen opti-
schen Überdeckungen wie dem Laternenpfosten in Frame 40 schlecht ver-
folgt werden. Die Fahrzeugmarkierung verschob sich oder blieb am über-
deckenden Objekt haften. Dieses Problem konnte durch die Wahl der Pa-
rameter des AdaBoost-Algorithmus gelöst werden: Ab 500 initialen Ite-
rationen beim Lernen der Suchregion und mit 200 Selektoren funktioniert
die Fahrzeugverfolgung größtenteils verlässlich (s. Kapitel 2.3.1.1). Die ver-
gleichsweise hohen Werte benötigen eine Initialisierungszeit von ca. 5 s pro
Fahrzeugmarkierung. Jeder weitere Tracking-Schritt kann mit normaler
Videospielgeschwindigkeit durchgeführt werden.
4.2.3 Key-Frame-Technik zur Interpolation von ver-
deckten Objektpositionen
Das Supervised Tracking funktioniert verlässlich bei Fahrzeugen, von de-
nen ein großer Teil sichtbar ist. In seltenen Fällen können Fahrzeuge durch
andere Objekte  meist ebenfalls Fahrzeuge  verdeckt werden. Für die-
sen Fall ist es praktisch, die Position des verdeckten Objekts über meh-
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rere Frames hinweg interpolieren zu können. Eine geeignete Methode ist
hierfür die Key-Frame-Technik, die in nahezu allen Videobearbeitungspro-
grammen eingesetzt wird. Key-Frames dienen zur Start- und Zieldefiniti-
on von interpolierten Werten [115]. Zur Interpolation einer Reihe schlecht
verfolgbarer Frames werden die noch gut erkennbaren Fahrzeugpositionen
von zwei diese Reihe umschließenden Frames als sogenannte Interpolation-
Key-Frames markiert. Für die dazwischen liegenden Frames wird darauf-
hin der Positionsverlauf des Fahrzeugs von der Start-Position des ersten
Key-Frame bis zur Zielposition des zweiten Key-Frame linear interpoliert.
In der Tracking-Anwendung wird zwischen zwei Key-Frame-Typen unter-
schieden:
• Tracking-Key-Frames
Sie markieren die Startposition eines Tracking-Vorgangs. Hier wer-
den vom Tracking-Algorithmus die Eigenschaften eines markierten
Objekts gelernt, um diese in den folgenden Frames automatisch wei-
terzuverfolgen.
• Interpolation-Key-Frames
Sie markieren die Startposition eines zu interpolierenden Abschnitts.
Der nächste folgende Key-Frame  unabhängig davon ob es ein
Tracking- oder Interpolation-Key-Frame ist  markiert die Endpo-
sition. Die Positionen in allen sich dazwischen befindenden Frames
werden linear interpoliert.
Abbildung 4.7 zeigt schematisch einen Tracking-Vorgang mit mehreren
Key-Frames:
Frame 0 Frame 1 - 340 Frame 342 - 400 Frame 402 - 800Frame 341 Frame 401
Key-Frame Key-Frame Interpolierte
Positionen
Key-FrameVerfolgtePositionen
Verfolgte
Positionen
InterpolationTracking Tracking
Abbildung 4.7: Tracking und Interpolation im Wechsel mithilfe der Key-Frame-
Technik.
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In Frame 0 dieses Beispiels wurde die Fahrzeugposition für das Tracking
markiert und in den nächsten Frames automatisch verfolgt. Im Verlauf des
Trackings kam es zu einer Überdeckung des Fahrzeugs, sodass die Position
nicht mehr korrekt ermittelt werden konnte. In Frame 341 war die letzte
korrekt verfolgte Fahrzeugposition. Diese wurde als ein Interpolation-Key-
Frame markiert. Anschließend wurde in Frame 401 die nächste gut er-
kennbare Fahrzeugposition als Tracking-Key-Frame ausgewählt. Nach die-
ser Auswahl wurden die Positionen für die Frames 342400 selbstständig
interpoliert. Die automatische Fahrzeugverfolgung wurde für die Frames
402800 fortgesetzt.
In den meisten Fällen sind die zu interpolierenden Abschnitte mit ei-
ner Dauer von etwa 23 s sehr kurz. Bei längeren Fahrzeugüberdeckun-
gen ist das Fahrzeug meistens nie vollständig verdeckt. In diesen Frames
lässt sich die interpolierte Position visuell überprüfen und ggf. anpassen.
Bei einer Anpassung wird der entsprechende Frame automatisch zu einem
Key-Frame und vorherige und nachfolgende Interpolationen werden neu
berechnet.
Eine längere vollständige Überdeckung eines Fahrzeugs ist nur mög-
lich, wenn sowohl das überdeckende als auch das überdeckte Fahrzeug sich
mit der gleichen Geschwindigkeit bewegen. In diesem Fall kann auch das
sichtbare Fahrzeug als Referenz verwendet werden.
4.2.4 Transformation der Videoposition in ein lokales
Koordinatensystem
Die anhand von Tracking gemessenen Videobildpositionen der Fahrzeu-
ge müssen in ein geeignetes lokales Welt-Koordinatensystem transformiert
werden. Durch die kontinuierliche Bewegung der Kameradrohne ist es nö-
tig, für jeden Video-Frame die Kameraposition und die Ausrichtung  also
die extrinsischen Kameraparameter (s. Kap. 2.3.2.2)  zu lokalisieren. Für
einen Video-Frame werden manuell Einzelbild-Referenzpunkte wie Fahr-
bahnmarkierungen oder Straßenleuchten auf der Straßenebene definiert.
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Deren Abstände zueinander wurden während der Messkampagne ausge-
messen. Mit diesen Einzelbild-Referenzpunkten lassen sich die extrinsi-
schen Kameraparameter für einen Frame ermitteln. Anhand dessen kann
anschließend die Position jeden Punktes auf der Straßenebene bestimmt
werden.
Die extrinsischen Kameraparameter der restlichen Frames lassen sich
automatisiert lokalisieren, indem stationäre Referenzpunkte über mög-
lichst viele Frames hinweg verfolgt werden. In Frames mit den bereits ge-
fundenen extrinsischen Kameraparametern können die Welt-Koordinaten
aller stationären Referenzpunkte berechnet werden, sofern sich diese auf
der Straßenebene befinden (s. Kapitel 2.3.2.4). Diese Positionen gelten für
alle Frames, an denen dieselben stationären Referenzpunkte verfolgt wer-
den konnten. Für diese Frames lassen sich jetzt ebenfalls die extrinsischen
Kameraparameter errechnen und damit ggf. weitere Referenzpunktpositio-
nen bestimmen.
Stationäre Referenzpunkte können automatisiert gefunden werden. Ab-
bildung 4.8 zeigt möglichst gleichmäßig verteilte, gut verfolgbare Bildmerk-
male:
Abbildung 4.8: Automatisch erkannte, gut verfolgbare Bildmerkmale.
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Zuerst wird in allen Frames nach gut verfolgbaren Bildmerkmalen mit de-
finierbarem Durchmesser d und Abstand s gesucht. Die Erkennung von gut
verfolgbaren Bildmerkmalen ist eine bewährte Computer-Vision-Funktion
[116]. Diese Bildmerkmale werden daraufhin über die folgenden Frames
verfolgt. In Frame fi+1 wird für jedes Bildmerkmal aus Frame fi das
nächstliegende Bildmerkmal im maximalen Abstand von s/2 gesucht und
ggf. zugeordnet. Für Bildmerkmale aus fi, die keine Zuordnung erhalten
haben, wird in den nächsten n Frames erneut versucht, ein gefundenes
Bildmerkmal zuzuordnen. Die dazwischen liegenden leeren Bildmerkmal-
Positionen werden interpoliert.
Für alle zugeordnete Bildmerkmale wird von Frame fi zu Frame fi+1
der durchschnittliche Richtungsvektor vi+1 aller Bildmerkmale berechnet.
Der Suchbereich wird im folgenden Frame fi+2 um den Richtungsvektor
vi+1 verschoben. Somit können auch bei Bewegung der Kamera noch viele
Bildmerkmale einander zugeordnet werden. Durch die Zuordnungen der
Bildmerkmale entstehen Bildmerkmal-Trajektorien.
Nachdem für alle Frames Bildmerkmal-Trajektorien als Kandidaten für
stationäre Referenzpunkte erstellt wurden, werden aus diesen Trajektori-
en diejenigen mit der geringsten Bewegung ausgewählt. Dafür wird der
Bildbereich in n×m gleich große Teilbereiche zerlegt.
Für jeden Teilbereich wird aus den sich dort befindenden Bildmerkmal-
Trajektorien eine Teilmenge von k Trajektorien mit der Mindestlänge l
ausgewählt. Das Auswahlkriterium ist die kürzeste durchschnittliche Ge-
schwindigkeit, mit der sich das Bildmerkmal sowohl die zurückliegenden
als auch die folgenden l/2 Frames bewegt. Für jeden Frame wird in aufstei-
gender Reihenfolge die Anzahl der Bildmerkmal-Trajektorien jedes Teilbe-
reichs geprüft und ggf. interpoliert.
Im Abschluss können die so erstellten Referenzpunkte manuell über-
prüft werden. Referenzpunkte, welche sich nicht auf Straßenhöhe befinden,
werden entfernt.
Abhängig vom Detailreichtum des Videos und der Kamerabewegung
müssen unterschiedliche Parameter gewählt werden. Für das Finden von
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Referenzpunkten haben sich in dieser Arbeit bei einer möglichst stabilen
Kameraposition folgende Werte bewährt:
Bildmerkmal-Durchmesser d = 15 Pixel Minimalabstand s = 50 Pixel
Bildmerkmal-Interpolation n = 3 Frames Teilbereichsmatrix n×m = 4× 3
Referenzpunkte pro Teilbereich k = 3 Mindestlänge l = 1000 Frames
4.2.5 Fahrspurzuordnung
Für eine Zuordnung der aktuell erkannten Fahrspur zu Fahrzeugen wer-
den zuerst alle relevanten Fahrspuren festgelegt. Abbildung 4.9 zeigt das
Datenmodell der Fahrspurdefinition:
Straßenabschnitt
name: String
fahrspuren: Fahrspur[1..*]
Fahrspur
id: Integer
querstrecken: Querstrecke[2..*]
startEntfernung: Double
Querstrecke
links: Punkt
rechts: Punkt1 1..* 1 2..*
Abbildung 4.9: Datenmodell der Fahrspurdefinition.
Eine Querstrecke repräsentiert die aktuelle Breite der Fahrspur. Ei-
ne Fahrspur eines Straßenabschnitts wird als eine geordnete Reihe von
Querstrecken definiert. Somit besteht eine Fahrspur aus mindestens einer
Start- und Endquerstrecke, welche jeweils die Position und Maße des Be-
ginns und des Endes der Fahrspur angeben. Eine Fahrspur kann beliebig
oft durch weitere Querstrecken untergliedert werden, um Fahrspurverläufe
abbilden zu können.
Die Positionen der einzelnen Streckenelemente werden in 2D-Weltkoor-
dinaten angegeben. Dies ermöglicht zum einen eine einfache Fahrspurbe-
stimmung für Fahrzeugpositionen. Zum anderen können die Fahrspuren in
jeden Video-Frame projiziert werden. Dadurch kann visuell die Qualität
der ermittelten Kamerapositionen geprüft werden: Die manuell definierten
Fahrspuren müssen sich während der gesamten Aufnahme stabil auf den
realen Fahrspuren der Videoaufnahme befinden.
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Abbildung 4.10 zeigt die Fahrspurdefinition einer Luftaufnahme:
Abbildung 4.10: Fahrspurdefinition in einer Luftaufnahme.
Für die Fahrspurbestimmung der Fahrzeuge wird pro Frame und für
jeden Streckenabschnitt geprüft, welche Fahrzeuge sich in diesem befinden.
Aufgrund von Messungenauigkeiten (s. nächsten Abschnitt) kann es vor
allem bei Spurwechseln zu oszillierenden Fahrspurzuordnungen kommen.
Daher werden Spurwechsel erst dann gewertet, wenn sie 10 Frames (0,4 s)
konstant zugeordnet wurden.
Mit dem gefundenen Streckenabschnitt kann auch die Entfernung zum
Fahrspurbeginn errechnet werden. Das Vorgehen wird in Abbildung 4.11
dargestellt:
l1 l2 l3 l4M1 M2 M3 M4 p M5
Fahrzeug
Fahrtrichtung
Abbildung 4.11: Ermittlung des zurückgelegten Wegs eines Fahrzeugs auf einer
Fahrspur.
Für jeden Fahrspurabschnitt wird die Entfernung l zwischen den Mittel-
punkten Mi der jeweiligen Querstrecken ermittelt. Im aktuellen Strecken-
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abschnitt des Fahrzeugs wird der darin zurückgelegte Weg des Fahrzeugs
berechnet. Dafür wird die aktuelle Fahrzeugposition auf die Verbindungs-
gerade der beiden das Fahrzeug umschließenden Querstreckenmittelpunk-
te senkrecht projiziert. Der zurückgelegte Weg in diesem Abschnitt ist die
Entfernung des Querstreckenmittelpunkts des Abschnittsbeginns bis zum
projizierten Punkt p auf der Verbindungsgeraden. Die senkrechte Projekti-
on verhindert die Berechnung falscher Entfernungen, die sich bei größeren
Abständen zur Fahrspurmitte ergeben würden. Diese würden vor allem
bei Spurwechseln auftreten. Die relative Entfernung zum Fahrspurbeginn
ist diese Summe der Länge aller bereits durchquerten Streckenabschnitte
(l1l3 in Abb. 4.11) und der zurückgelegten Länge des aktuellen Strecken-
abschnitts (l4 in Abb. 4.11).
Zur Berücksichtigung von Fahrspuren, die sich erst im weiteren Stre-
ckenverlauf öffnen, kann für jede Fahrspur eine Startentfernung (s. Abb.
4.9) angegeben werden. Die Startentfernung ist die Distanz des Start-
punkts der neu eröffneten Spur zum Startpunkt der anfänglich bestehen-
den Fahrspur entlang des Streckenverlaufs. Ohne die Startentfernung wür-
de die Positionsberechnung auf einer neu abzweigenden Fahrspur bei 0 m
beginnen, was nicht der bereits zurückgelegten Strecke von Fahrzeugen
entspricht, die auf diese Fahrspur wechseln.
4.2.6 Messgenauigkeit und Glättung
Die Objektverfolgung mittels Supervised-Tracking arbeitet mit ganzzahli-
gen Pixeln. Selbst eine sehr gute Objekterkennung ist somit nur eine Nähe-
rung an die eigentliche Objektposition. Der aus der Näherung resultierende
Fehler zeigt sich während der Objektverfolgung durch ein leichtes Schwan-
ken der Position des Begrenzungsrahmens. Dieser Messfehler pflanzt sich
während der Transformation der Bildposition in eine Weltposition fort.
Hierbei summiert sich für weit entfernte Positionen ein zusätzlicher Feh-
ler, der bei der Kamerapositionsberechnung entsteht. Bei Entfernungen
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von 600 m von der Kamera zum verfolgten Objekt entsteht ein Messrau-
schen von ca. 5 Pixeln.
Wie in Kapitel 4.2.1 erklärt, variieren die Objektgrößen aufgrund der
Entfernungsunterschiede erheblich. Ein Messfehler von einem Pixel ent-
spricht an der am weitesten entfernten Position 0,2 m. An der am nächs-
ten gelegenen Position entspricht 1 Pixel der Entfernung von 0,04 m. Ein
Fahrzeug mit einer Geschwindigkeit von 30 km/h bewegt sich an der ent-
ferntesten Position mit 40 Pixel/s. An der am wenigsten von der Kamera
entfernten Position bewegt das Fahrzeug sich mit 210 Pixel/s.
In der Ableitung der Position über der Zeit können Messfehler deut-
licher dargestellt werden: Bei einer Framerate von 25 Frames pro Sekun-
de (fps) beträgt der Messfehler der Geschwindigkeit an der am weitesten
entfernten Position 5 Pixel/Frame ≈ 1/0,04 m/s = 90 km/h. Dieser Fehler
erscheint sehr hoch, allerdings wird in der späteren Auswertung keine Ge-
nauigkeit von 25 Hz benötigt.
Um diesen Fehler zu kompensieren, wird folgendes Glättungsverfah-
ren unter Verwendung einer einfachen linearen Regression durchgeführt.
Ein Messpunkt zum Zeitpunkt tn ergibt sich aus der linearen Regression
über der Zeitspanne TR. Diese wird über alle Messpunkte des Intervalls
tn − 0, 5TR ≤ t ≤ tn + 0, 5TR durchgeführt. Abbildung 4.12 zeigt sche-
matisch das Verfahren einer gleitenden linearen Regression (GLR) anhand
eines Beispiels mit TR = 2 s:
P
os
it
io
n
Zeit
tn t +1snt –1sn
25 Punkte
T =2sR
25 Punkte
Abbildung 4.12: Erklärung der gleitenden linearen Regression (GLR).
In diesem Fall besteht das GLR-Intervall TR = 2 s aus insgesamt 51 Mess-
punkten: der Messpunkt zum Zeitpunkt tn sowie jeweils 25 vorhergehenden
und nachfolgenden Messpunkten. Entsprechend der einfachen linearen Re-
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gression werden für jedes GLR-Intervall die Parameter vn und p0,n der
Regressionsgerade pˆn(t) = vnt + pn,0 für alle Positionen pi zu den Zeit-
punkten ti wie folgt berechnet:
vn =
∑
(ti − t¯n)(pi − p¯n)∑
(ti − t¯n)2 und pˆn,0 = p¯− vnt¯ (4.1)
Die Werte t¯n und p¯n sind jeweils die Mittelwerte aller Zeitpunkte und
Positionen im entsprechenden GLR-Intervall.
Die Fahrzeuggeschwindigkeit entspricht der Steigung vn der Regres-
sionsgerade und die Fahrzeugposition pn ergibt sich aus der räumlichen
Koordinate der Regressionsgerade zum Zeitpunkt tn:
pn = pˆn(tn) (4.2)
Die Abtastrate der GLR beträgt FG = 1/TG für jeden Abtastpunkt
tn = nTR mit n = 1, 2, . . . , N für alle Messpunkte N . Bei Abtastraten
von FG < 25 Hz wird die relevante Information aus dem GLR-Intervall
durch die lineare Regression aggregiert.
Abbildung 4.13 a) zeigt das Geschwindigkeitsprofil einer Trajektorie
ohne eine durchgeführte Glättung:
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Abbildung 4.13: Geschwindigkeitsdiagramme einer einzelnen Trajektorie a) ohne
und nach Anwendung der gleitenden linearen Regression (GLR) mit verschiede-
nen Zeitspannen TR und Abtastraten FG (c) bis f)).
Mit steigender Position nähert sich das Fahrzeug der Kamera. Je weiter das
Fahrzeug von der Kamera entfernt ist, desto stärker werden die Geschwin-
digkeitsschwankungen. Abbildung 4.13 b) bis f) vergleicht die Ergebnisse
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von Glättungen per GLR mit verschiedenen Intervallen TR und Abtastra-
ten FG. Eine Erhöhung des GLR-Intervalls TR und eine Reduzierung der
Abtastrate FG resultiert in glatteren Graphen.
Für die Glättung der Trajektorien wurde in dieser Arbeit ein Intervall
von TR = 2 s und eine Abtastrate von FG = 1 Hz (Abb. 4.13 e)) gewählt.
Dadurch können die meisten Messschwankungen entfernt werden, ohne die
Daten so stark zu glätten, dass relevante Informationen verloren gehen. An
den Positionen 060 m auf der Straße kann es zu Messschwankungen von 3
km/h kommen. Diese nehmen im weiteren Straßenverlauf mit sinkendem
Abstand zur Kamera deutlich ab. Ab der Position 100 m betragen die
Schwankungen ca. 1 km/h und ab der Position 200 m betragen sie weniger
als 1 km/h.
4.2.7 Software VehicleTracker zur mikroskopischen
Auswertung von Luftaufnahmen
Die in diesem Kapitel dargestellten Funktionen wurden für diese Arbeit
in der Anwendung VehicleTracker zusammengefasst. Dieses Programm
wurde mit dem Ziel entworfen, die Erstellung von Messdaten aus Luft-
aufnahmen durch gute Anwendbarkeit (Usability) und Unterstützung von
Arbeitsabläufen zu unterstützen. Die Anwendung ist in den Programmier-
sprachen Scala und Java entwickelt, läuft in der Java Virtual Machine und
verwendet OpenCV für alle Aufgaben der Bildverarbeitung. Die Benutzer-
schnittstelle basiert auf JavaFX.
Im Folgenden werden die von der Anwendung VehicleTracker unter-
stützten Arbeitsabläufe erklärt.
4.2.7.1 Supervised Tracking
Für die Markierung und Verfolgung der Fahrzeuge stehen verschiedene
Hilfsmittel zur Verfügung. Das Tracking-Modul stellt den aktuellen Fra-
me der Videoaufnahme dar und ermöglicht mittels stufenlosem Zoom und
Drag and Drop jeden Bereich der Aufnahme in gewünschter Größe zu
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betrachten. Mittels Maus oder Tastatur-Shortcuts können neue Fahrzeug-
markierungen zur Fahrzeugverfolgung erstellt und in der Größe und Ro-
tation angepasst werden. Für eine schnellere Auswahl können bestehende
Markierungen auf ein neues Fahrzeug kopiert werden, dabei wird die Größe
und Ausrichtung beibehalten.
Eine Zeitleiste im Bereich unterhalb des Videos zeigt einen auswählba-
ren zeitlichen Bereich der Videoaufnahme und visualisiert pro Frame, ob in
diesem eine Position des aktuell ausgewählten Fahrzeugs erfasst wurde. Zu-
sätzlich wird farblich unterschieden, ob eine Position automatisch verfolgt
 Frames werden orange dargestellt  oder interpoliert wurde  Frames wer-
den blau dargestellt. Dabei werden Key-Frames mit roten Markierungen
besonders hervorgehoben. Frames, die bearbeitet werden sollen, können
gezielt ausgewählt werden. Des Weiteren ist es möglich, zum vorherigen
oder nächsten Key-Frame zu springen.
Abbildung 4.14 zeigt einen Screenshot der Anwendung mit aktivem Track-
ing-Modul:
Abbildung 4.14: Tracking-Modul der Anwendung VehicleTracker.
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Mit einer Videoskalierung, welche die Überwachung von Fahrzeugen
in akzeptabler Größe ermöglicht, kann jeweils nur ein Teil aller Fahrzeu-
ge überwacht werden. Je nach Länge und Form der Strecke sind ca. 2/3
der Fahrzeuge nicht sichtbar. Für eine Lösung dieses Problems werden im
VehicleTracker zwei Werkzeuge zur Verfügung gestellt:
• Tracking-Matrix
Für die Überwachung möglichst vieler aktuell verfolgter Fahrzeuge bie-
tet die Anwendung eine zusätzliche Matrix-Ansicht. Diese kann z. B.
auf einem zweiten Bildschirm platziert werden. Abbildung 4.15 zeigt ei-
ne Tracking-Matrix mit Bildausschnitten von 15 gleichzeitig verfolgten
Fahrzeugen:
Abbildung 4.15: Matrix-Ansicht aller aktuell verfolgten Fahrzeuge.
Der Ausschnittsbereich und die Vergrößerung können vom Anwender
festgelegt werden.
• Straßenansicht
Eine weitere Vereinfachung der Tracking-Überwachung ist die Zusam-
menfassung eines Video-Frames auf ein Rechteck, dass die zuvor defi-
nierten Fahrspuren umschließt.
Das Rechteck wird in die horizontale Lage rotiert und in mehrere gleich
große Teile getrennt. Diese werden zeilenweise angeordnet. Die Anzahl
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der Unterteilungen wird vom Anwender festgelegt. Die Positionen der
Rahmen um die verfolgten Fahrzeuge werden umgerechnet. Dadurch
kann der gesamte relevante Bildanteil eines Frames mit  im Vergleich
zum ursprünglichen Videobild  wesentlich größer dargestellten Fahr-
zeugen überwacht werden. Damit jedes Fahrzeug mindestens auf einer
Zeile der Straßenansicht vollständig sichtbar ist, wird ein Teil der vor-
hergehenden Zeile auf der nächsten erneut angezeigt. Die Straßenansicht
eines Frames wird in Abbildung 4.16 dargestellt:
Abbildung 4.16: Straßenansicht mit allen im Frame markierten Fahrzeugen. In
Zeile 3 und 4 ist jeweils dasselbe Fahrzeug ausgewählt.
Sowohl in der Tracking-Matrix als auch in der Straßenansicht können die
Fahrzeugmarkierungen gesetzt und bearbeitet werden. Änderungen gesche-
hen in allen Ansichten synchron.
4.2.7.2 Berechnung der Kameraposition
Der Arbeitsablauf zur Berechnung der Kameraposition wird durch folgende
Funktionen unterstützt:
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• Kamera-Kalibrierung
Aus den Abständen der Punkte einer Punktmatrix lassen sich aus ver-
schiedenen Perspektiven die intrinsischen Kamerawerte berechnen. Da-
für werden in einer Videoaufnahme automatisch alle Frames ausgewählt,
in denen eine Punktmatrix erkannt werden konnte. Aus diesen kann der
Anwender geeignete Bilder für die Berechnung der Kamerawerte selek-
tieren. Diese können für die Verwendung in weiteren Projekten expor-
tiert werden.
• Einzelbild-Referenzpunkte festlegen
Für die Berechnung der Kameraposition für einen Frame können  ähn-
lich wie bei Fahrzeugmarkierungen  Einzelbild-Referenzpunkte erstellt
und verschoben werden. Für diese Referenzpunkte können entweder ma-
nuell ausgemessene oder in einer Satellitensicht markierte Weltkoordi-
naten angegeben werden.
• Video-Referenzpunkte finden
Video-Referenzpunkte können anhand der in Kapitel 4.2.4 beschriebe-
nen Methode automatisiert gesucht werden. Gefundene Features werden
während des Suchprozesses in der Video-Ansicht angezeigt. Die aus-
gewählten Suchparameter können dadurch schnell überprüft und an-
gepasst werden. Alternativ können Video-Referenzpunkte auch mittels
Supervised-Tracking (s. Kap. 2.3.1) verfolgt werden.
4.2.7.3 Fahrspurdefinition
Die Fahrspurdefinition wird, wie in Abbildung 4.10 dargestellt, grafisch
erstellt. Eine initial erstellte Fahrspur besteht aus zwei Querstrecken, die
an der Start- und Endposition einer Fahrspur positioniert werden. Wei-
tere Querstrecken können per Mausklick eingefügt werden. Streckenan-
fang und -ende können sowohl frei bewegt also auch parallel oder ortho-
gonal zum Fahrspurverlauf verschoben werden. Ein optionales Einrasten
von Streckenpunkten auf die Randpositionen von benachbarten Fahrspu-
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ren gewährleistet, dass zwischen zwei Fahrspuren keine Lücken entstehen
und dass es auch zu keinen Überlappungen kommt.
4.2.7.4 Messung der Fahrzeuglänge
Die Länge jedes Fahrzeugs wird manuell erfasst. Dazu werden die Heck-
und Frontposition des Fahrzeugs ausgewählt. Zur schnellen Erfassung kann
in einem Arbeitsablauf das jeweils erste Fahrzeug ohne Längenangabe aus-
gewählt werden. Anschließend wird automatisch ein Video-Frame gewählt,
auf dem sich das Fahrzeug in möglichst geringer Entfernung zur Kamera
befindet. Abbildung 4.17 zeigt die Längenmessung eines Fahrzeugs:
Abbildung 4.17: Messung der Fahrzeuglänge eines Porsche Cayenne Typ 9PA
(Herstellerangabe 4,78 m).
4.2.7.5 Validierung der erfassten Daten
Zur Überprüfung der verfolgten Fahrzeuge sowie der Fahrspurzuordnung
werden zwei Hilfsmittel zur Verfügung gestellt:
• Weg-Zeit-Diagramm
Bereits verfolgte Fahrzeugtrajektorien können pro Fahrspur in einem
Weg-Zeit-Diagramm dargestellt werden. Dadurch lassen sich Fehler wie
zu geringe Abstände oder Überschneidungen von Trajektorien sowie
kurze oder häufige Spurwechsel schnell lokalisieren. Fahrzeuge können
über die Trajektorien ausgewählt werden. Mittels Mausklick im Dia-
grammbereich wird zu dem entsprechenden Video-Frame gesprungen.
Auf diese Weise können mögliche Fehler schnell überprüft werden. Ab-
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bildung 4.18 zeigt ein Weg-Zeit-Diagramm der Anwendung VehicleTra-
cker :
Abbildung 4.18: Darstellung der verfolgten Fahrzeuge im Weg-Zeit-Diagramm
innerhalb der Anwendung VehicleTracker.
• Positionsverlauf im Video
Abbildung 4.19 zeigt, wie Positionen und Fahrspurzuordnungen eines
Fahrzeugs anhand des Positionsverlaufs überprüft werden können:
Abbildung 4.19: Positionsverlauf eines Spurwechselvorgangs: Spurwechsel des
ausgewählten Fahrzeugs (im Zentrum des Bildes) von Fahrspur 2 nach 3.
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Der Positionsverlauf stellt jede verfolgte Fahrzeugposition des ausge-
wählten Fahrzeugs im aktuellen Frame als eine Reihe von Punkten dar.
Die Farbe der Punkte entspricht der Farbe der Fahrspuren aus der Fahr-
spurdefinition (s. Abb. 4.10), alternativ kann die Fahrspurinformation
für jeden Punkt als Tooltip angezeigt werden.
Einfache Fehler lassen sich direkt im Positionsverlauf korrigieren, indem
zuerst die zu korrigierenden Punkte mit der Maus ausgewählt werden.
Danach können diese entweder einer anderen Fahrspur zugewiesen oder
interpoliert werden. Bei einer Interpolation werden der Start- und der
Endpunkt der Auswahl zu Key-Frames. Alle dazwischen liegenden Po-
sitionen werden linear interpoliert.
4.2.7.6 Datenexport
Die in der Anwendung VehicleTracker erfassten Fahrzeugtrajektorien kön-
nen als kommaseparierter Text oder im Excelformat exportiert werden.
Dabei werden die Messdaten, wie in Kapitel 4.2.6 beschrieben, geglättet.
Im Exportdialog können die Zeitspanne der gleitenden linearen Regression
und die Abtastrate angegeben werden.
4.2.8 Zusammenfassung der Messmethodik für Luft-
aufnahmen
Kameradrohnen bieten eine schnelle und unkomplizierte Möglichkeit zur
Aufnahme von Straßenverkehr. Je nach Kamera und Objektiv können Stre-
cken bis zu einer Länge von 550 m erfasst werden.
Für die Auswertung der Luftaufnahmen werden die Fahrzeuge mittels
Supervised-Tracking halbautomatisch verfolgt. Dadurch ist es möglich, alle
sich auf der Straße befindenden Fahrzeuge zu berücksichtigen. Die einge-
setzte Key-Frame-Technik erlaubt zusätzlich die Verfolgung von überdeck-
ten Objekten. Für jeden Video-Frame wird die Kameraposition berechnet.
Mit dieser können die Video-Positionen der Fahrzeuge in Weltkoordinaten
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transformiert werden. Die Fahrzeugpositionen werden dann zuvor definier-
ten Fahrspuren zugeordnet.
Diese Arbeitsabläufe werden durch die entwickelte Anwendung Vehicle-
Tracker benutzerfreundlich zur Verfügung gestellt. Darüber hinaus bietet
die Anwendung Kontroll- und Korrekturmöglichkeiten für die erfassten
Fahrzeugtrajektorien und Fahrspurzuordnungen. Dadurch ist es möglich,
räumlich-zeitliche, mikroskopische Analysen von Straßenverkehr durchzu-
führen. Die Anwendung bildet die Grundlage für die im folgenden Kapitel
durchgeführten Messungen und Auswertungen. Eine weitere Anwendungs-
möglichkeit zur Erfassung von Trainingsdaten für die Entwicklung von
Fahrerassistenzsystemen oder hochautomatisierten Fahrzeugen wurde im
Rahmen dieser Arbeit in [117] veröffentlicht.
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5 Mikroskopische Eigenschaften von
Verkehrsmustern vor Lichtsignalan-
lagen
In diesem Kapitel werden mikroskopische Eigenschaften von innerstäd-
tischem Straßenverkehr anhand von empirischen Daten untersucht. Da-
für werden zunächst die Eigenschaften des zu untersuchenden Straßenab-
schnitts und anschließend die Durchführung der Luftaufnahmen erklärt.
Aus den resultierenden Videoaufnahmen wird die geeignetste für die wei-
tere Untersuchung ausgewählt. In dieser Aufnahme wurden alle Fahrzeu-
ge des Straßenabschnitts mit den in Kapitel 4 erläuterten Supervised-
Tracking-Verfahren verfolgt sowie deren Weltkoordinaten bestimmt. Die
so ermittelten räumlich-zeitlichen Trajektorien werden dargestellt und ex-
emplarische Geschwindigkeitsverläufe mit den Ergebnissen von früheren,
in Kapitel 3.1 dargestellten Untersuchungen ohne vollständige Erfassung
aller Trajektorien im Verkehr verglichen.
In der räumlich-zeitlichen Darstellung der Fahrzeuggeschwindigkeiten
dieser Messung können erste Hinweise auf MSPs gefunden werden. Mit-
tels einer im Rahmen dieser Arbeit entwickelten Frontenerkennung wer-
den erstmals detaillierte räumlich-zeitliche Verläufe von im realen Straßen-
verkehr auftretenden MSPs rekonstruiert. Die dadurch gefundenen Eigen-
schaften von MSPs werden abschließend anhand von Beispielen diskutiert.
Die Ergebnisse dieses Kapitels wurden in [118] publiziert.
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5.1 Messaufbau und Durchführung
Für die Untersuchung des Verkehrs per Luftaufnahmen wurde ein Stre-
ckenabschnitt in Düsseldorf ausgewählt, an dem bereits mikroskopische
Messungen von synchronisiertem Verkehr durchgeführt wurden (s. Kapi-
tel 3.1). Abbildung 5.1 zeigt den Streckenabschnitt der Völklinger Straße
in innerstädtischer Richtung zwischen Südring und Fährstraße:
Haltelinie LSA
Medienhafen
City Center
Völklinger Str.
1
2
3
4
640m 500m 0m100m
Südring
Abbildung 5.1: Schematische Darstellung des untersuchten Streckenabschnitts
mit Nummerierung der Fahrspuren und Pfeile der Fahrtrichtung des Verkehrs.
Die 640 m lange Strecke verläuft die ersten 500 m zweispurig, danach wer-
den linksseitig kurz hintereinander zwei weitere Fahrspuren eröffnet. An
Position 640 m befindet sich die Haltelinie einer LSA. Die Fahrspuren 1
und 2 führen zum Stadtzentrum und die Fahrspuren 3 und 4 zum Gelände
des Medienhafens. Außerdem kann an der Kreuzung von der ersten Fahr-
spur nach rechts abgebogen werden, allerdings ist die Zahl der abbiegenden
Fahrzeuge vernachlässigbar.
Abgesehen von der LSA am Ende des Abschnitts gibt es auf dieser
Strecke keine weiteren externen Einflussmöglichkeiten auf den Verkehr.
Insbesondere der 500 m lange zweispurige Anteil bietet eine gute Möglich-
keit, potenzielle selbstorganisierende Effekte im Verkehr zu untersuchen.
Zusätzlich sind der städtischen Verkehrsverwaltung die Zeiten bekannt, an
denen sich mit sehr hoher Wahrscheinlichkeit Verkehrszusammenbrüche
und übersättigter Verkehr beobachten lassen.
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Die Luftaufnahme wurde am 10. Dezember 2015 von Sonnenaufgang
um 7:49 Uhr bis zur vollständigen Untersättigung des Verkehrs um 9:40
Uhr durchgeführt. In dieser Zeit wurden sechs Drohnenflüge durchgeführt
und somit sechs Aufnahmen gewonnen. Die Steuerung der Kameradrohne
wurde von einem professionellen Drohnenpiloten übernommen. Dadurch
konnte eine günstige Aufnahmeposition schnell gefunden und eine hohe
Sicherheit während der Flüge gewährleistet werden.
5.2 Messergebnisse
Für eine erste Evaluation der durchgeführten Luftaufnahmen wurden die
Videos mit einer Gesamtlänge von 1 h 17 min manuell gesichtet. Abbildung
5.2 zeigt für jede Aufnahme die maximale Entfernung der stromaufwärti-
gen Front der MQs zur LSA. Diese wurden visuell in Intervalle von ca.
100 m eingeteilt. Obwohl diese Methode nur eine grobe Näherung ist, zei-
gen die Diagramme in Abbildung 5.2 deutlich unterscheidbare Eigenschaf-
ten, die in folgende Gruppen unterteilt werden können:
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Abbildung 5.2: Zusammenfassung von 6 Aufnahmen aus verschiedenen Zeitfens-
tern: Visuell ermittelte maximale Position der stromaufwärtigen Front der MQs
auf den Fahrspuren 1 und 2 pro Signalphase der Luftaufnahmen vom 10. De-
zember 2015.
82
Aufnahme 1 und 2 Die Längen der MQs sind in Aufnahme 1 und 2
heterogen verteilt: Auf beiden Spuren gibt es mit ca. 100 m sowohl
sehr kurz, als auch mit ca. 600 m sehr weit propagierende MQs.
Aufnahme 3 und 4 In den Videoaufnahmen ist erkennbar, dass der Ver-
kehr ab der Signalphase 10 in Aufnahme 3 bis zur Signalphase 7 in
Aufnahme 4 nicht mehr frei über die Kreuzung abfließen kann. Dies
führt in diesem Zeitraum zu sehr vielen, über den gesamten Stecken-
abschnitt propagierenden MQs.
Aufnahme 5 und 6 In den Aufnahmen 5 und 6 sind die MQs wesent-
lich kürzer als in den vorherigen Aufnahmen. Es kommt zu einem
Übergang zur Untersättigung: in Aufnahme 5 herrscht auf Fahrspur
2 untersättigter Verkehr, in Aufnahme 6 ist der Verkehr die größte
Zeit auf beiden Fahrspuren untersättigt.
Die Aufnahme 1 und 2 weisen für eine mikroskopische Untersuchung
von MSPs die geeignetsten Merkmale auf: Der Verkehr ist größtenteils
übersättigt und die meisten Warteschlangen propagieren nicht über den
gesamten Streckenabschnitt. Somit gibt es genügend räumlich-zeitliche Be-
reiche für die Untersuchung von möglichen MSPs. Da die Messkampagne
bei Sonnenaufgang begann, sind in Aufnahme 1 die Lichtverhältnisse we-
sentlich ungünstiger als in Aufnahme 2: Die Fahrzeuge fahren zu Beginn
der Aufnahme mit Licht und die Umgebung ist noch sehr dunkel. Im wei-
teren Verlauf wird das Umgebungslicht heller und die Fahrzeuge schalten
die Scheinwerfer ab. Da in Aufnahme 2 die Lichtverhältnisse wesentlich
beständiger sind, wurde dieses Video für eine weitere Untersuchung aus-
gewählt.
5.2.1 Räumlich-zeitliche Trajektorien
Für die ausgewählte Messung wurden mit dem in Kapitel 4.2 vorgestell-
ten Programm VehicleTracker alle Fahrzeuge verfolgt und den entspre-
chenden Fahrspuren zugeordnet. Die Messung umfasst insgesamt 1,8 Mio.
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Messpunkte vor der Glättung (s. Kap. 4.2.6) von 650 Fahrzeugen. Insge-
samt wurden 326 km Strecke in 20 Stunden Fahrtzeit zurückgelegt. Zur
Validierung der Messung wurde der Verkehrsfluss aus den Daten der Luft-
aufnahme mit dem gemessenen Verkehrsfluss eines dauerhaft installierten,
videobasierten Fahrzeugdetektors  welcher bereits für die Messungen in
Kapitel 3.1 verwendet wurde  verglichen. Der Detektor befindet sich an
der Position 50 m des Streckenabschnitts. Da an dieser Position von der
Kameradrohne aus nicht alle Fahrzeuge erfasst werden konnten, wurden
für die Luftaufnahme der Verkehrsfluss an der Position 70 m gemessen. Der
Fahrzeugdetektor speichert den Verkehrsfluss in Intervallen von einer Mi-
nute. Für eine bestmögliche Vergleichbarkeit wurde für die Videomessdaten
dasselbe Intervall gewählt. Im Vergleich der gemessenen Verkehrsflüsse von
Fahrspur 1 in Abbildung 5.3 ist erkennbar, dass beide Messkurven quali-
tativ einen sehr ähnlichen Verlauf haben:
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Abbildung 5.3: Per Infrastruktursensor und Luftaufnahme gemessener Verkehrs-
fluss auf Fahrspur 1.
Die Ähnlichkeit beider Kurven deutet unter Berücksichtigung des ab-
weichenden Messpunkts und einer möglichen kleinen zeitlichen Verschie-
bung auf eine plausible Messung hin.
Abbildung 5.4 zeigt alle Fahrzeugtrajektorien der Messung auf den
Fahrspuren 1 und 2 beginnend ab Position 50 m. Horizontale Verläufe von
Trajektorien bedeuten, dass Fahrzeuge in einer MQ warten. Fahrzeuge, die
sich an der vordersten Position (ca. 640 m) einer Warteschlange befinden,
warten an der Haltelinie der LSA.
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Abbildung 5.4: Mikroskopische Messung vom 10. Dez. 2015: Weg-Zeit-Diagramm
der vollständigen Trajektorien auf a) Fahrspur 1 und b) Fahrspur 2 sowie c)
Geschwindigkeitsdiagramme der Trajektorien 1 - 8.
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Innerhalb der Teilstrecke von Position 50 m bis 640 m weisen alle neu
beginnenden oder aufhörenden Trajektorien auf einen Spurwechsel hin.
Fahrzeugtrajektorien, die auf Fahrspur 1 aufhören, werden auf Fahrspur 2
fortgesetzt. Ab der Position 480 m haben Fahrzeuge, die Fahrspur 2 ver-
lassen und nicht auf Fahrspur 1 erscheinen, auf Fahrspur 3 gewechselt.
Es ist auch möglich, dass Fahrzeuge bereits bis zu 10 m vor der Positi-
on 480 m auf Fahrspur 3 wechseln. Dies geschieht, wenn sich das Ende
der Warteschlange auf Fahrspur 2 nur sehr knapp stromaufwärts vor der
abzweigenden Fahrspur 3 befindet. Dann wird in vielen Fällen die dritte
Fahrspur bereits früher eröffnet, indem die Fahrzeuge, die in der Warte-
schlange warten, sehr weit rechts fahren. In Kapitel 3.1 wurden Hemmerles
Messungen [6] vorgestellt, die anonymisierte Fahrdaten aus Navigations-
system verwendeten. Dabei wurde derselbe Straßenabschnitt wie in dieser
Arbeit untersucht. Hemmerle konnte im übersättigten Verkehr vor einer
LSA neben MQs auch erstmalig Strukturen des Synchronisierten Verkehrs
(SP) nachweisen (siehe Abb. 3.2 und 3.3). Ähnliche Strukturen konnten
auch in den in Abbildung 5.4 a) und b) rot hervorgehobenen Fahrzeugtra-
jektorien gefunden werden. Deren Geschwindigkeitsverläufe sind in Abbil-
dung 5.4 c) dargestellt. Tabelle 5.1 verweist jeweils auf die verschiedenen
Varianten der empirischen Ergebnisse beider Untersuchungen und zeigt,
dass alle Varianten der von Hemmerle gefundenen Muster in dieser Mes-
sung ebenfalls festgestellt werden konnten.
Die vollständige Erfassung der Trajektorien aller Fahrzeuge sowie die
Fahrspurzuordnung lässt für die Messung vom 10. Dez. 2015 weitere Aus-
sagen treffen: Auf der Fahrspur 1 sind Warteschlangen meistens länger
als auf Fahrspur 2. Des Weiteren müssen auf Fahrspur 1 alle vollständig
aufgenommenen Fahrzeuge mindestens eine Warteschlange passieren. Dies
bedeutet, dass während der gesamten Messung aufgrund der propagieren-
den Warteschlangen der Verkehr auf der 1. Fahrspur übersättigt ist.
Während den ersten beiden Signalzyklen ist der Verkehr auf Fahrspur 2
untersättigt, da in der Grünphase alle Fahrzeuge aus den Warteschlangen
die LSA überqueren können (s. Abb. 5.4 b)). Ab dem dritten Signalzyklus
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Tabelle 5.1: Vergleich der Ergebnisse dieser Messung mit Messungen aus anony-
misierten Navigationssystemdaten in [74].
Empirische Funde
Trajektorien aus [74]
(s. Kapitel 3.3)
Trajektorien dieser
Messung
Klassische reguläre Se-
quenzen von MQs
1 und 2 in Abb. 3.2
sowie 1, 2, 10 und 11
in Abb. 3.3
2, 3, 4 und 7 in
Abb. 5.4
SPs im übersättigten Ver-
kehr
3 und 4 Abb. 3.2 so-
wie 5, 6 und 8 in
Abb. 3.3
1, 5 und 6 in Abb. 5.4
Zufällige räumlich-zeit-
liche Wechsel zwischen
MQs und SPs
1, 2, 10, 11 (MQs)
und 5, 6, 8 (SPs) in
Abb. 3.3
1, 5 und 6 in Abb. 5.4
Simultanes Auftreten von
SPs und MQs auf ver-
schiedenen Fahrspuren
1 und 2 (MQs) so-
wie 3 und 4 (MSPs)
Abb. 3.3
2 (MQ auf Spur 1)
und 6 (SP auf Spur 2)
Abb. 5.4
wechselt der Verkehr in eine Übersättigung für die nächsten fünf Signal-
zyklen bis 08:26 Uhr. Danach wechseln sich Über- und Untersättigung alle
ein bis zwei Signalzyklen ab.
5.3 Makroskopische Untersuchung
räumlich-zeitlicher Verkehrsmuster
In diesem Abschnitt erfolgt eine makroskopische Betrachtung der Messung.
Auf diese Weise können grobe Strukturen räumlich-zeitlicher Verkehrsmus-
ter für die gesamte Aufnahme untersucht werden.
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5.3.1 Räumlich-zeitliche Darstellung makroskopischer
Werte
Im Folgenden wird zuerst die Berechnung der makroskopischen Größen
mittlere Geschwindigkeit, Verkehrsfluss und Verkehrsdichte über Weg und
Zeit beschrieben. Diese werden im weiteren Verlauf der Arbeit verwendet.
Die Berechnung der makroskopischen Größen erfolgt fahrspurbezogen.
M sei die Menge aller Messreihen einer Fahrspur. Eine MessreiheMk ∈M
für ein Fahrzeug k besteht aus Messpunkten mi,k mit den Zeitpunkten ti,
den Positionen xi und den Geschwindigkeiten vi:
mi,k = {ti,k, xi,k, vi,k} (5.1)
Mk = {m1,k,m2,k,m3,k, . . . } (5.2)
Eine Messreihe Mk repräsentiert somit eine Fahrzeugtrajektorie auf einer
Fahrspur inklusive der Geschwindigkeit.
5.3.1.1 Berechnung der mittleren Geschwindigkeit
Für die Berechnung der mittleren Geschwindigkeit wird die Messung in
räumlich-zeitliche Messbereiche Rn,m ⊂ R2 mit
Rn,m : = {(t, x)|tn ≤ t ≤ tn+1, xm ≤ x ≤ xm+1} ,
tn+1 = tn + ∆t und
xm+1 = xm + ∆x
(5.3)
unterteilt. Ein Messbereich zur Berechnung der mittleren Geschwindigkeit
repräsentiert ein Rechteck in der räumlich-zeitlichen Ebene, wie in Abbil-
dung 5.5 dargestellt:
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Abbildung 5.5: Qualitative Darstellung eines Messbereichs zur Berechnung der
mittleren Geschwindigkeit.
Die Geschwindigkeitsmessreihe Vn,m eines Messbereichs Rn,m beinhal-
tet die Geschwindigkeiten aller Trajektorien, welche sich innerhalb des je-
weiligen Messbereichs befinden:
Vn,m = {vi,k|(ti,k, xi,k) ∈ Rn,m} (5.4)
Die mittlere Geschwindigkeit innerhalb eines Messbereichs Rn,m beträgt
vn,m =
1
l
∑
v∈Vn,m
v
mit l = |Vn,m|
[m/s] (5.5)
5.3.1.2 Berechnung des Verkehrsflusses
Der Verkehrsfluss wird an der Position xm im Zeitraum Tn ⊂ R mit
Tn = {t|tn ≤ t ≤ tn+1}
und tn+1 = tn + ∆t
(5.6)
gemessen. Ein Messbereich zur Berechnung des Verkehrsflusses repräsen-
tiert eine horizontale Strecke in der räumlich-zeitlichen Ebene, wie in Ab-
bildung 5.6 dargestellt:
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Abbildung 5.6: Qualitative Darstellung eines Messbereichs zur Berechnung des
Verkehrsflusses.
Es werden alle Fahrzeugmessreihen gewertet, welche die Position xm im
Zeitraum Tn schneiden:
Mn,xm := {Mk ∈M |∃i : ti,k, ti+1,k ∈ Tn, xi,k < xm, xi+1,k ≥ xm}
Der Verkehrsfluss an der Position xm im Zeitraum Tn beträgt
qn,xm =
|Mn,xm |
∆t
[1/s] (5.7)
5.3.1.3 Berechnung der Verkehrsdichte
Die Verkehrsdichte wird zu einem Zeitpunkt tn an einer Wegstrecke
Xm ⊂ R mit
Xm : = {x|xm ≤ x ≤ xm+1}
und xm+1 = xm + ∆x
(5.8)
gemessen. Ein Messbereich zur Berechnung der Verkehrsdichte repräsen-
tiert eine vertikale Strecke in der räumlich-zeitlichen Ebene, wie in Abbil-
dung 5.7 dargestellt:
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Abbildung 5.7: Qualitative Darstellung eines Messbereichs zur Berechnung der
Verkehrsdichte.
Es werden alle Fahrzeugmessreihen gewertet, die sich zum Zeitpunkt
tn auf der Strecke Xm befinden:
Mtn,m := {Mk|∃i : ti,k < tn, ti+1,k ≥ tn, xi,k, xi+1,k ∈ Xm}
Die Verkehrsdichte an der Strecke Xm zum Zeitpunkt tn beträgt
ktn,m =
|Mtn,m|
∆x
[1/m] (5.9)
5.3.1.4 Erhöhung der Auflösung mittels gleitender Berechnung
Eine makroskopische Darstellung besteht aus den Werten aller Messberei-
che in einem räumlich-zeitlichen Gebiet. Für eine höhere Auflösung wer-
den diese Werte durch ein gleitendes Verfahren berechnet. Dafür wird je-
der im vorherigen Abschnitt definierte Messbereich mit den Schrittweiten
∆tg = 1 s und ∆xg = 1 m zeilenweise über die gesamte räumlich-zeitliche
Messung bewegt. Bei jedem Schritt wird der entsprechende makroskopische
Wert berechnet und gespeichert. Abbildung 5.8 zeigt den schematischen
Verlauf der gleitenden Berechnung:
Die jeweils links dargestellten Diagramme Abbildung 5.8 zeigen wie
für einen Schritt der gleitenden Berechnung die mittlere Geschwindig-
keit, der Verkehrsfluss oder die Flussdichte des aktuellen Messbereichs
bestimmt wird. Dieser Wert gilt anschließend für einen  in den rechten
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Abbildung 5.8: Schematische Darstellung der gleitenden Berechnung von a) der
mittleren Geschwindigkeit, b) dem Verkehrsfluss und c) der Flussdichte.
Diagrammen dargestellten  räumlich-zeitlichen Bereich von (1 s × 1 m),
der sich aus Schrittweiten ∆tg und ∆xg zusammensetzt. Der Mittel-
punkt dieses Bereichs befindet sich für die mittlere Geschwindigkeit an
der Postion (x = tn+tn+12 , y =
xm+xm+1
2 ), für den Verkehrsfluss bei
(x = tn+tn+12 , y = xm) und für die Flussdichte bei (x = tn, y =
xm+xm+1
2 ).
Aufgrund der gleitenden Berechnung beträgt die Auflösung der räumlich-
zeitlichen Darstellung makroskopischer Werte der gesamten Aufnahme ca.
900 x 600 Sektoren. Ohne das gleitende Berechnungsverfahren würden für
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die Darstellung der mittleren Geschwindigkeit, mit den im nächsten Ab-
schnitt festgelegten Messbereichsgrößen, ca. 90 x 60 Sektoren benötigt.
5.3.1.5 Festlegung geeigneter Segmentgrößen
Die Wahl geeigneter Größen der Messbereiche ist entscheidend für die Be-
rechnung aussagekräftiger makroskopischer Werte. Wird ein Messbereich
zu klein gewählt, werden einzelne Lücken zwischen zwei Fahrzeugen als
stromabwärts propagierende Strukturen sichtbar. Sind die Messbereiche
zu groß, entstehen weite, homogene Flächen mit nur geringem Informati-
onswert.
Für jede makroskopische Größe wird die Messbereichsgröße so gewählt,
dass in möglichst vielen Gebieten die Unterschiede deutlich dargestellt
werden können. Es lässt sich allerdings nicht vermeiden, dass vereinzelt
stromabwärts verlaufende Strukturen sichtbar sind.
Die Messbereichsgrößen für die Berechnung der makroskopischen Werte
in dieser Aufnahme sind folgendermaßen festgelegt:
• Mittlere Geschwindigkeit: ∆t = 10 s und ∆x = 20 m
• Verkehrsfluss: ∆t = 30 s
• Verkehrsdichte: ∆x = 40 m
Diese heuristischen Werte haben sich für eine möglichst detaillierte Dar-
stellung der verwendeten Messdaten mit möglichst wenig sichtbaren Fahr-
zeuglücken als am geeignetsten erwiesen. Alternative Verkehrsflüsse und
Flussdichten benötigen eine Anpassung dieser Werte. Aufgrund der glei-
tenden Berechnung werden für den Verkehrsfluss keine räumlichen und für
die Verkehrsdichte keine zeitlichen Abstände benötigt.
5.3.2 Räumlich-zeitliche Darstellung der mittleren Ge-
schwindigkeit
Abbildung 5.9 zeigt die Visualisierung der mittleren Fahrzeuggeschwindig-
keiten in einer Farbskala über Weg und Zeit:
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Abbildung 5.9: Räumlich-zeitliche Darstellung der mittleren Geschwindigkeit.
Diese Visualisierung veranschaulicht, dass sich die Geschwindigkeit, ab-
gesehen von wenigen Ausnahmen, immer unter 40 km/h befindet. Es gibt
somit keinen freien Verkehr. An den mit dunkelroter Farbe markierten
Stellen halten die Fahrzeuge an. Es ist gut erkennbar, wie sich diese MQs
stromaufwärts fortpflanzen. An den stromaufwärtigen Enden lösen sich die
meisten MQs in ähnlich propagierende Muster mit mittleren Fahrzeugge-
schwindigkeiten größer als 3 km/h auf. In der Darstellung ist dies an den
Übergängen von dunkelroten in hellere Schattierungen, die sich ebenfalls
räumlich-zeitlich stromaufwärts fortpflanzen, erkennbar. Diese MSPs kön-
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nen entweder lange Strecken stromaufwärts propagieren, einen Anstieg der
mittleren Geschwindigkeit verzeichnen oder sich zügig auflösen.
Auf Fahrspur 1 in Abbildung 5.9 kommt es gegen 8:31 Uhr an der
Position 200 m zwischen Fahrzeugen zu großen räumlichen Abständen. Als
Folge gibt bei der Berechnung der mittleren Geschwindigkeit Intervalle,
in denen sich keine Fahrzeuge befinden. Aus diesem Grund wird dieses
Gebiet in weißer Farbe dargestellt. Eine geringere Auflösung könnte diesen
Fehler vermeiden, allerdings würde sich dadurch die übrige Aussagekraft
des Diagramms bezüglich der untersuchten Strukturen verschlechtern.
Eine weitere Besonderheit ist die sich stromabwärts bewegende Struk-
tur in hellgrüner Farbe auf Fahrspur 2 gegen 8:29 Uhr und bei der Position
550 m. Innerhalb dieser Struktur beträgt die mittlere Fahrzeuggeschwin-
digkeit zwischen 5060 km/h, was der zulässigen Höchstgeschwindigkeit
der Straße entspricht. In diesem Fall löst sich die Warteschlange an der
Grünphase sehr schnell auf und einige wenige Fahrzeuge beschleunigen
auf die Geschwindigkeit des freien Verkehrs, um die LSA noch überqueren
zu können. Beide Strukturen sind auch in den Trajektorien in Abbildung
5.4 zu erkennen. Aufgrund der horizontalen Stauchung des Diagramms
erscheint der Verlauf der grünen Struktur fast vertikal.
5.4 Mikroskopische Untersuchung
räumlich-zeitlicher Verkehrsmuster
Für eine genaue Bestimmung räumlich-zeitlicher Verkehrsmuster ist es nö-
tig, die mikroskopischen Daten im Detail zu betrachten. Dafür sollen die
räumlich-zeitlichen Grenzen von MQs und MSPs anhand der Fahrzeug-
trajektorien durch eine Frontenerkennung rekonstruiert werden, um die
Fortpflanzung von Strukturen über die Geschwindigkeit zu beobachten.
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5.4.1 Rekonstruktion von räumlich-zeitlichen inner-
städtischen Verkehrsmustern
Zur Rekonstruktion von MQs und MSPs wurden qualitativ ähnliche Vor-
gehensweisen verwendet: Für beide Muster wurde die Verteilung der Fahr-
zeuggeschwindigkeiten in den Trajektorien (s. Abb. 5.4) nach Kriterien der
in Kapitel 2.2.4 erklärten Definitionen von MQ und MSP untersucht.
Eine MQ und ein MSP sind jeweils ein örtlich begrenztes Gebiet, das
sich über die Zeit bewegt und so ein räumlich-zeitliches Verkehrsmuster
bildet. In beiden Fällen kommt es zu einem sich fortpflanzenden Einbruch
der Geschwindigkeit, in welchem sich MQ und MSP jedoch voneinander
unterscheiden. In einer MQ kommen die Fahrzeuge zum Halt. In einem
MSP kann synchronisierter Verkehr beobachtet werden, dessen Geschwin-
digkeit kleiner als die Geschwindigkeit außerhalb des MSP ist. Sowohl MQs
als auch MSPs werden durch jeweils eine stromabwärtige und stromauf-
wärtige Front begrenzt. Abbildung 5.10 zeigt schematisch den Ablauf der
Frontenerkennung:
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Abbildung 5.10: Schematischer Ablauf der Frontenerkennung von MQs und
MSPs mit jeweils exemplarischen Geschwindigkeitsverläufen dreier Fahrzeuge,
die nacheinander den Streckenabschnitt befahren.
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Für das Finden von räumlich-zeitlichen Positionen solcher Fronten wer-
den verschiedene Geschwindigkeitsschwellwerte vθ verwendet. Für jedes
MSP und jede MQ ist die Position der Front entlang einer Fahrzeugtra-
jektorie zum Zeitpunkt tn mit Fahrzeuggeschwindigkeit vn folgendermaßen
definiert:
stromaufwärtige Front: vn−1 ≥ vθ and vn < vθ (5.10)
stromabwärtige Front:vn−1 ≤ vθ and vn > vθ (5.11)
Mittels einzelner Frontenpositionen können auf folgende Weise die
räumlich-zeitlichen Strukturen von MQs und MSPs rekonstruiert werden:
1. Der Startpunkt der Suche nach räumlich-zeitlichen Positionen von
Fronten kann jeder Punkt zum Zeitpunkt ti einer Fahrzeugtrajekto-
rie sein, an welchem die Fahrzeuggeschwindigkeit vi kleiner als der
Geschwindigkeitsschwellwert ist: vi < vθ.
2. Beginnend von diesem Punkt wird die erste Überschreitung des
Schwellwerts vθ in sowohl stromabwärtiger als auch stromaufwär-
tiger Richtung gesucht. Diese Positionen sind die stromaufwärtige
Position zum Zeitpunkt tb,up,i und die stromabwärtige Position zum
Zeitpunkt tb,down,i.
3. Der Zeitpunkt
tc,i =
tb,up,i + tb,down,i
2
(5.12)
definiert den Startpunkt, der für die Trajektorie des folgenden Fahr-
zeugs verwendet wird. Ausgehend von der ersten Trajektorie wird
diese Suche sowohl in stromaufwärtiger als auch in stromabwärtiger
Richtung durchgeführt.
4. Ist für eine Trajektorie keine oder nur eine Front auffindbar, wird die
Suche auf der Trajektorie des nachfolgenden Fahrzeugs fortgesetzt.
Nach drei Trajektorien ohne erkannte Fronten oder sofern keine wei-
tere Trajektorie verfügbar ist, wird die Suche beendet.
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Aufgrund der zum Halt kommenden Fahrzeuge beträgt der Schwell-
wert für die Bestimmung der Fronten jeder MQ vθ = 1 km/h. Für die
in den Abbildungen 5.135.19 dargestellten MSPs wurden Schwellwerte
von entweder vθ = 20 km/h oder vθ = 25 km/h verwendet. Jeder dieser
Schwellwerte wurde so gewählt, dass diese ca. 5 km/h geringer sind, als die
durchschnittliche Geschwindigkeit stromaufwärts und stromabwärts des
entsprechenden MSP. Diese Wahl des Schwellwerts vθ soll eine räumlich-
zeitliche Rekonstruktion von MSPs ermöglichen.
Abbildung 5.11 a zeigt exemplarisch die rekonstruierten Fronten ei-
ner MQ und eines MSP in einem Weg-Zeit-Diagramm. Anders als bei der
MQ, zeigen die Fronten des MSP erhebliche komplexe Schwingungen. Die-
se Schwingungen entstehen wahrscheinlich aufgrund der unterschiedlichen
Abstände zwischen den Fahrzeugen im synchronisierten Verkehr. Zur Ver-
meidung dieser Schwingungen werden diese durch einen gleitenden Mit-
telwert über fünf aufeinanderfolgende Front-Positionen im Raum und Zeit
geglättet. Abbildung 5.11 zeigt zum Vergleich die Frontenerkennung ohne
Glättung a) und mit Glättung b):
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Abbildung 5.11: Unveränderte und geglättete Fronten einer MQ und eines MSP.
Nach diesem Verfahren wurden in der Messung verschiedene Arten von
räumlich-zeitlichen Verkehrsmustern rekonstruiert, die in den folgenden
Unterkapiteln dargestellt und beschrieben werden.
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5.4.2 Moving Queues im übersättigten Verkehr
Abbildung 5.12 zeigt eine MQ, die gleichmäßig von der Haltelinie bis fast
ans Ende des Straßenabschnitts propagiert. Währenddessen reduziert sich
die zeitliche Ausdehnung der Warteschlange, bis sie sich bei der Position
von ca. 100 m um ca. 8:27 Uhr schließlich vollständig aufgelöst hat. Der
Verkehrsfluss wird durch die MQ unterbrochen und die Fahrzeugdichte in
der Warteschlange ist sehr hoch (s. Abb. 5.12 c) und d)).
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Abbildung 5.12: Propagierung einer MQ: a) räumlich-zeitliche Darstellung der
Fahrzeugtrajektorien und der mittleren Geschwindigkeit über Weg und Zeit. b)
Geschwindigkeitsdiagramme der gestrichelt hervorgehobenen Trajektorien aus a)
 in diesem Diagramm beginnend ab der Haltelinie der LSA. Räumlich-zeitliche
Darstellung von c) Verkehrsfluss und d) Verkehrsdichte.
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5.4.3 Über den gesamten Streckenabschnitt propagie-
rende Moving Synchronized Flow Patterns
MQs lösen sich in den Abbildungen 5.13 und 5.14 auf und gehen jeweils
in die Verkehrsmuster MSP1 und MSP2 über. Diese propagieren bis zum
Ende des Straßenabschnitts. Die mittlere Geschwindigkeit außerhalb von
MSP1 ist niedriger als außerhalb von MSP2. Aus diesem Grund wur-
de der Geschwindigkeitsschwellwert der Frontenerkennung für MSP1 auf
vθ = 20 km/h und für MSP2 auf vθ = 25 km/h festgelegt.
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Abbildung 5.13: Propagierung von MSP1 über den gesamten Streckenabschnitt:
a) räumlich-zeitliche Darstellung der Fahrzeugtrajektorien und der mittleren Ge-
schwindigkeit über Weg und Zeit. b) Geschwindigkeitsdiagramme der gestrichelt
hervorgehobenen Trajektorien aus a). Räumlich-zeitliche Darstellung von c) Ver-
kehrsfluss und d) Verkehrsdichte.
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Beide MSPs werden gegen Ende des Straßenabschnitts breiter. Die aus-
gewählten Geschwindigkeiten der Trajektorien zeigen für beide Muster,
dass jedes Fahrzeug die Geschwindigkeit an die des vorausfahrenden Fahr-
zeugs anpassen muss. MSP1 weist im Vergleich zu MSP2 einen deutlich
stärkeren Einbruch des Verkehrsflusses auf. Allerdings ist die Verkehrs-
dichte in MSP1 etwas geringer als die in MSP2. Beide Muster lösen sich
am Ende des Straßenabschnitts nicht auf.
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Abbildung 5.14: Propagierung von MSP2 über den gesamten Streckenabschnitt:
a) räumlich-zeitliche Darstellung der Fahrzeugtrajektorien und der mittleren Ge-
schwindigkeit über Weg und Zeit. b) Geschwindigkeitsdiagramme der gestrichelt
hervorgehobenen Trajektorien aus a). Räumlich-zeitliche Darstellung von c) Ver-
kehrsfluss und d) Verkehrsdichte.
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5.4.4 Sich verbindende Moving Synchronized Flow
Patterns
Abbildung 5.15 zeigt die Verkehrsmuster MQ3 undMQ4 von zwei aufeinan-
derfolgenden Rotphasen. Beide sind jeweils von MSP3 und MSP4 umgeben.
Während der stromaufwärtigen Fortpflanzung lösen sich zu verschiedenen
Zeiten und Positionen beide MQs auf. Der Geschwindigkeitsanstieg im Be-
reich von 250 m bis 630 m zwischen beiden MSPs reduziert sich, bis beide
Muster als miteinander verbunden (als MSP3,4 dargestellt) angesehen wer-
den können. Dieser Geschwindigkeitsanstieg bewirkt einen ebenfalls tem-
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Abbildung 5.15: Verbindung zweier MSPs: a) räumlich-zeitliche Darstellung
der Fahrzeugtrajektorien und der mittleren Geschwindigkeit über Weg und
Zeit. b) Geschwindigkeitsdiagramme der hervorgehobenen Trajektorien aus a).
Räumlich-zeitliche Darstellung von c) Verkehrsfluss und d) Verkehrsdichte.
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porären Anstieg des Verkehrsflusses in Abbildung 5.15 c. Die Verbindung
beider MSPs ist auch in einem Rückgang dieses Verkehrsflussanstiegs er-
kennbar. Das MSP3,4 löst sich am Ende des Straßenabschnitts nicht auf.
5.4.5 Sich auflösende Moving Synchronized Flow Pat-
terns
Die Verkehrsmuster MSP5 in Abbildung 5.16 und MSP6 in Abbildung 5.17
lösen sich nahe dem Ende des Straßenabschnitts durch eine Verjüngung des
Geschwindigkeitseinbruchs auf. Für beide MSPs beträgt vθ = 20 km/h.
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Abbildung 5.16: Auflösung von MSP5: a) räumlich-zeitliche Darstellung der
Fahrzeugtrajektorien und der mittleren Geschwindigkeit über Weg und Zeit. b)
Geschwindigkeitsdiagramme der gestrichelt hervorgehobenen Trajektorien aus
a). Räumlich-zeitliche Darstellung von c) Verkehrsfluss und d) Verkehrsdichte.
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Innerhalb von MSP6 propagiert die MQ über eine wesentlich längere
Strecke und entsteht nach der ersten Auflösung erneut. Dieser Unterschied
ist ebenfalls jeweils im Einbruch des Verkehrsflusses und im Anstieg der
Verkehrsdichte von MSP6 erkennbar (s. Abb. 5.17 c) und d)).
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Abbildung 5.17: Auflösung von MSP6: a) räumlich-zeitliche Darstellung der
Fahrzeugtrajektorien und der mittleren Geschwindigkeit über Weg und Zeit. b)
Geschwindigkeitsdiagramme der gestrichelt hervorgehobenen Trajektorien aus
a). Räumlich-zeitliche Darstellung von c) Verkehrsfluss und d) Verkehrsdichte.
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5.4.6 Sich spontan bildende Moving Synchronized Flow
Patterns
In den Abbildungen 5.18 und 5.19 bilden sich die Verkehrsmuster MSP7
und MSP8 spontan in etwa an der Position 300 m. Die Schwellwerte für
die Frontenerkennung betragen vθ = 20 km/h für MSP7 und vθ = 25 km/h
für MSP8.
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Abbildung 5.18: Spontane Entstehung von MSP7: a) räumlich-zeitliche Darstel-
lung der Fahrzeugtrajektorien und der mittleren Geschwindigkeit über Weg und
Zeit. b) Geschwindigkeitsdiagramme der gestrichelt hervorgehobenen Trajekto-
rien aus a). Räumlich-zeitliche Darstellung von c) Verkehrsfluss und d) Verkehrs-
dichte.
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Beide MSPs beginnen als geringe Geschwindigkeitsstörung, die sich
während ihrer stromaufwärtigen Propagierung verstärkt. Die Geschwin-
digkeit innerhalb von MSP8 reduziert sich im stromaufwärtigen Verlauf so
sehr, dass es zu anhaltenden Fahrzeugen kommt und sich somit eine MQ
innerhalb dieses MSP bildet.
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Abbildung 5.19: Spontane Entstehung von MSP8 und einer MQ: a) räumlich-
zeitliche Darstellung der Fahrzeugtrajektorien und der mittleren Geschwindig-
keit über Weg und Zeit. (b) Geschwindigkeitsdiagramme der hervorgehobenen
Trajektorien aus a). Räumlich-zeitliche Darstellung von c) Verkehrsfluss und d)
Verkehrsdichte.
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5.5 Zusammenfassung der Messergebnisse und
der rekonstruierten Verkehrsmuster
Basierend auf der vollständigen Erfassung der Trajektorien aller Fahrzeuge
innerhalb eines Streckenabschnitts können im übersättigten Verkehr War-
teschlangen und Strukturen des synchronisierten Verkehrs sowie Wechsel
zwischen beiden Strukturen aufgezeigt werden. Dies bestätigt frühere Mes-
sungen, welche in Kapitel 3.1 beschrieben wurden.
Unter Verwendung eines räumlich-zeitlichen Darstellungsverfahrens für
die mittlere Geschwindigkeit konnten grobe Strukturen von MSPs erkannt
werden. Zudem konnte aus den gewonnenen Daten mithilfe des vorgestell-
ten Verfahrens (s. Kap. 5.4.1) die räumlich-zeitliche Ausdehnung von MQ
und MSP rekonstruiert werden. Anhand der empirischen Beispiele aus dem
realen Straßenverkehr konnte gezeigt werden, dass
1. MSPs sich stromaufwärts einer Warteschlange bilden und über den
gesamten Straßenabschnitt fortpflanzen können,
2. MSPs sich schon nach kürzerer Zeit auflösen können,
3. sich mehrere MSPs zu einem einzigen verbinden können,
4. MSPs sich spontan weit stromaufwärts von der LSA entfernt bilden
können und
5. innerhalb dieser spontan entstandenen MSPs MQs entstehen können.
Damit konnte die in Kapitel 3.4 definierte Hypothese verifiziert werden.
Sich verbindende und spontan entstehende MSPs mit möglicher Bildung
von MQs stellen bisher unbekannte Phänomene im übersättigten Verkehr
dar.
6 Untersuchung des Fahrverhaltens vor
Lichtsignalanlagen
Dieses Kapitel betrachtet das Verhalten der Fahrzeuge in der erhobe-
nen Messung. Dafür werden Spurwechselvorgänge analysiert und das Ab-
standsverhalten der Fahrzeuge statistisch ausgewertet. Zudem wird an-
hand von empirischen Beispielen der Einfluss des Fahrverhaltens einzel-
ner Fahrzeuge auf innerstädtische Verkehrsmuster erläutert. Anschließend
wird auf die Bedeutung von Moving Queues für intelligente Transportsys-
teme eingegangen. Unter anderem wird ein Konzept zur mikroskopischen
Stauauflösung durch Fahrempfehlungen vorgestellt.
6.1 Analyse des Spurwechselverhaltens
In Kapitel 5.3.2 wurden unterschiedliche Verkehrszustände auf verschiede-
nen Spuren zur gleichen Zeit dargestellt. Mit einer Analyse des Spurwech-
selverhaltens können mögliche Ursachen für dieses gleichzeitige Auftreten
unterschiedlicher Verkehrszustände gefunden werden. Abbildung 6.1 zeigt
den relativen Anteil aller Spurwechsel in Intervallen von 100 m. Wechsel
von Fahrspur 1 nach 2 sowie von Fahrspur 2 nach 3 visualisieren zusätz-
lich den Anteil der Spurwechsel der Fahrzeuge, die zu Beginn ihrer Erfas-
sung auf Fahrspur 1 fuhren. In der unteren Zeile des Diagramms werden
die durchschnittlichen Spurwechsel pro Minute dargestellt. Die Rate der
Spurwechsel in Abbildung 6.1 veranschaulicht, dass an Position 480 m ca.
20 % aller Fahrzeuge von Fahrspur 2 zu den Fahrspuren 3 und 4 wechseln.
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Abbildung 6.1: Relativer Anteil von Spurwechseln sowie Spurwechsel pro Minute
in Intervallen von 100 m.
Da diese spurwechselnden Fahrzeuge deutlich den Zufluss in die Warte-
schlange auf der Fahrspur 2 verringern, führt dies in manchen Fällen zu
einer Auflösung der Warteschlange, bevor diese die Position 480 m erreicht.
Nach dem Überschreiten dieser Position propagiert die Warteschlange in
den meisten Fällen über weite Bereiche der Strecke. Das ist eine spezielle
Eigenschaft dieser Infrastruktur mit den zwei abzweigenden Fahrspuren 3
und 4 an der Kreuzung. Die vorzeitige Auflösung der Warteschlange durch
die Spurwechsel kann auch ein möglicher Grund für das gleichzeitige Auf-
treten von SPs und MQs auf verschiedenen Fahrspuren sein.
Eine weitere Eigenschaft der Wechsel von Fahrspur 2 auf die Fahrspu-
ren 3 und 4 ist, dass sich nur 2,5 % aller Fahrzeuge zuvor auf Fahrspur
1 befanden. 90 % der Fahrzeuge, die auf die Fahrspuren 3 und 4 wech-
seln, haben sich bereits vor Position 50 m, also wahrscheinlich bereits vor
dem Befahren der Völklinger Straße auf der 2. Fahrspur eingeordnet. Das
weist auf eine vorausschauende Verhaltensweise der Fahrer hin, die an der
Kreuzung nach links abbiegen wollen.
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6.2 Verteilung der Fahrzeugabstände
Für die Ermittlung der Verteilung der Fahrzeugabstände wird für alle Mess-
punkte der ausgewählten Fahrzeuge der räumliche Nettoabstand  also die
Lücke  zwischen dem jeweiligen Ego-Fahrzeug zu dessen vorausfahrenden
Fahrzeug in Abhängigkeit von der Geschwindigkeit des Ego-Fahrzeugs be-
stimmt. Die Verteilungen werden mittels Boxplots dargestellt, bei denen
die äußeren Linien (Whisker) jeweils höchstens den 1,5-fachen Interquar-
tilsabstand bezeichnen. Abbildung 6.2 zeigt die Verteilung sowohl für alle
Fahrzeuge als auch nur für Fahrzeuge mit einer größeren Länge als 7 m:
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Abbildung 6.2:Verteilung der Nettoabstände in Abhängigkeit von Geschwindig-
keitsintervallen a) aller Fahrzeuge und b) der Fahrzeuge, die länger als 7 m sind.
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Die Verteilung stellt dar, dass der größte Teil der Fahrzeuge mit steigender
Geschwindigkeit einen größeren Abstand hält. Allerdings gibt es unabhän-
gig von der Geschwindigkeit auch immer Fahrzeuge, die dicht auffahren.
Fahrzeuge, die länger als 7 m sind wie z. B. Lkws und Busse halten der
Erwartung gemäß größere Lücken ein als kürzere Fahrzeuge.
Die Abstände fallen zu allen Geschwindigkeiten auf Fahrspur 2 deutlich
geringer aus als auf Fahrspur 1. Anhand der Verteilung der Messpunkte
ist erkennbar, dass die Fahrzeuge auf Fahrspur 2 etwas schneller fahren als
auf Fahrspur 1. Ebenso befinden sich auf der Fahrspur 2 erheblich weni-
ger lange Fahrzeuge, allerdings sind diese in der Abstandsverteilung aller
Fahrzeuge vernachlässigbar. Eine Verringerung der Abstände könnte somit
aus der Motivation der Fahrer entstehen, Spurwechsel auf die Fahrspur 2
zu erschweren. Einen ähnlichen Unterschied zeigt auch die Verteilung der
Abstände in Warteschlangen in Abbildung 6.3:
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Abbildung 6.3: Verteilung der Nettoabstände in Warteschlangen.
In dieser Verteilung wurden die Abstände nur gewertet, wenn sowohl das
Ego-Fahrzeug als auch das sich davor befindende Fahrzeug in einer War-
teschlange zum Stillstand gekommen sind. Auf der ersten Fahrspur halten
50 % der Fahrzeuge einen Abstand zwischen 24 m ein. Allerdings sind
auch Abstände bis 6 m keine Ausnahme. Auf der zweiten Fahrspur stehen
die Fahrzeuge in den Warteschlangen deutlich kompakter. Das dichtere
Auffahren entspricht dem Verhalten während der Fahrt.
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6.3 Auswirkung des Verhaltens einzelner Fahr-
zeuge auf innerstädtische Verkehrsmuster
Im Folgenden wird anhand von empirischen Beispielen die Auswirkung des
Abstands- und Spurwechselverhaltens einzelner Fahrzeuge auf die Auflö-
sung von MQs und die Bildung von MSPs untersucht. Dafür wurden die
aussagekräftigsten Situationen aus den Messdaten ausgewählt.
6.3.1 Darstellung der Fahrzeuglänge im Weg-Zeit-
Diagramm
Zur Visualisierung der räumlichen und zeitlichen Nettoabstände zwischen
den Fahrzeugen kann die Fahrzeuglänge im Weg-Zeit-Diagramm darge-
stellt werden. Das in Kapitel 4 vorgestellte Messverfahren verfolgt von
jedem Fahrzeug die Position p der vorderen Stoßstange. Die räumlich-
zeitliche Darstellung der manuell gemessenen Fahrzeuglänge l erfolgt im
Weg-Zeit-Diagramm als geschlossener Polygonzug aller n Positionen der
Fahrzeugfront pi zu den Zeitpunkten ti für i = (1 . . . n) sowie aller n Posi-
tionen des Fahrzeughecks p′j = (pj − l) zum Zeitpunkt tj für j = (n . . . 1):
Po
sit
ion
Zeit
l
l
l
τ
g
1
2
3
pi
p‘j
Abbildung 6.4: Darstellung der Fahrzeuglänge l in einem Weg-Zeit-Diagramm
mit den Trajektorien der Fahrzeuge 1 bis 3 und der räumlichen und zeitlichen
Nettoabstände g und τ zwischen den Fahrzeugen 2 und 3.
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Die mit diesem Verfahren entstehende Fläche stellt zum einen die räum-
liche Ausprägung des Fahrzeugs auf dem Straßenabschnitt entlang der x-
Achse zu einem Zeitpunkt t dar. Zum anderen ist entlang der y-Achse
erkennbar, in welchem Zeitraum sich das Fahrzeug an einer bestimmten
Position p befand. Diese Darstellungsform lässt das Fahrzeug bei höheren
Geschwindigkeiten im Diagramm scheinbar kürzer sein als beispielsweise
im Stillstand. Jedoch demonstrieren die in Abbildung 6.4 eingetragenen
identischen Längen l, dass sich die Darstellung der Fahrzeuglänge nicht
ändert. Des Weiteren zeigen die exemplarisch eingetragenen Nettowerte
g und τ , wie mit dieser Darstellungsform die räumlichen und zeitlichen
Abstände zweier Fahrzeuge ermittelt werden können.
6.3.2 Positiver Einfluss von Spurwechseln
Abbildung 6.5 zeigt, wie Spurwechsel zur Verkürzung einer Warteschlange
führen können:
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Abbildung 6.5: Reduzierung der Haltezeit innerhalb einer Warteschlange durch
zwei spurwechselnde Fahrzeuge (in Grün dargestellt). Weg-Zeit-Diagramme mit
Darstellung a) der mittleren Geschwindigkeit und b) der Fahrzeuglängen sowie
c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
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In dieser und auch in den folgenden Darstellungen werden in den Geschwin-
digkeits- und Abstandsdiagrammen Trajektorien mit einem zu geringem
Zeitanteil  in diesem Fall Fahrzeug 1  ausgelassen.
Durch die Spurwechsel der Fahrzeuge 1 und 3 steigt bei den nachfol-
genden Fahrzeugen der Abstand zum jeweils vorausfahrenden Fahrzeug
sprunghaft an. Die Steigung der Trajektorie von Fahrzeug 2 veranschau-
licht, dass sich dieses deutlich schneller der Warteschlange nähert als die
Fahrzeuge, die sich vor Fahrzeug 2 befinden. Aus diesem Grund hat der
Spurwechsel von Fahrzeug 1 keine signifikante Auswirkung auf die Halte-
zeit von 17 s in der Warteschlange von Fahrzeug 2. Eine andere Wirkung
hat der Spurwechsel von Fahrzeug 3. Die Haltezeit von Fahrzeug 4 ver-
kürzt sich auf 5 s. Dabei hatte der wesentlich größere Abstand zwischen
den Fahrzeugen 3 und 4 einen wichtigen Einfluss.
Mit einer entsprechend hohen Anzahl von Spurwechseln ist es auch
möglich, Warteschlangen komplett aufzulösen, wie in Abbildung 6.6 dar-
gestellt ist:
400
450
500
550
0
20
40
0
20
40
08:18:00 08:18:15 08:18:30
P
os
it
io
n 
[m
]
G
es
ch
w
. 
[k
m
/h
]
A
bs
ta
nd
 [
m
]
Zeit
0
25
50
0
25
50
08:18:00 08:18:15 08:18:30
2
43 5
1
6
2
43 5
1
6
1
6
1
6
c)
Zeit
d)
a) b)
Geschw.
0
20
40
60
[km/h]
Fahrspur 2 Fahrspur 2
Abbildung 6.6: Auflösung einer Warteschlange durch vier spurwechselnde Fahr-
zeuge (in Grün dargestellt). Weg-Zeit-Diagramme mit Darstellung a) der mittle-
ren Geschwindigkeit und b) der Fahrzeuglängen sowie c) Fahrzeuggeschwindig-
keiten und d) räumlicher Nettoabstand.
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Durch die Spurwechsel der Fahrzeuge 2 bis 5 auf Fahrspur 3 entsteht für
Fahrzeug 6 ein ausreichend großer Abstand, um mit entsprechender Ver-
zögerung sich so auf das Warteschlangenende zuzubewegen, dass es nicht
mehr zum Stillstand kommen muss.
Eine Verkürzung der Warteschlange mit anschließender Auflösung auf-
grund einer frühzeitigen Geschwindigkeitsanpassung zeigt Abbildung 6.7:
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Abbildung 6.7: Auflösung einer Warteschlange durch zwei spurwechselnde Fahr-
zeuge und frühzeitige Geschwindigkeitsanpassung eines Lastzugs (jeweils in Grün
dargestellt). Weg-Zeit-Diagramme mit Darstellung a) der mittleren Geschwin-
digkeit und b) der Fahrzeuglängen sowie c) Fahrzeuggeschwindigkeiten und d)
räumlicher Nettoabstand. e) zeigt einen Videoausschnitt der Situation.
Fahrzeug 1 wechselt während der Annäherung an die Warteschlange auf
die andere Fahrspur. Fahrzeug 2 kommt in der Warteschlange zum Ste-
hen, wechselt allerdings dort nach wenigen Sekunden ebenfalls die Fahr-
spur. Infolge dieses Wechsels schließt das bereits zum Halt gekommene
Fahrzeug 3 in der Warteschlange auf. Die Haltezeit in der Warteschlange
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hat sich somit von 15 s auf ca. 6 s Gesamthaltezeit reduziert. Fahrzeug 4
 ein Lastzug  hält einen vergleichsweise großen Abstand und verringert
die Geschwindigkeit kontinuierlich, während es sich der Warteschlange nä-
hert. Aufgrund dieses Verhaltens kommt dieser Lastzug beim Erreichen
der Warteschlange nicht mehr zum Stillstand und kann mit einer sehr ge-
ringen Geschwindigkeit weiter fahren. Im Vergleich dazu hält Fahrzeug 5
einen sehr geringen Abstand mit der Folge, dass es die Geschwindigkeit
wieder stärker reduzieren muss und fast wieder zum Stillstand kommt.
6.3.3 Positiver Einfluss frühzeitiger Geschwindigkeits-
anpassung
Frühzeitige Geschwindigkeitsanpassungen einzelner Fahrzeuge können nicht
nur, wie bisher dargestellt, unterstützend wirken, sondern auch maßgeb-
lich zu einer Verkürzung oder Auflösung von Warteschlangen führen. Ein
Beispiel dafür wird in Abbildung 6.8 dargestellt:
400
450
500
550
0
20
40
0
20
40
0
20
40
08:29:45 08:30:00 08:30:15
P
os
it
io
n 
[m
]
G
es
ch
w
. 
[k
m
/h
]
A
bs
ta
nd
 [
m
]
Zeit
0
25
50
0
25
50
0
25
50
08:29:45 08:30:00 08:30:15
Zeit
1
2
3
4
1
2
3
4
1
2
4
1
2
4
c) d)
a) b)
Geschw.
0
20
40
60
[km/h]
Fahrspur 2 Fahrspur 2
Abbildung 6.8: Auflösung einer Warteschlange durch frühzeitige Geschwindig-
keitsanpassung und ein spurwechselndes Fahrzeug (jeweils in Grün). Weg-Zeit-
Diagramme mit Darstellung a) der mittleren Geschwindigkeit und b) der Fahr-
zeuglängen sowie c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
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Fahrzeug 2 nähert sich mit einem großen Abstand sowie einer frühzeitigen
Verzögerung der Warteschlange und kann somit ein Anhalten vermeiden.
Das Verlassen der Fahrspur von Fahrzeug 3 führt zu einer weiteren Redu-
zierung des Geschwindigkeitseinbruchs bei Fahrzeug 4.
Abbildung 6.9 stellt ein weiteres Beispiel dar:
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Abbildung 6.9: Auflösung einer Warteschlange durch frühzeitige Geschwindig-
keitsanpassung eines Lkws (in Grün dargestellt) . Weg-Zeit-Diagramme mit Dar-
stellung a) der mittleren Geschwindigkeit und b) der Fahrzeuglängen sowie c)
Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand. e) zeigt einen Vi-
deoausschnitt der Situation.
Fahrzeug 1 plant, auf die abzweigende dritte Fahrspur zu wechseln. Obwohl
es sich auf der aktuellen Fahrspur einer Warteschlange nähert, beschleu-
nigt es aufgrund des geplanten Spurwechsels deutlich. Fahrzeug 2 folgt
Fahrzeug 1 in einem kurzen Abstand und passt sich ca. 15 s lang dessen
Beschleunigungsverhalten an, obwohl es selbst keinen Spurwechsel plant.
Aus diesem Grund reduziert sich die Haltezeit von Fahrzeug 2 in der im
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Weg-Zeit-Diagramm dargestellten zweiten Warteschlange trotz des Spur-
wechsels von Fahrzeug 1 nur gering. Die Möglichkeit, dass Fahrzeug 1 für
Fahrzeug 2 eine Sichtbehinderung darstellt, kann anhand des Videobilds
in Abbildung 6.9 als unwahrscheinlich betrachtet werden: Fahrzeug 2 hat
eine gute Sicht auf die Verkehrssituation vor Fahrzeug 1 und hätte sich der
Warteschlange langsam nähern können. Ein gegenteiliges Abstandsverhal-
ten zeigt Fahrzeug 3. Bei diesem handelt es sich um einen Lastzug, der
wesentlich weniger beschleunigt und so einen großen Abstand beibehält.
Aus diesem Grund kann sich die Warteschlange auflösen, bevor Fahrzeug
3 diese erreicht.
Das dritte Beispiel der Auflösung einer Warteschlange durch eine vor-
ausschauende Fahrweise wird in Abbildung 6.10 dargestellt:
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Abbildung 6.10: Auflösung einer Warteschlange durch eine frühzeitige Geschwin-
digkeitsanpassung eines Pkw (in Grün dargestellt). Weg-Zeit-Diagramme mit
Darstellung a) der mittleren Geschwindigkeit und b) der Fahrzeuglängen sowie
c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
Die Fahrzeuge 1 und 2 bewegen sich auf eine Warteschlange zu. Beide Fahr-
zeuge fahren einen großen Teil der abgebildeten Strecke mit der gleichen
Geschwindigkeit. Fahrzeug 2 hält währenddessen einen gleichbleibenden
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Abstand. Gegen 8:30:00 Uhr beginnen beide Fahrzeuge mit der Reduzie-
rung ihrer Geschwindigkeit. Fahrzeug 2 verzögert allerdings etwas stärker
und erhöht so zwischenzeitlich den Abstand zu Fahrzeug 1. Dadurch muss
Fahrzeug 2 beim Erreichen der Warteschlange nicht anhalten und löst diese
auf.
6.3.4 Störungen des Verkehrsflusses
Eine nicht vorausschauende Fahrweise kann ebenfalls einen erkennbaren
Einfluss auf den Verkehrsfluss haben. Abbildung 6.11 zeigt einen durch
mehrere späte Geschwindigkeitsanpassungen verursachten temporären Ge-
schwindigkeitseinbruch:
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Abbildung 6.11: Vorübergehender Geschwindigkeitseinbruch durch späte Ge-
schwindigkeitsanpassungen dreier Fahrzeuge (in Rot dargestellt). Weg-Zeit-
Diagramme mit Darstellung a) der mittleren Geschwindigkeit und b) der Fahr-
zeuglängen sowie c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
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Fahrzeug 2 folgt Fahrzeug 1 mit einem Abstand von weniger als 10 m bei
einer Geschwindigkeit von ca. 25 km/h. Auf eine Geschwindigkeitsanpas-
sung von Fahrzeug 1 regiert Fahrzeug 2 verspätet, der Abstand verringert
sich auf 5 m Meter. Dieser Geschwindigkeitseinbruch pflanzt sich über die
folgenden Fahrzeuge fort. Da die Fahrzeuge 3 und 4 ebenfalls einen sehr
geringen Abstand halten, verstärkt sich dieser Effekt fast bis zum Still-
stand von Fahrzeug 6. Anschließend wird der Geschwindigkeitseinbruch
aufgrund größerer Fahrzeugabstände wieder reduziert.
Die Verlängerung einer Warteschlange ist in Abbildung 6.12 dargestellt:
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Abbildung 6.12: Vorübergehende Fortsetzung einer Warteschlange durch zwei
späte Geschwindigkeitsanpassungen (in Rot dargestellt). Weg-Zeit-Diagramme
mit Darstellung a) der mittleren Geschwindigkeit und b) der Fahrzeuglängen
sowie c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
Aufgrund der Spurwechsel von Fahrzeug 1 kann das letzte stehende
Fahrzeug bereits wieder anfahren, wenn Fahrzeug 2 die Warteschlange
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erreicht. Fahrzeug 2 muss die Geschwindigkeit zwar deutlich verringern,
kommt allerdings nicht mehr zum Halt. Fahrzeug 3 hält einen deutlich
geringeren Abstand und verzögert infolgedessen stärker als Fahrzeug 2.
Fahrzeug 3 kommt in der Warteschlange wieder zum Stillstand. Die nach-
folgenden Fahrzeuge 4 und 5 halten einen großen Abstand und passen die
Geschwindigkeit frühzeitig an. Beide Fahrzeuge kommen nicht zum Halt.
Fahrzeug 6 muss wiederum aufgrund eines sehr geringen Abstands stärker
bremsen und bleibt anschließend mehrere Sekunden lang stehen. Erst mit
dem übernächsten Fahrzeug löst sich die Warteschlange erneut auf.
Neben dem Verkürzen oder dem Auflösen von Warteschlangen durch
ein Verlassen der Fahrspur können auf die aktuelle Fahrspur einwechselnde
Fahrzeuge deutliche Geschwindigkeitseinbrüche verursachen. Das ist an-
hand der Fahrzeuge 1 und 2 erkennbar, die in Abbildung 6.12 die Fahr-
spur 1 verlassen und auf die Fahrspur 2 wechseln. Abbildung 6.13 zeigt
eine Übersicht der Verkehrssituation auf Fahrspur 2:
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Abbildung 6.13: Verstärkung eines MSP durch die zwei spurwechselnden Fahr-
zeuge aus Abbildung 6.12. Weg-Zeit-Diagramm mit zwei hervorgehobenen Be-
reichen, die im Anschluss näher betrachtet werden.
Der in Abbildung 6.13 entstehende Geschwindigkeitseinbruch wurde in Ka-
pitel 5.4.6 als sich spontan bildendes MSP8 dargestellt. Der ursprüngliche
121
Geschwindigkeitseinbruch beginnt bereits vor dem Spurwechsel von Fahr-
zeug 1, wird allerdings durch die beiden eintreffenden Fahrzeuge 1 und 2
verstärkt. Im Folgenden werden die in Abbildung 6.13 markierten Bereiche
im Detail betrachtet.
Abbildung 6.14 zeigt den ersten markierten Spurwechsel:
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Abbildung 6.14: Verstärkung eines MSP durch zwei spurwechselnde Fahrzeuge:
Detailansicht des ersten Spurwechsels (in Rot dargestellt). Weg-Zeit-Diagramme
mit Darstellung a) der mittleren Geschwindigkeit und b) der Fahrzeuglängen
sowie c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
Durch den Einschervorgang von Fahrzeug 2 verringert Fahrzeug 3 die
Geschwindigkeit, um den Abstand anpassen zu können. Am anschließend
wachsenden Abstand ist erkennbar, dass Fahrzeug 3 die Verzögerung zu
stark durchgeführt hat. Dieser Geschwindigkeitseinbruch kann durch die
nachfolgenden Fahrzeuge 36 nicht ausgeglichen werden.
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Abbildung 6.15 stellt die Auswirkungen des zweiten markierten Spur-
wechsels dar:
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Abbildung 6.15: Verstärkung eines MSP durch zwei spurwechselnde Fahrzeu-
ge: Detailansicht des zweiten Spurwechsels (in Rot dargestellt). Weg-Zeit-
Diagramme mit Darstellung a) der mittleren Geschwindigkeit und b) der Fahr-
zeuglängen sowie c) Fahrzeuggeschwindigkeiten und d) räumlicher Nettoabstand.
Fahrzeug 2 wechselt in die stromabwärtige Front des MSP. Aus diesem
Grund hält Fahrzeug 3 länger eine niedrige Geschwindigkeit bei. Diese
zeitliche Verlängerung des Geschwindigkeitseinbruchs pflanzt sich über die
nachfolgenden Fahrzeuge fort. Wegen der geringen Fahrzeugabstände sinkt
die Geschwindigkeit weiter. In Kapitel 5.4.6 ist in der Abbildung 5.19,
erkennbar, dass sich dieser Geschwindigkeitseinbruch bis zum Stillstand
fortsetzen wird.
123
6.4 Steuerung des Verkehrs durch intelligente
Transportsysteme
Neben der verkehrstheoretischen Bedeutung der Verifizierung von Moving
Synchronized Patterns könnten auch erste praktische Konsequenzen ge-
zogen werden. Intelligente Transportsysteme (ITS), die in den Straßen-
verkehr steuernd eingreifen oder in Form von automatisierten Fahrzeugen
selbst im Straßenverkehr teilnehmen, könnten im übersättigten Verkehr
vor Lichtsignalanlagen einen positiven Einfluss haben. Die durchgeführte
Messung und die Analysen in diesem Kapitel bilden eine gute Grundlage
für Ideen zur Verkehrssteuerung.
6.4.1 Berücksichtigung von Moving Synchronized Pat-
terns und Reduzierung von Moving Queues
Die Existenz von MSPs im übersättigten Verkehr hat Auswirkungen auf
alle ITS, die innerstädtisch auch bei einem hohen Verkehrsaufkommen ver-
lässlich funktionieren müssen. Im Folgenden werden hierfür vier Beispiele
gegeben:
• Steuerungssysteme von Lichtsignalanlagen können in Verkehrs-
netzen den Zufluss zu Abschnitten dahin gehend regeln, dass es nicht
zu spontaner Bildung von MSPs und MQs weit stromaufwärts von
der nächsten LSA kommt.
• Dynamische Verkehrsleitsysteme können Fahrzeugen zur Mini-
mierung des Kraftstoffverbrauchs und Schadstoffaustoßes individu-
elle Routen zuweisen. Fahrzeuge mit Verbrennungsmotoren können
Routen im synchronisierten Verkehr und Fahrzeuge mit Elektroan-
trieb können Routen mit längeren Warteschlangen zugeteilt bekom-
men. Elektrofahrzeuge können mittels rekuperativem Bremsen einen
Teil der Bewegungsenergie zurückgewinnen, wobei das Anfahren aus
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dem Stillstand effizienter ist als bei Fahrzeugen mit Verbrennungs-
motoren. Dieses Verfahren wurde bereits in [6] dargestellt.
• Automatisiertes Fahren und Fahrerassistenzsysteme können
komfortabler und sicherer gestaltet werden, wenn beispielsweise un-
nötige Beschleunigungen im synchronisierten Verkehr vor Lichtsig-
nalanlagen vermieden oder vorausschauende Spurwechsel vor dem
Wechsel in MQs durchgeführt werden. Durch frühzeitige Geschwin-
digkeitsanpassungen können automatisierte Fahrzeuge die Haltezei-
ten in MQs reduzieren, sofern sie dadurch nicht zu einem Verkehrs-
hindernis werden. In Kapitel 6.4.2 wird aus diesem Grund ein zen-
trales System vorgestellt, das Fahrempfehlungen an automatisierte
Fahrzeuge gibt.
• Entscheidungen in der Verkehrsentwicklung und in ITS, die
auf Simulationsergebnissen beruhen, können realitätsnäher getrof-
fen werden, wenn die Erkenntnisse über Verkehrsmuster berücksich-
tigt werden. Beispielsweise könnten geeignete Straßenabschnittslän-
gen ermittelt werden, in denen sich MQs häufiger in MSPs auflösen.
6.4.2 Mikroskopische Stauauflösung durch zentrale
Fahrempfehlungen
Verkehrssteuerungssysteme, die in einem überwachten Bereich alle Fahr-
zeuge mikroskopisch erfassen und verfolgen können, bieten zusammen mit
aktuellen Kommunikationssystemen neue Möglichkeiten der Verkehrsopti-
mierung. Das vom Bundesministerium für Wirtschaft und Energie (BMWi)
geförderte Projekt MEC-View [119] dient als eine mögliche Grundlage für
eine lokale Verkehrssteuerung, die automatisierten Fahrzeugen individuel-
le Fahrempfehlungen geben kann. Mittels Mobile Edge Computing (MEC)
soll über Mobilfunk eine latenzarme, infrastrukturbasierte Objekterken-
nung für hoch- und vollautomatisiertes Fahren durchgeführt werden. Ab-
bildung 6.16 zeigt die Funktionsweise des Projekts MEC-View:
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Infrastruktursensor
Straße mit zwei Fahrbahnen
Einmündende Straße
mit einer Fahrbahn
Hochautomatisiertes
Fahrzeug
Mobilfunkstation
MEC-Server
Objektdaten
Umfeldmodell
Abbildung 6.16: Aufbau des Projekts MEC-View.
Video- und lidarbasierte Infrastruktursensoren erfassen von allen in ihrem
Sichtbereich befindlichen Fahrzeugen die Position und Geschwindigkeit.
Diese Daten werden an einen an der Mobilfunkstation angeschlossenen
Server gesendet. Dieser erstellt aus den Daten ein Umfeldmodell und sen-
det dieses an alle angemeldeten automatisiert fahrenden Fahrzeuge. Das
Forschungsziel von MEC-View ist die Sicherheit von automatisierten Fahr-
zeugen an kritischen Verkehrspunkten mit weitreichenden Umfeldinforma-
tionen zu erhöhen.
Mit der Kenntnis von MSPs können Systeme, die für Straßenabschnitte
den gesamten Verkehr erfassen, auch zur mikroskopischen Stauauflösung
bzw. Reduktion des gestauten Verkehrs verwendet werden. Das Verfahren
besteht aus folgenden Schritten [120]:
1. Ein zentraler Server erfasst und berechnet zyklisch für alle sich
auf der Strecke befindenden Fahrzeuge Parameter wie Position, Ge-
schwindigkeit, Beschleunigung und Abstände.
2. Mittels einer Verkehrssimulation wird aus der Historie der erfass-
ten Daten ein Istzustand generiert. Dafür werden Fahrzeug- und
fahrstilabhängige Simulationsparameter wie z. B. das Abstands-,
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Geschwindigkeits-, Beschleunigungs- und Spurwechselverhalten mit-
tels mathematischer Optimierungslösungen ermittelt. Das Ziel der
Optimierung ist, die Abweichung der simulierten historischen Tra-
jektorien von den gemessenen Trajektorien zu minimieren.
3. Anhand der gewonnenen Parameter wird die Simulation ausgehend
vom Istzustand fortgesetzt. In mehreren Simulationsdurchläufen wer-
den für eines oder mehrere Fahrzeuge individuelle Parameter geän-
dert. Simulationsergebnisse, die kürzere Warteschlangen zum Ergeb-
nis haben, weisen auf bessere Fahrparameter hin.
4. Falls mehrere Lösungen mit ähnlichen Verbesserungen der Verkehrs-
situation gefunden wurden, werden die Fahrstiländerungen ausge-
wählt, die vom bisherigen Fahrstil der Fahrzeuge am geringsten ab-
weichen. Diese werden dann den entsprechenden Fahrzeugen mitge-
teilt.
Abbildung 6.17 zeigt schematisch den Ablauf des Verfahrens:
Zentraler Server:
Verkehrssimulation
von Ist-Zustand und
Kurzzeitprognose
Autonomes Fahrzeug:
Nutzung verkehrsoptimaler
Parameter zur Stauauflösung
Anfrage nach verkehrsoptimalen
Parametern
Erfassung
mikroskopischer
Parameter auf Strecken,
z. B. Beschleunigungen,
Abstände, Spurwechsel
Abbildung 6.17: Verfahren zur mikroskopischen Stauauflösung mittels Fahran-
weisungen von einem zentralen Server [120].
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Aus den Analysen dieses Kapitels lassen sich Fahrempfehlungen ableiten,
die zur Auflösung von MQs führen können. Im Folgenden werden verschie-
dene Fahrempfehlungen dargestellt, welche die Fahrzeuge von der Zentrale
erhalten können:
• Abbildung 6.18 zeigt einen per Assistenzsystem ausgelösten Spur-
wechsel:
-
Po
sit
ion
[m
]
Zeit [Min] Zeit [Min]
1
2
1
2
Ohne Assistenzsystem Mit Assistenzsystem
Assistenz
system
Abbildung 6.18: Verkürzung der Haltezeit von Fahrzeug 2 in einer Warte-
schlange durch einen angewiesenen Spurwechsel [120].
Fahrzeug 1 vollzieht einen Spurwechsel und schafft damit eine Lücke
auf der ursprünglichen Fahrspur. Dadurch trifft Fahrzeug 2 verspä-
tet auf die Warteschlange und der Stillstandbereich wird verkürzt.
Im Falle mehrerer durchgeführter Spurwechsel kann sich die Warte-
schlange sogar auflösen.
• Fahrzeuge, die in Warteschlangen entweder zu große Abstände lassen
oder aufgrund zu kurzer Abstände zu spät anfahren, verursachen eine
zu große räumliche Ausdehnung der Warteschlangen. Die Abstands-
empfehlungen können in Abhängigkeit der Größe des eintreffenden
Verkehrsflusses variieren. Abbildung 6.19 zeigt eine Homogenisierung
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der Fahrzeugabstände durch die Empfehlungen einer Zentrale:
Zeit [Min] Zeit [Min]
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Abbildung 6.19: Homogenisierung der Fahrzeugabstände in einer Warte-
schlange [120].
• Eine weitere Möglichkeit, die Fortpflanzung einer Warteschlange ein-
zugrenzen, ist die Festlegung einer fahrzeugindividuellen Höchstge-
schwindigkeit, wie in Abbildung 6.20 dargestellt:
Assistenz-
system
1
2
1
2
Zeit [Min] Zeit [Min]
Mit AssistenzsystemOhne Assistenzsystem
Po
sit
ion
[m
]
Abbildung 6.20: Auflösung einer Warteschlange mittels fahrzeugindividu-
eller Höchstgeschwindigkeit [120].
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Die Zentrale beschränkt temporär die Höchstgeschwindigkeit von
Fahrzeug 1 und löst somit eine frühe Geschwindigkeitsanpassung aus.
Dieses fährt daraufhin langsamer auf das Ende eine Warteschlange
zu. Dies führt zu einer Reduzierung der Haltezeit in einer Warte-
schlange. Im bestmöglichen Fall erreicht Fahrzeug 1 die Warteschlan-
ge, wenn das letzte wartende Fahrzeug bereits wieder anfahren konn-
te. Die Warteschlange kann in diesem Fall aufgelöst werden.
Durch die Voraussimulation, ausgehend vom momentanen Istzustand, wird
verhindert, dass mögliche vorgegebene Parameter negative Auswirkungen
auf den Verkehr haben. Beispielsweise kann so kein Fahrspurwechsel den
Verkehr auf der anderen Fahrspur behindern.
Anstelle eines zentralen Systems wäre auch eine kooperative Lösung
mittels Car2Car-Kommunikation möglich. Das europäische Car2Car Com-
munication Consortium plant für die zukünftige Entwicklung,s den Aus-
tausch der Daten von Umgebungssensoren und die Koordination von Fahr-
manövern mit dem Ziel, einen optimalen Verkehrsfluss durch hochauto-
matisiertes Fahren zu erreichen [121]. Diese Lösung könnte aufgrund der
Unabhängigkeit von externen Sensoren an deutlich mehr Kreuzungen zum
Einsatz kommen als ein infrastrukurbasiertes System. Allerdings wird für
die Erfassung eines aussagekräftigen Istzustands eine ausreichend hohe An-
zahl teilnehmender Fahrzeuge benötigt. Des Weiteren müssen Fahrstilän-
derungen zwischen den Fahrzeugen abgestimmt werden, da es keine zen-
tralen Anweisungen gibt.
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7 Zusammenfassung der Arbeit und
Ausblick
In dieser Arbeit wurde eine zeitlich-räumlich vollständige Erhebung von
übersättigtem Straßenverkehr zur Bestimmung der Vielfalt von Verkehrs-
mustern an Lichtsignalanlagen durchgeführt.
7.1 Ergebnisse dieser Arbeit
Mittels drei Radarsensoren wurde eine Messkampagne zur Erfassung des
Straßenverkehrs realisiert. Eine Evaluation der Messdaten ergab, dass die
Trajektorien im übersättigten Verkehr aus technischen Gründen große
Lücken aufweisen und somit keine Analyse der Strukturen im Verkehr er-
möglichen.
Die im Rahmen dieser Arbeit durchgeführten Luftbeobachtungen des
realen Straßenverkehrs lieferten hingegen Messdaten, die eine räumlich-
zeitliche Analyse der Strukturen des gestauten Verkehrs erlauben. Durch
ein Supervised-Tracking-Verfahren wurden manuell ausgewählte Fahrzeuge
automatisiert verfolgt und die Fahrzeugpositionen in den Videobildern in
Weltkoordinaten transformiert. Damit konnte aus einer Luftaufnahme der
Verkehr eines Straßenabschnitts mit zwei Fahrspuren rekonstruiert werden.
Die Messung wurde anhand eines stationär installierten Fahrzeugdetektors
verifiziert. Für mehrere Zeiträume wurde ein vollständiger Datensatz aller
Fahrzeugtrajektorien im übersättigten Verkehr vor einer LSA erfasst. Eine
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Literaturrecherche konnte keine bereits durchgeführten Messungen dieser
Art aufzeigen.
Ausgewählte Trajektorien zeigen eine Übereinstimmung der Messdaten
mit empirischen Warteschlangen und Strukturen des synchronisierten Ver-
kehrs, die bereits mittels Floating-Car-Daten nachgewiesen werden konn-
ten [6]. In einer makroskopischen Darstellung der Geschwindigkeit über
Weg und Zeit konnten neben Moving Queues (MQs) auch grobe Struktu-
ren von Moving Synchronized Flow Patterns (MSPs) rekonstruiert werden.
Eine mikroskopische Analyse bestätigte die in Simulationen vorhergesag-
ten Verkehrsmuster: Es gibt sowohl
• MQs, die über den gesamten Streckenverlauf propagieren als auch
• MQs, die sich in MSPs auflösen, die sich ebenfalls stromaufwärts
fortpflanzen.
Damit konnte eine wichtige Aussage von Kerners innerstädtischer Drei-
Phasen-Verkehrstheorie erstmals empirisch belegt werden. Zusätzlich konn-
ten neue Eigenschaften von sich bewegenden Verkehrsmustern im übersät-
tigten Verkehr gezeigt werden:
• Der Geschwindigkeitsanstieg zwischen zwei MSPs kann sich so weit
reduzieren, bis sich beide MSPs zu einem einzigen verbunden haben.
• In großer Entfernung stromaufwärts zur Lichtsignalanlage können
sich spontan MSPs bilden. Es ist sogar möglich, dass sich die Ge-
schwindigkeitseinbrüche dabei deutlich verstärken und zur Bildung
von MQs führen.
Anschließend wurde das Verhalten der Fahrzeuge anhand der durchgeführ-
ten Messung untersucht. Eine Analyse des Spurwechselverhaltens zeigte ein
vorausschauendes Einordnen der meisten Fahrer, die im beobachteten Sze-
nario an der Kreuzung auf die Fahrspuren 3 und 4 wechseln wollten. Die
Verteilung der Fahrzeugabstände zeigte, dass die Fahrzeuge auf der Fahr-
spur 2 dichter auffuhren und auch in den Warteschlangen kürzere Abstän-
de einhielten. Des Weiteren konnte anhand von Beispielen gezeigt werden,
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dass sich frühe Geschwindigkeitsanpassungen positiv auf die Auflösung von
Moving Queues auswirken und späte Geschwindigkeitsanpassungen nega-
tiv. Spurwechsel können situationsabhängig sowohl auf der ursprünglichen
Spur eine Verbesserung des Verkehrsflusses bewirken als auch auf der Ziel-
spur starke Geschwindigkeitseinbrüche verursachen.
Die praktische Relevanz der Ergebnisse konnte an Beispielen für intelli-
gente Transportsysteme gezeigt werden. Ein neues Konzept zur mikrosko-
pischen Stauauflösung durch zentrale Fahrempfehlungen bietet eine neue
Möglichkeit, den Energieverbrauch und somit auch den Schadstoffausstoß
im übersättigten Verkehr vor LSA zu reduzieren.
7.2 Ausblick
Die vorgelegte Arbeit beschreibt ein Vorgehen zur Erhebung mikroskopi-
scher Verkehrsdaten, welches die Grundlage für zukünftige Datenanalysen
in anderen interessanten urbanen Regionen oder auch von Schnellstraßen
legt. Anhand dieser Analyse können anschließend bessere Problemlösungen
wie z. B. Änderungen der Laufzeiten der LSA oder Fahrspuraufteilungen
entwickelt werden. Für die Automobilindustrie bietet die mikroskopische
Erfassung einen Weg, das Abstands-, Beschleunigungs- und Überholverhal-
ten von Einzelfahrzeugen innerorts zu untersuchen. Dadurch könnten bes-
sere Assistenz- und Komfortsysteme entwickelt werden. Auch für die Ent-
wicklung automatisch fahrender Fahrzeuge ist es wesentlich, das mensch-
liche Fahrverhalten genau zu verstehen. Damit können sich automatische
Fahrzeuge möglichst gut in den Straßenverkehr integrieren bis hin zu der
Möglichkeit, menschliche Schwächen auszugleichen und das Verkehrssys-
tem zu verbessern. Hier liefert die Arbeit erste Analysen für einen konkre-
ten innerstädtischen Straßenabschnitt. Weitere Untersuchungen wie z. B.
für Autobahnknoten und zusätzliche städtische Kreuzungen und Kreisver-
kehre, können das Verständnis des Straßenverkehrs weiter verbessern.
Die in der Software VehicleTracker verwendete Supervised-Tracking-
Methode hat sich als robuste Lösung zur vollständigen Erfassung aller sich
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in der ausgewählten Luftaufnahme befindenden Fahrzeuge erwiesen. Aller-
dings ist das manuelle Markieren der Fahrzeuge sehr zeitaufwändig. Für
weitere Messungen ist es notwendig, eine vollständig automatische Fahr-
zeugerkennung umzusetzen. Neue Deep-Learning-Methoden zeigen vielver-
sprechende Möglichkeiten aus manuell markierten Fahrzeugen einen wie-
derverwendbaren Detektor zu trainieren [122].
Eine automatisierte Messmethode für Luftbeobachtungen würde die
Auswertung von räumlich und zeitlich größeren Messkampagnen ermögli-
chen. Mit weiterem Datenmaterial von übersättigtem Verkehr könnten die
Ursachen der spontanen Bildung von Moving Synchronized Flow Patterns
untersucht werden. Ein wichtiges Untersuchungsziel ist es, den Vorgang
eines innerstädtischen Verkehrszusammenbruchs im Hinblick auf Zeitver-
zögerung und Metastabilität zu untersuchen.
Das Projekt MEC-View bietet mit einer zentralen Fahrzeugerken-
nung die Voraussetzung für mikroskopische Stauauflösungen durch zen-
trale Fahrempfehlungen. Dies könnte in einem anschließenden Forschungs-
projekt untersucht werden. Ein Verfahren zur Bestimmung von fahrzeug-
individuellen Simulationsparametern kann bereits jetzt anhand der vor-
liegenden Trajektorien entwickelt werden. Mit diesem Verfahren könnte
anschließend die Eignung verschiedener Simulationsmodelle für die Erzeu-
gung von übersättigtem Verkehr untersucht werden.
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