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Ultracold atoms in optical lattices offer a unique platform for investigating disorder-driven phe-
nomena. While static disordered site potentials have been explored in a number of optical lattice
experiments, a more general control over site-energy and off-diagonal tunneling disorder has been
lacking. The use of atomic quantum states as “synthetic dimensions” has introduced the spectro-
scopic, site-resolved control necessary to engineer new, more tailored realizations of disorder. Here,
by controlling laser-driven dynamics of atomic population in a momentum-space lattice, we ex-
tend the range of synthetic-dimension-based quantum simulation and present the first explorations
of dynamical disorder and tunneling disorder in an atomic system. By applying static tunneling
phase disorder to a one-dimensional lattice, we observe ballistic quantum spreading as in the case
of uniform tunneling. When the applied disorder fluctuates on timescales comparable to intersite
tunneling, we instead observe diffusive atomic transport, signaling a crossover from quantum to clas-
sical expansion dynamics. We compare these observations to the case of static site-energy disorder,
where we directly observe quantum localization in the momentum-space lattice.
Over the past two decades, dilute atomic gases have
become a fertile testing ground for the study of local-
ization phenomena in disordered quantum systems [1].
They have allowed for some of the earliest and most com-
prehensive studies of Anderson localization of quantum
particles [2–8], strongly interacting disordered matter [9–
14], and many-body localization [15–18]. Still, the emu-
lation of many types of disorder relevant to real systems
- e.g., crystal strain and dislocation, site vacancies, inter-
stitial and substitutional defects, magnetic disorder, and
thermal phonons - will require new types of control that
go beyond traditional methods based on static disorder
potentials [10].
The recent advent of using atomic quantum states
as synthetic dimensions has broadened the cold atom
toolkit with the spectroscopic, site-resolved control of
field-driven transitions [19–24]. This technique has aided
the study of synthetic gauge fields [19–21, 24–27], and
its spatial and dynamical control offers a prime way to
implement specifically tailored, dynamical realizations of
disorder that would otherwise be difficult to study. How-
ever, current studies based on internal states [20, 21, 25–
27] have been limited to a small number of sites along the
synthetic dimension, inhibiting the study of quantum lo-
calization in the presence of disorder.
Here, we employ our recently-developed technique of
momentum-space lattices [22, 28] to perform the first
studies of tailored and dynamical disorder in synthetic di-
mensions. Our approach introduces several key advances
to cold atom studies of disorder: the achievement of pure
off-diagonal tunneling disorder, the dynamical variation
of disorder, and site-resolved detection of populations in
a disordered system. For the case of tunneling disorder,
we examine the scenario in which only the phase of tun-
neling is disordered. As expected for a one-dimensional
system with only nearest-neighbor tunneling, these ran-
dom tunneling phases are of zero consequence when ap-
plied in a static manner. When this phase disorder fluc-
tuates on timescales comparable to intersite tunneling,
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FIG. 1. Spectroscopic control of lattice dynamics.
(a) An atomic Bose-Einstein condensate (BEC) illuminated
by two counter-propagating lasers, one of which (2) contains
multiple discrete spectral components. (b) Energy diagram
of free-particle-like momentum states coupled by counter-
propagating, far-detuned Bragg laser fields (characterized by
nearly identical wavevectors k). The spectral components of
laser 2 are used to separately address individual Bragg tran-
sitions. (c) Cartoon depiction of the effective tight-binding
lattice model when all two-photon Bragg resonance condi-
tions are matched, resulting in a flat site-energy landscape.
The amplitudes and phases of the tunneling elements tje
iϕj
are independently controlled through the spectral components
ωj,j+1 of laser 2. The lattice site energies εj may also be inde-
pendently controlled through the detunings from two-photon
Bragg resonances.
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FIG. 2. Atomic quantum walks in regular and disordered momentum-space lattices. (a) Nonequilibrium quantum
walk dynamics of 1D atomic momentum distributions vs. evolution time for the cases of (i) uniform tunneling, (ii) random
static tunneling phases, (iii) random, dynamically-varying tunneling phases characterized by an effective temperature kBT/t =
0.66(1), and (iv) pseudorandom site energies for ∆/t = 5.9(1). (b) Integrated 1D momentum distributions (populations in
arbitrary units; symmetrized about zero momentum) after various evolution times τ & 2.5~/t for the same cases as in (a).
For (i) and (ii), we compare to quantum random walk distributions of the form Pn ∝ |Jn(2τt/~)|2, for (iii) we compare to a
Gaussian distribution Pn ∝ e−n2/2w2 , and for (iv) we compare to an exponential distribution Pn ∝ e−|n|/ξ. (c) Top: Random
tunneling phases that vary dynamically with time τ . Middle: Ohmic spectrum of sampled tunneling frequencies for effective
temperature T , peaked at ω = kBT/~. Bottom: Representative random tunneling phase dynamics for a specific tunneling
element. (d) Top: Pseudorandom site energies, following the form εn = ∆ cos(2pibn+φ) of an incommensurate cosine potential
(dashed line). Bottom: 1D momentum distributions as in (b,iv) for varying pseudodisorder strengths ∆/t.
however, we observe a crossover from ballistic to diffu-
sive transport [29]. We compare to the case of static
site-energy disorder, observing Anderson localization at
the site-resolved level.
Our bottom-up approach [22, 28] to Hamiltonian en-
gineering is based on the coherent coupling of atomic
momentum states to form an effective synthetic lattice of
sites in momentum space (see Fig. 1). This approach may
be viewed as studying transport in an artificial dimen-
sion [19] of discrete spatial eigenstates [30] (as opposed to
a bounded set of atomic internal states [20, 21]) through
resonant or near-resonant field-driven transitions.
Starting with 87Rb Bose-Einstein condensates of ∼5×
104 atoms, we initiate dynamics between 21 discrete mo-
mentum states by applying sets of counter-propagating
far-detuned laser fields (wavelength λ = 1064 nm,
wavevector k = 2pi/λ), specifically detuned to address
multiple two-photon Bragg transitions, as depicted in
Fig. 1(a-b). Our spectrally-resolved control of the in-
dividual Bragg transitions permits a local control of the
system parameters, similar to that found in photonic sim-
ulators [31–35]. Unique to our implementation is the di-
rect and arbitrary control of tunneling phases [22], and
the realized tight-binding model is depicted in Fig. 1(c).
Here, we use this capability to explore the dynamics of
cold atoms subject to disordered and dynamical arrange-
ments of tunneling elements.
Specifically, we explore disorder arising purely in the
phase of nearest-neighbor tunneling elements. In higher
dimensions, such disordered tunneling phases would give
rise to random flux patterns that mimic the physics of
charged particles in a random magnetic field [36–38]. In
1D, however, the absence of closed tunneling paths ren-
ders any static arrangement of tunneling phases incon-
sequential to the dynamical and equilibrium properties
of the particle density. Time-varying phases, however,
can have a nontrivial influence on the system’s dynami-
cal evolution.
We engineer annealed, or dynamically varying, disorder
of the tunneling phases and study its influence through
the atoms’ nonequilibrium dynamics following a tunnel-
ing quench. Our experiments begin with all population
restricted to a single momentum state (site). We sud-
denly turn on the Bragg laser fields, quenching on the
(in general) time-dependent effective Hamiltonian
Hˆ(τ) ≈ −t
∑
n
(eiϕn(τ)cˆ†n+1cˆn + h.c.) +
∑
n
εncˆ
†
ncˆn , (1)
where τ is the time variable, t is the (homogeneous) tun-
neling energy, and cˆn (cˆ
†
n) is the annihilation (creation)
operator for the momentum state with index n (momen-
tum pn = 2n~k). The tunneling phases ϕn and site ener-
gies εn are controlled through the phases and detunings
of the two-photon momentum Bragg transitions, respec-
tively. After a variable duration of laser-driven dynam-
ics, we perform direct absorption imaging of the final
3distribution of momentum states, which naturally sepa-
rate during 18 ms time of flight. Analysis of these dis-
tributions, including determination of site populations
through a multi-Gaussian fit, is as described in Ref. [22].
As a control, we first examine the case of no disorder,
with all site-energies set to zero and uniform, static tun-
neling phases ϕn(τ) = ϕ. Figure 2(a,i) shows the evo-
lution of the 1D momentum distribution, obtained from
time-of-flight images integrated along the axis normal to
the imparted momentum, displaying ballistic expansion
characteristic of a continuous-time quantum walk. For
times before the atoms reflect from the open boundaries
of the 21-site lattice, we find good qualitative agreement
between the observed momentum distributions and the
expected form Pn = |Jn(ϑ)|2, where Jn is the Bessel func-
tion of order n and ϑ = 2τt/~. Figure 2(b,i) shows the
(symmetrized) momentum profile at time τ ∼ 3~/t along
with the Bessel function distribution for ϑ = 5.4.
In comparison, Fig. 2(a,ii) shows the case of zero
site energies and static, random tunneling phases ϕn ∈
[0, 2pi). The dynamics are nearly identical to the case
of uniform tunneling phases. This is consistent with the
expectation that any pattern of static tunneling phases
in 1D is irrelevant for the dynamics of the effective tight-
binding model realized by our controlled laser coupling.
For this case, Fig. 2(b,ii) shows the (symmetrized) mo-
mentum profile at τ ∼ 2.5~/t along with the Bessel func-
tion distribution for ϑ = 5.35.
While static phase disorder has little impact on the
quantum random walk dynamics, we may generally ex-
pect that controlled random phase jumps or even pseu-
dorandom variations of the phases should inhibit coher-
ent transport, mimicking random phase shifts induced
through interaction with a thermal environment. To
probe such behavior, we implement dynamical phase
disorder by composing each tunneling phase ϕn from
a broad spectrum of oscillatory terms with randomly-
defined phases θn,i but well-defined frequencies ωi, the
weights of which are derived from an ohmic bath distri-
bution. Specifically, the dynamical tunneling phases take
the form
ϕn(τ) = 4pi
N∑
i=1
S(ωi) cos(ωiτ + θn,i)/
N∑
i=1
S(ωi),
where S(ω) = (~ω/kBT )exp[−(~ω/kBT )], the θn,i are
randomly chosen from [0, 2pi), and T is an artificial tem-
perature scale that sets the range of the frequency distri-
bution. In this discrete formulation of ϕn(τ), we include
N = 50 frequencies ranging between zero and 8kBT/~.
The frequency spectrum and dynamics for one tunnel-
ing phase ϕn(τ) are shown in Fig. 2(c) for the case of
kBT/t = 1.
Figure 2(a,iii) displays the population dynamics in
the presence of this dynamical disorder, characterized
by an effective temperature kBT/t = 0.66(1) and av-
eraged over three independent realizations of the disor-
der. The dynamics no longer feature ballistically sep-
arating wavepackets, instead displaying a broad, slowly
spreading distribution peaked near zero momentum. A
clear deviation of the (symmetrized) momentum distri-
bution from the form Pn = |Jn(ϑ)|2 describing the previ-
ous quantum walk dynamics can be seen in Fig. 2(b,iii)
(shown at the time τ ∼ 3.8~/t). The displayed Gaus-
sian population distribution gives much better agree-
ment, consistent with spreading governed by an effec-
tively classical or thermal random walk.
Lastly, while no influence of static tunneling phase dis-
order is expected in 1D, the effect of static site-energy
disorder is dramatically different. Here, with homoge-
neous static tunneling terms, we explore the influence
of pseudorandom variations of the site energies governed
by the Aubry-Andre´ model [4, 9, 12, 16]. With an ir-
rational periodicity b = (
√
5 − 1)/2, the site energies
εn = ∆ cos(2pibn+φ) do not repeat, and are governed by
a pseudorandom distribution. For an infinite system, this
Aubry-Andre´ model with diagonal disorder features a
metal-insulator transition at the critical disorder strength
∆c = 2t. The expansion dynamics for the strong disorder
case ∆/t = 5.9(1) are shown in Fig. 2(a,iv), with popu-
lation largely restricted to the initial, central momentum
order. The exponentially localized distribution of site
populations (symmetrized and averaged over all profiles
in the range τ ∼ 5 − 6.3~/t) is shown in Fig. 2(b,iv),
along with an exponential distribution with localization
length ξ = 0.6 lattice sites. Analogous population distri-
butions (again symmetrized and averaged over the same
time range) are shown for the cases of weaker disorder
[∆/t = 0.98(1), 1.96(3), 3.05(4), 4.02(9)] in Fig. 2(d), ex-
hibiting an apparent transition to exponential localiza-
tion for ∆/t & 2.
For all of the explored cases, we study these expansion
dynamics in greater detail in Fig. 3. Figure 3(a) examines
the momentum-width (σp) dynamics of the atomic distri-
butions for the cases of static and dynamic random phase
disorder. For static phase disorder, we observe a roughly
linear increase of σp until population reflects from the
open system boundaries, while dynamical phase disor-
der leads to sub-ballistic expansion. In particular, for
time τ measured in units of ~/t and momentum-width
σp in units of the site separation 2~k, these two cases
agree well with the displayed theory curves for ballistic
and diffusive expansion, having the forms σp =
√
2τ and
σp =
√
2τ , respectively (with the latter curve shifted by
0.35~/t). To explore these two different expansions more
quantitatively, we fit the momentum variance Vp ≡ σ2p to
a power-law Vp(τ) = ατ
γ , performing a linear fit to vari-
ance dynamics on a double logarithmic scale as shown
in Fig. 3(c). The fit-determined expansion exponents γ
for the cases of static and dynamically disordered tunnel-
ing phases are 2.05(2) and 1.27(2), respectively. These
values are roughly consistent with a coherent, quantum
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FIG. 3. Expansion dynamics in static and dynamical disorder. (a) Momentum width σp (standard deviation, units
of 2~k) vs. evolution time (τ , units of ~/t) for random static tunneling phases (red data, labeled kBT/t = 0) and random
dynamical tunneling phases (blue data, labeled kBT/t = 0.66(1)). Overlaid as black lines are the predicted dynamics for
ballistic (σp =
√
2τ) and diffusive transport (σp =
√
2τ , shifted by 0.35 ~/t). (b) Momentum-width dynamics for the cases of
static site-energy pseudodisorder and uniform equal-phase tunneling. The data curves relate to disorder strengths of ∆/t = 0
(red data), ∆/t = 0.98(1) (blue data), ∆/t = 2.47(3) (black data), and ∆/t = 5.9(1) (green data). (c) Double logarithmic
plot of the momentum variance (σ2p, in units of 4~2k2) for the random phase data in (a), fit to the form V (τ) = ατγ . The
fit-determined values of γ are shown for each case. (d) Double logarithmic plot of the momentum variance for the static disorder
data in (c), along with power-law fits and extracted expansion exponents γ. (e) The fit-determined expansion exponents γ
plotted versus the effective annealed disorder temperature (kBT/t, blue squares) for dynamical disorder and versus the disorder
strength (∆/t, red circles) for static pseudodisorder. The solid blue line is a fit to numerical simulations (open black circles)
for the case of dynamically varying phase disorder.
random walk for the case of static tunneling phases and
an incoherent, nearly diffusive random walk for the case
of dynamical phase disorder.
The observed transport dynamics cross over from bal-
listic to diffusive as the effective thermal energy scale kBT
approaches the coherent tunneling energy t, matching our
expectation that randomly-varying tunneling phases can
mimic the random dephasing induced by a thermal en-
vironment. We note that similar classical random walk
behavior has been seen previously for both atoms and
photons, due to irreversible decoherence [39–42] and ther-
mal excitations [43]. However, this is the first observa-
tion based on reversible engineered “noise” of a Hamil-
tonian parameter. These observations of a thermal ran-
dom walk suggest that annealed disorder may provide
a means of mimicking thermal fluctuations and study-
ing thermodynamical properties [44] of simulated models
using atomic momentum-space lattices, and by exten-
sion other nonequilibrium experimental platforms such
as photonic simulators.
We also analyze the full expansion dynamics for the
case of static site energy disorder in Figs. 3(b,d). For
homogeneous static tunnelings and thus zero disorder
(∆/t = 0), we observe momentum-width dynamics sim-
ilar to the case of static random tunneling phases, but
with one distinct difference: while σp features a linear in-
crease for random static phases, it increases in a step-wise
fashion for uniform tunneling phases. This slight dis-
agreement is a byproduct of the underlying laser-driven
dynamics that give rise to the effective tight-binding
model described by Eq. 1. The Bragg laser field 2 (see
Fig. 1) features a comb of 20 discrete, equally-spaced
frequencies, each of which primarily addresses a single
Bragg transition. Weak off-resonant coupling terms con-
spire to produce this step-like behavior in the case of
equal-phase driving, while this behavior is mostly absent
for random tunneling phases.
Evolution of the momentum-width (σp) for the site-
energy disorder cases of ∆/t = 0.98(1), 2.47(3), 5.9(1) are
also shown in Fig. 3(b). We observe the reduction of ex-
pansion dynamics with increasing disorder, with nearly
arrested dynamics in the strong disorder limit. More
quantitatively, fits of the variance dynamics as shown in
Fig. 3(d) reveal sub-ballistic, nearly diffusive expansion
5for intermediate disorder [γ = 1.00(2) for ∆/t = 0.98(1)],
giving way to a nearly vanishing expansion exponent for
strong disorder [γ = 0.12(6) for ∆/t = 5.9(1)].
The extracted expansion exponents for all of the ex-
plored cases are summarized in Fig. 3(e). For static
site-energy disorder (red circles), while longer expansion
times than those explored (τ . 6.3~/t) would better dis-
tinguish insulating behavior from sub-ballistic and sub-
diffusive expansion, a clear trend towards arrested trans-
port (γ ∼ 0) is found for ∆/t  1. Combined with the
observation of exponential localization of the site popu-
lations in Fig. 2(b,iv) and Fig. 2(d), these observations
are consistent with a crossover in our 21-site system from
metallic behavior to quantum localization for ∆/t & 2.
Our observations of a crossover from ballistic expan-
sion (γ ∼ 2) to nearly diffusive transport (γ ∼ 1)
for randomly fluctuating tunneling phase disorder are
also summarized in Fig. 3(e). In the experimentally-
accessible regime of low to moderate effective thermal
energies (kBT/t . 1), our experimental data points (blue
squares) match up well with numerical simulation (open
black circles). For the magnitude of tunneling energy
used in these experiments, we are restricted from ex-
ploring higher effective temperatures (kBT/t & 1), as
rapid variations of the tunneling phases introduce spuri-
ous spectral components of the Bragg laser fields that
could drive undesired transitions. Simulations in this
high-temperature regime suggest that the expansion ex-
ponent should rise back up for increasing temperatures,
saturating to a value γ ∼ 2. This results from the fact
that the time-averaged phase effectively vanishes when
the timescale of pseudorandom phase variations is much
shorter than the tunneling time.
The demonstrated levels of local and time-dependent
control over tunneling elements and site energies in our
synthetic momentum-space lattice have allowed us to
perform first-of-their-kind explorations of annealed dis-
order in an atomic system. Such an approach based on
synthetic dimensions should enable myriad future explo-
rations of engineered Floquet dynamics [45–48] and novel
disordered lattices [49, 50]. Furthermore, the realization
of designer disorder in a system that supports nonlinear
atomic interactions [51] should permit us to explore novel
aspects of many-body localization [52].
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