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Re´sume´
L’objet de ces travaux est de proposer une manie`re dont les missions
d’exploration plane´taire multi-engins pourraient eˆtre ge´re´es. Actuellement,
beaucoup de travaux portent sur l’accroissement de l’autonomie par rapport
au sol des engins envoye´s en exploration, mais on reste dans un sche´ma
globalement mono-engin ou` chaque engin est ge´re´ individuellement.
Dans le futur, l’exploration plane´taire va e´voluer vers des missions auto-
matise´es, plus complexes, mettant en jeu des engins he´te´roge`nes comme par
exemple des rovers, orbiteurs, balises ou stations fixes, voire meˆme d’autres
types d’engins mobiles comme des drones ou des dirigeables. De plus, les
missions seront exe´cute´es selon des phases lie´es a` l’arrive´e de nouveaux en-
gins ou a` la fin de l’activite´ d’autres. Compte tenu des contraintes de de´lai de
communication, il est difficile d’imaginer que tout le processus de supervision
de telles missions puisse eˆtre ge´re´ depuis la Terre. Le travail effectue´ concerne
les me´canismes d’interactions que l’on pourrait embarquer a` bord des engins
afin d’ame´liorer l’autonomie du syste`me global.
Il s’agit en particulier d’e´tudier comment il est possible de caracte´riser les
compe´tences d’un engin et comment les engins peuvent s’e´changer ces infor-
mations, pour mettre en place des strate´gies de collaboration afin d’atteindre
les objectifs missions.
La the´matique globale est celle de la gestion dynamique de syste`mes
multi-engins.
Chapitre 1
Introduction
L’exploration plane´taire robotise´e a de´bute´ dans les anne´es 70 avec le
Programme Lunokhod, ou` des rovers sovie´tiques te´le´-ope´re´s ont e´te´ envoye´s
sur la Lune, voir illustration de la figure 1.1. Depuis, l’exploration robotique
a montre´ de nombreux atouts. Globalement, ces syste`mes robotiques couˆtent
moins cher, sont moins risque´s que des vols habite´s, et permettent ne´anmoins
de recueillir de pre´cieuses informations scientifiques. Les agences spatiales
internationales conside`rent donc l’exploration robotique comme primordiale
car :
– C’est une premie`re e´tape, obligatoire et comple´mentaire, des futures
missions habite´es.
– Elle permet l’exploration de zones inaccessibles a` l’homme car trop
e´loigne´es de la terre ou pre´sentant un environnement trop hostile (e.g.
Saturne, Titan, Ve´nus, ...), comme cela est rappele´ dans les recomman-
dations du ”Space Advisory Group” de la Commission Europe´enne [40]
et dans des rapports concernant le futur des missions de la NASA [55]
ou de la Jaxa [61].
Les engins robotise´s d’exploration e´voluent rapidement. Ils embarquent
une puissance de calcul grandissante et le nombre de leurs capteurs, ainsi
que leurs pre´cisions augmentent avec l’objectif de les rendre de plus en plus
autonomes vis a` vis du controˆle sol. Dans un avenir relativement proche,
le nombre d’engins autonomes d’exploration plane´taire est appele´ a` croˆıtre.
Ils pourront ainsi eˆtre plusieurs a` la surface, ou en orbite, d’un meˆme ob-
jet, collaborant pour mener a` bien une mission commune. Cette perspective
permet d’imaginer des applications scientifiques plus varie´es, mais elle pose
e´galement de nouveaux proble`mes d’organisation et de gestion des missions.
Le travail de the`se se place dans un contexte d’e´tude prospectif concer-
nant les futures missions d’explorations plane´taires, telles qu’elles pourront se
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Figure 1.1 – Illustration de la mission Lunokhod-1, 1970
de´rouler dans les prochaines de´cennies. L’objet de cette recherche est de faire
e´voluer la manie`re dont est ge´re´ ce type de missions. Actuellement, beaucoup
de travaux portent sur l’accroissement de l’autonomie par rapport au sol, des
engins envoye´s. Mais ils restent dans un sche´ma globalement mono-engin ou`
chaque engin est ge´re´ individuellement. Il s’agit ici de proposer, d’e´tudier
et de simuler les me´canismes d’interactions possibles, entre plusieurs engins
robotise´s he´te´roge`nes, dans un contexte de mission re´aliste.
Le premier chapitre introduit le contexte global de l’exploration plane´taire
robotique, ses enjeux et ses inte´reˆts. Puis une e´tude et une spe´cification du
proble`me de l’exploration multi-engins sont pre´sente´es, ou` les the´matiques
des syste`mes multi-robots, de la repre´sentation et de l’e´change des connais-
sances est plus particulie`rement mises en avant. Dans le deuxie`me chapitre,
est ensuite pre´sente´ un e´tat de l’art sur les domaines connexes, a` savoir
les syste`mes multi-agents (SMA), les architectures logicielles base´es sur la
notion de service, la mode´lisation , le partage de la connaissance, les onto-
logies, ainsi que les technologies existantes de´die´es a` l’interope´rabilite´ dans
le domaine spatial. Le chapitre trois de´crit une mode´lisation du syste`me
d’exploration multi-engins ainsi que sa repre´sentation dans une ontologie. Le
chapitre quatre traite des me´canismes de partage de la connaissance et des
interactions associe´es, ainsi que de l’inte´gration de ces me´canismes a` l’archi-
tecture logicielle des engins, ceci via la de´finition d’un module logiciel de´die´.
Le chapitre cinq de´crit l’environnement d’expe´rimentation et de simulation
mis en place pour pouvoir imple´menter et tester les solutions propose´es. Puis
3
le chapitre six pre´sente les tests et les e´valuations effectue´s sur des sce´narios
d’applications repre´sentatifs, ainsi qu’une discussion de leurs re´sultats. Le
dernier chapitre conclut ce document en faisant un bilan des re´sultats et des
limites de ces travaux et en proposant une ouverture possible sur de nouveaux
axes de recherche.
1.1 Contexte
1.1.1 L’exploration plane´taire robotise´e
Actuellement, l’exploration robotique se de´veloppe et les succe`s passe´s
et actuels des rovers martiens ”Spirit” et ”Opportunity”, de´veloppe´s par la
NASA, ont e´te´ diffuse´s [5] depuis 2004.
Moins me´diatise´e, la mission Cassini-Huygens [36], compose´e d’une sonde
d’exploration (Cassini) et d’un atterrisseur (Huygens), est un autre exemple
significatif de mission robotique multi-engins, qui a accru conside´rablement
notre connaissance de Saturne et de Titan.
Au cours de cette mission complexe, la phase de largage de l’atterrisseur
et sa descente, ont e´te´ re´alise´ de manie`re totalement automatique, sans in-
tervention du controˆle sol. Lors de la descente de l’atterrisseur Huygens, la
sonde Cassini s’est re´oriente´e vers celui-ci pour e´tablir une communication
et stocker les informations qu’il lui envoyait. La Terre n’e´tait alors plus en
visibilite´. Une fois cette phase termine´e, la sonde s’est a` nouveau oriente´e
vers la Terre pour transmettre les informations pre´ce´demment enregistre´es.
Plus re´cemment la mission de la NASA, Mars Science Laboratory (MSL),
avec son rover ”Curiosity”, de la taille d’une voiture, a re´alise´ un atterrissage
spectaculaire sur Mars (en utilisant des re´trofuse´es et un treuil) et a fait la
une de nombreux journaux. Les e´quipements scientifiques que transporte le
rover fournissent de´ja` des retours d’informations nombreux et de qualite´.
Ge´ne´ralement, les activite´s des ve´hicules sont pre´vues sur Terre, avant
d’eˆtre compile´es en un plan qui est envoye´ a` bord des ve´hicules pour eˆtre
exe´cute´. L’horizon de planification de´pend des capacite´s embarque´es et cor-
respond a` quelques heures d’activite´ ce qui, compte tenu de la faible vi-
tesse des ve´hicules, conduit a` une exploration plutoˆt limite´e 1, voir figure
1.2. Les situations critiques et les premie`res proce´dures correspondantes sont
re´pertorie´es a` bord, pour assurer la sauvegarde de l’engin, le diagnostic de
1. Les robots martiens ”Spirit” et ”Opportunity” ont parcouru quelques kilome`tres
seulement au cours des sept anne´es de leur mission.
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Figure 1.2 – En rouge, trajet du Rovor de la NASA ”Opportunity” depuis
son atterrissage le 4 janvier 2004, jusqu’au 17 de´cembre 2008. Durant cette
pe´riode le rover aura parcouru 13,62 Km.
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la situation et les solutions de restauration sont eux, e´labore´s sur la Terre.
En cas de mission multi-ve´hicules la strate´gie actuelle est de conserver une
supervision directe de chaque engin, le controˆle au sol assurant la coordina-
tion.
Excepte´s les exemples de la mission Cassini-Huygens et de la coope´ration
entre un orbiteur et les rovers sur Mars, il y a peu de syste`mes robotiques
d’exploration multi-engins. Et dans le cas ou plusieurs engins sont implique´s
dans une meˆme mission, il n’y a pas d’interaction directe et automatique
(non planifie´e au sol) entre ces engins. Les interactions locales sont essentiel-
lement limite´es a` du stockage de donne´es et au relais de communications et
restent supervise´es et controˆle´es par le controˆle au sol, voir figure 1.3.
Notre objectif est d’ame´liorer l’autonomie globale d’un syste`me d’engins
d’exploration en limitant les interactions entre le sol et les engins et en auto-
risant et favorisant les interactions directes entre engins, non supervise´es de
manie`re de´taille´e depuis le sol.
Figure 1.3 – Organisation actuelle des communications avec les engins d’ex-
ploration de Mars.
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1.1.2 Les perspectives technologiques
Plusieurs pistes d’ame´liorations technologiques existent, en voici trois qui
semblent parmi les plus inte´ressantes pour des applications d’exploration
spatiale robotise´es :
Les syste`mes multi-robots : les recherches sur les syste`mes multi-
robots dans les applications terrestres, se sont de´veloppe´es tre`s rapidement
ces 10 dernie`res anne´es [66]. Ici l’e´tude se focalisera sur les syste`mes multi-
ve´hicules et leurs applications lie´es a` l’exploration spatiale, mais elles peuvent
e´galement eˆtre militaires (e.g. Coope´ration entre robots terrestres, ae´riens
et maritimes[89], e´quipes de drones et vols en formation [37]), civiles (e.g.
mission de secours [94]), ou ludiques (comme dans le cas d’e´quipes de football
[13]). D’une manie`re ge´ne´rale, l’augmentation du nombre d’engins permet
de couvrir plus rapidement des surfaces plus importantes, que ce soit pour
re´aliser des observations ou des actions. Ces progre`s et solutions nouvelles de
collaboration, peuvent s’e´tendre au domaine de l’exploration plane´taire.
Inde´pendamment de l’aspect collaboratif, les engins d’exploration plane´taire
eux-meˆmes, ainsi que les missions, tendent a` se diversifier et a` se complexi-
fier. Les projets de missions actuelles envisagent des engins de toutes sortes,
adapte´s a` l’environnement qu’ils devront explorer, voir section 1.1.3.
Les robots polymorphiques : ces engins sont capables de modifier au-
tomatiquement leur forme, a` partir des briques de base qui les composent,
pour s’adapter aux diffe´rentes situations qu’ils rencontrent. L’article de M.
Yim et al. [100] pre´sente plusieurs de ces projets. Les auteurs insistent sur le
fait que, meˆme si la technologie actuelle n’est pas encore preˆte pour des ap-
plications fonctionnelles, la capacite´ d’auto-reconfiguration de ces syste`mes
les rendra rapidement plus robustes et plus versatiles que des robots conven-
tionnels, comme l’illustre la figure 1.4. Ce type d’engins repre´senterait donc
le futur de la robotique et serait adapte´ a` des missions complexes, en en-
vironnement inconnu, comme le sont les missions d’exploration spatiale. Le
groupe de recherche sur les concepts avance´s de la NASA (NIAC) expliquait
dans un rapport de l’an 2000 [23] que les robots polymorphiques seraient
utilise´s dans l’exploration spatiale en 2010. Meˆme si cette vision e´tait plutoˆt
optimiste, elle montre l’inte´reˆt des agences spatiales pour cette technologie.
La bio-mime´tique : elle est source d’inspiration pour les concepteurs de
missions d’exploration spatiale. Les eˆtres vivants actuels sont le fruit de mil-
liards d’anne´es d’e´volution et sont donc particulie`rement bien adapte´s a` leur
environnement. Le rapport de G. Scott [78] pour l’ESA, pre´sente un engin
marcheur destine´ a` l’exploration de Mars. Il explique que la bio-mime´tique est
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Figure 1.4 – Robot polymorphe SuperBot, compose´ de blocs inde´pendants,
re´alise´ par l’University of Southern California.
approprie´e pour trouver des me´thodes de locomotion efficaces en environne-
ment difficile. Dans des articles plus ge´ne´ralistes [82, 75], plusieurs syste`mes
mimant le monde vivant sont pre´sente´s, voir figure 1.5. Les auteurs y ex-
pliquent l’inte´reˆt d’architectures physiques bio-inspire´es pour l’exploration
plane´taire, car elles permettent des de´placements sur des terrains accidente´s.
Ils abordent e´galement les possibilite´s des architectures distribue´es, ou d’in-
telligence en essaim 2, inspire´es de l’organisation des insectes sociaux (e.g.
fourmis, termites, gueˆpes...). La` encore, l’adaptabilite´ et la robustesse de tels
syste`mes sont mises en avant.
Globalement, les engins d’exploration plane´taire ont donc tendance a` se
diversifier. L’augmententation du nombre d’engins en service devrait per-
mettre d’enrichir les possibilite´s d’exploration en autorisant l’acce`s a` des
environnements plus difficiles que ceux traditionnellement accessibles aux
rovers.
1.1.3 Les missions et leurs enjeux
Les missions robotise´es sont une partie essentielle de l’exploration spa-
tiale. Elles peuvent eˆtre conc¸ues pour la pre´paration de futures missions
2. SWARM en anglais
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Figure 1.5 – Robot marcheur ”Scorpion”, teste´ par la NASA sur des terrains
tre`s accidente´s.
habite´es comme celles envisage´e sur la Lune ou sur Mars, l’exploration des
plane`tes inaccessibles aux humains en raison de leurs e´loignements ou d’envi-
ronnements trop hostiles (comme Ve´nus par exemple) ou meˆme l’exploitation
des ressources locales (par exemple pour la production de propergol ou de
l’eau pour les installations habite´es [58]).
Figure 1.6 – Vue d’artiste d’une base lunaire.
Malgre´ leur complexite´ e´vidente, les missions d’exploration multi-ve´hicules
permettraient d’ame´liorer le retour scientifique en augmentant le nombre et le
type de donne´es collecte´es, en permettant le traitement distribue´ d’informa-
tions, en re´alisant des expe´riences et en combinant les capacite´s d’e´quipements
adapte´s a` diffe´rents terrains et diffe´rentes situations. Par exemple, l’explora-
tion des crate`res ou des failles pre´sente un inte´reˆt scientifique majeur pour
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la compre´hension de la ge´ologie plane´taire, mais sont des zones tre`s difficiles
d’acce`s pour des engins roulants.
Il est aussi envisage´ des missions impliquant une collaboration homme /
robot pour la construction ou la maintenance de bases lunaires par exemple,
voir illustration 1.6, ou` des robots et des ”robonautes” 3 assisteront les hu-
mains sur des taˆches techniques.
Les premie`res missions seront donc vraisemblablement consacre´es a` l’ex-
ploration, avec l’utilisation d’engins spe´cialise´s, comme par exemple des ro-
bots flottants, des petits avions, des he´licopte`res, des ballons captifs ou diri-
geables, des robots grimpeurs[9].
1.1.4 La collaboration internationale
Ame´liorer les performances de l’exploration robotique ouvre de nom-
breuses possibilite´s et fait l’objet de nombreuses e´tudes pre´liminaires de la
part des acteurs majeurs de l’exploration spatiale dans le monde entier : en
Europe [40, 90], aux E´tats-Unis [55, 67], au Japon [61], en Russie, en Inde et
en Chine.
Figure 1.7 – Vue d’artiste d’une mission d’exploration multi-engins.
Mais ces nouvelles technologies couˆtent cher a` mettre en œuvre et le couˆt
global des missions augmente. Pour y faire face, l’e´tablissement de collabo-
rations internationales est de plus en plus fre´quent. La notion de concur-
rence est en train de disparaˆıtre pour laisser la place a` la coope´ration. Cela
permet de partager les technologies et les moyens pour diminuer les couˆts
3. Robonaute - Terme de´signant un robot humano¨ıde, fonctionnant dans l’espace pour
assister les astronautes.
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et maximiser les retombe´es scientifiques. Jusqu’a` pre´sent, ces collaborations
consistent principalement a` embarquer des instruments d’origines diverses
sur un meˆme ve´hicule 4 mais les missions du futur inte´greront des ve´hicules
venant de diffe´rentes origines.
Comme exemple il est possible de citer ExoMars [27], ou` une collaboration
entre l’ESA et la NASA pre´voyait l’envoi simultane´ de deux rovers sur Mars
en 2018, mais suite a` des restrictions budge´taire, la NASA s’est de´sengage´e
du projet. Elle a maintenant e´te´ remplace´e par l’agence spatiale russe, qui
fournira le lanceur et l’atterrisseur pour le rover Europe´en.
Un autre exemple concerne la Chine et la Russie qui ont re´cemment lance´
ensemble la mission Phobos-Grunt, a` destination de satellites de Mars, qui
a malheureusement e´choue´ avant de quitter l’orbite terrestre. A l’avenir, une
multiplication de ce genre de collaborations et donc du nombre d’engins d’ex-
ploration d’origines diverses pre´sents en meˆme temps a` la surface d’un objet,
est fortement probable [95].
Cela implique e´galement des efforts dans le domaine de la standardisa-
tion des interfaces entre les e´quipements et les syste`mes logiciels. Les in-
dustriels majeurs du secteur (EADS), parlent de´ja` depuis quelques anne´es
de de´velopper des standards commerciaux dans le domaine spatial [69]. Le
Consultative Committee for Space Data Systems (CCSDS) 5, en charge de
de´velopper des standards internationaux depuis 1982, est toujours tre`s actif
et implique de plus en plus d’acteurs.
Les efforts internationaux de standardisation et d’interope´rabilite´ des
syste`mes sont pre´sente´s plus en de´tail dans la partie 2.4 de ce document.
1.1.5 Les contraintes spe´cifiques
Par rapport aux applications multi-robots envisage´es sur Terre, les mis-
sions spatiales sont soumises a` des contraintes spe´cifiques :
– La conception des engins doit prendre en compte les contraintes lie´es au
lancement et au transfert (masse maximale, volume, vibrations etc.).
– La puissance de calcul embarque´ reste tre`s en dec¸a` de ce qui existe sur
Terre car il faut recourir a` des e´quipements informatiques spe´cialise´s
et certifie´s, re´sistants aux conditions extreˆmes des environnements ex-
plore´s. On assiste ne´anmoins a` une monte´e en puissance tre`s rapide des
performances, surtout de la part de la NASA.
4. Actuellement, chaque machine reste le plus souvent exploite´e principalement par
l’organisme qui l’a de´veloppe´.
5. Consultative Committee for Space Data Systems (CCSDS) - www.ccsds.org
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– Les communications bord/sol sont limite´es, en termes de cre´neaux d’op-
portunite´s, de volume et de de´lai d’acheminement. Selon les technolo-
gies employe´es et les distances, les vitesses de communication vont de
quelques centaines de bits par secondes a` quelques me´gabits par se-
conde au mieux. A titre d’exemple une communication Terre / Lune
prend quelques secondes, une communication Terre / Mars varie de 6
a` 20 min en fonction de la position de Mars par rapport a` la Terre et
pour atteindre Pluton, le temps de parcours des ondes radio est de´ja`
de plus de 10 heures.
– Inaccessibilite´ physique a` l’engin une fois celui-ci en vol ou sur site, le
seul lien e´tant la liaison radio bord-sol.
– La production d’e´nergie, qui de´pend des conditions ope´rationnelles dans
le cas de capteurs solaires, a une puissance tre`s limite´e. Y compris dans
le cas de ge´ne´rateur thermoe´lectrique a` radio-isotope, ou` la produc-
tion d’e´lectricite´ est continue, mais ne permet pas d’alimenter tous les
e´quipements en permanence.
– L’environnement dans lequel ope`rent les engins est mal connu. Ceci
impacte directement les mode`les de performance des actionneurs et
donc les possibilite´s de de´placement des engins. L’absence de repe`re
(pas de GPS, peu de cartes) rend les fonctions de localisation et de
navigation plus complexes.
1.2 E´tude et spe´cification du proble`me
Sont pre´sente´es ici les hypothe`ses sur le syste`me d’exploration plane´taire
multi-engins tel qu’il est conside´re´ dans cette the`se, afin de permettre sa
mode´lisation.
1.2.1 Caracte´risation d’un syste`me multi-engins
1.2.1.1 Un re´seau dynamique d’engins
Chaque engin est conside´re´ comme une entite´ au sein d’un syste`me d’ex-
ploration distribue´. Chaque entite´ posse`de un certain degre´ d’autonomie et
est capable d’interagir avec son environnement et les autres entite´s dans son
voisinage (dicte´ par les possibilite´s de communication principalement) .
Les engins sont dans un environnement re´el et donc dynamique. Des mo-
difications impre´visibles peuvent provenir de diffe´rentes origines, externes
aux ve´hicules (conditions me´te´orologiques, obstacle, arrive´e / de´part d’un
ve´hicule dans le re´seau, modification d’une fonctionnalite´ d’un ve´hicule voi-
sin...) ou interne a` celui-ci (de´faillance mate´rielle, niveau d’alimentation e´lectrique,
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utilisation d’une ressource unique...). Ces aspects sont donc aussi lie´s a` la
the´matique de la de´tection de de´fauts, leur identification et la re-configuration
(en anglais ”Fault Detection Isolation and Recovery” - FDIR) ainsi qu’a` sa
mise en œuvre dans un environnement distribue´.
L’aspect dynamique de ce re´seau, dit ouvert au sens de la terminologie
des syste`mes multi-agents, est tre`s important, il est duˆ a` l’e´volution des mis-
sions dans le temps et dans l’espace. La structure de ce re´seau doit e´voluer
lors de l’arrive´e ou de la mise a` disposition d’un nouvel engin, ou lors de son
de´part de zone, de la fin de sa mise a` disposition, ou de la de´faillance d’un
ou de l’ensemble de ses e´quipements.
Les zones a` explorer peuvent eˆtre modifie´es au cours de la mission selon
les re´sultats et les de´cisions des scientifiques, et l’environnement exte´rieur
e´volue lui aussi. Des engins (nouvellement arrive´s sur place ou bien ayant
termine´s leur propre mission) peuvent eˆtre amene´s a` collaborer sur des mis-
sions en cours, sans que cela n’ait e´te´ pre´vu initialement. Ces situations sont
conside´re´es comme des participations opportunistes a` des missions pour des
raisons de proximite´ ou pour re´soudre un proble`me impre´vu.
1.2.1.2 Les interactions
Dans [29], une interaction apparaˆıt quand un ou plusieurs engins e´tablissent
une relation base´e sur des actions.
Le rapport de l’OTAN [85] constitue un e´tat de l’art tre`s complet sur
les syste`mes multi-robots, leurs applications et leur de´veloppement. Il per-
met de de´finir correctement et efficacement la notion d’e´quipe d’agents, qui
est inte´ressante a` pre´ciser. Celle-ci comporte plusieurs degre´s d’interactions
possibles entre les agents :
La coordination : qui repre´sente le degre´ le plus fort, tous les agents sont
alors conside´re´s comme des ressources qui œuvrent pour le bien de
l’e´quipe, a` la satisfaction d’objectifs communs.
La coope´ration : ou` chaque agent a un objectif local (limiter sa consom-
mation d’e´nergie, survivre, ...) en plus de l’objectif global de l’e´quipe ;
il devra donc toujours faire un compromis entre ces deux objectifs en
fonction de priorite´s pre´alablement de´finies.
La collaboration : mode dans lequel la priorite´ est donne´e aux objectifs
personnels de l’agent, qui peut, dans certaines conditions, collaborer
avec d’autres agents.
13
Au niveau du controˆle et de la planification, il existe diffe´rents mode`les
d’organisation possibles, entre les engins formant des e´quipes, plus ou moins
hie´rarchiques et avec des me´canismes de prise de de´cision plus ou moins dis-
tribue´s.
L’organisation au sein des e´quipes d’engins est donc importante, avec
la possibilite´ d’un controˆle centralise´ (notion de leader et de hie´rarchie) ou
bien de´centralise´ impliquant une prise de de´cision distribue´e. Il est e´galement
possible de mettre en place des me´canismes permettant de passer dynamique-
ment d’une organisation a` une autre en fonction de la situation exte´rieure,
des capacite´s des engins, des objectifs de la mission robotique, ou impose´ par
le controˆle Sol.
Conside´rant un syste`me compose´ d’engins he´te´roge`nes, par leurs concep-
tions, leurs origines, leurs types ... il faut pouvoir garantir leur interope´rabilite´
pour qu’ils puissent interagir entre eux, coope´rer et former un re´seau apte
a` remplir une mission. Les bases pour pouvoir de´finir l’interope´rabilite´ dans
un syste`me multi-robots sont de disposer [3] :
– d’une mode´lisation universelle de l’environnement.
– d’un langage de description correspondant.
1.2.1.3 Les communications
Comme l’a de´crit F. Legras dans sa the`se [48] qui traite de l’organi-
sation dynamique d’e´quipes d’engins autonomes : la base de tout syste`me
multi-robots est la communication entre engins. C’est elle qui permet, en
supportant les interactions, de transmettre l’information et, par conse´quent,
qui autorise les engins a` prendre des de´cisions en fonction de leur niveaux
d’autonomie. Il faut donc trouver le bon moyen de communiquer et de´finir
une me´thode de diffusion de l’information (utilisation de routeurs simples,
protocoles e´pide´miques...). Les engins de communications doivent e´galement
essayer de controˆler la ve´racite´ de l’information, de de´tecter les fautes et de
les corriger.
Cette e´tude, prospective, se placera dans un contexte mate´riel plausible
a` 10 ou 20 ans (mutualisation des ressources, capacite´ d’emport en e´nergie,
poids et volumes plus importants...). Il faudra tenir compte des limitations
physiques lie´es a` l’environnement spatial et aux longues distances qui cre´ent
des de´lais et des perturbations sur les communications. Meˆme si les proble`mes
mate´riels et ceux lie´s aux protocoles de bas niveaux, lie´s aux communica-
tions, ne sont pas directement traite´s. Les protocoles de communication qui
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permettent de compenser ces perturbations et de pallier aux proble`mes de
visibilite´ pourront eˆtre conside´re´s. Comme le Disrupion Tolerant Nestwork
(DTN) [43] qui permet aux engins de servir de relais de communications et de
stocker les messages en attendant qu’il puissent eˆtre e´mis. Ces the´matiques
seront de´taille´es dans le second chapitre.
1.2.1.4 Architecture logicielle embarque´e et autonomie
Les engins pourront eˆtre tre`s diffe´rents entre eux au niveau de leurs algo-
rithmes de controˆle, de leurs capacite´s de calcul, de leurs fonctions.
Leur autonomie pourra eˆtre faible, dans le cas d’une coope´ration e´troite,
par exemple un petit robot marcheur, qui peut se de´placer sur un terrain ac-
cidente´, aura besoin d’interagir avec un ve´hicule plus ”intelligent” qui pourra
calculer pour lui des trajectoires a` suivre, afin d’effectuer une taˆche d’explo-
ration. Ou bien elle pourra eˆtre plus importante pour des engins exe´cutant
des commandes oriente´es buts, dans le cas de travail en e´quipe avec plusieurs
objectifs et la re´partition de taˆches diverses.
Chacun d’eux posse´dera un logiciel embarque´, modulaire et hie´rarchique,
connecte´ a` des e´quipements (sources d’e´nergie, capteurs et actionneurs, an-
tennes...). L’inte´reˆt est ici de de´finir les blocs fonctionnels qui seront inte´gre´s
aux engins (navigation, communication...) et de re´fle´chir aux types d’inter-
faces qu’il faudra imple´menter pour permettre la collaboration entre engins,
que ce soit au niveau de la repre´sentation et du stockage de l’information (en
utilisant les ressources informatiques de la charge utile), ou bien au niveau
des communications (en utilisant les ressources mate´rielles de la charge utile).
Les interactions directes entre les ve´hicules sont suppose´es eˆtre faites par
des liens bidirectionnels et des e´quipements de´die´s (re´cepteur et e´metteur).
Les communications indirectes pourront eˆtre mises en place en passant par
un ve´hicule tiers qui servira de relais de communication. Les interactions avec
l’environnement physique incluront toutes les autres formes d’interactions et
se feront graˆce a` des capteurs et des actionneurs inte´gre´s dans la charge utile
ou dans la plate-forme du ve´hicule.
On conservera toujours une interaction possible directe entre chaque engin
et le sol.
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1.2.2 Mode´lisation et partage des connaissances em-
barque´es
Il s’agit ici de mode´liser l’environnement de la mission ; les connaissances
et les possibilite´s des engins. Le mode`le de connaissance devra bien entendu
eˆtre dynamique et adapte´ a` la structure de de´cision choisie pour constituer
une architecture globale permettant aux robots d’exploration plane´taire d’in-
teragir efficacement et de manie`re autonome. Trois points sont donc a` appro-
fondir :
Identification de la connaissance embarque´e
Qu’est ce que la connaissance et comment la mode´liser ? Il faut identifier
et structurer l’information a` manipuler. De´finir les briques de base de
la connaissance (position, image, ...), jusqu’aux concepts de plus hauts
niveaux comme les plans de missions des engins voisins, les e´quipes
d’engins ou bien les services propose´s par un engin. Il faudra choisir une
repre´sentation formelle de la connaissance d’un domaine, sous forme de
re´seau conceptuel.
Partage de la connaissance
Le but est ici d’e´tudier la propagation de la connaissance et donc de
proposer un protocole d’e´change de haut niveau permettant de la main-
tenir a` jour et de la disperser entre tous les engins. Il pourra s’appuyer
sur des protocoles de plus bas niveaux actuellement utilise´s dans le spa-
tial (TM/TC, PUS) ou envisage´s pour le futur (re´seau spatial TCP/IP).
Mais c’est bien la partie haut niveau qui sera discute´e ici. Concernant
la confiance entre engins, dans le cadre d’une exploration plane´taire,
il est possible de conside´rer qu’il n’y aura pas d’engins malveillants,
mais il faudra cependant prendre en compte la ve´racite´ des informa-
tions e´change´es. Comment accepter comme ”vraie” une information
exte´rieure ? Il peut apparaˆıtre des erreurs durant les mesures, le sto-
ckage ou la propagation d’une information qu’il faudrait e´liminer.
Utilisation de la connaissance dans l’exe´cution des missions
Cette partie concernera l’utilisation des informations. Des moyens se-
ront mis en œuvre pour mode´liser l’information d’une mission, l’imple´menter
au sein d’un engin, effectuer des actions de commande et controˆle
comme par exemple situer un engin, utiliser un service d’un autre en-
gin... L’ensemble du syste`me d’exploration devra eˆtre dynamique pour
permettre des re-configurations et des e´volutions du syste`me.
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1.2.3 Cadre applicatif des missions d’exploration types
Pour les missions d’explorations lointaines, le syste`me sera de´crit par une
composante plane´taire et une composante de soutien sur Terre [8]. La com-
posante plane´taire sera principalement constitue´e d’e´le´ments qui re´pondent
aux objectifs scientifiques (collecte de donne´es ou d’e´chantillons) associe´s
aux e´le´ments pre´sents dans le voisinage qui peuvent fournir un soutien de
mission. Ils pourront eˆtre de diffe´rents types : rovers, avions, orbiteurs, atter-
risseurs, balises, capteurs... La composante de soutien sera compose´e d’entite´s
de controˆle (sur Terre ou dans l’avenir, de´porte´es sur une station en orbite ter-
restre ou dans des stations de surface sur Mars ou la Lune) et d’e´quipements
de communication (stations au sol, satellites relais, re´seaux spatiaux de com-
munication ...). Cette e´tude s’inte´resse principalement aux interactions entre
les composants du sous-ensemble plane´taire et aux interactions entre ce sous-
ensemble plane´taire et celui de soutien, sur Terre.
A partir des missions existantes ou envisage´es, de´crites dans la litte´rature
et d’hypothe`ses plausibles sur l’e´volution attendue des ve´hicules et des mis-
sions d’exploration spatiale, il est possible de de´finir des sce´narios re´alistes,
impliquant plusieurs engins.
Le contexte global sera l’exploration scientifique d’une plane`te disposant
d’une atmosphe`re. L’utilisation de diffe´rents types d’engins sera possible (ro-
vers de diffe´rentes tailles, ve´hicule ae´rien du type he´licopte`re ou ballon, or-
biteur ou sonde spatiale, atterrisseur). Certains d’entre eux pourront eˆtre
e´troitement lie´s, comme des ve´hicules captifs exploite´s par un engin ”maˆıtre”
(exemple de ve´hicule captif : microRover, ballon...). Un ve´hicule captif, une
fois de´ploye´, reste connecte´ physiquement a` son ve´hicule ”maˆıtre” pour le
transfert de donne´es ou l’alimentation en e´nergie. Ce contexte ge´ne´rique,
compatible avec Mars ou Titan par exemple, permet d’envisager un large
e´ventail de sce´narios, base´s autour de l’exploration de zones difficiles, pre´sentant
un inte´reˆt scientifique important (failles, crate`res ...). L’utilisation coordonne´e
des diffe´rents ve´hicules sera alors particulie`rement approprie´e [9]. L’auto-
nomie des engins ainsi que leurs capacite´s d’interactions pourront eˆtre de
niveaux diffe´rents.
1.3 Objectifs et contribution
Ce travail se focalise sur les proble`mes de repre´sentation et de transmis-
sion des connaissances, ame´liorant la coope´ration entre engins autonomes
et les proble`mes de controˆle qui en de´coulent. Il ne traite pas les aspects
mate´riels et les proble´matiques lie´es a` l’imple´mentation des fonctionnalite´s,
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comme par exemple les de´placements ou bien l’acquisition de donne´es.
L’objectif principal est donc de de´velopper l’autonomie d’un syste`me d’ex-
ploration multi-engins, en augmentant les interactions locales directes, tel que
pre´sente´ sur la figure 1.8. Ceci en s’inspirant des travaux existants concernant
les normes et l’interope´rabilite´ des engins.
Actuellement, la gestion des missions est fonde´e sur la coordination indi-
recte, en passant par le controˆle mission sur la Terre.
Figure 1.8 – Sche´ma de coope´ration entre engins d’exploration plane´taire.
Le but de cette e´tude est de minimiser les interactions indirectes entre les
engins (zone bleu) et d’e´tudier les me´canismes permettant les interactions
directes et autonomes (zone rouge)
1.3.1 Organisation
Globalement, l’ensemble des engins peut eˆtre pense´ comme un re´seau ou-
vert et dynamique, ou` les nœuds sont les engins et les arcs repre´sentent les
relations laˆches entre les engins comme ”EstConnuDe” ou ”PeutCommuni-
querAvec”.
Le but final est de de´finir un service d’interaction locale ”ISIS” (In-Situ
Interaction Supervisor) compose´ du mode`le de la connaissance et des fonc-
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tions d’interaction de base, qui pourrait eˆtre inte´gre´ sur tous les ve´hicules
pour soutenir les communications locales, les e´changes et la coope´ration.
Chaque engin devra eˆtre capable de maintenir a` jour sa description cou-
rante (inte´grite´ structurelle, fonctionnalite´s disponibles ...) en re´action aux
e´ve´nements (demande de controˆle au sol ou demande d’un autre ve´hicule,
panne interne...) et de partager une partie de cette information avec ses
diffe´rents voisins.
1.3.2 De´finir un manuel d’utilisation d’un engin
Chaque ve´hicule devra embarquer sa repre´sentation des connaissances.
Cette connaissance inclut la caracte´risation de l’environnement de la mis-
sion (conditions me´te´orologiques, carte, position, objectifs de mission...), les
capacite´s propres de chaque ve´hicule ainsi que celles des ve´hicules voisins
et/ou connus (fonctionnalite´s inte´gre´es, capacite´s de de´placement, action-
neurs inte´gre´s, e´quipement, du niveau d’autonomie dans la prise de de´cisions...).
Ces capacite´s seront couple´es avec la notion de disponibilite´ temporelle des
ressources (limitations mate´rielles, autorisations spe´cifiques, contraintes tem-
porelles ou me´te´orologiques ...).
La description des services disponibles sur un engin et utilisables par
d’autres, s’apparente a` un manuel d’utilisation de l’engin axe`s sur la notion
de service.
Le but de ce manuel est donc de mode´liser les actions ou capacite´s
possibles d’un ve´hicule sur son environnement ainsi que les services qu’il
peut offrir a` d’autres ve´hicules (relais de communication, ressources informa-
tiques...). En d’autres termes, de´crire toutes les fonctionnalite´s des ve´hicules,
avec leurs contraintes ope´rationnelles. Le partage de certaines de ces fonction-
nalite´s, pourra permettre a` d’autres robots de les exploiter, potentiellement
de manie`re opportuniste, pour accomplir les objectifs de leur propre mission.
Ces diffe´rentes capacite´s d’autonomie et les de´pendances entre les en-
gins doivent aussi eˆtre discute´es et de´crites. Ce manuel permettra donc de
de´crire les services des ve´hicules, d’un point de vue but et action, pour leur
permettre d’e´changer leurs capacite´s d’action et pour soutenir une planifica-
tion, avec le moins d’intervention du controˆle sol possible. La mise en œuvre
propose´e devra tenir compte des diffe´rents niveaux de collaborations pos-
sibles ainsi que des diffe´rences de ge´ne´rations possibles entre les ve´hicules.
Ce me´canisme de partage de services entre les engins devra permettre de
maintenir a` jour la connaissance de manie`re continue. Car la disponibilite´ des
services repre´sente´s va e´voluer en permanence, en fonction des conditions de
l’environnement, de l’e´tat courant des ve´hicules et de leurs ressources, etc...
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La gestion de ces fonctionnalite´s d’interactions additionnelles sera ef-
fectue´e par le service d’interactions locales de´nomme´ ISIS, qui sera connecte´
a` l’architecture logicielle des ve´hicules et aura en charge la gestion des inter-
actions locales et de la base de connaissances embarque´e.
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Chapitre 2
E´tat de l’art
2.1 Objectifs
Ce chapitre traitera tout d’abord du domaine des syste`mes multi-agents
ou` une part importante des recherches concerne pre´cise´ment les interactions
entre agents. Cela permettra d’aborder les notions associe´es a` ces syste`mes
comme les diffe´rents types d’architectures, les interactions et les communi-
cations. Seront ensuite aborde´es les notions permettant de caracte´riser l’au-
tonomie d’un syste`me automatise´. Puis, les concepts d’interope´rabilite´, ainsi
que les communications associe´es, au sein des syste`mes multi-engins seront
pre´sente´s.
Une fois ces notions essentielles vues, il faudra e´tudier l’e´volution des ar-
chitectures oriente´es services. Dans ces architectures, qui couvrent les syste`mes
multi-agents artificiels et les syste`mes multi-robots, la notion de service, fon-
damentale, y repre´sente ce qu’un agent peut faire pour les autres. Toute
l’organisation de ces syste`mes est base´e autour de cette notion de service.
Ces points sont essentiels pour les recherches de cette the`se, puisque la no-
tion de service sera la base du mode`le de connaissance utilise´ pour garantir
l’inte´rope´rabilite´.
Pour terminer, les ontologies seront e´tudie´es, de leur de´finition a` leurs
applications dans la robotique, ou` elles permettent de repre´senter la connais-
sance de manie`re formelle et non ambigue¨. Un e´le´ment ne´cessaire pour per-
mettre les interactions entre engins he´te´roge`nes.
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2.2 Panorama des Syste`mes Multi-Agents
2.2.1 Historique
L’objectif des recherches sur les Syste`mes Multi-Agents (SMA) est d’e´tudier
des socie´te´s d’agents autonomes qui parviennent ensemble a` accomplir des
taˆches et re´soudre des proble`mes qu’ils n’auraient pas e´te´ capables de trai-
ter seuls, ou en tout cas pas avec la meˆme efficacite´. Alors que l’Intelligence
Artificielle (IA) classique utilise la me´taphore de l’intelligence humaine pour
de´velopper ses algorithmes, les SMA utilisent la me´taphore sociale, que ce
soit celle des insectes dits ”sociaux” quand les agents sont re´actifs (SMA
re´actifs) ou des organisations humaines quand les agents sont cognitifs (SMA
de´libe´ratifs) [56].
La notion de SMA est issue du domaine de l’Intelligence Artificielle et
plus particulie`rement des e´tudes sur l’Intelligence Artificielle Distribue´e. Les
premie`res recherches, dans les anne´es 80 portaient principalement sur la pla-
nification et sur la re´solution d’un proble`me commun entre les agents. Au-
jourd’hui, l’objectif est de rendre les agents de plus en plus autonomes, in-
dividuellement, malgre´ l’augmentation de leur he´te´roge´ne´ite´. Il faut donc
travailler sur le partage de la connaissance (buts, plans, capacite´s...) et sur
la coordination [18].
2.2.2 Notions ge´ne´riques
2.2.2.1 Un agent
Dans le domaine multi-agents, Ferber [30] de´finit un agent comme une
entite´ physique ou artificielle qui :
– est autonome (capable d’action, raisonnement ou re´action),
– est capable d’agir dans un environnement,
– peut communiquer avec d’autres agents,
– est mue par un ensemble de buts, posse`de des ressources propres,
– est capable de percevoir de manie`re partielle son environnement,
– ne dispose que d’une repre´sentation partielle de son environnement,
– posse`de des compe´tences et offre des services,
– peut e´ventuellement se reproduire,
– tend a` satisfaire ses objectifs en tenant compte de ses ressources, des
compe´tences et des informations dont il dispose.
En robotique un agent dit intelligent se de´finit par plusieurs crite`res. Il
doit :
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– Avoir des objectifs.
– Eˆtre capable d’actions.
– Disposer d’un domaine de connaissance.
– E´voluer dans un environnement.
– Eˆtre capable d’autonomie et de flexibilite´ face a` des changements d’en-
vironnement.
La notion d’environnement ou de contexte d’un agent, peut avoir de nom-
breuses de´finitions dans la litte´rature selon les applications et les domaines
de recherches. Par exemple, pour [15], le contexte d’un syste`me multi-agents
peut eˆtre de´crit par rapport a` la finalite´ de l’application, il sert a` de´finir l’en-
vironnement et ses attributs ne´cessaires au fonctionnement des programmes.
Dans le cas pre´sent, le contexte est de´fini comme l’e´tat courant de l’en-
vironnement au sens large, l’environnement e´tant tout ce qui est exte´rieur a`
l’agent (milieu physique, autres agents...). Le contexte est donc repre´sente´ par
l’ensemble de la connaissance d’un agent, celle-ci pouvant eˆtre incomple`te,
voire fausse, selon les moyens d’information dont dispose l’agent.
2.2.2.2 Un syste`me multi-agents
Dans un syste`me multi-agents, plusieurs agents interagissent. Souvent
pour accomplir un but commun, plus complexe que ce qu’ils auraient pu
accomplir individuellement. Du fait de ces interactions, chaque agent peut
donc influencer les actions et les objectifs d’autres agents [7].
Selon Ferber toujours, on appelle multi-agents un syste`me compose´ des
e´le´ments suivants :
– Un environnement, c’est a` dire un espace disposant ge´ne´ralement d’une
me´trique.
– Un ensemble d’objets : ces objets sont situe´s, c’est a` dire que a` tout
objet, il est possible a` un moment donne´ d’associer une position dans
l’environnement. Ces objets sont passifs, c’est a` dire qu’ils peuvent eˆtre
perc¸us, cre´e´s, de´truits et modifie´s par des agents.
– Un ensemble d’agents, tels que de´crits ci-dessus, repre´sentant les entite´s
actives du syste`me.
– Un ensemble d’actions permettant aux agents d’agir sur l’environne-
ment.
– Un syste`me de communication entre agents.
– Une organisation qui structure l’ensemble en de´finissant le roˆle de
chaque agent et potentiellement des e´quipes.
– E´ventuellement une interface qui permet a` des ope´rateurs d’interagir
avec le syste`me d’agents.
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2.2.3 Les diffe´rentes architectures d’agents
Cette section s’appuie sur l’article de B. Chaib-Draa et al. [18].
2.2.3.1 Les architectures de´libe´ratives
Ces architectures sont compose´es des agents de´libe´ratifs. Ceux-ci sont
issus du monde de l’Intelligence Artificielle. Ils tirent leur nom du fait qu’ils
sont capables de de´libe´ration et de planification pour atteindre leurs objectifs.
La planification cherche a` re´pondre a` la question ”Que doit on faire ?”,
c’est a` dire : quelles actions re´aliser et dans quel ordre. La planification repose
ge´ne´ralement sur trois notions :
– un mode`le de description de l’agent, de son environnement et de son
but,
– une spe´cification symbolique des actions que l’agent peut accomplir
(pre´-conditions / actions / effets),
– un algorithme de planification qui utilise le mode`le de l’environnement
et la description des actions disponibles pour de´terminer un plan d’ac-
tion permettant d’atteindre le but.
Les algorithmes de planification sont efficaces sur des proble`mes limite´s
(monde ferme´) mais ils font encore l’objet de nombreuses recherches pour
ame´liorer leur re´sultats sur des proble`mes du monde re´el, plus complexes
(monde ouvert, espace de recherche beaucoup plus grand, taˆches plus com-
plexes a` mode´liser...).
Inspire´es par le raisonnement humain les architectures de´libe´ratives prennent
en compte des ”e´tats mentaux”. Elles sont nomme´es architecture BDI (Be-
lief, Desire, Intention), ce qui correspond aux trois modalite´s possibles de
raisonnement des agents : Les Croyances (ce que l’agent connaˆıt de son en-
vironnement), Les De´sirs (les e´tats possibles que l’agent souhaite atteindre,
qui peuvent eˆtre contradictoires), les Intentions (les e´tats pour lequel l’agent
a engage´ des ressources afin de pouvoir les atteindre).
Apre`s la perception de l’environnement, il y a donc une de´libe´ration sur
les prises de de´cisions possibles, via le calcul de plans d’actions par exemple.
Chronologiquement, dans ces architectures, un agent acquiert des croyances
sur son environnement, calcule des de´sirs possibles et met en place des actions
pour re´aliser ses intentions en fonction des nouvelles perceptions.
A l’inverse des architectures re´actives, celles-ci sont moins rapides et
moins robustes, mais elles favorisent l’exactitude et l’optimalite´ des com-
portements. Les actions, cohe´rentes, sont guide´es par un but et non pas
seulement par des stimuli exte´rieurs.
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2.2.3.2 Les architectures re´actives
Suite aux limitations du raisonnement symbolique (qui utilise la logique
du premier ordre) applique´ aux proble`mes complexes du monde re´el, une
alternative propose´e est de de´velopper des agents re´actifs, de´finis par un en-
semble de comportements. Les comportements sont des machines a` e´tats finis
associant a` une entre´e (perception), une sortie (action) donne´e. L’ensemble
des interactions de ces agents ”simples” cre´e l’e´mergence d’un comportement
global plus complexe, a` la manie`re des socie´te´s d’insectes sociaux (fourmis,
termites...). Les principales limitations lie´es a` ce type d’agents concernent :
– la difficulte´ pour les agents d’avoir une connaissance de l’environnement
non local,
– l’absence d’apprentissage lie´ a` l’expe´rience des agents,
– l’anticipation et la preuve du comportement global du syste`me.
Dans les architectures re´actives, les de´cisions sont prises de manie`re di-
recte, en re´action a` une acquisition d’information. Il y a un couplage di-
rect entre l’action et la perception. Les me´canismes de de´cision sont donc
tre`s simples, l’objectif e´tant la robustesse et la rapidite´ du syste`me plutoˆt
que la pre´cision et l’exactitude. Il n’y a donc, la plupart du temps, pas de
repre´sentation symbolique de l’environnement dans ce type d’architecture.
2.2.3.3 Les architectures hybrides
Comme l’expliquent B. Chaib-Draa et al. [19], les architectures hybrides
associent les solutions ”classiques” de l’IA, base´es sur la planification, a` celles
des syste`mes re´actifs. L’objectif est d’exploiter les points forts de chacune.
Les agents y sont compose´s de plusieurs couches, hie´rarchiques. Ge´ne´ralement
trois couches suffisent : au plus bas niveau de l’architecture une couche pure-
ment re´active prend ses de´cisions en se basant sur des donne´es brutes en pro-
venance des senseurs. Une couche interme´diaire fait abstraction des donne´es
brutes et travaille avec une vision qui se situe au niveau des connaissances
de l’environnement. La couche supe´rieure se charge quant a` elle des aspects
sociaux de l’environnement, c’est a` dire du raisonnement tenant compte des
autres agents.
2.2.4 Les interactions entre agents
Cette partie traite de la typologie des diffe´rentes interactions entre agents.
Le tableau 2.1, de´fini dans l’article de J. Ferber [29], propose un classe-
ment de plusieurs types d’interactions entre agents suivant diffe´rents crite`res.
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Objectifs Ressources Capacite´s Type de Situation Cate´gorie
Compatible Suffisant Suffisant Inde´pendant Indiffe`rent
Compatible Suffisant Insuffisant Collaboration Simple Indiffe`rent
Compatible Insuffisant Suffisant Encombrement Coope´ration
Compatible Insuffisant Insuffisant Coordination Coope´ration
Incompatible Suffisant Suffisant Compe´tition individuelle Coope´ration
Incompatible Suffisant Insuffisant Compe´tition Collective Antagonisme
Incompatible Insuffisant Suffisant Conflits individuels des ressources Antagonisme
Incompatible Insuffisant Insuffisant Conflits collectifs des ressources Antagonisme
Table 2.1 – Classification des interactions entre agents selon J. Ferber [29]
Selon que les objectifs des agents sont compatibles ou non, que les ressources
ne´cessaires sont en quantite´s suffisantes ou non et que les agents aient les ca-
pacite´s requises suffisantes ou pas, il distingue diffe´rents types de situations
et cate´gories d’interactions.
D’apre`s ces interactions et les architectures pre´sente´es dans la section
pre´ce´dente, L. Parker [66] pre´sente trois paradigmes de conception qui peuvent
eˆtre distingue´s dans les SMA :
– le paradigme des essaims bio-inspire´s (comportements re´actifs de nom-
breux agents ”simples” et re´actifs),
– le paradigme social, organisationnel (les agents font partie d’une or-
ganisation dont on de´rive des mode`les individuels et la dynamique du
groupe),
– le paradigme fonde´ sur la connaissance, les ontologies, la se´mantique
(ou` des agents he´te´roge`nes partagent une connaissance commune).
Le rapport du PEA Action [25] pre´sente une synthe`se des interactions
pre´sentes dans les SMA, qui peuvent eˆtre regroupe´es en 5 familles de com-
portements :
– Collectif : Les entite´s ne sont pas conscientes de la pre´sence des autres
agents, mais elles partagent des buts communs et leurs actions contri-
buent aux actions des autres entite´s (robotique en essaim, de´placement
en formation...).
– Coope´ratif : Les entite´s sont conscientes de la pre´sence des autres en-
tite´s, elles partagent des buts communs et leurs actions contribuent aux
actions des autres entite´s. Plusieurs agents travaillent ensemble pour
re´aliser un but commun (pousser une boite, explorer une zone...).
– Collaboratif : Les entite´s sont conscientes de la pre´sence des autres
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entite´s, elles ont des buts individuels et leurs actions contribuent a` la
satisfaction des buts des autres entite´s. Par exemple des robots par-
tagent leur capacite´s de perception afin que chaque robot rejoigne sa
propre position objectif.
– Coordination : Les entite´s sont conscientes de la pre´sence des autres
entite´s, elles n’ont pas de but commun et leurs actions ne contribuent
pas a` la satisfaction des buts des autres entite´s. Les robots doivent
coordonner leurs actions pour e´viter les interfe´rences.
– Compe´tition : Les entite´s sont conscientes de la pre´sence des autres
entite´s, elles ont des buts individuels et leurs actions ont un effet ne´gatif
sur les actions d’autres entite´s. Par exemple lors d’une compe´tition de
football ou` deux e´quipes s’affrontent.
Cette organisation reprend celle de J. Ferber, dans le cas d’application
pre´sent de la robotique d’exploration plane´taire, il est conside´re´ que les en-
gins seront collaboratifs par de´faut, mais qu’il pourront eˆtre ponctuellement
coope´ratifs pour satisfaire des buts communs. Pour permettre ces interac-
tions, ils devront respecter le troisie`me paradigme de L. Parker concernant
le partage d’un connaissance commune.
2.2.5 Les communications entre agents
Les communications sont la base des interactions et de l’organisation dans
les SMA. Une interaction entre des agents comprend une action de commu-
nication d’un agent (le locuteur) sur un ou plusieurs agents (auditeurs). Les
communications peuvent eˆtre directes (e´change de messages entre agents),
mais aussi indirectes, par l’interme´diaire de modifications de l’environnement
re´alise´es par des agents et perc¸ues par d’autres [18].
Dans le cadre d’agents physiquement distribue´s, des protocoles de com-
munications doivent eˆtre mis en place. Il en existe de nombreux, par exemple
le protocole ”Contract Net” [83]. Dans ce protocole, les agents peuvent avoir
un roˆle de manager ou de contractant. Les Managers de´coupent les taˆches
qu’ils souhaitent re´aliser en sous-taˆches et diffusent ensuite ces sous-taˆches
sur le re´seau. Les agents qui peuvent exe´cuter ces sous-taˆches font des pro-
positions au Manager qui choisit alors parmi ces propositions les meilleurs
agents pour les exe´cuter, qui deviendront des contractants. Ce protocole per-
met les ne´gociations et l’allocation de taˆches.
Le langage KQML (Knowledge Query and Manipulation Language) est
conc¸u pour supporter la communication inter-agents. Ce langage de´finit un
ensemble de types de messages ainsi que des re`gles qui de´finissent les com-
portements sugge´re´s pour les agents qui rec¸oivent ces messages. Les types
de messages de KQML sont de natures diverses : simples requeˆtes et asser-
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tions (ex.“ask”, “tell”) ; instructions de routage de l’information (“forward”
et “broadcast”) ; commandes persistantes (“subscribe”, “monitor”) ; com-
mandes qui permettent aux agents consommateurs de demander a` des agents
interme´diaires de trouver les agents fournisseurs pertinents (“advertise”, “re-
commend”, “recruit” and “broker”). Plus re´cemment le langage ACL (Agent
Communication Language), plus riche se´mantiquement a e´te´ mis en avant
par la FIPA 1. ACL est base´ e´galement sur la the´orie du langage naturel et
a be´ne´ficie´ grandement des re´sultats de recherche de KQML [18].
2.2.6 Synthe`se
En raison des proble´matiques pre´sente´es dans le chapitre 1, lie´es au contexte
de l’exploration spatiale, le syste`me d’exploration multi-ve´hicules conside´re´
dans cette the`se devra eˆtre le plus autonome possible, tant pour la mobilite´
que pour la prise de de´cision, dans la limite des ressources disponibles pour
les communications, les de´placements, etc.
Naturellement distribue´s, les syste`mes multi-agents, et en particulier leurs
liens avec les syste`mes multi-robots [66] seront le point de de´part pour nos
recherches, ou` des proble`mes complexes seront a` re´soudre par une e´quipe
d’engins d’exploration et non pas par par un seul engin.
D’une manie`re ge´ne´rale, les syste`mes distribue´s semblent une solution na-
turelle pour les missions d’exploration complexes ou` plusieurs robots simples
sont pre´fe´rables a` un robot complexe unique [65, 81]. Cependant, la contre-
partie de ces syste`mes re´side dans leur plus grande complexite´ ope´rationnelle.
Les syste`mes multi-engins ope´rant dans des milieux inconnus doivent eˆtre
robustes et s’adapter aux situations changeantes rencontre´es. Cela implique
une forte charge de communication qui peut entraˆıner, en cas de surcharge
des moyens de communication, un ralentissement global du syste`me [84]. Il
y a un compromis a` trouver entre la charge de communication et la robus-
tesse de l’ensemble afin de ne pas finir par apporter plus d’inconve´nients que
d’avantages au fait de faire travailler les agents en e´quipe.
2.3 L’autonomie d’un syste`me
2.3.1 De´finition
D’une manie`re ge´ne´rale, l’autonomie repre´sente tout simplement la capa-
cite´ d’un syste`me a` fonctionner seul, sans intervention d’un ope´rateur humain
ou d’un autre syste`me [74]. De ce point de vue un simple automate posse`de
1. FIPA : Foundation for Intelligent Physical Agents - http ://www.fipa.org
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donc de´ja` une certaine autonomie, meˆme s’il ne prend re´ellement aucune
de´cision.
Dans la communaute´ des syste`mes multi-agents, les agents sont conside´re´s
comme autonomes par de´finition, car capables d’actions ou de re´actions en
fonction de leur perception de l’environnement.
Le de´partement de la de´fense ame´ricain a re´cemment de´fini l’autonomie,
d’une manie`re plus pre´cise, comme une capacite´ (ou un ensemble de capa-
cite´s) permettant a` une action particulie`re d’un syste`me d’eˆtre automatique
ou bien (dans les limites pre´-programme´es) inde´pendante d’un controˆle hu-
main [73]. Mais il pre´cise bien que tous les syste`mes autonomes sont super-
vise´s par des ope´rateurs humains a` un certain point. L’autonomie ”totale”
d’un syste`me artificiel n’existe pas.
2.3.2 Repre´sentation et e´valuation
L’ESA et la NASA ont chacune mis en place une grille de niveaux qui leur
sont standards pour de´finir le degre´ d’autonomie de leurs syste`mes spatiaux
robotiques [95]. L’e´chelle de l’ESA est pre´sente´e sur la figure 2.1 et celle de
la NASA sur la figure 2.2.
Figure 2.1 – Grille de l’ESA repre´sentant les degre´s d’autonomie des
syste`mes spatiaux robotiques
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Figure 2.2 – Echelle de la NASA repre´sentant les degre´s d’autonomie des
syste`mes spatiaux robotiques
Dans le cas pre´sent, le but est de soutenir un syste`me d’exploration multi-
engins capable d’exe´cuter de manie`re autonome des ordres mission de haut
niveau, oriente´s objectifs. Le syste`me de´sire´ devra donc re´pondre au mini-
mum aux crite`res du niveau E4 de l’ESA et a` ceux du niveau 4 de la NASA,
impliquant le minimum d’interventions externes possible. Ces niveaux sont
un objectif pour le syste`me d’exploration vu dans son ensemble, mais celui-
ci pourra inclure dans sa composition des agents ayant des niveaux infe´rieurs.
Il faut cependant faire attention a` la notion de ”niveau d’autonomie” qui
est de plus en plus remise en cause. Il est impossible de classer un syste`me
dans un niveau pre´-de´fini car les capacite´s autonomes d’un syste`me e´voluent
continuellement durant une mission, en fonction des ressources, des objectifs
de mission, des contraintes environnementales, etc.
En effet, le dernier rapport du de´partement de la de´fense ame´ricain sur
le sujet proˆne donc de ne pas suivre la de´finition de ”niveaux d’autonomie”
[73]. Les auteurs de´finissent l’autonomie d’un syste`me comme un continuum
depuis le moment ou` l’humain a directement la main sur syste`me, jusqu’au
moment ou` certaines fonctions sont de´le´gue´es a` un agent artificiel. L’auto-
nomie est alors une capacite´ (ou un ensemble de capacite´s) qui permet a` un
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syste`me homme-machine d’accomplir une mission donne´e. Pour eux la no-
tion d’autonomie d’un syste`me risque de cre´er des ”confrontations” et des
malentendus hommes / machines, alors qu’ils pensent plus utile de chercher
a` de´velopper les interactions hommes / machines. Cela diminuerait le risque
de conflit et augmenterait l’efficacite´ globale du syste`me.
Il recommandent donc d’abandonner le terme ”niveau d’autonomie” et
de le remplacer par un framework de re´fe´rence sur les syste`mes autonomes
qui :
– Pre´ciserait les de´cisions de conception sur l’attribution explicite des
fonctions cognitives et des responsabilite´s entre l’humain et l’ordinateur
pour atteindre des capacite´s spe´cifiques,
– Prendrait en compte le fait que ces allocations peuvent varier suivant
les phases d’une mission,
– Rendrait visible les ope´rations de haut niveau du syste`me inhe´rentes a`
la conception des capacite´s autonomes.
Comme un syste`me peut eˆtre compose´ de sous-syste`mes (que ce soit des
composants mate´riels, logiciels ou des engins complets), pour pouvoir aug-
menter l’autonomie d’un syste`me dans sa globalite´ il faut donc non seulement
augmenter l’autonomie de tous ces sous-syste`mes mais aussi ame´liorer les in-
teractions entre ces sous-syste`mes et garantir leur bon fonctionnement.
C’est pour cela que des standards de communication et d’interactions
apportent une re´elle plus -value dans les syste`mes complexes et se de´veloppent
donc, soutenus par des agences internationales (FIPA 2, CCSDS 3...).
2.4 Interope´rabilite´ des syste`mes
Pour la re´alisation de missions ou` plusieurs agences spatiales collaborent,
une plus grande normalisation et interope´rabilite´ est ne´cessaire. Et, a` l’ave-
nir, des normes internationales de communication et de repre´sentation de la
connaissance devront eˆtre utilise´es pour permettre une collaboration efficace
des diffe´rents ve´hicules lors de telles missions.
Dans cette section, les protocoles de tre`s bas niveaux qui permettent
d’utiliser et de communiquer directement avec le mate´riel d’un engin (e.g.
allumer / e´teindre un appareil, relever une mesure, actionner un moteur...)
ne seront pas conside´re´s. Ceci est trop e´loigne´ de nos proble´matiques de
recherches.
2. Foundation for Intelligent Physical Agents - www.fipa.org
3. Consultative Committee for Space Data Systems - www.ccsds.org
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2.4.1 Niveau physique
Le premier niveau d’interope´rabilite´ entre les agents communicants inter-
vient sur la couche mate´rielle, sur les outils physiques et leur caracte´ristiques
qui permettent d’e´changer de l’information a` distance. Ce peut eˆtre par des
signaux e´lectriques dans le cas d’une connexion filaire (e.g. connexion a` inter-
net par caˆble ) ou bien par ondes e´lectromagne´tiques pour des liaisons sans
fil (e.g. Wi-Fi).
Dans le domaine spatial, le protocole Proximity-1 de la NASA [45]
est un exemple re´cent de standard de communication. Il peut eˆtre mis en
œuvre entre des sondes, des landers, des rovers ou des satellites en orbite,
meˆme s’ils proviennent d’agences spatiales diffe´rentes, afin de soutenir les
communications locales. Il utilise une charge utile radio appele´e ”Electra”
qui travaille dans la bande des 400 MHz. Il a de´ja` e´te´ imple´mente´ et utilise´
avec succe`s sur les rovers Spirit et Oportunity et sur la sonde MRO, tous
trois ope´re´s par la NASA ainsi que sur la sonde Mars Express de l’ESA.
Ce protocole montre que les communications, au niveau physique, entre
engins d’origines diffe´rentes sont de´ja` possibles actuellement. L’hypothe`se
est faite dans cette the`se que les communications physiques entre engins ne
seront pas une proble´matique bloquante dans le futur. Ce travail de the`se
portera uniquement sur les protocoles de haut niveau. Cela ne veut pas dire
qu’il ne faudra pas tenir compte des contraintes lie´es a` la physique des com-
munications (perte de signal, limitation de la bande passante...).
2.4.2 Niveau protocole
Ce niveau permet l’e´change d’information ayant du sens pour les archi-
tectures logicielles des agents. Il utilise les e´quipements de la couche physique
pour encapsuler des messages, les envoyer et garantir qu’ils sont de´livre´s cor-
rectement (dans un temps donne´, sans alte´ration...). Sur Internet, ce sont par
exemple les protocoles TCP ou UDP, pour les plus connus, qui jouent ce roˆle.
Dans le domaine du spatial, des e´quivalents existent comme le Disrup-
tion Tolerant Networking (DTN) [70], tout re´cemment teste´ entre la sta-
tion spatiale internationale et un laboratoire au sol en Allemagne[43]. Durant
cette expe´rience un robot au sol e´tait controˆle´ par un astronaute a` bord de
la station spatiale. Le DTN permet de garantir l’inte´grite´ du re´seau et la
bonne distribution des messages, malgre´ les coupures qui peuvent intervenir
au niveau physique (perte de visibilite´ de la station, retard dans les com-
munications...). Ce protocole stocke les messages a` chaque nœud du re´seau,
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pour pour les re´expe´dier en cas de pertes ou de coupure de connexion.
2.4.3 Niveau Service
A un plus haut niveau encore, il devient inte´ressant, pour des raisons
d’ope´rabilite´ humaine et d’autonomie des syste`mes, de repre´senter et d’e´changer
directement des informations a` un niveau oriente´ service.
2.4.3.1 Les ”Packet Utilisation Services”
La norme de l’ESA ”Packet Utilisation Services” (PUS) [54] est utilise´e
par tous les satellites re´cents de l’ESA. Ce standard a pour but de de´crire de
manie`re standard les services disponibles sur un satellite, pour qu’ils soient
utilisables par tous ceux qui respectent le protocole de´crit, comme l’illus-
trent les exemples de la figure 2.3. C’est un environnement ope´rationnel qui
est fourni par les concepteurs des satellites, il comple`te le standard plus bas
niveau des Te´le´commandes/Te´le´mesures (TM/TC) et permet de standardi-
ser le controˆle et le monitoring.
Les PUS contiennent :
– Les concepts ope´rationnels (ce qui est requis pour l’utilisation d’un
service)
– Le mode`le des services (comment l’application embarque´e qui ge`re le
service doit re´agir a` l’exe´cution d’un service)
– La structure et la se´mantique des paquets TM/TC associe´s
Cette philosophie des PUS correspond a` notre approche, bien que de plus
bas niveau. Elle inte`gre la notion de ”service” ou de ”contrat” re´alise´ par un
engin, sous certaines conditions et en respectant un certain formalisme. Les
PUS de´crivent tout ce qui re´git l’utilisation de ces services. Ils permettent une
certaine interope´rabilite´ entre les satellites et le controˆle Sol et l’utilisation
des services d’un engin par un autre ope´rateur que celui qui ope´re le satellite
habituellement.
2.4.3.2 Spacecraft Onboard Interface Services
La spe´cification ”Spacecraft Onboard Interface Services” (SOIS) est issue
du ”Consultative Committee for Space Data Systems” (CCSDS) 4 [16]. Ce
comite´ est compose´ de diverses agences spatiales et a pour but de de´velopper
des standards autours des me´thodes de communication entre engins et entre
agences.
4. Consultative Committee for Space Data Systems (CCSDS) - www.ccsds.org
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Figure 2.3 – Exemples de service PUS et codes associe´s. Par exemple, pour
utiliser le service ”Telecommand Verification Service” il faudra employer le
code ”1”.
Ce document de´crit les concepts d’une interface de services embarque´e. Il
fournit une pre´sentation de l’interface (services fournis et concepts utilise´s)
et donne quelques recommandations, justifie´es, pour l’utilisation de certains
services.
L’approche SOIS vise a` standardiser les interfaces entre les diffe´rents
e´quipements d’un engin spatial. Pour cela, elle spe´cifie des interfaces de ser-
vices standards et des protocoles associe´s. L’inte´reˆt est de permettre l’acce`s
standard aux capteurs, actionneurs et autres fonctions ge´ne´riques d’un en-
gin, dans le but de pouvoir de´velopper des applications utilisant ces services,
inde´pendamment de la manie`re dont ils sont re´alise´s.
Un exemple inte´ressant est la spe´cification du ”Device Discovery Service”
[17]. Ce service permet de de´tecter si de nouveaux appareils deviennent actifs
et changent la configuration mate´rielle d’un engin spatial. Cela peut arriver
quand un appareil redondant est active´ suite a` une panne par exemple.
Ici encore c’est une approche tre`s inte´ressante dans son principe, qui
pourra eˆtre une source d’inspiration pour la de´tection de services disponibles
entre engins autonomes. Mais elle ne concerne que la de´tection de nouveaux
appareils a` l’inte´rieur d’un meˆme engin. Elle est donc tre`s bas niveau, lie´e a`
des protocoles de communication et des bus de donne´es spe´cifiques. Il faudra
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l’adapter a` l’utilisation de services public de hauts niveau, qui seront partage´s
entre diffe´rents engins.
2.5 Les Architectures Oriente´es Service (SOA)
2.5.1 Les notions ge´ne´riques
Les SOA [4] sont de´veloppe´es autour de composants logiciels modulaires
qui respectent des protocoles standardise´s pour publier, de´couvrir ou invo-
quer des services qu’ils offrent les uns aux autres. Ces composants peuvent
eˆtre de trois types : les fournisseurs de services, les utilisateurs de services et
les gestionnaires de services qui centralisent la liste des services disponibles.
Cela permet de re´aliser des couplages souples entre diffe´rents agents logiciels.
L’ensemble du syste`me est donc plus flexible et adaptable [3]. Dans le monde
du de´veloppement logiciel ce type de syste`me est nomme´ ”Service Orien-
ted Computing” [47, 64], son avantage est de permettre des imple´mentations
moins che`res et plus rapides, meˆme dans des environnements he´te´roge`nes
(plate formes, protocoles de communication, appareils...).
Dans une architecture oriente´e service, l’unite´ de base est le message
plutoˆt que l’ope´ration et la description des services est fondamentale. Dans
leur rapport, Bloomberg et al. [11] de´finissent un service avec les e´le´ments
suivants :
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Une enteˆte
↪→ Le nom du service
↪→ La version
↪→ Le fournisseur du service
↪→ Un contrat de responsabilite´ (Le responsable du service,
le de´cisionnaire, les entite´s a` pre´venir de l’exe´cution ou non du service)
↪→ Le type du service
Une description fonctionnelle
↪→ Les fonctionnalite´s du service, ce qu’il re´alise
↪→ Les ope´rations du service, comment il le re´alise
↪→ La me´thode d’invocation du service (URL, interface...)
Une description non-fonctionnelle
↪→ Les contraintes de se´curite´
↪→ Les contraintes / limites de qualite´ du service
↪→ Les possibilite´s et conditions de transaction / collaboration avec
d’autres services
↪→ Le niveau d’autorisation a` avoir pour l’utilisation du service
↪→ La description des termes se´mantiques utilise´s pour de´crire le service
ou ses interfaces
↪→ Le processus d’exe´cution du service
La de´finition d’un contrat de service, qui est la description d’un service
qui engage un fournisseur de service et un utilisateur de ce service, sera
e´galement utilise´e. Si l’utilisateur et le contexte courant respectent les condi-
tions et contraintes de´crites dans le contrat du service, le fournisseur de
service doit re´aliser l’objectif de´crit dans le contrat.
Une me´thode d’imple´mentation des SOA est de´crite a` travers le langage
”Process Specification Modeling Language” [47]. Oriente´ service, il est destine´
a` des syste`mes embarque´s, comme par exemple les appareils domestiques
pour les ”maisons intelligentes” ou` un serveur centralise tous les services
offerts par les diffe´rents appareils connecte´s.
Cette approche est tre`s inte´ressante pour notre e´tude. Meˆme si elle reste
a` un niveau d’interactions faible, car les appareils sont plus simples dans
leur fonctionnement que des robots d’exploration et parce qu’il n’y a pas
de collaboration automatique : tous les e´changes possibles e´tant pre´vus et
pre´-programme´s.
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Il est ici pre´sente´ successivement l’utilisation des SOA dans : les ”Web
Services”, puis les ”Cyber Physical System” et enfin les ”Service-Oriented
Multirobot Systems”.
2.5.2 Les Web Services
Meˆme s’il est difficile de de´finir un Web Service, on peut les de´crire comme
une SOA respectant au moins les deux contraintes suivantes [38] :
– Les interactions sont base´es sur des protocoles de communication In-
ternet (HTTP, FTP, SMTP...).
– Les messages e´change´s (hors donne´es binaires associe´es) sont au format
XML.
Pour repre´senter les Web Services, le langage le plus utilise´ est OWL-S 5
[52].
C’est un langage ontologique utilise´ pour le web se´mantique 6. Il permet
d’avoir une meilleure autonomie des agents logiciels pour l’utilisation des
services car ils peuvent utiliser des me´canismes de de´couverte de services en
fonction des besoins des utilisateurs. Cela se fait en cherchant des correspon-
dances entre les entre´es et les sorties de´finies dans la description des services
puis en analysant leurs pre´-conditions et leurs effets [46].
Selon la spe´cification OWL-S, un service est caracte´rise´ par son profil (ce
qu’il fait), par ses me´thodes d’acce`s et par son mode`le (comment il fonc-
tionne), comme l’illustre la figure 2.4.
Exemple de Web Service Se´mantique
Jinhan Kim et al. [46] utilisent OWL-S pour leur syste`me logiciel oriente´
service. Le cas d’application pre´sente´ concerne la recherche de livre dans une
bibliothe`que, ou` un service de recherche par mot cle´ est automatiquement
identifie´ puis configure´ pour eˆtre utilise´ par une interface graphique.
Leur logiciel permet de de´couvrir et de configurer de nouveaux services
automatiquement dans un re´seau. Un service y est de´crit comme un concept
associe´ a` des entre´es, sorties, pre´-conditions et effets. Les web services sont
de´crits dans une ontologie des services qui utilise des instances de concepts
qui sont eux de´crits dans une ontologie qui de´finit leur domaine (par exemple
dans le cas d’application cite´e : livre, prix, titre...).
5. OWL Web Ontology Language for Services –
http ://www.w3.org/Submission/OWL-S
6. Selon le World Wide Web Consortium (W3C),  le Web se´mantique fournit un
Mode`le qui permet aux donne´es d’eˆtre partage´es et re´utilise´es entre plusieurs applications,
entreprises et groupes d’utilisateurs 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Figure 2.4 – Vue de haut niveau de l’ontologie OWL-S de description des
services
Un agent responsable de l’ontologie ge`re cette connaissance en re´pondant
aux requeˆtes des autres agents. Si un agent demande un service, il va recher-
cher les concepts correspondant a` ce service dans l’ontologie du domaine puis
rechercher le service correspondant dans l’ontologie des services. Ensuite il
ve´rifie que les entre´es, sorties, pre´-conditions et effets correspondent bien a`
la demande initiale. Si c’est le cas, il retourne le bon service a` l’agent qui en
avait fait la demande.
Ces travaux illustrent la proble´matique des web services qui sont adapte´s
a` des architectures purement logicielles, mais qui ne prennent pas en compte
les contraintes des agents physiques (position, capacite´s variables, environ-
nement changeant).
2.5.3 Les Cyber-Physical Systems
Les Cyber-Physical Systems (CPS) e´mergent de me´thodologies et tech-
nologies pluridisciplinaires. Ce sont toujours des syste`mes distribue´s, qui
inte`grent des entite´s physiques (capteurs, ordinateurs, communications ...),
dans lesquels les principales proble´matiques viennent de l’he´te´roge´ne´ite´ des
composants et des contraintes des re´seaux (de´lai, vitesse de transmission,
perte de donne´es...) [80].
Meˆme si les web services peuvent prendre en compte la notion de contexte,
les CPS, du fait des contraintes physiques de certains agents, sont plus pre´cis
sur ces proble´matiques [51].
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Un exemple de CPS de´veloppe´ par Jian Huanga [41] concerne un sce´nario
de mission de recherche et sauvetage impliquant des agents logiciels et phy-
siques. L’auteur pre´sente les CPS comme une combinaison d’entite´s physiques
controˆle´es par des agents logiciels. Il pre´cise que des particularite´s sont a` trai-
ter quand il s’agit d’agents physiques : ils ne peuvent souvent fournir qu’un
service a` la fois ; la disponibilite´ et les re´sultats des services de´pendent de
l’environnement et du contexte ; un meˆme service peut eˆtre offert par plu-
sieurs agents, identiques ou non, qui ont des e´tats et spe´cificite´s particuliers
(position, niveau des ressources ...).
Dans cette e´tude, le mode`le des SOA est e´tendu pour le rendre efficace
avec les CPS. Une ”Physical-Entity (PE) ontology” est utilise´e pour de´crire
les agents et une PE-SOA pour spe´cifier leurs services. Le mode`le OWL-S
est lui aussi e´tendu pour se´parer les pre´ et post-conditions qui de´pendent
du contexte de celles qui n’en de´pendent pas. La figure 2.5 pre´sente une
”PhysicalEntity”.
Les ”Service Provision Constraints ” ne contiennent pas d’information
contextuelle. Elles de´crivent seulement les aspects statiques du service, qui ne
de´pendent pas de l’e´tat physique de l’engin, de ses objectifs, de son environ-
nement... Les ”Context Preconditions” elles, de´crivent la partie dynamique,
de´pendante du contexte, des pre´-conditions lie´es a` l’exe´cution d’un service.
Un service peut avoir plusieurs effets possibles, mais un seul effet peut se
produire apre`s une exe´cution : pour cela, l’auteur utilise la notion “oneOf”.
Pour trouver un service, le syste`me recherche un service de re´fe´rence dont
la description correspond au besoin, puis il indique une entite´ physique (PE)
qui peut exe´cuter ce service. Pour utiliser un service, un workflow temporaire
est cre´e´ directement entre les deux agents concerne´s. Le workflow global est
distribue´, chaque agent n’en connaˆıt qu’une partie, qui le concerne.
2.5.4 Les Service Oriented Robot Systems
Ces types de syste`mes sont base´s sur les principes des SOA, mais les
agents de´ploye´s sont ici des robots.
Par exemple S. Ambroszkiewicz et al. [3] pre´sentent un ”Service Oriented
Multirobot System” (SOMRS) base´ sur une architecture centralise´e autour
d’un registre des services, voir figure 2.6.
Les auteurs classent les services en trois types :
– Les services physiques, qui ont une action dans le monde physique.
– Les services cognitifs, qui permettent de reconnaˆıtre, d’analyser, d’e´valuer
une sce`ne ou une situation.
– Les services logiciels, qui traitent des donne´es uniquement.
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Figure 2.5 – Mode`le de la PE-SOA
Figure 2.6 – Architecture du Service Oriented Multirobot System (SOMRS)
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La figure 2.7 de´crit la repre´sentation d’un service physique dans cette
architecture. On y retrouve 4 champs principaux :
– La description de la situation initiale (pre´-conditions).
– La description de la situation finale (post-conditions).
– Le type de l’action re´alise´e (qui peut eˆtre attraper, transporter, pousser
un objet...).
– Le pe´rime`tre physique dans lequel cette action peut eˆtre effectue´e.
Figure 2.7 – Sche´ma d’un service physique dans SOMRS
Dans ce syste`me, une taˆche de´crit une situation de´sire´e par un client,
voir figure 2.8. Une taˆche peut ne´cessiter l’exe´cution de plusieurs services
pour eˆtre re´alise´e. Un service repre´sente une action (fonction), re´alise´e par
un engin, pour laquelle une interface a e´te´ de´finie dans le langage commun
et est publie´e (enregistre´e) aupre`s du syste`me. Un service doit utiliser une
repre´sentation commune de l’environnement et des protocoles de communi-
cations pre´de´finis.
Figure 2.8 – Sche´ma d’une taˆche dans SOMRS
Les auteurs discutent des services en ge´ne´ral et de l’utilisation des web
services pour les robots, mais rappellent que quand on parle de robots ou
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d’agents qui peuvent agir sur leur environnement, on est oblige´ d’associer la
connaissance de cet environnement a` la description des services.
Ce travail rejoint nos proble´matiques car il conside`re plusieurs entite´s
potentiellement physiques, mais il garde une approche de type infrastructure
pour l’organisation du syste`me, avec un registre des services qui centralise
la connaissance des services. Dans le contexte de cette the`se, une approche
purement distribue´e des Service Oriented Robot Systems est vise´e.
2.6 Les ontologies
Pour permettre l’interope´rabilite´ d’engins he´te´roge`nes, il faut que ceux-
ci se comprennent et partagent, au moins en partie, une meˆme connais-
sance. Toutes les applications multi-robots ont donc besoin de repre´senter
la connaissance d’une manie`re commune et de la partager entre les diffe´rents
agents pour permettre une coope´ration efficace [28].
Pour cela, le choix a e´te´ fait d’employer les ontologies qui sont souvent
utilise´es dans les syste`mes multi-agents et qui semblent d’un grand inte´reˆt
pour la repre´sentation et le partage de la connaissance.
Il aurait e´te´ possible d’utiliser d’autres moyens de formalisation comme
l’UML ou les bases de donne´es. Mais les ontologies restent plus approprie´es
car moins ge´ne´riques et moins oriente´es programmation.
2.6.1 Concepts ge´ne´riques
2.6.1.1 De´finition
Du point de vue de la philosophie, une ontologie repre´sente la mode´lisation
d’une the´orie sur la nature de l’existant [24]. Il s’agit d’une repre´sentation
commune d’un domaine spe´cifique, qui permet a` des individus diffe´rents de
partager des concepts et des relations entre ces concepts [6, 96]. Ces rela-
tions syntaxiques n’ont pas de limites et peuvent lier n’importe quel concept
a` un autre, sans re`gle ou hie´rarchie particulie`re. Une ontologie n’est donc
pas a` voir comme un arbre, mais plutoˆt comme un graphe complexe. C’est
pourquoi il est toujours difficile de repre´senter une ontologie comple`te par
un sche´ma en deux dimensions. L’utilisation des ontologies peut eˆtre de´crite
comme une me´thode de´clarative permettant de de´crire un syste`me logique.
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2.6.1.2 Repre´sentation
Des langages de spe´cification permettent de de´crire les ontologies, ils sont
proches de la logique du premier ordre, et repre´sentent donc les connaissances
sous forme d’assertion (sujet, pre´dicat, objet).
Actuellement la plupart des ontologies utilise´es en robotique sont e´crites
en langage OWL (Web Ontology Language) 7, une spe´cialisation RDF XML,
spe´cifie´e par le WorldWide Web Consortium (W3C), qui utilise les fonde-
ments de la logique de description (sous ensemble de la logique du premier
ordre) dans un monde ouvert.
Apparue dans les anne´es 90, le Knowledge Interchange Format (KIF)
[34], est lui aussi utilise´ pour repre´senter les ontologies. C’est un langage
pour l’e´change de connaissances entre diffe´rents syste`mes d’agents, base´ lui
aussi sur la logique des pre´dicats. Il utilise une syntaxe similaire a` celle du
LISP.
2.6.1.3 Utilisation
Pour les syste`mes multi-agents, les ontologies permettent l’interope´rabilite´
entre les agents et entre diffe´rents syste`mes dans des environnements he´te´roge`nes,
la re´utilisation de ces syste`mes pour diffe´rents types d’applications et leur for-
malisation lors des de´veloppements [91].
En robotique, les ontologies sont utilise´es pour spe´cifier et conceptualiser
la connaissance accepte´e par une communaute´, tout en utilisant une descrip-
tion formelle lisible par une machine et e´changeable entre des agents [79].
Dans l’ontologie tous les concepts doivent eˆtre associe´s a` une de´finition, pour
lever toute ambigu¨ıte´ sur ce qu’ils repre´sentent. Cette se´mantique commune
permet aux agents de coope´rer. Elle est aussi un support au raisonnement et
a` la recherche sur cette connaissance, pour permettre de de´duire des infor-
mations supple´mentaires [77, 20].
Il est cependant important de pre´ciser que chaque ontologie est une opi-
nion pre´conc¸ue de ses auteurs. Meˆme si elle est conc¸ue dans le but d’eˆtre
ge´ne´rique, des choix pre´cis doivent eˆtre faits pour de´finir un mode`le, ce
qui confe`re a` chaque ontologie son unicite´. L’ontologie ne garantit donc pas
l’inter-compre´hension entre agents, mais elle la permet [21].
7. Web Ontology Language spe´cification - http ://www.w3.org/TR/owl-features/
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2.6.2 Applications a` la robotique et aux multi-engins
A travers ces cas d’applications, les diffe´rents aspects suivants de la mode´lisation
de la connaissance sont traite´s :
– La repre´sentation de connaissance de l’environnement des engins.
– La repre´sentation de la connaissance des agents eux meˆme, de leur
capacite´s.
– Le formalisme lie´ a` la gestion des ope´rations
2.6.2.1 Description de l’environnement
Cette section passe en revue des cas d’utilisations des ontologies pour la
mode´lisation de l’environnement des engins.
OpenRobots Ontology
Pour Severin Lemaignan et al. [49] un des enjeux majeurs de la repre´sentation
des connaissances dans les interactions homme-robot est le manque de connais-
sances du ”sens commun” des objets (e.g. ”la neige est froide”, ou comment
”ouvrir une porte”).
Figure 2.9 – Overview of the ORO architecture
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Le serveur OpenRobots Ontology (ORO) 8 est un outil de conception
pour ge´rer la connaissance (principalement d’un environnement humain). Il
est base´ sur OpenCyc 9 qui vise a` de´finir les concepts du sens commun de
la manie`re la plus ge´ne´rale possible et il propose une mode´lisation commune
a` toutes les ontologies. Il peut eˆtre une bonne base de de´part pour cre´er
une nouvelle ontologie de repre´sentation de la connaissance, meˆme si chaque
ontologie doit eˆtre spe´cifique au proble`me qu’elle mode´lise.
L’architecture ORO permet de transformer des symboles acquis en lan-
gage commun (via une base de connaissances, ou des interactions avec un
ope´rateur) en des concepts lie´s les uns aux autres (e.g. ”Le lait est pe´rissable.
Le frigo sert a` ranger des objets pe´rissables. ⇒ La bouteille de lait doit eˆtre
range´e dans le frigo.”). Cela permet donc de raisonner sur le sens commun
des choses.
Sur la figure 2.9 l’architecture ORO est pre´sente´e avec ses trois niveaux.
En bas, une premie`re couche permet d’interagir avec l’environnement en re-
cevant des requeˆtes et en exe´cutant des e´ve´nements. Le second niveau est
constitue´ de modules qui permettent d’analyser ces requeˆtes et de ge´ne´rer
des e´ve´nements. Il est en relation directe avec le troisie`me niveau qui permet
le stockage de l’information dans une ontologie et le raisonnement sur cette
connaissance.
Graˆce a` cette architecture le robot doit pouvoir re´pondre aux questions
d’un ope´rateur humain du type ”Est ce qu’il y a de la vaisselle sur la table ?”
en demandant si besoin des pre´cisions, sur le type d’objet (”Bouteille” ou
”Tasse” ?) recherche´, ou sur sa couleur, pour pouvoir re´pondre plus pre´cise´ment.
Exemple de concepts et relations repre´sente´s dans l’ontologies d’ORO :
”Artefact” qui peut eˆtre du type ”Furniture” qui contient les objets ”Table”,
”Chair”, ”Shelf”. Des relations entre les objets du type relations spatiales
”on”, ”in”, ”front”, ”left” ou bien des couleurs existent e´galement.
Le syste`me KNOWROB-MAP et le projet RoboEarth
De la meˆme manie`re, le syste`me KNOWROB-MAP [87] (Knowledge-
Linked Semantic Object Maps), permet de construire, dans une ontologie,
un mode`le de l’environnement humain et de l’associer a` des connaissances
encyclope´diques pour de´finir le type et les proprie´te´s des objets enregistre´s.
KnowRob permet donc une description riche de la connaissance et utilise le
langage Prolog (qui fonctionne sur le principe du monde ferme´ ; tout ce qui
n’est pas dit est conside´re´ comme faux) pour re´aliser des infe´rences. Ces tra-
vaux concernent plus la cognition humaine que la coope´ration multi-robots,
8. OpenRobots Ontology - http ://www.openrobots.org/wiki/oro-server
9. OpenCyc http ://www.opencyc.org/
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mais ils donnent un exemple des possibilite´s des ontologies concernant la
mode´lisation et le raisonnement.
Ce langage KnowRob a e´te´ re´utilise´ dans le projet europe´en RoboEarth
[97, 88] qui utilise les ontologies pour repre´senter la connaissance de ro-
bots he´te´roge`nes. Ce projet a pour objectif de cre´er une base de donne´es de
re´fe´rence universelle, ou` les robots pourront partager des informations au su-
jet de leurs expe´riences, avec une abstraction de leurs spe´cificite´s mate´rielles.
Le syste`me utilise une architecture centralise´e : un serveur accessible de-
puis le Web enregistre les services et la connaissance de tous les robots pour
ensuite la restituer en fonction des requeˆtes. Toutes ces requeˆtes passent par
une interface de type Web Service. Cette architecture est repre´sente´e sur la
figure 2.10.
Fig. 2. Overview of the RoboEarth system: A central database provides information about actions, objects, and environments. The robot can up- and
download information and determine if it can use it based on a semantic model of its own capabilities.
for:
• Representation of actions and their parameters, positions
of objects in the environment, and object recognition
models
• Meta-information about the data to be exchanged (types,
file formats, units of measure, coordinate frames)
• Requirements on components a robot needs to have in
order to make use of a piece of information
• Robot self-models that describe the robot’s configura-
tion and capabilities
• Methods for matching requirement specifications to a
robot’s capabilities to identify missing components
RoboEarth has high demands regarding the expressiveness
and the level of semantic annotations of the exchanged in-
formation: First, the platform is to be used by heterogeneous
robots, i.e. no assumptions about available capabilities can
be made. Second, the robots shall exchange the information
autonomously without human intervention, which means that
the language has to be expressive enough to provide the
robot with all information needed to select information, adapt
it, and reason about its applicability. These two aspects
have not been tackled in prior work, which focused on the
representation of actions or objects, but not on additional
information that is needed for the autonomous exchange
of information. Hierarchical Task Networks (HTN [3]) and
related plan languages are similar to the action representation
used in RoboEarth, but focus on the description of the task
itself, i.e. its sub-actions, goals, and ordering constraints.
XABSL [4], mainly used in the RoboCup soccer context, de-
scribes actions in terms of hierarchical finite state machines.
AutomationML [5] is a standard for describing task infor-
mation and spatial configurations, mainly used in industrial
applications. The FIPA [6] standard primary deals with the
definition of communication standards for software agents.
Object description formats like the proprietary DXF [7]
or the open Collada [8] standard describe objects using
meshes and textures, but without further specifying semantic
properties. We are not aware of any other system that inte-
grates task descriptions with spatial information, semantic
information about object types, and meta-information about
the exchanged data.
The rest of the paper is organized as follows: We start with
an overview of the RoboEarth system and briefly introduce
an example scenario that is used over the course of the
following actions. We then describe the representations of
actions, object models, and semantic environment maps,
before we elaborate on the matching between action require-
ments and robot capabilities. Afterwards, we explain how
the robot communicates with the RoboEarth database, and
how it makes use of the downloaded information during task
execution. We finish with a description of the experiments
we performed and a discussion of the system’s capabilities.
II. THE ROBOEARTH SYSTEM
This work presented in this article is part of the RoboEarth
project [9] which targets at building a “World Wide Web
for Robots”. Like Wikipedia, RoboEarth is to provide a
platform for sharing knowledge about actions, objects, and
environments between robots. The project covers different
aspects like the generation and execution of task descriptions,
object recognition methods, learning, the realization of the
central web-based knowledge store. Parts of RoboEarth have
been released as ROS packages1. In this paper, we focus
on the methods for representing and reasoning about the
exchanged knowledge (available in the packages re comm
and re ontology).
Figure 2 illustrates how knowledge can be exchanged via
RoboEarth: On the left is the central RoboEarth knowl-
edge base, containing descriptions of actions (called “ac-
tion recipes”), objects, and environments. These pieces of
information are provided by different robots with different
sensing, acting and processing capabilities. Therefore, all
of them have different requirements on capabilities a robot
must have in order to use them, visualized by the differently
shaped jigsaw pieces. The RoboEarth language thus provides
methods for explicitly describing these required capabilities
and for matching them against capabilities available on the
robot. Each robot has a self-model consisting of a description
of its kinematic structure, including the positions of sensors
and actuators, a semantic model that describes the meaning
of the robot’s parts (e.g. that certain joints form a gripper),
and a set of software components like object recognition
systems. We use the Semantic Robot Description Language
(SRDL [10]) to describe these components and the capabili-
ties they provide, and to match them against the requirements
specified for action recipes. Section VI explains the process
1Available at http://www.ros.org/wiki/roboearth
Figure 2.10 – RoboEarth architecture
Pour repre´senter les composants des robots (hardware et composants logi-
ciels), le syste`me utilise le Semanti Robot Description Language (SRDL). Ce
langage de description est une extension du langage KnowRob [87, 86] qui est
lui meˆme de´fini p r une ontologie utilisant les concepts de base d’OpenCyc.
Sur le serve la connaissance est organise´e en trois grands concepts fon-
dame taux : les ”Acti n recipes”, les ”Object models” et les ”Environment
maps”
Une ”Action recipe” est la des ription d’une action par (voir figure 2.11) :
– la liste des sous-actions qui la compose,
– les contraintes sur leurs enchaˆınements,
– les de´pendances envers les composants ne´cessaires a` l’exe´cution de la
taˆche.
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Figure 2.11 – L’action ”ServeADrink” de´crite dans RoboEarth
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Chaque sous-action peut eˆtre elle-meˆme de´crite par une ”Action receip”.
Avant de lancer l’exe´cution d’une action, une analyse est faite aupre`s de la
base de donne´es de connaissance pour savoir si le robot a toutes les capacite´s
(ressources) requises pour la re´aliser. Ces capacite´s peuvent de´pendre des
composants disponibles du robot, ainsi que d’autres capacite´s.
Exemple de description d’action :
Class: PuttingSomethingSomewhere
SubClassOf:
Movement-TranslationEvent
TransportationEvent
subAction some PickingUpAnObject
subAction some CarryingWhileLocomoting
subAction some PuttingDownAnObject
orderingConstraints value SubEventOrdering1
orderingConstraints value SubEventOrdering2
Les ”Object model” de´crivent des classes d’objets, par exemple une ar-
moire dans une chambre d’hoˆpital. C’est une description se´mantique, qui
inclut e´galement les informations pour reconnaˆıtre l’objet (photo, sche´ma en
3D...).
Pour connaˆıtre leur environnement, les robots utilisent des cartes ”Envi-
ronment maps”. Ces cartes d’environnement peuvent eˆtre de plusieurs types
(topologique ou me´trique, 2D ou 3D, correspondant a` diffe´rents capteurs
spe´cifiques). Les cartes se´mantiques permettent de reconnaˆıtre et de posi-
tionner des instances d’objets, pour re´aliser une taˆche ou pour mettre a` jour
la connaissance commune.
Re´cemment, une mise a` jour de la plate-forme du projet a mis en ligne
”The RoboEarth Cloud Engine”, un serveur partage´, accessible a` distance,
permettant de de´porter les capacite´s de calculs d’un robot, dans un espace
de calcul distant et se´curise´.
Ces recherches sont oriente´es vers le partage de la connaissance et sur les
moyens permettant l’exploitation de cette connaissances par d’autres agents.
L’objectif final est de rendre des robots autonomes pour re´pondre a` des
requeˆtes issues d’utilisateurs, dans un environnement humain, en offrant un
certain nombre de services.
Cette approche n’est cependant pas oriente´e vers la collaboration multi-
robots, du moins pour l’instant.
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Le projet SWEET
L’environnement SWEET (”Semantic Web for Earth and Environmental
Terminology”) [57, 72] comprend lui une ontologie de´veloppe´e directement
par la NASA. Son architecture est pre´sente´e dans la figure 2.12. SWEET est
de´crit comme tre`s modulaire car il contient plus de 6000 concepts se´pare´s
en 200 ontologies distinctes, re´unies en 8 concepts de hauts niveaux. La fi-
gure 2.13 pre´sente quelques uns des sous-concepts. La partie concernant les
SIG 10 est de´crite dans les deux sous-concepts du concept ”Repre´sentation” :
”Space” et ”Time”.
Le temps y est de´crit principalement comme une e´chelle nume´rique, uti-
lisant la terminologie propre au domaine temporel. Ces marqueurs de temps
comprennent : la dure´e, la saison, la date, etc. Les relations temporelles com-
prennent : avant, apre`s, etc.
De meˆme ; l’espace est lui une e´chelle multi-dimensionnelle nume´rique
utilisant la terminologie propre au domaine de la repre´sentation spatiale.
Les e´tendues spatiales comprennent par exemple : le pays, l’Antarctique,
l’e´quateur, entre´e, etc. Les relations spatiales comprennent : au-dessus, au
Nord de, etc.
Ces syste`mes de mode´lisation ne sont pas le cœur de notre e´tude, mais ils
pourront eˆtre inte´gre´s a` notre repre´sentation de la connaissance, pour pouvoir
manipuler et repre´senter les notions d’espace et de temps qui serviront a` faire
le lien entre les services et les contraintes environnementales.
Selon les besoins, la forme la plus adapte´e sera choisie pour eˆtre ajoute´e
au mode`le.
L’environnement physique et temporel
La repre´sentation du temps et de l’espace sont un besoin fort, traite´ de
longue date, dans tous les syste`mes informatiques et en robotique e´galement.
Ces notions sont ne´cessaires pour permettre a` des agents de stocker et d’e´changer,
des informations date´es et positionne´es. Les ontologies, permettant de mettre
en place des de´finitions communes et non ambigue¨s, sont naturellement ap-
proprie´es a` ce type de mode´lisation.
En ce qui concerne la repre´sentation des e´ve´nements temporels par exemple,
les syste`mes multi-agents et/ou base´s sur la notion de services peuvent de´ja`
imple´menter des moyens de repre´sentations temporelles. Comme c’est un be-
soin ge´ne´rique, F. Pan J.R. Hobbs [63] proposent de cre´er une sous-ontologie,
la plus simple possible, inte´grant la plupart des concepts et relations tem-
porelles de base, dont meˆme la plus simple des applications aurait besoin.
10. SIG : Syste`me d’Information Ge´ographique
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Figure 2.12 – Architecture de l’ontologie ”SWEET” de la NASA
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Figure 2.13 – Sous-concepts de l’architecture de l’ontologie ”SWEET”
Le vocabulaire de cette ontologie permet de repre´senter des relations tempo-
relles, des intervalles et des e´ve´nements associe´s a` des information de dure´e,
de date et d’heure. La figure 2.14 repre´sente l’organisation hie´rarchique entre
ces concepts.
Pour les aspects ge´ographiques de l’information, de nombreux Syste`me
d’Informations Ge´ographiques (SIG) existent dans le monde. Ce sont des
moyens formalise´s d’organiser et de pre´senter des information ge´olocalise´es,
repe´re´es dans l’espace. Par exemple la fondation ”Open Source Geospa-
tial” 11 propose un standard de repre´sentation de SIG. Une imple´mentation
spe´cifique de ce standard pour les capteurs, nomme´ OpenGIS - Sensor Mo-
del Language (SensorML) [12] permet par exemple de repre´senter toute la
ge´ome´trie et les caracte´ristiques temporelles d’un re´seau de capteurs ainsi
que le traitement de leurs donne´es collecte´es. C’est un mode`le ge´ne´ral en-
code´ en XML.
2.6.2.2 Description des engins
Cette section passe en revue des cas d’utilisation des ontologies pour la
description des caracte´ristiques et des capacite´s des engins.
11. Open Source Geospatial Foundation - http ://www.opengeospatial.org
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same day, and expect the meeting to last 45 minutes.  Will 
there be an overlap?” In this use case we specify the facts 
about the telecon and the meeting using our ontology in 
OWL that will allow a temporal reasoner to determine 
whether there is a conflict. We have been in contact with 
several sites about linking our ontology with their temporal 
reasoners. 
Topological Temporal Relations 
The most basic temporal concepts in the sub-ontology are 
Instant, Interval, Instant Event, and Interval Event. Instants 
are, intuitively, point-like in that they have no interior 
points, and intervals are, intuitively, things with extent. 
Instant events are events that are instantaneous, such as the 
occurrence of a car accident or the arrival of a package, 
and interval events are events that span some time interval, 
for example, a meeting from 2pm to 3pm. 
 Besides these four basic temporal concepts, there are 
five other more general temporal concepts/classes: 
Temporal Thing, Temporal Entity, Instant Thing, Interval 
Thing, and Event.  The subclass hierarchy of these 
temporal concepts/classes is shown in the Figure 1.  For 
example, Instant Thing has two subclasses: Instant and 
Instant Event.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure1: Subclass hierarchy of temporal concepts 
 
Their axiom definitions are straightforward. For example, 
the axiom to define that Temporal Entity has only two 
subclasses, Instant and Interval, are: 
 
TemporalEntity(T) <--> Instant(T) v Interval(T)5 
 
The above axioms can be expressed in OWL as: 
 
  <owl:Class rdf:ID="Instant">  
    <rdfs:subClassOf rdf:resource="#TemporalEntity"/> 
  </owl:Class> 
 
  <owl:Class rdf:ID="Interval">  
    <rdfs:subClassOf rdf:resource="#TemporalEntity"/> 
                                                 
5 A note on notation: conjunction (&) takes precedence 
over implication (-->) and equivalence (<-->).  Formulas 
are assumed to be universally quantified on the variables 
appearing in the antecedent of the highest-level 
implication. 
  </owl:Class> 
 
  <owl:Class rdf:ID="TemporalEntity"> 
    <owl:unionOf rdf:parseType="Collection"> 
      <owl:Class rdf:about="#Instant" /> 
      <owl:Class rdf:about="#Interval" /> 
    </owl:unionOf> 
  </owl:Class> 
 
Other temporal concepts and their relationships can be 
defined similarly.  
    begins and ends are relations between instant things 
and temporal things, and the beginnings and ends of 
temporal entities, if they exist, are unique. In some 
approach to infinite intervals, a positively infinite interval 
has no end, and a negatively infinite interval has no 
beginning.  Hence, we use the relations begins and ends in 
the ontology, rather than defining functions beginning-of 
and end-of, since the functions would not be total. The 
axioms that characterize begins, for example, are: 
 
begins(t,T)-->InstantThing(t) & TemporalThing(T) 
 
TemporalEntity(T) & begins(t1,T) & begins(t2,T)  
--> t1=t2 
 
These properties can be expressed in OWL as: 
 
  <owl:ObjectProperty rdf:ID="begins"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty" /> 
    <rdfs:domain rdf:resource="#TemporalThing" /> 
    <rdfs:range  rdf:resource="#InstantThing" /> 
  </owl:ObjectProperty> 
 
inside is a relation between an instant thing and an 
interval thing, and it is not intended to include beginnings 
and ends of intervals.  
    We can define a proper-interval as one whose beginning 
and end are not identical: 
 
(  T)[ProperInterval(T)  
     <--> Interval(T)  
          & (  t1,t2)[begins(t1,T) & ends(t2,T) 
                       --> t1 =/= t2]] 
 
A half-infinite or infinite interval, by this definition, is 
proper. The ontology is silent about whether there are any 
intervals that are not proper intervals. 
    There is a before relation on temporal things, which 
gives directionality to time.  If a temporal thing T1 is 
before another temporal thing T2, then the end of T1 is 
before the beginning of T2. Thus, before can be 
considered to be basic to instant things and derived for 
interval things: 
 
 (  T1,T2)[before(T1,T2)  
    <--> (  t1,t2)[ends(t1,T1) & begins(t2,T2) 
                      & before(t1,t2)]] 
 
The before relation is anti-reflexive, anti-symmetric and 
transitive. 
Interval Relations. The relations between intervals 
defined in Allen's temporal interval calculus (Allen 1984) 
Instant Interval Instant Event Interval Event 
Instant Thing Interval Thing 
Event Temporal Entity 
Temporal Thing 
Figure 2.14 – Organisation hie´rarchique des sous-classes des concepts tem-
porels de l’ontologie de F. Pan J.R. Hobbs [63]
Le projet SensorML
Dans SensorML, comme pre´sente´ sur la figure 2.15, la vue d’un syste`me
de de´tection est base´e sur la notion de Processus, qui est la superclasse de
quatre grandes cate´gories : Syste`me, Composant, Chaˆıne de transformation
et analyse et Mode`le de transformation et analyse. Pour la partie physique,
le ”Syste`me” repre´sente le niveau compose´ des appareils (qu’il est possible de
comparer a` la repre´sentation d’un engin) et le ”Composant” celui atomique
(qu’il est possible de comparer aux constituants physiques d’un engin). La
”Chaˆıne de transfor ation et d’analyse” repre´sente le niveau compose´ des
processus logiciels et le ”Mod`l de transformation et d’analyse” repre´sente
le niveau atomique du syste`me. SensorML fournit un framework dans lequel
les caracte´ristiques ge´ome´triques, dynamiques, et d’observation des capteurs
et syste`mes de capteurs peuvent eˆtre de´finies, comme pourraient l’eˆtre celles
d’un engin ou de l’une de ses capacite´s.
Le projet A3ME
L’article ”Agent-based Middleware approach for Mixed Mode Environ-
ments” (A3ME) [39] de´crit des appareils mobiles he´te´roge`nes avec une onto-
logie, pour permettre une communication et une interope´rabilite´ entre eux,
ceci inde´pendamment de la plate-forme mate´rielle, de l’OS ou du syste`me de
communication. Les capacite´s des appareils y sont pre´sente´es comme des ser-
vices. L’ontologie permet de garantir une repre´sentation et une classification
communes, malgre´ le grand nombre de capacite´s pouvant exister.
Voici la mode´lisation utilise´e par les auteurs pour de´crire les agents :
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Figure 2.15 – Vue de SensorML de syste`mes de capteurs
Type d’appareil : tag, te´le´commande, te´le´phone mobile, station de travail,
ve´hicule, serveur, ensemble de pe´riphe´riques, autre ;
Type de capacite´ : capteur, actionneur, IHM, e´nergie, communication, CPU,
stockage, protocole, communication linguistique, autre ;
Type de service : de´marrer, arreˆter, invoquer, invoquer pe´riodiquement,
fonction, autre ;
Type de capteur : commutateur, tempe´rature, lumie`re, humidite´, acce´le´ration,
tension, chimique, positionnement, ultrasons, vision, autre ;
Type d’actionneur : lumie`re, commutateur, mouvement, manipulateur, ou-
til, autre ;
Type d’IHM : entre´e, sortie, entre´e/sortie, autre ;
Type d’e´nergie : non limite´e, batterie, renouvelable, passive, autre ;
Les auteurs expliquent rajouter syste´matiquement le concept ”autre”
dans chaque cate´gorie pour permettre une extension possible de l’ontologie
dans le futur.
C’est un travail inte´ressant qui peut eˆtre une source d’inspiration pour
la partie description des agents. Mais il se concentre sur la description des
capacite´s des appareils mobiles et ne traite pas de l’utilisation de services de
plus haut niveau ne´cessaires a` des robots autonomes.
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Le projet SWAMO
Le projet de la NASA SWAMO (pour ”Sensors Web for Autonomous Mis-
sion Operation”) [99, 93] de´crit lui les concepts et les relations d’un re´seau
de capteurs, ainsi que la repre´sentation physique des capteurs et de leurs
donne´es, en utilisant des standards de repre´sentation comme le formalisme
SensorML [12], ou bien - SWEET [57, 72], pre´sente´ plus haut dans ce cha-
pitre. Mais elle ne de´crit pas comment l’information et la connaissance sont
utilise´es.
Ce projet et ses ontologies permettent e´galement de de´finir un standard
de repre´sentation et d’e´change de l’information entre les agents. Cela permet
donc aux de´veloppeurs de syste`mes utilisant ce formalisme d’imple´menter et
de garantir leur interope´rabilite´.
Une missions civiles de recherche et de sauvetage
Des travaux similaires, de´crits dans l’article ”Test Methods and Know-
ledge Representation for Urban Search and Rescue Robots” [76] ont e´te´
re´alise´s sur la repre´sentation des capacite´s d’engins mobiles, dans le contexte
de missions de recherches et secours. Les concepts de´finis se rapprochent de
nos centres d’inte´reˆts en ce qui concerne la description des services offerts
par des engins. Ils sont pre´sente´s dans la figure 2.16, mais ils n’ont pas e´te´
comple`tement imple´mente´s.
Comme pour l’article sur l’architecture ”A3ME” l’e´tude est oriente´e vers
la repre´sentation des capacite´s uniquement et ne traite pas d’autonomie dans
les interactions ni de la repre´sentation de services de haut niveau.
Figure 2.16 – Repre´sentation sche´matique des services dans l’ontologie de
Schlenoff et al. [76]
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2.6.2.3 Gestion des ope´rations
Cette section passe en revue des cas d’utilisation des ontologies pour la
mode´lisation et la gestion des missions.
Proteus
Le projet Proteus [53, 50] a pour but de faciliter le transfert de connais-
sances entre les diffe´rentes communaute´s de robotique de France. Pour cela il
utilise les ontologies pour de´finir de manie`re non-ambigue¨ des sce´narios (ou
”challenges” a` relever) et les outils associe´s permettant de les imple´menter
en simulation ou sur de vrais robots.
La figure 2.17, repre´sente l’utilisation de l’ontologie dans la spe´cification
des sce´narios Proteus. L’ontologie sert ici aux mode´lisateurs a` formaliser un
environnement, puis un sce´nario.
Figure 2.17 – Utilisation de l’ontologie dans Proteus
Ce projet n’est pas oriente´ vers la notion de service et l’e´change de la
connaissance entre robots. Il a pour but de de´crire un environnement et un
sce´nario a` un moment donne´, de manie`re formelle, pour que tous les utili-
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sateurs soient d’accord sur cette description, ceci graˆce a` une ontologie qui
spe´cifie les concepts et leurs relations permettant de de´finir un proble`me.
L’ontologie est ensuite traduite en mode`le UML pour permettre la ge´ne´ration
de code automatique, qui sera utilise´ pour de la simulation ou des applica-
tions re´elles.
Le Battle Management Language
Le ”BML Base Service” (BBS) de´finit des e´le´ments d’un Battle Modeling
Language (BML) comme ”Qui”, ”Quoi”, ”Quand”, ”Ou`” et ”Pourquoi” (ap-
pele´e la re`gle des 5 W en anglais), ainsi que les informations requises pour
la synchronisation et pour la coordination [71]. Ce langage permet d’expri-
mer de manie`re non-ambigue¨ les plans, les ordres, les requeˆtes et rapports
dans le cadre de missions militaires. Pour cela il de´finit une grammaire for-
malise´e (syntaxe, se´mantique et vocabulaire). L’objectif final de ce langage
est de spe´cifier une ontologie de gestion de conflits pour aller vers une in-
terope´rabilite´ conceptuelle de tous les acteurs [10].
Figure 2.18 – Sous-ensemble ”Joint Common Data Base ” (JCDB), mon-
trant les ”5 W” (en franc¸ais : ”Qui”, ”Quoi”, ”Quand”, ”Ou`” et ”Pourquoi”)
du BML
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Dans un premier temps, les efforts de standardisation du BML ont consiste´
a` de´finir les expressions de bases des mission (plans, ordres, requeˆtes, rap-
ports). Une phase de conceptualisation s’est ensuite inte´resse´e a` formaliser
une grammaire comple`te (syntaxe, se´mantique et vocabulaire) permettant
d’utiliser les expressions de bases d’une manie`re non ambigue¨, documente´e
et parsable par des machines. La troisie`me et dernie`re phase a consiste´ a`
formaliser la se´mantique pour ame´liorer l’interoperabilite´, graˆce a` l’e´criture
d’une ontologie.
MECA Space
Le projet MECA Space[22] vise quant a` lui a` ame´liorer la re´silience des
e´quipes hommes/robots d’exploration plane´taire, en utilisant les capacite´s
cognitives des astronautes pour aider leurs partenaires robotise´s. Les onto-
logies y fournissent le vocabulaire commun a` utiliser dans la spe´cification
des actions (par exemple ”Bip”, ”Move”), de leurs proprie´te´s et des types
d’acteurs (”Robot” par exemple). Les auteurs ont inte´gre´ aux ontologies la
notion d’e´quipe, d’acteur et des multiples actions qui composent un plan.
Pour spe´cifier les de´finitions des actions qui sont de´pendantes du contexte,
car pre´sentant des niveaux d’abstraction et d’interpre´tation diffe´rents, ils ont
introduit la relation ”counts-as”.
Par exemple, il est possible d’e´crire que X (i.e. le plan) ”counts-as” Y (i.e.
l’objectif du plan) dans le contexte C (i.e. les conditions dans lesquelles s’ap-
plique le plan), mais cet objectif pourra eˆtre diffe´rent dans un autre contexte.
L’ontologie KOPER
Pour le PEA Action (ONERA-LAAS), Thibaut Gateau a de´veloppe´ une
architecture distribue´e pour ge´rer la supervision d’une plate-forme multi-
engins [33], notamment base´e sur une planification HTN (Hierarchical Task
Network [26]). Pour ses besoins de mode´lisation il a utilise´ une ontologie,
nomme´e KOPER (”KnOwledge base for Planning, Execution and Repair”)
qui de´crit l’environnement des engins ainsi que leurs capacite´s et leurs va-
riables internes, comme repre´sente´ sur la figure 2.19. L’imple´mentation a
ensuite e´te´ re´alise´e en XML.
L’ontologie KOPER a e´galement pour objectif de faire le lien entre le
syste`me de supervision multi-ve´hicules, la plate-forme robotique et la pla-
nification. D’une part, une partie des donne´es contenues dans l’ontologie,
repre´sentant la connaissance ne´cessaire a` la planification, peuvent eˆtre tra-
duites en langage PDDL, directement interpre´table par le planificateur. D’autre
part le superviseur d’un engin exploite l’ontologie pour savoir comment ap-
peler un service (quel protocole de communication utiliser, quel ordre en-
voyer...). Pour les de´veloppeurs et les utilisateurs, cela permet de de´finir
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Figure 2.19 – Repre´sentation simplifie´e de l’ontologie KOPER [33]. Sche´ma
librement adapte´ du visualiseur de Prote´ge´, Ontograf.
et d’utiliser un formalisme pour la repre´sentation des connaissances sur le
syste`me, son e´tat et son environnement.
2.7 Synthe`se de l’e´tat de l’art
Cette e´tude de la litte´rature existante permet d’avoir une vision plus
pre´cise des de´finitions qui sont importantes pour cette the`se, notamment
en ce qui concerne ce qu’est un agent et ce qui caracte´rise son autonomie.
Le second aspect important de cet e´tat de l’art concerne l’e´tude de l’in-
terope´rabilite´ entre les agents. Il a e´te´ pre´sente´ que celle-ci est indispensable
a` toute coope´ration et qu’elle ne´cessite que les agents partagent une connais-
sance commune, ce qui est possible graˆce a` la de´finition et a` l’utilisation d’une
ontologie commune par exemple.
L’environnement des syste`mes multi-agents est tre`s vaste et certains de ses
aspects, concernant les agents purement logiciels, ne partagent pas les meˆmes
proble´matiques que les syste`mes d’agents robotiques sur lesquels portent ce
travail. A l’avenir, il est donc admis que le terme ”engins” qualifiera les agents
robotiques d’exploration, afin d’e´viter toute confusion.
Suite a` ce travail pre´liminaire, l’e´tape suivante se focalisera sur la mode´lisation
de cette connaissance commune et sur son imple´mentation, ainsi que sur
la gestion des interactions qui vont permettre a` cette connaissance d’eˆtre
e´change´e et utilise´e par les engins.
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Chapitre 3
Mode´lisation du syste`me
multi-engins
3.1 Objectifs
L’objectif global de l’e´tude est de permettre des interactions autonomes de
haut niveau entre les engins robotiques d’un syste`me d’exploration plane´taire.
Dans ce chapitre, les the`mes suivant seront aborde´s :
– La notion de service : le but sera de de´terminer comment faire pour
de´crire l’utilite´ (ce qu’il peut re´aliser ou apporter) d’un engin pour
d’autres engins. Que peut-il faire, exe´cuter ou produire et dans quelles
conditions ?
– Les solutions techniques ne´cessaires a` la mise en place et a` l’exploitation
de ces services a` bord des engins (quels sont les modules a` de´velopper,
les interactions et les protocoles a` mettre en place...) ? Cela permettra
d’imple´menter un manuel d’utilisation des engins robotiques a` destina-
tion d’autres engins.
– L’utilisation des ontologies comme mode`le de repre´sentation de la connais-
sance pour supporter une me´thode de de´veloppement et d’utilisation
des modules embarque´s de gestion de la connaissance, ainsi que pour
soutenir l’interope´rabilite´ des engins en ope´ration (mise en place d’un
vocabulaire commun aux engins).
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3.2 Hypothe`ses sur les engins et le syste`me
multi-engins
3.2.1 Un syste`me dynamique et ouvert
Le syste`me multi-engins d’exploration plane´taire peut eˆtre mode´lise´ comme
un re´seau ou` les nœuds sont des engins.
Ces engins pourront eˆtre mobiles ou immobiles, circuler sur le sol, dans
les airs, dans l’eau ou sur l’eau. Ils pre´senteront de nombreuses capacite´s
d’action et de calcul, avec des niveaux d’autonomie diffe´rents. Le controˆle
par des ope´rateurs sera de´porte´ mais limite´ (station en orbite, base installe´e
a` la surface de la Lune, controˆle depuis la Terre...). Ces moyens de controˆle
seront e´galement conside´re´s comme des nœuds du re´seau a` part entie`re, ayant
des services particuliers.
Concernant l’utilisation du syste`me dans le temps, il est possible de faire
le constat que les engins ont une dure´e de vie limite´e et qu’ils sont envoye´s
en se´quence sur site. Le syste`me sera donc conside´re´ comme ouvert car des
engins pourront y eˆtre inclus (par exemple dans le cas d’une mission sur plu-
sieurs anne´es ou` les engins arrivent en se´quence 1) ou en partir (pour effectuer
une autre mission ou suite a` une panne). Les capacite´s de chaque engin seront
e´galement variables dans le temps, en fonction de l’environnement, des res-
sources embarque´es, de son e´tat interne, de la puissance e´lectrique disponible
...
Dans le cas des missions d’exploration plane´taire, ou` les ope´rateurs des
missions sont peu nombreux et partenaires, il est conside´re´ que tous les engins
sont potentiellement coope´ratifs et bienveillants.
3.2.2 Le besoin d’autonomie
Tout syste`me pour lequel une supervision humaine directe et permanente
n’est pas possible, a besoin d’autonomie.
D’un point de vue organisationnel des missions, on supposera que le
controˆle au sol peut communiquer directement avec chaque engin (ceci pour
garantir un controˆle individuel en cas de besoin). L’objectif du point de vue
gestion de mission est que des commandes de haut niveau soient transmises
depuis le sol a` certains engins seulement. Par exemple, pour lancer une mis-
sion d’exploration multi-engins le controˆle enverra un ordre de haut niveau
1. Comme par exemple dans la mission Exo-Mars ou` deux engins arriveront sur Mars
a` deux ans d’intervalle
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a` l’engin qui prendra le roˆle de coordinateur de la mission. Celui-ci pourra
cre´er virtuellement une e´quipe d’engins en invoquant les services ne´cessaires
de ses coe´quipiers.
On supposera que les engins pourront avoir des niveaux d’autonomie
diffe´rents (ils pourront meˆme eˆtre uniquement re´actifs comme des balises
par exemple). L’objectif est d’augmenter l’autonomie globale au niveau du
syste`me multi-engin, en exploitant au mieux les possibilite´s de chaque com-
posante du syste`me. Pour cela, il faut donc que les engins embarquent un
module gestion et un e´quipement de communication qui leur permette de
s’e´changer leur connaissance sur leurs capacite´s et de mettre a` jour cette
connaissance au fur et a` mesure qu’elle e´volue.
Ce module sera inte´gre´ a` l’architecture logicielle locale, durant la concep-
tion de l’engin et sera ensuite en charge des interactions locales.
3.2.3 La mode´lisation d’un engin
La description d’un engin sera de´compose´e en trois sous parties :
- La partie pre´sentation publique
Publique, elle est partage´e automatiquement dans les messages de pre´sentation
de nouveaux engins qui se rencontrent. Elle comprend l’identifiant unique de
l’engin, le type de l’engin (rover, UAV, ballon dirigeable, robot marcheur,
orbiteur...), la position de l’engin, la liste de ses certificats d’authentification
(qui peuvent eˆtre requis pour l’utilisation de certains services) et la liste des
services qu’il peut fournir.
- La partie Description Physique de l’engin
Elle est partage´e a` la demande d’un autre engin uniquement. Elle contient
la description de l’encombrement de l’engin (poids, hauteur, longueur, lar-
geur) et la liste de ses composants mate´riels (bras me´canique, roue, e´quipement
scientifique, capteur, cartes de controˆle, antenne...) avec e´ventuellement leur
description cine´matique.
- La partie Informations Prive´es
La partie prive´e de la description de l’engin est un mode`le de l’e´tat courant
de l’engin (e´quipement, fonction, e´tat, mode, liste objectif mission individuel
ou partage´ ...). Ces connaissances sont issues de l’architecture locale.
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3.3 La notion de Service
3.3.1 De´finition
Dans le langage courant nous dirions :
”- Est ce que tu pourrais me rendre un service ? Je ne sais pas comment
aller a` l’ae´roport, peux-tu m’y de´poser, j’ai juste une valise ?”
Demander un service signifie que nous avons besoin d’aide ou d’assistance
pour satisfaire un besoin sans connaˆıtre ne´cessairement le moyen d’y parve-
nir. Que ce soit par manque de ressource ou de connaissance sur la manie`re
d’y parvenir, nous nous tourons alors vers d’autres acteurs, dans le voisinage,
pour nous aider a` atteindre l’objectif.
Dans ce cas pre´sent nous nous positionnons en demandeur (ou ”utili-
sateur”) de service et nous recherchons une personne capable de rendre le
service correspondant (autrement dit un ”fournisseur” de service).
Nous pouvons formuler cette demande de service de la manie`re suivante :
- Objectif : Aller a` l’ae´roport
- Contraintes : Y aller tout de suite et emporter une valise.
A partir de cette demande, soit quelqu’un peut directement nous per-
mettre d’atteindre notre objectif : ”- Oui bien suˆr, je t’y ame`ne.”, soit il peut
nous aider a` le faire, en nous indiquant un autre fournisseur de service : ”-
Non je ne peux pas, mais demande a` Paul, il y va. Tu peux le rejoindre a`
son bureau” ou bien ”- Non je ne peux pas, mais il y a une navette qui passe
dans 10 min.”.
Dans cet exemple, l’objectif peut eˆtre atteint et les conditions sont res-
pecte´es.
Il est inte´ressant de noter qu’a` aucun moment on n’a besoin de demander :
”- Comment est ce que tu peux m’amener a` l’ae´roport ?”.
Notre ami peut avoir une voiture rouge, verte ou un camion, peu importe.
Meˆme le fait d’y aller en bus ou avec Paul ne pre´sente pas vraiment de
diffe´rence tant que les contraintes sont respecte´es : eˆtre a` l’heure et emporter
une valise.
Par contre il est tout le temps ne´cessaire de pre´ciser les contraintes d’uti-
lisation du service propose´ ”Je t’y ame`ne”, ”Paul est dans son bureau”, ”la
navette passe dans 10 min”, etc.
En de´finitive, exe´cuter un service, c’est le fait de re´aliser un objectif
pre´de´fini, en respectant certaines contraintes. Peu importe la manie`re dont
cela est fait, il n’est pas ne´cessaire d’avoir connaissance du mode d’exe´cution.
Pour de´finir un service, il faut de´crire l’objectif que l’on peut atteindre par
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l’exe´cution de ce service, les conditions d’application, les contraintes d’utili-
sation. Il faut re´pondre aux questions : Qui, Quoi, Quand, Ou` (voire Pour-
quoi) ? de manie`re similaire a` ce qui a e´te´ pre´sente´ concernant la re`gle des
5W du ”Battle Management Language” (cf. 2.6).
Pour la robotique, un service peut e´galement eˆtre vu comme une repre´sentation
se´mantique d’un objet utile a` la planification. Et S. Ambroszkiewicz , voir
section 2.5.4, de´finit les services par la description de l’e´tat initial du monde,
l’e´tat souhaite´ du monde, le type de l’action qui agira sur le monde et le
pe´rime`tre accessible de cette action.
Un service est donc une unite´ de travail re´alise´e par un fournisseur de
service pour re´pondre au besoin final d’un utilisateur de service [38]. Pour
re´sumer, Randall Perrey [68] pre´cise qu’un service doit avant tout pouvoir
eˆtre de´crit, a` travers un contrat qui de´crit le ”Quoi” de ce qui est re´alise´ et
imple´mente´, mais surtout pas le ”Comment” cela est re´alise´.
3.3.2 Pourquoi utiliser la notion de service ?
Les ”Service Oriented Architectures” (SOA), de´taille´es dans la partie 2.5,
sont principalement repre´sente´es par les Web-Services, les Cyber Physical
Agents et les syste`mes multi-robots. Ces architectures sont segmente´es en
modules ou engins inde´pendants, base´s autour des services qu’ils offrent. Ce
type de syste`me pre´sente les avantages suivants [64] :
L’interope´rabilite´.
Du moment qu’un engin respecte le protocole d’utilisation d’un service,
il sera en mesure d’interagir avec le syste`me.
La re´utilisation du code.
Un service fonctionnel dans un syste`me peut eˆtre plus rapidement
adapte´ a` un autre.
L’e´volution et la maintenance du syste`me.
Le code permettant la re´alisation d’un service peut eˆtre modifie´ sans
remettre en cause ni perturber l’ensemble du syste`me.
En robotique l’utilite´ des services va plus loin car les robots peuvent
directement eˆtre de´finis par les services qu’il fournissent et par le mode d’in-
terface avec les autres engins [14]. Les services et leurs modes d’utilisation
permettent de de´crire totalement l’utilisation d’un robot. Ils peuvent donc
eˆtre conside´re´s comme un ve´ritable mode d’emploi.
Mais Yi Wei pre´cise que la capacite´ pour une machine de donner un sens
a` ce qu’un service peut re´aliser ou fournir, a` partir de sa description, reste
encore une question ouverte pour les scientifiques [98].
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3.3.3 Spe´cificite´s de la notion de service dans le cadre
applicatif
3.3.3.1 Hypothe`ses supple´mentaires
Dans le cas de missions d’exploration spatiale re´alise´es par de multiples
engins he´te´roge`nes, ceux-ci arrivent sur site de manie`re successive, sur de
longues pe´riodes, et ils ont de longues dure´es de vie.
Tous les engins n’ont pas e´te´ conc¸us en meˆme temps, pour une meˆme
mission. Mais l’objectif est de pouvoir les faire collaborer le jour ou` ils se
retrouveront ensemble sur un meˆme site d’exploration.
Pour permettre cela, une solution est que les engins imple´mentent tous
un module d’interaction locale, base´ sur un meˆme mode`le de connaissance
s’appuyant sur la notion de service, qui leur permettra d’interagir.
Cette connaissance sera mise a` jour au fil du temps, lors de l’e´volution
de l’e´tat et des capacite´s des engins, lors de changements de situation de
l’environnement ou bien lors d’e´ve´nements particuliers comme l’arrive´e ou
le de´part d’un engin, l’envoi d’ordres de missions de haut niveau par le sol,
etc. Le controˆle au sol pourra e´galement directement mettre a` jour cette
connaissance si besoin.
3.3.3.2 Diffe´rences entre Service et Capacite´
Dans notre cas un service est avant tout une taˆche de haut niveau que
peut exe´cuter un engin pour un autre engin. Cette notion est diffe´rente de
celle d’une capacite´ qui repre´sente une compe´tence de plus bas niveau. Cette
compe´tence peut eˆtre ne´cessaire a` la re´alisation d’un service, mais le de´tail
de son utilisation ne concerne que l’engin qui exe´cute le service. Par exemple
le service ”CatchObject” utiliserait, entre autres, la capacite´ ”MoveHandler”
d’un engin.
Dans ce cas une action ”GoTo” peut repre´senter une capacite´ ne´cessaire
a` la re´alisation d’un service tel que ”ExploreZone”. Mais elle peut e´galement
eˆtre conside´re´e comme un service, par exemple dans le cas ou` elle permet-
trait a` un engin captif de positionner l’hoˆte qui le transporte dans le but de
de´marrer sa mission, ou bien si la nouvelle localisation d’un engin permettait
de le mettre en bonne position pour pouvoir servir de relais de communication
a` un autre engin.
Cette notion de service est donc fortement lie´e a` l’utilisation qui peut en
eˆtre faite par d’autres engins. Si la taˆche re´alise´e peut eˆtre utile a` un engin,
elle est a` conside´rer comme un service.
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Les services sont conside´re´s comme des ressources. L’exe´cution d’un ser-
vice entraˆıne l’exe´cution d’une taˆche donne´e ou d’une se´quence de taˆches par
l’engin ou les engins fournisseurs.
3.3.3.3 L’utilisation des services
Dans les sce´narios e´tudie´s, les services seront exploite´s par les diffe´rents
engins pour mener a` bien leurs missions en re´alisant les objectifs de haut
niveau qui ont e´te´ envoye´s par les ope´rateurs au sol.
Ils pourront eˆtre utilise´s pour re´aliser une taˆche unique et pre´cise, per-
mettant a` un engin de poursuivre sa mission, de de´bloquer une situation. Ou
bien servir a` mettre en place un travail coordonne´, ou` plusieurs services de
diffe´rents engins seront combine´s et utilise´s simultane´ment ou dans un ordre
de´termine´ pour mener a` bien une mission complexe, irre´alisable par un engin
unique.
Il faudra donc spe´cifier un protocole d’utilisation des services qui de´finira
une phase de ne´gociation (initialisation, mise en service), une phase d’ex-
ploitation et une phase fin d’utilisation. Ce protocole devra e´galement tenir
compte des contraintes sur la disponibilite´ des services. Il faudra pouvoir
prendre en compte le fait qu’un service n’est disponible que sous certaines
conditions, ou a` un certain moment, et e´galement inte´grer le fait que plu-
sieurs engins puissent demander le service a` un meˆme moment. Il faudra alors
fournir des moyens de re´servation ou de gestion des conflits et des priorite´s.
3.3.3.4 Typologie des services
Selon S. Ambroszkiewicz [3] les robots des syste`mes multi-robots peuvent
fournir 3 diffe´rents types de services :
- Les services physiques, qui modifient physiquement l’environnement.
- Les services cognitifs, qui permettent de reconnaˆıtre, d’analyser ou
d’e´valuer une situation (e.g. de´tecter la position d’un objet, reconnaissance
d’un objet d’apre`s une description se´mantique...).
- Les services logiciels de traitement de donne´es.
Dans notre contexte les services logiciels et cognitifs ne repre´sentent pas
de diffe´rence significative, on n’ introduira donc pas de distinction. Seuls,
les services physiques, qui agissent sur l’environnement, seront diffe´rencie´s
des services logiciels qui re´alisent des fonctions de calculs, du stockage ou du
transfert de donne´es, ou bien qui renvoient simplement une information.
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D’autre part, la diffe´rence sera e´galement faite entre les services dont les
re´sultats auront une influence sur la connaissance ge´ne´rale de l’environne-
ment (e.g. ”ExploreZone” ou ”LocalizeAgent” qui mettent a` jour une carte)
de ceux qui ne font que fournir des donne´es qui pourront ensuite eˆtre ex-
ploite´es par l’engin utilisateur du service (e.g. si le service ”GetAerialPic-
ture” fournit une image, libre a` l’utilisateur de la traiter, de la stocker ou de
la transmettre, sans que cela ne change force´ment la connaissance ge´ne´rale
de l’environnement).
3.3.3.5 Exemples de services embarque´s
Cette partie repre´sente une liste des services types rencontre´s dans les
sce´narios d’application des engins d’exploration plane´taire. C’est une liste
minimaliste qui a servi de base de re´flexion, mais qu’il faudra de´velopper et
pre´ciser pour des applications re´elles.
Les services du type logiciel
MoveTo Se de´placer en un point, une orientation, une orbite, une zone, une
altitude... Cas d’e´chec = Mauvaise position a` l’arrive´e.
ExploreZone Explorer un endroit donne´ de la carte. Cas d’e´chec = Zone
impossible a` atteindre.
MoveObject De´placer un objet, un autre engin, modifier la configuration
de l’environnement physique... Cas d’e´chec = Modification impossible,
modification diffe´rente de celle escompte´e.
RelayCommunication Servir de relais de communication a` un autre en-
gin. Cas d’e´chec = Message non transmis. C’est un cas particulier car
ce service peut eˆtre ge´re´ par un protocole de bas niveau du type DTN.
Les services du type physique
StoreData Stockage de donne´e par l’architecture locale. Cas d’e´chec =
Me´moire pleine, stockage impossible.
GetData Acquisition de donne´es en provenance d’un capteur (camera, sonde
de tempe´rature, traqueur d’e´toile...). Cas d’e´chec = appareil de mesure
indisponible, donne´e errone´e.
Compute Calcul de´porte´, on envoie le code et les parame`tres, l’engin distant
exe´cute le programme de calcul et renvoi le re´sultat. Cas d’e´chec =
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calcul impossible, time-out (pas de re´ponse apre`s un temps donne´),
erreur de code.
Analyze Analyses de´porte´es, analyse d’image, calcul de trajectoire, de com-
mande, planification... L’engin distant fournit la fonction d’analyse. Cas
d’e´chec = Analyse impossible, time-out, erreur sur les donne´es d’entre´e.
ProvideData Transmission d’info / donne´es sur une connaissance spe´cifique,
un e´tat interne, une position courante... Cas d’e´chec = info non dispo-
nible, Autorisation ne´cessaire.
LocalizeAgent (Aide au) Positionnement d’un engin. Cas d’e´chec = Loca-
lisation impossible.
3.3.4 Re´flexions sur la mode´lisation d’un service et des
notions associe´es
Cette partie est une discussion sur comment mode´liser certaines parties
spe´cifiques des services.
3.3.4.1 Identification d’un service
Comment savoir a` qui s’adresse une demande de service, et comment
identifier un service ?
Ici un service est unique et il appartient a` l’engin qui le propose, ils est
dit : engin de´pendant.
Par exemple : les engins Rover1 et Rover2 peuvent proposer deux services
pre´sentant des descriptions totalement identiques (e.g. ”MoveTo positionX”)
cela ne veut pas dire que ces services seront ”identiques”, car ils ne concernent
pas le meˆme engin. Meˆme deux services logiciels identiques (”SaveData”) ne
vont pas monopoliser les ressources des meˆmes engins et sont donc diffe´rents.
Pour nommer les services sans ambigu¨ıte´, il pourrait donc eˆtre inte´ressant
d’utiliser la convention de nommage retenue par l’ESA qui spe´cifie l’apparte-
nance des fonctions re´alise´es par des capteurs a` travers leur nom. Par exemple
le service GoTo propose´ par le Rover1 sera appele´ ”Rover1 GoTo”. Il n’y a
alors pas de confusion possible sur qui doit exe´cuter le service. Ce type de
convention peut e´galement eˆtre retenu pour le nommage et l’identification
des variables.
Une autre manie`re d’e´tablir ces distinctions consiste a` toujours associer
un service a` un engin, tant dans les messages que dans la repre´sentation de la
connaissance. C’est la solution qui a e´te´ choisie ici. Dans tous nos messages et
description de la connaissance, un service est associe´ a` l’identificateur unique
de son fournisseur via un attribut.
67
3.3.4.2 Les entre´es d’un service
Les entre´es d’un service sont des donne´es de diffe´rents types qui servent
de parame`tre au service.
Il faut faire la diffe´rence entre une donne´e qui n’est qu’un argument d’un
service, et que le service utilise directement pour son exe´cution, quelle que
soit sa valeur, et une donne´e dont le service est de´pendant pour lancer ou non
son exe´cution, c’est alors un crite`re qui doit eˆtre valide´ pour que le service
soit possible.
Dans le premier cas il s’agira d’entre´e du service (Input) qui repre´sente des
informations comme une position a` atteindre, des donne´es a` transmettre...
Dans le second cas il s’agira d’une contrainte (Constraint), par exemple
de´finissant le fait qu’un engin doit eˆtre joignable pour exe´cuter le service, ou
bien qu’un niveau minimum d’e´nergie est requis.
Ces contraintes seront de quatre types :
”INIT” pour celles ne´cessaires a` l’initialisation du service.
”EXEC” pour celles ne´cessaires durant l’exe´cution du service.
”END” pour celles ne´cessaire a` l’arreˆt du service.
”TIMELINE” pour les contraintes de temps qui pourront eˆtre du type :
”Daily ; 11H47 :18H13”, ”Weekly ; Monday, 11H47 :18H13, Tuesday,
12h00 :13H00”, ”From :xxx” ou ”To :xxx”.
Il est complexe de repre´senter les pre´conditions des services qui de´pendent
d’une valeur donne´e d’une variable dans une ontologie (e.g. Service accessible
si ”AgentCurrentMode” = ”SurfaceOperationMode””), car la syntaxe des
ontologie ne de´passe pas le stade des associations binaires (un concept lie´ a`
un second par une relation). Ici la mode´lisation de toutes les informations
est garde´e dans l’ontologie, sans ajouter de formules logiques. Une solution
consiste a` utiliser des concepts interme´diaire dans l’ontologie, par exemple
”MustBeEqualTo” qui lierait le concept d’une variable a` une instance d’une
valeur.
Il a e´te´ choisi d’utiliser une relation ”hasConstraint” qui lie un service a` un
champ de texte dans lequel sera utilise´ un formalisme, choisi arbitrairement,
qui reprend la hie´rarchie de description de la variable concerne´e et y associe
une valeur donne´e. Par exemple il est possible d’e´crire : ”ServiceProducer.
Knowledge. Map(Service.Input : Zone). Weather = GoodWatherCondition”
pour de´finir que la variable ”Weather” de la ”Zone” donne´e en entre´e d’un
service ”exploreZone” doit eˆtre e´gale a` ”GoodWatherCondition” dans la base
de connaissance du fournisseur du service.
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3.3.4.3 Les sorties et les conse´quences d’un service
Un service doit de´crire la taˆche qu’il exe´cute pour l’utilisateur de ce ser-
vice, que ce soit une action sur l’environnement physique (e.g. ”goTo”), ou
la re´alisation d’une fonction (e.g. ”computePath”, ”relayCommunication”).
Soit l’engin utilisateur du service connaˆıt a` l’avance le service et en a la
meˆme repre´sentation que l’engin fournisseur de service, auquel cas un simple
identifiant unique suffit a` identifier et utiliser un service.
Soit l’engin utilisateur ne connaˆıt pas ce service et il doit ”comprendre” et
interpre´ter ce que ce service re´alise comme taˆche. Il faut alors que le service
de´crive le re´sultat de son action sur l’environnement ou la connaissance des
engins. Ceci peut eˆtre fait par un argument du type : ”serviceAchievement”
mais cela pose le meˆme proble`me de la connaissance commune ne´cessaire
a` la compre´hension de la taˆche effectue´e. On peut utiliser l’expression des
”sorties” du service : qu’est ce qu’il re´sultera de l’exe´cution du service ? On
ne parle alors plus de ”taˆche”, mais de description des modifications de l’e´tat
de la connaissance d’un engin entraˆıne´es par l’exe´cution d’un service. Si les
engins fournisseurs et utilisateurs du service ont la meˆme repre´sentation de
la connaissance, ils peuvent comprendre et utiliser n’importe quel service.
Mais cela signifie que la base de connaissances doit comporter, a priori, tous
les concepts permettant de de´crire les re´alisations de futurs services.
De cette manie`re, les sorties d’un service peuvent eˆtre : des donne´es a`
usage direct (image, trajectoire), des donne´es de´crivant une modification de
l’info sur l’environnement (position, type de sol, me´te´o...), un message qui
permet de mettre a` jour la connaissance ou d’eˆtre utilise´ directement (accuse´
de re´ception dans le cas d’un relais de communication, erreur, proble`me...).
Il est alors possible de mode´liser les services par des relations vers ce qu’ils
entraˆınent comme modification de la connaissance.
La difficulte´ est alors de trouver un moyen de repre´senter une modifica-
tion de l’environnement qui pourrait avoir lieu lors de l’exe´cution d’un service,
dans l’ontologie et dans l’imple´mentation du code embarque´. Par exemple le
service ’goTo positionX’, prend en entre´e une donne´e du type ”cordonne´e”
et il a, en sortie attendue, une modification de la connaissance qui devrait
donner la position de l’engin exe´cutant le service a` la coordonne´e ”positionX”.
3.3.4.4 Connaissances associe´es
Notons qu’il est e´galement ne´cessaire d’associer a` la repre´sentation et a`
l’utilisation des services les notions de connaissance suivantes :
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- Condition me´te´o.
- Contraintes temporelles de disponibilite´ d’un service.
- Type et qualite´ du terrain / de l’environnement.
- Engin courant avec sa position et ses services.
- Engins voisins, leurs positions et leurs services associe´s.
- Ordre(s) de mission.
Les services peuvent avoir des contraintes lie´es a` l’e´tat de ces connais-
sances, ou bien modifier cette connaissance lorsqu’ils sont exe´cute´s. Toutes
les informations concernant cette connaissance doivent donc avoir des des-
cripteurs associe´s, e´volutifs, de´crivant la qualite´ de l’information (fraˆıcheur,
fiabilite´ de la source d’information, pre´cision de l’information).
3.3.4.5 Compatibilite´ des repre´sentations de l’information
Les situations d’e´changes de services (apprentissage d’un nouveau service
ou bien mises a` jours de la description d’un service suite a` son e´volution)
sont regroupe´es en trois cate´gories de´crites ci-dessous. Dans celles-ci est ap-
pele´ ”engin E” l’engin qui e´met la description d’un service a` destination
d’un ”engin R” qui rec¸oit cette description et doit mettre a` jour sa base de
connaissance :
Service e´change´ et concepts associe´s connus
L’engin R connaˆıt de´ja` le concept de ce service, il doit seulement mettre
a` jour sa connaissance en inte´grant le fait que l’engin E le propose selon
les parame`tres de disponibilite´ spe´cifiques, envoye´s dans la description
du service.
Service e´change´ inconnu mais concepts associe´s connus
L’engin R ne connaˆıt pas le service, il doit cre´er un nouveau service dans
sa base de connaissance. Il est capable d’interpre´ter les de´pendances et
les actions de ce nouveau service graˆce a` la description de celui-ci qui
ne contient que des concepts qu’il connaˆıt.
Service e´change´ inconnu et concepts associe´s inconnus
L’engin R ne connaˆıt pas le service rec¸u, il doit cre´er un nouveau service
associe´ a` l’engin E, mais il ne peut pas interpre´ter les de´pendances
et/ou les actions de ce nouveau service car la description contient des
concepts qu’il ne connaˆıt pas. Par exemple un nouveau concept pourrait
eˆtre une carte repre´sentant l’environnement en 3D alors que l’engin
R n’appre´hende qu’une repre´sentation 2D de son environnement, ou
bien une mesure d’un nouveau capteur renvoyant un type de donne´e
inconnue.
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Cette situation de de´couverte de service est plus complexe et ne sera pas
traite´e. Elle ne´cessitera une mise a` jour plus profonde de la connais-
sance de l’engin E, avec suˆrement des contraintes sur ses limitations
mate´rielles (espace me´moire, puissance de calcul).
Note : Si le concept inconnu ne concerne que les de´pendances du service,
l’engin R pourra e´galement se contenter de demander a` l’engin E si
le service est disponible, quand il en aura besoin, et l’utiliser le cas
e´che´ant. Sans pouvoir planifier sur la disponibilite´ de ce service, lie´e
aux concepts qu’il ne comprend pas.
3.3.5 Description d’un service
3.3.5.1 Mode´lisation ge´ne´rale d’un service
Tous type de service est de´fini par au moins :
– L’action qu’il permet de re´aliser.
– Les conditions et contraintes lie´es a` son utilisation.
– Les protocoles d’utilisation.
Cela peut paraˆıtre simple, mais en pre´sence de robots qui peuvent agir
sur leur environnement ou en subir les conditions changeantes, il est obli-
gatoire d’associer la connaissance de cet environnement a` la description des
services, les deux notions e´tant e´troitement lie´es [3]. La repre´sentation de la
connaissance commune a` tous les engins doit englober leurs services ainsi que
l’environnement dans lequel ils e´voluent.
Aux e´le´ments pre´ce´demment liste´s, seront rajoute´s :
- Une distinction sur les conditions et contraintes : il faudra se´parer celles
lie´es a` la mise en place du service (initialisation), de celles ne´cessaires pendant
son exe´cution.
- Une pre´cision sur les contraintes du service qui sont de´pendantes de
l’environnement, dans lequel e´volue l’engin, de celles qui ne le sont pas [42].
Il est e´galement possible de parler des effets de bord et de leurs conditions
d’occurrence.
Au cours des re´flexions, d’autres e´le´ments sont e´galement apparus utiles
a` rajouter :
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– Le mode d’utilisation du service, qui peut avoir deux e´tats, actif ou
passif. Pour un service actif l’utilisateur interroge re´gulie`rement le four-
nisseur de service pour avoir un retour sur l’exe´cution. Pour un service
passif l’utilisateur invoque le service et attend un retour du fournisseur
quand celui-ci a termine´.
– La visibilite´ des services, qui de´finit la notion de service prive´ ou public,
ainsi que le partage de services restreints a` certains utilisateurs. Un
service peut donc eˆtre : visible pour les voisins directs uniquement,
transmis indirectement de voisin a` voisin jusqu’a` un certain niveau, ou
bien visible et transmis a` tous les engins du re´seau.
– La diffe´renciation des parties de la description du service qui sont des-
tine´es a` un usage interne de celles qui devront eˆtre transmises aux
autres engins.
– La diffe´renciation des parties d’un service selon qu’elles sont ne´cessaires
aux phases d’initialisation, d’exploitation ou de fin du service.
Au final, un service est donc de´crit en utilisant les champs suivants :
Nom et identifiant du service et du fournisseur
Re´alisation du service
Effets de Bords
↪→ Taˆches inconditionnelles
↪→ Taˆches conditionnelles (avec leurs conditions associe´es)
Contraintes
↪→ Contraintes d’initialisation
↪→ Contraintes d’exploitation
↪→ Contraintes de fin de service
Utilisation du service (lie´e a` l’e´tat du service (Init, exec, end...))
↪→ Fournitures en entre´es
↪→ Fournitures en sortie
E´tat courant du service (disponibilite´ et mode de fonctionnement)
Visibilite´ du service
Les diffe´rentes valeurs de ces champs couple´es a` l’e´tat interne d’un engin
et a` l’e´tat de son environnement permettront de de´terminer la disponibilite´
d’un service a` un instant donne´.
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3.3.5.2 De´composition du service en 3 parties
Pour minimiser les e´changes d’information, la repre´sentation des services
a e´te´ structure´e en trois parties : la de´finition publique du service, le mode
d’emploi utilisateur et la partie re´serve´e au fournisseur du service :
1 - La de´finition du service est l’information ne´cessaire a` un engin
robotique pour de´cider si le service peut lui eˆtre utile. Cette partie contient :
– L’identification du service et de son fournisseur comme par exemple
”MonitoringZoneBlimp” pour un service a` bord d’un dirigeable don-
nant des images de la zone qu’il survole.
– Le type du service : physique (utilise des actionneurs, avec un effet
physique sur l’environnement) ou logiciel (informatique, stockage de
donne´es, relais de communication).
– La re´alisation du service, qui de´crit ce que le service est suppose´ faire,
et le type de retour qui sera obtenu a` l’exe´cution, comme par exemple :
donner pe´riodiquement des images d’une partie de son environnement.
– Le mode du service, actif ou passif, qui de´finit le type des interactions
qui sont mises en œuvre entre le producteur et le consommateur.
– La visibilite´ des services.
2 - Le mode d’emploi utilisateur du service, qui doit re´pondre a` des
questions comme la fac¸on d’invoquer et d’utiliser le service, du point de vue
du consommateur. Cela inclut :
– L’initialisation et les contraintes d’exe´cution (les conditions requises
pour invoquer et exe´cuter le service : les conditions environnementales,
les de´lais, l’e´tat de l’engin...).
– Les flux de donne´es lie´s aux entre´es du service (Description des donne´es
consomme´es par le service, qui peuvent eˆtre des messages ou des argu-
ments) et aux sorties (Description des donne´es fournies par le service).
– Les effets secondaires de la prestation qui de´crivent ce qui peut e´ventuellement
se produire et dans quelles conditions.
– Les cas de de´faillances, c’est a` dire une liste et une description des
e´ventuelles de´faillances de ce service. Par exemple une de´faillance de la
fonction MonitoringZone peut eˆtre UnreachableZone.
3 - La partie re´serve´e au fournisseur du service qui doit offrir des in-
formations sur la fac¸on d’exe´cuter le service, du point de vue du fournisseur.
Le terme ge´ne´rique de ressource repre´sente tout ce qui est ne´cessaire pour
exe´cuter le service (mate´riel, puissance, fonction, son e´tat, le mode, etc.).
Cette partie comprend, entre autres, l’e´tat de service (disponible, indispo-
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nible, init, exec, termine´ ...) et les fonctions de l’engin qui sont requises pour
exe´cuter le service.
3.4 De´finition d’une ontologie ge´ne´rique pour
l’exploration spatiale
Il a e´te´ choisi d’utiliser les ontologies, pre´sente´es dans le chapitre 2, pour
mode´liser le domaine de l’exploration spatiale, a` savoir les engins et leur
environnement.
La mode´lisation de l’ontologie de´veloppe´e ici a commence´ en e´tudiant
les ontologies existantes, pre´sente´es dans la partie 2.6. Pour la description
des engins le projet A3ME a e´te´ une source d’inspiration particulie`rement
inte´ressante. Pour la partie description des services c’est l’ontologie de´crite
dans l’article ”Test Methods and Knowledge Representation for Urban Search
and Rescue Robots” qui a servi de point de de´part, bien que limite´e a` des
concepts de bas niveaux. Quand a` l’utilisation de l’ontologie au sein de la
mission, c’est le projet Proteus, qui a e´te´ pris en exemple.
L’ontologie de´veloppe´e ici a ensuite e´te´ adapte´e aux besoins et spe´cificite´s
de l’e´tude. La notion de service a notamment e´te´ travaille´e pour de´crire leur
re´alisation, le moyen de les utiliser et leurs contraintes.
D’une manie`re ge´ne´rale, elle a e´te´ conc¸ue pour pouvoir repre´senter des
engins d’exploration plane´taire de diffe´rents types comme des rovers, des orbi-
teurs ou des engins volants ainsi que l’environnement dans lequel ils e´voluent.
3.4.1 Les concepts, leur taxonomie et les relations entre
les concepts
L’ontologie dont des extraits sont pre´sente´s sur les figures 3.1 et 3.2, pro-
pose une description des engins : leur structure, leurs capacite´s, les contraintes
lie´es a` ces capacite´s. Elle utilise une organisation hie´rarchique entre les concepts
(e.g. Descriptors → ServiceDescriptors → ServiceState).
L’ontologie de´finit e´galement des relations binaires entre ces concepts.
Comme la relation hasDependency qui lie un Service a` un AgentMode, pour
spe´cifier que le service en question de´pend du mode courant de l’agent, par
exemple le service exploreZone d’un rover ne sera disponible que quand celui-
ci sera en mode surface et pas en mode cruise.
Ou bien la relation hasAuthorization qui relie un Agent a` des certificats
d’autorisation particulier, ne´cessaires pour demander l’exe´cution de certains
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Figure 3.1 – Vue d’ensemble de l’ontologie
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Figure 3.2 – Sous-partie ”Descriptors” de l’ontologie
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services, re´serve´s a` une agence spatiale donne´e, ou limite´s en nombres d’uti-
lisations et donc sujet a` autorisations particulie`res du controˆle sol.
De la meˆme manie`re des relations sont de´finies entre les concepts des
Services, comme hasServiceID qui indique un identifiant de service ou has-
ServiceInput qui lie un service a` un type de donne´es ne´cessaire a` l’exe´cution
du service.
La figure 3.3 montre un sche´ma repre´sentant ces relations. Dans l’ontolo-
gie il est e´galement possible et utile de de´finir des regroupements de relations
du meˆme type comme par exemple AgentProperties ou ServiceProperties.
Figure 3.3 – Repre´sentation sche´matique des relations reliant des instances
de concepts dans notre ontologie
Au total, l’ontologie de´veloppe´e regroupe 34 concepts et 27 relations.
3.4.2 Les entre´es d’un service
Il est complexe de repre´senter les pre´conditions des services qui de´pendent
d’une valeur donne´e d’une variable dans une ontologie (e.g. Service accessible
si AgentCurrentMode = SurfaceOperationMode), car les relations dans les
ontologies sont limite´es a` des associations binaires (un concept lie´ a` un second
par une relation). L’adjonction de formules logiques entre les concepts, n’a pas
e´te´ retenue, pour permettre l’imple´mentation simple et directe des relations
a` bord des engins. Une solution classique consiste a` utiliser des concepts
interme´diaires dans l’ontologie, par exemple MustBeEqualTo qui lierait le
concept d’une variable a` une instance d’une valeur.
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Pour e´tendre cette repre´sentation et avoir une solution plus souple, per-
mettant de pointer vers une variable donne´e d’un engin, il a e´te´ choisi d’uti-
liser une relation hasConstraint. Celle-ci lie un concept a` un champ de texte
dans lequel un formalisme reprend la hie´rarchie de description de la variable
concerne´e, pour y associer une valeur donne´e.
Par exemple il est possible d’e´crire que le service exploreZone hasCons-
traint : ServiceProducer. Knowledge. Map(Service.Input : Zone). Weather
= GoodWeatherCondition pour de´finir que la variable Weather de la Zone
donne´e en entre´e d’un service exploreZone doit eˆtre e´gale a` GoodWatherCon-
dition dans la base de connaissance du fournisseur du service.
3.4.3 Les sorties et des conse´quences d’un service
Dans l’ontologie, suite aux contraintes de mode´lisation e´voque´es dans
le paragraphe pre´ce´dent, une solution possible est d’utiliser une troisie`me
relation, interpre´te´e comme ”conditionnelle a` l’exe´cution du service”, qui lie
les variables d’entre´e et de sortie.
Cette relation, repre´sentant les post-conditions, conditionnelles a` l’exe´cution
d’un service, serait alors mode´lise´e graˆce a` un concept interme´diaire : Know-
ledgeModification (qu’il est possible de spe´cialiser en PositionModification,
MessageModification... ) qui lierait entre elles les valeurs d’entre´es (pouvant
provenir d’une variable e´galement) qui seront affecte´es aux variables de sortie
modifie´es par l’exe´cution du service. Ce concept serait relie´ au service en tant
que sortie.
De la meˆme manie`re que pour repre´senter les entre´es d’un service, une
autre solution, retenue ici, consiste a` de´crire le serviceAchievement par une
relation syntaxique et logique vers la variable de l’environnement qui doit
eˆtre modifie´e. Par exemple, le service localizeAgent qui a pour but de lo-
caliser l’engin dont l’identifiant est donne´ en entre´e du service, est de type
UPDATE KNOWLEDGE (son re´sultat va modifier la connaissance ge´ne´rale
de l’environnement) et sa description est ServiceConsumer.AgentKnownList.
getAgent(Service.Input :AgentID). Description.Presentation.Position.
Ce qui signifie que la variable de la position de l’engin dont l’identifiant
est donne´ en entre´e du service va eˆtre modifie´e.
Dans cet exemple on indique donc que c’est la position connue, enregistre´e
dans la description publique (Description.Presentation.Position) de l’engin
dont l’identifiant est donne´ en entre´e (Service.Input :AgentID) et dont la
description est stocke´e dans la liste des engins connus (AgentKnownList) de
l’engin utilisant le service (ServiceConsumer), qui va eˆtre mise a` jour.
L’autre type possible de serviceAchievement est : PROVIDE DATA, pour
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les services qui donnent des information sur l’environnement, sans le modifier.
La description de la re´alisation du service de´crit alors seulement la variable
dont la valeur sera donne´e.
Par exemple le service takePicture est du type PROVIDE DATA car il
fournit en sortie une image. Celle-ci est une donne´e, qui sera utilise´e par l’en-
gin demandeur, ou pas, sans modifier la connaissance de celui-ci directement,
ni sans modifier l’environnement.
3.4.4 Exemple de mode´lisation
Pour valider notre ontologie, des engins existants ont e´te´ mode´lise´s.
Les figures 3.4 et 3.5 repre´sentent une mode´lisation de l’instanciation
de cette ontologie pour deux engins d’exploration existants., la figure 3.6
pre´sente ce que pourrait eˆtre celle d’un engin futur.
3.5 Synthe`se de la mode´lisation du syste`me
Le syste`me multi-engins sera mode´lise´ comme un re´seau ouvert, ou` les
engins repre´senteront les nœuds.
Chaque engin embarquera un mode`le de repre´sentation de la connais-
sance. Il inclura l’environnement ainsi que les capacite´s des engins, construites
autour de la notion de service. Ces services seront de´crits par des concepts
communs, compre´hensibles par tous les engins, permettant de fournir l’e´quivalent
d’un manuel d’utilisation des engins, a` destination des engins. Mais cette
repre´sentation publique des services ne contiendra d’information concernant
la manie`re dont les services seront exe´cute´s. Il n’y aura donc pas de pre´diction
possible sur les actions pre´cises d’un engin re´alisant un service, cela limite
les types d’interactions possibles entre les engins.
La proposition est de de´crire la connaissance de l’environnement et les
capacite´s des engins, repre´sente´es sous forme de services, dans une ontologie.
Cette ontologie doit servir de formalisme et de standard de repre´sentation
pour les concepteurs des missions spatiales, afin de garantir l’interope´rabilite´
entre tous les engins utilisant ce formalisme.
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Figure 3.4 – Instanciation de Mars Reconnaissance Orbiteur dans l’ontologie
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Figure 3.5 – Instanciation de Mars Science Laboratory dans l’ontologie
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Figure 3.6 – Instanciation d’un possible futur rover dans l’ontologie
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Chapitre 4
Gestion embarque´e de la
connaissance et des interactions
4.1 Objectif
Le but de ce travail est de proposer la mise en œuvre d’un syste`me
ge´ne´rique de gestion de la connaissance et des interactions locales (appele´
”ISIS” pour In-Situ Interaction Supervisor), qui pourra eˆtre imple´mente´ dans
le logiciel embarque´ au niveau des diffe´rents engins d’exploration. Ce syste`me
aura en charge de maintenir a` jour la repre´sentation des connaissances, et
de partager cette connaissance avec les engins voisins, automatiquement, via
des communications directes et locales.
4.2 Me´thodologie de de´veloppement d’un mo-
dule ISIS
Cette section propose une me´thodologie de de´veloppement pour passer
d’une ontologie a` l’imple´mentation du module ISIS pour un engin donne´,
lors de la conception de son logiciel de bord.
L’ontologie ge´ne´rique, de´finie dans le chapitre pre´ce´dent, permet de de´finir
le domaine ge´ne´ral des missions d’exploration plane´taire.
Dans le cadre d’une mission particulie`re, les concepteurs d’un engin doivent
cre´er une instance de cette ontologie pour cet engin avant son lancement, ap-
pele´e ontologie mission.
L’utilisation de l’ontologie est consommatrice en ressource, et donc peu
adapte´e aux syste`mes embarque´s. L’ontologie ne sera donc pas directement
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imple´mente´e a` bord des engins.
La me´thodologie propose´e pour aller de l’ontologie ge´ne´rique a` l’imple´mentation
spe´cifique d’un module ISIS comprend plusieurs e´tapes : de´veloppement d’une
ontologie ge´ne´rique, adaptation de l’ontologie ge´ne´rique vers une ontologie
mission, spe´cification du module ISIS, imple´mentation du module ISIS.
4.2.1 De´veloppement d’une ontologie ge´ne´rique
Tout d’abord, une partie du travail consiste a` de´finir une ontologie mode´lisant
l’ensemble du contexte d’une mission d’exploration robotique. Cette ontologie
est centre´e autour de la notion d’engins et de services de hauts niveaux offerts
par ces engins. Cela inclut e´galement la connaissance associe´e aux notions
d’environnement physique, description des engins, description des services.
Cette ontologie doit eˆtre vue comme la composante principale du proces-
sus de standardisation et elle n’est pas restreinte a` une seule mission, mais
couvre autant que possible l’ensemble du domaine des missions d’exploration
spatiale robotiques.
4.2.2 Adaptation de l’ontologie ge´ne´rique vers une on-
tologie mission
Quand un nouvel engin est conc¸u pour une mission de´ja` en cours ou bien
a` venir, une instance spe´cifique de l’ontologie est produite pour correspondre
a` la mission donne´e et aux spe´cificite´s de cet engin et des services qu’il peut
fournir. Cette instanciation particulie`re de l’ontologie, repre´sentant un engin
donne´ dans son environnement futur, utilisera les concepts de l’ontologie
ge´ne´rique en l’e´tendant et en la raffinant si ne´cessaire pour correspondre
aux caracte´ristiques de la mission et de l’engin. A ce stade, les interfaces de
communication avec le logiciel de controˆle de l’engin devront eˆtre de´finies,
ainsi que les informations a` propos de l’imple´mentation dans l’architecture
logicielle.
4.2.3 Spe´cification du module ISIS
Cette e´tape consiste a` construire le module de gestion de la connais-
sance ISIS et la base de connaissance associe´e qui correspondent aux pos-
sibilite´s d’inte´gration sur l’engin. Cette transcription de l’ontologie mission,
doit ge´ne´rer du code de manie`re aussi automatique que possible pour e´viter
les erreurs. Typiquement une ontologie peut eˆtre exporte´e dans un format
de fichier OWL (du type XML), mais ce n’est pas une obligation d’utiliser
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ce format directement dans le module. D’autres solutions sont possibles :
l’une d’elle est d’utiliser un traducteur pour la transformer en repre´sentation
oriente´e objet, en imple´mentant les fonctions spe´cifiques associe´es pour ex-
ploiter cette repre´sentation. Une autre option consisterait a` utiliser des fra-
meworks de repre´sentation de la connaissance comme celui propose´ par le
projet ”RoboEarth”, qui permet d’encoder une ontologie en langage Prolog
pour effectuer des taˆches de raisonnement sur ce mode`le logique.
4.2.4 Imple´mentation du module ISIS
Finalement le composant ISIS, destine´ a` eˆtre inte´gre´ dans l’architecture
logicielle de l’engin, imple´mentera les fonctions standards charge´es de ge´rer
la connaissance locale, en la maintenant a` jour et en la propageant sur le
re´seau d’engins. Ce module sera connecte´ a` l’architecture spe´cifique de l’en-
gin l’embarquant en utilisant des interfaces logicielles de´die´es, permettant
ainsi de garder une conception ge´ne´rique.
Il est important de noter que cette approche permet de respecter la di-
versite´ d’origines probable des diffe´rents engins. Elle impose seulement que
la meˆme ontologie soit utilise´e comme point de de´part (comme dans tous les
standards) mais elle n’impose pas d’utiliser un moyen particulier pour cre´er
et ge´rer le logiciel embarque´. La seule contrainte est qu’il puisse s’interfacer
avec un module ISIS, qui sera conside´re´ comme une brique additionnelle de
l’architecture logicielle, en charge de ge´rer les interactions locales.
4.2.5 Proble`mes de compatibilite´ ascendente
Dans le cas de la conception d’un nouvel engin utilisant la version courante
de l’ontologie ge´ne´rique, par exemple l’engin Y, embarquant une version Vj
de la repre´sentation de la connaissance, sur la figure 4.1, se pose le proble`me
de sa compatibilite´ avec les engins pour lesquels il avait e´te´ utilise´ une version
ante´rieure de cette ontologie, par exemple l’engin X, embarquant une version
Vi de la repre´sentation de la connaissance.
Trois situations sont a` envisager :
– Si le nouvel engin embarque seulement une nouvelle instanciation de
l’ontologie ge´ne´rique, il n’y aura aucun proble`me de compatibilite´. Il
suffira de partager la nouvelle instance avec les anciens engins pour
qu’ils mettent a` jour leur connaissance.
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Figure 4.1 – Evolution de la version de la repre´sentation de la connaissance
au cours du temps
– Si le nouvel engin embarque une nouvelle version de l’ontologie, dans
laquelle il a fallu de´finir de nouveaux concepts. Il faudra veiller a` ce
que ces nouveaux concepts e´tendent seulement la version pre´ce´dente
de l’ontologie, sans modifier les relations existantes. Cela permettra
que le nouvel engin soit compatible avec les anciens et qu’ils puissent
s’e´changer des informations issues de la premie`re version de l’ontologie.
Ce sera alors a` l’engin le plus re´cent de s’adapter a` cette limitation.
– Une autre possibilite´ est que l’engin le plus ancien mette a` jour sa
version de l’ontologie, si ses ressources mate´rielles et logicielles le lui
permettent, en inte´grant les nouveaux concepts.
4.3 Inte´gration du module ISIS avec l’archi-
tecture locale de controˆle
Dans le cadre d’une architecture logicielle hie´rarchique (Controˆleur, Su-
perviseurs, Managers et Moniteur), le module ISIS fonctionne comme un
superviseur, hie´rarchiquement de´pendant du Controˆleur global avec qui il
communique par une interface de´die´e. Comme pre´sente´ sur la figure 4.2.
L’organisation interne du module ISIS repose sur deux managers :
– Le manager des communications locales, qui est connecte´ a` la charge
utile de communication et qui a en charge la re´ception et l’envoi des
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Figure 4.2 – Inte´gration du module ISIS a` une architecture existante
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messages en provenance ou a` destination, des autres engins.
– Le manager de la base de connaissance, qui utilise, questionne et main-
tient a` jour, la base de connaissance dans laquelle est imple´mente´ le
mode`le de connaissance issu de l’ontologie mission. Ce module utilise
des requeˆtes internes pour dialoguer le manager des communications
locales et l’architecture locale de controˆle.
Les requeˆtes internes destine´es a` mettre a` jour la connaissance de l’engin
proviennent de plusieurs sources :
– Les messages rec¸us, provenant d’autres engins, via le manager de com-
munication locales.
– Les interactions entre le gestionnaire de la connaissance et le controˆleur
local, pour lesquelles deux modes sont possibles :
– Les requeˆtes envoye´es par le controˆleur local suite a` une modification
de l’e´tat de l’engin ou bien a` une nouvelle perception de l’environne-
ment,
– les requeˆtes rec¸ues suite a` l’exe´cution d’une routine du module ISIS,
qui questionne pe´riodiquement le controˆleur local sur l’e´tat de l’en-
gin.
Il est tout a` fait possible que l’architecture logicielle de l’engin, si elle
est de´ja` conc¸ue de la sorte, garde une version de sa connaissance de l’envi-
ronnement physique (terrain, carte...), sous son propre formalisme, via un
de ses superviseurs ou managers. Ce qui est important c’est que celle-ci et
le module ISIS se tiennent mutuellement informe´s de toute modification de
leur connaissance.
4.4 Gestion des interactions
La figure pre´sente une vue d’ensemble des diffe´rents types d’interactions :
internes a` un engin (requeˆtes) ou bien externes (message), entre deux engins
ou entre un engin et le controˆle au sol.
4.4.1 Controˆle au sol et gestion des missions
Pour controˆler les engins, le controˆle au sol garde un lien radio direct
avec ceux-ci, qui passe non pas directement par le module ISIS, mais par les
antennes de´die´es de la charge utile des engins, en utilisant des protocoles bas
niveau du type TMTC.
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Figure 4.3 – Vue d’ensemble des diffe´rents types d’interactions : internes a`
un engin (requeˆtes) ou bien externes (message), entre deux engins ou entre
un engin et le controˆle au sol.
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Le module ISIS, en tant que gestionnaire des interactions directes et lo-
cales, est ensuite en mesure de faire transiter ces messages destine´s a` la
planification et au controˆle des missions aux autres engins si ne´cessaire.
Les proble´matiques de synchronisation des taˆches et de planification ne
sont pas du ressort du module ISIS, mais seront laisse´es a` la charge du
controˆleur local de chaque engin.
4.4.2 Les interactions internes a` l’engin
Les interactions internes concernent les communications qui ont lieu a`
l’inte´rieur de l’architecture logicielle de l’engin, principalement entre le mo-
dule ISIS et les autres modules de l’architecture (par exemple pour en-
voyer des requeˆtes lie´es a` l’utilisation d’un service (start, stop, resume...)
ou acque´rir des informations sur l’e´tat de l’engin pour mettre a` jour la
base de donne´e de la connaissance). L’architecture locale de controˆle de´pend
e´galement du module ISIS pour envoyer des requeˆtes vers d’autres engins
ou re´cupe´rer des informations enregistre´es dans la base de connaissance (par
exemple pour obtenir la liste des services disponibles offerts par les engins
voisins, pour permettre de planifier une activite´).
La figure 4.4 repre´sente tous les types d’interactions qui peuvent avoir
lieu un sein d’un engin entre l’architecture logicielle locale et le module ISIS.
Les types de requeˆtes que l’architecture locale peut envoyer au module
ISIS sont : demander l’exe´cution d’un service a` un autre engin, demander
l’e´tat d’une connaissance particulie`re, mettre a` jour ou ajouter de la connais-
sance ou bien envoyer des messages de gestion d’une mission a` un autre en-
gin. Les requeˆtes du module ISIS destine´es a` l’architecture locale, de la meˆme
manie`re, servent a` relayer des informations de mise a` jour de la connaissance,
de mission ou bien d’utilisation d’un service.
Au sein du module ISIS, nous trouvons les types de requeˆtes e´change´es
entre le manager de la base de la connaissance et celui qui ge`re les communi-
cations externes, locales, a` l’engin. Elles permettent de garder automatique-
ment a` jour la connaissance de l’environnement au sein du re´seau d’engin.
4.4.3 Les interactions externes entre engins
Les interactions externes concernent les communications directes entre les
engins robotiques ainsi que le controˆle sol. La figure 4.5 repre´sente tous les
types de messages qui peuvent eˆtre e´change´s entre les engins du re´seau.
Ils se de´composent en quatre grandes cate´gories :
– La gestion dynamique du re´seau. Comme le syste`me est ouvert, le
re´seau est dynamique et il faut inte´grer des nouveaux engins et ge´rer les
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Figure 4.4 – Interactions internes a` un engin
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Figure 4.5 – Types des messages e´change´s, lie´s aux interactions externes
entre engins
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de´parts. Ici sont regroupe´s les messages de pre´sentation et description
des engins qui arrivent ainsi que ceux informant du de´part d’un engin.
– La gestion de la connaissance qui porte sur l’e´tat des services et de la
connaissance associe´e a` chaque engin (ajouter / supprimer un service,
mettre a` jour un service, mettre a` jour la connaissance de l’environne-
ment).
– L’utilisation des services ainsi que la surveillance de leur exe´cution et
la re´ception de leurs re´sultats.
– La propagation d’objectifs mission et de messages sur le re´seau afin de
soutenir la planification et le travail collaboratif.
Les trois premie`res cate´gories concernent les interactions directes des mo-
dules ISIS entre eux. La dernie`re cate´gorie concerne les controˆleurs des archi-
tectures logicielles locales des engins, meˆme si ces messages peuvent transiter
via les modules ISIS.
Des protocoles d’e´changes sont associe´s a` ces cate´gories de messages, ils
de´crivent a` la fois la forme des messages e´change´s et les actions / re´actions
qui sont lie´es aux diffe´rents types de messages.
4.4.3.1 La gestion dynamique du re´seau
Quand deux engins sont dans la meˆme zone de communication, a` porte´e
radio l’un de l’autre, ils peuvent s’envoyer un message de pre´sentation pour
s’identifier et de´crire leur capacite´s l’un aupre`s de l’autre. Ce message peut
eˆtre initie´ par le controˆle au sol, qui demande un envoi force´ du message
d’un engin vers tous ses voisins. Mais il peut e´galement eˆtre cre´e´ et envoye´
automatiquement : si un engin rec¸oit un message d’un expe´diteur qui n’est
pas dans sa liste de voisins connus, il enverra automatiquement un message
de pre´sentation, auquel les autres engins qui le recevront re´pondront par leur
propre message de pre´sentation.
Ce type de protocole a l’inconve´nient de ge´ne´rer beaucoup de messages
et, dans un re´seau de nombreux engins, il pourrait y avoir un risque de sur-
charge des communications. Il faudrait alors mettre en place des strate´gies
de propagation de l’information pour limiter les messages.
Ces strate´gies pourraient consister en la limitation des messages a` un
certain nombre de sauts de nœuds sur le re´seau par exemple, ou en dure´e de
validite´ (on ne propage pas une information qui a plus de xx minutes).
Un autre type d’utilisation des interactions externes pourrait eˆtre la mise
en place de routines de surveillances (ou ”watchdog”). Par exemple, si un
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engins n’a pas rec¸u de messages du controˆle sol depuis X temps, il peut
de´cider de se mettre en mode survie pour attendre un retour a` la normale de
la situation.
4.4.3.2 La gestion de la connaissance
Quand les caracte´ristiques d’un service ou d’un e´le´ment de la connais-
sance e´voluent au sein d’un engin, le module ISIS ge´ne`re automatiquement
un message de mise a` jour qui est ”broadcaste´” a` tous les engins voisins,
qui modifieront alors leur propre connaissance en fonction. Un engin peut
e´galement demander a` un autre la mise a` jour d’une partie pre´cise de la
connaissance (carte, service, partie d’un service ou partie de la description
d’un engin qu’il n’avait pas encore...).
Par exemple, si un engin de´tecte une panne interne qui lui rend impossible
l’exe´cution de certains services, il va mettre a` jour sa liste de services et
ensuite notifier le module ISIS qui va propager cette information, via les
me´canismes de mise a` jour de la connaissance.
De meˆme si un engin n’est plus disponible (mission prioritaire, autorisa-
tions modifie´es ...), il va en informer ses voisins, pour que ceux-ci puissent
mettre a` jour leurs bases de connaissance en conse´quence.
De manie`re indirecte, si un engin ne re´pond plus aux messages qui lui
sont adresse´s, il sera automatiquement conside´re´ comme hors service par les
autres engins.
Bien qu’importants, les proble`mes de consistance de la connaissance et
de qualite´ de l’information ne seront pas aborde´s et devront faire l’objet
d’e´tudes spe´cifiques. Que ce soit a` cause de l’envoi par un engin d’une infor-
mation fausse (mauvaise acquisition d’un capteur, bug...) ou bien a` cause de
la perte d’un message de mise a` jour de la connaissance, un ou plusieurs en-
gins peuvent se retrouver avec une croyance de l’e´tat de leur environnement
qui est fausse.
4.4.3.3 L’utilisation des services
Quand un engin de´cide d’utiliser un service, il va devoir en informer l’en-
gin fournisseur du service. Il peut alors invoquer directement le service en
fournissant les donne´es ne´cessaires.
De son cote´ l’engin fournisseur du service va accuser re´ception de la de-
mande et valider l’exe´cution ou la re´servation du service, via son architecture
de controˆle, ou bien il va la refuser, en renvoyant un message d’incapacite´ ou
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d’indisponibilite´, s’il ne peut pas satisfaire celle-ci.
4.4.4 Controˆle et la gestion des ope´rations entre engins
En plus des messages provenant du controˆle sol, les modules ISIS per-
mettent de relayer des messages d’organisation et de gestion entre les engins,
ces messages ayant pour but l’envoi d’objectif, la coordination ou la synchro-
nisation de taˆches entre engins.
L’information de base pour le controˆle de l’exe´cution des missions est
le suivi de la bonne exe´cution des services. Les engins exe´cutant un service
s’envoient donc des messages de monitoring entre eux. Ces messages peuvent
eˆtre envoye´s pe´riodiquement tout au long de l’exe´cution ou bien uniquement
a` la fin de celle ci. Ils indiquent l’e´tat courant de l’exe´cution du service.
4.5 De´veloppement et inte´gration du module
ISIS
Le syste`me se doit d’eˆtre ge´ne´rique et modulaire pour correspondre a`
un standard multi-plate-formes compatible avec des architectures logicielles
adapte´es au domaine spatial comme Agata [2], Claraty [60], Aurora [69] ou
bien celles base´es sur le ”Functional Reference Model” de l’ESA [95].
Un certain nombre de concepts d’architectures existantes ont donc e´te´
repris.
4.5.1 L’architecture du module ISIS
Comme pre´sente´ pre´ce´demment, les composants principaux du module
ISIS sont le gestionnaire des communications et le gestionnaire de la connais-
sance. Le gestionnaire des communications s’occupe d’envoyer, de recevoir et
de traiter les messages externes entre engins. Le gestionnaire de connaissance
est lui en charge de maintenir a` jour la base de connaissance.
La figure 4.6, montre l’imple´mentation oriente´e objet qui a e´te´ choisie
pour le module ISIS. La classe ISISModule est l’objet principal. A sa cre´ation,
il instancie le manager de la base de connaissance et le manager des commu-
nications.
La re´ception d’un message externe est notifie´e aux e´quipements de com-
munication de l’engin, par l’appel d’une me´thode de´die´e. Les messages sont
mode´lise´s par des instances de l’objet Message. A l’inverse, il peut cre´er des
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messages et les envoyer sur le re´seau d’engin via une me´thode qui utilise les
e´quipements de communication.
Le manager de la connaissances instancie lui l’objet Knowledge qui imple´mente
la connaissance de l’engin. Il est initialise´ avec la description de l’engin et de
ses services, transcrit de l’ontologie mission.
Les managers communiquent via des requeˆtes, instances de l’objet Inter-
nalRequest, ils communiquent e´galement de la meˆme manie`re avec l’architec-
ture logicielle locale.
Figure 4.6 – Vue UML du module ISIS
4.5.2 Inte´gration de la connaissance dans le module
ISIS
4.5.2.1 Solution ide´ale
A terme, il serait inte´ressant d’imple´menter un traducteur automatique
de l’ontologie mission.
Une fois l’ontologie mission de´die´e a` un engin, de´finie via un e´diteur du
type ”Prote´ge´”, il est possible d’enregistrer l’instance de cette ontologie dans
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un fichier au format XML. Ce fichier pourrait ensuite eˆtre parse´ pour ge´ne´rer
automatiquement la connaissance a` embarquer dans le module ISIS.
Cette solution technique n’a pas pu eˆtre imple´mente´e par manque de
temps.
4.5.2.2 Solution adopte´e
Actuellement, sans traducteur automatique, il faut de´finir manuellement
la connaissance initiale de l’engin directement dans le code.
Une transcription de la connaissance mode´lise´e dans l’ontologie mission
est re´alise´e par le biais d’une imple´mentation en mode`le objet, dont la figure
4.7 en montre une partie sous forme de diagramme UML. Pour re´aliser cette
imple´mentation nous avons applique´ les re`gles suivantes : les concepts de
hauts niveaux, Agent et Service, ont e´te´ transforme´s en classes principales,
chacune de ces classes contenant 3 sous classes, correspondant a` chacune des
sous parties de ces composants.
Dans l’ontologie ces trois sous parties sont mode´lise´es par des regroupe-
ment de proprie´te´s :
- AgentProperties Part1 Presentation contient : hasPosition, hasService,
hasType...
- AgentProperties Part2 PhysicalDescription contient : hasHeight, has-
Lengh...
Dans la mode´lisation objet ces descripteurs sont devenus des attributs de
chacune des sous classes.
La connaissance ge´ne´rale d’un engin donne´ est mode´lise´e de la manie`re
suivante :
L’objet de re´fe´rence est la classe Knowldge, chaque engin est donc e´quipe´
un module ISIS avec un KnowledgeManager qui posse`de une instance de
l’objet Knowledge, qui contient la repre´sentation de la connaissance. L’objet
Knowledge contient la description de l’engin proprie´taire du type AgentDes-
cription, la description de l’environnement physique, ainsi qu’une liste de
description des engins voisins connus. Chacune des instances d’ AgentDes-
cription, que ce soit celle de l’engin local ou celles des voisins, contient les
trois sous classes de description d’un engin, ainsi que, pour chaque engin, de
la meˆme manie`re, la liste et la description des services qu’il propose.
L’organisation ge´ne´rale des packages du code source de´veloppe´, ainsi
qu’un exemple de l’imple´mentation de la connaissance d’un engin sont pre´sente´s
en annexe C.3.
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La carte ge´ographique et les me´ta-donne´es de l’environnement (le type de
terrain, la me´te´o, la position des engins ou de zones d’inte´reˆt...) peuvent eˆtre
repre´sente´es en utilisant des parties des standards des syste`mes d’information
ge´ographiques mondiaux (”Geographic Information Systems” - GIS), comme
ceux pre´sente´s dans le chapitre 2. Bien que ce soit complexe, il serait possible
d’inte´grer ces syste`mes SIG dans l’organisation de la connaissance actuelle.
Ils existent sous forme d’ontologies et s’inte´greraient a` la notre, au niveau de
la description de l’environnement physique. Mais leur imple´mentation sous
forme de mode`le objet n’a pas e´te´ re´alise´e.
Figure 4.7 – Repre´sentation UML d’une partie de l’imple´mentation la
connaissance d’un engin
Des me´thodes de parsing et de transcription ont e´te´ cre´e´es pour passer
automatiquement d’une instance objet a` un fichier XML et vice versa. Cette
repre´sentation garde tous les champs ne´cessaires a` la description des services.
En XML le de´coupage du service en 3 parties (pre´sentation publique, partie
re´serve´e a` l’utilisateur du service et partie re´serve´e au fournisseur du service)
n’est pas explicite. Celui-ci est recre´e´ lorsque le fichier est parse´ par le module
ISIS pour instancier les classes de´finissant la connaissance et initialiser les
valeurs des arguments.
Exemple de repre´sentation XML du service ”getMap” . On y trouve
les informations publiques (ID du provider, ID du service, type, mode, visi-
bilite´ et re´alisation), et les informations re´serve´es aux utilisateurs du service
(contraintes a` l’utilisation, donne´es en entre´e et en sortie, effets de bords, cas
d’erreurs possibles).
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<service providerId="BLIMP1" id="getMap" type="SOFTWARE"
mode="PASSIVE" visibility="NEIGHBORS_P0">
<achievement type="PROVIDE_DATA" />
<constraint type="EXEC" description="ServiceProducer.
Knowledge.Map(Service.Input:Zone).
Weather=GoodWatherCondition" />
<input type="Zone" />
<output type="Map" />
<sideEffect type="UPDATE_KNOWLEDGE"
description="ServiceProvider.Position" />
<failureCase type="BAD_WEATHER_CONDITION" />
<failureCase type="UNREACHABLE_ZONE" />
<failureCase type="STRUCTURAL_FAILURE" />
<failureCase type="SOFTWARE_FAILURE" />
</service>
Exemple de repre´sentation XML du service ”ExploreZone”. Avec
e´galement, les informations publiques (ID du provider, ID du service, type,
mode, visibilite´ et re´alisation), et les informations re´serve´es aux utilisateurs
du service (contraintes a` l’utilisation, donne´es en entre´e et en sortie, effets
de bords, cas d’erreurs possibles).
<service providerId="ROVER1_gray" id="ExploreZone" type="
PHYSICAL"
mode="PASSIVE" visibility="PUBLIC">
<achievement type="UPDATE_KNOWLEDGE" description="
ServiceConsumer.
Knowledge.Map(Service.Input:Zone)" />
<constraint type="EXEC" description="ServiceProducer.
Knowledge.
Map(Service.Input:Zone).Weather=GoodWatherCondition" />
<input type="Zone" />
<output type="Map" />
<sideEffect type="UPDATE_KNOWLEDGE"
description="ServiceProvider.Position" />
<failureCase type="BAD_WEATHER_CONDITION" />
<failureCase type="UNREACHABLE_ZONE" />
<failureCase type="STRUCTURAL_FAILURE" />
<failureCase type="SOFTWARE_FAILURE" />
</service>
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4.5.3 Imple´mentation des interactions internes
Les interactions internes sont les e´changes de requeˆtes entre les com-
posants logiciels d’un meˆme engin : entre le module ISIS et l’architecture
logicielle locale de controˆle par exemple, ou entre deux parties d’un module
ISIS.
4.5.3.1 Repre´sentation
Les interactions internes sont effectue´es par l’interme´diaire de requeˆtes
et de re´ponses imple´mente´es sous forme de messages XML. Comme pre´sente´
dans les exemples ci-dessous, ces requeˆtes contiennent les champs suivants :
– un identifiant unique reprenant l’identifiant de l’engin suivi d’un nume´ro
de requeˆte, par exemple ROVER1 :26, permet de distinguer les requeˆtes
entre elles, notamment pour les phases de de´veloppement et de de´buggage.
– l’identifiant du module qui a envoye´ la requeˆte : communicationMana-
ger, knowledgeManager ou localControler,
– le type de la requeˆte qui peut eˆtre :
– isAgentAlreadyKnown, pour savoir si un engin fait partie de la liste
des voisins connus.
– getAgentPresentation, pour obtenir la partie pre´sentation publique
d’un engin.
– addService, pour ajouter un service a` la liste des services de l’engin
proprie´taire.
– removeService, pour enlever un service.
– updateService, pour mettre a` jour un service.
– agentPresentation, pour de´crire un engin.
– addAgent, pour ajouter un engin.
– removeAgent, pour enlever un engin.
– updateAgent, pour mettre a` jour un engin.
– invokeService, pour utiliser un service.
– serviceMonitoring, pour suivre l’exe´cution d’un service.
– requestServiceConsumerPart, pour demander la partie utilisateur de
la description d’un service.
– requestAgentPhysicalDescriptionPart, pour demander la partie des-
cription physique d’un engin.
– les informations de date et heure de l’e´mission de la requeˆte,
– un champ de donne´es relatives a` la requeˆte (e.g. l’identifiant d’un ser-
vice ou d’un engin)
– la version de la repre´sentation de la connaissance utilise´e
– et, de manie`re facultative, un corps contenant un e´le´ment supple´mentaire
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qui peut eˆtre la description de la connaissance d’une partie d’un engin
ou d’un service, selon le type de requeˆte.
Exemple d’une requeˆte interne ”simple”, sans corps, envoye´e par le
gestionnaire des communications de l’engin ”ROVER1”, a` destination du
gestionnaire de la connaissance, afin de savoir si l’engin ”ROVER2” est de´ja`
connu ou non. :
<?xml version="1.0" encoding="UTF-8"?>
<internalRequest id="ROVER1:26" sender="communicationManager"
type="isAgentAlreadyKnown"
date="05/06/13.10:08:36"
knowledgeVersion="1.0"
requestData="ROVER2" />
Exemple d’une requeˆte interne, avec un corps de´crivant la partie pu-
blique d’un service nomme´ ”TakePicture”. Cette requeˆte est envoye´e par le
gestionnaire des communication, au gestionnaire de la connaissance, pour
qu’il ajoute ce service a` la base de connaissance :
<?xml version="1.0" encoding="UTF-8"?>
<internalRequest id="ROVER1:105" sender="communicationManager"
type="addService" date="05/06/13.10:08:29" knowledgeVersion="
1.0">
<service providerId="ROVER2" id="TakePicture"
type="PHYSICAL" mode="PASSIVE" visibility="PUBLIC">
<input type="zone" />
<output type="Picture" />
</service>
</internalRequest>
4.5.3.2 Protocoles d’utilisation
Trois diffe´rents destinataires et e´metteurs des requeˆtes internes existent,
qui re´agissent chacun de manie`re asynchrone en fonction des types des requeˆtes
rec¸ues :
– Le manager de la connaissance maintient a` jour le contenu de la base de
connaissance, a` partir des requeˆtes en provenance manager des commu-
nications ou bien de l’architecture de controˆle qui l’informe de modifica-
tions d’e´tat mate´riel, logiciel ou de changement dans l’environnement.
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L’architecture locale peut questionner le manager de connaissance pour
obtenir des informations sur son environnement ou sur l’e´tat des engins
voisins et de leurs services disponibles.
– Le manager des communications intervient lorsque :
– l’architecture de controˆle veut envoyer un message a` un autre engin,
elle envoie une requeˆte de transmission au manager de la communi-
cation.
– le manager de la connaissance met a` jour une information, il com-
munique cette modification au manager des communications (si elle
ne provient pas de´ja` de celui-ci), pour qu’il la propage au sein du
re´seau.
– L’architecture logicielle locale de controˆle peut recevoir des requeˆtes
pour exe´cuter des services, communiquer des messages ou bien eˆtre
questionne´e sur l’e´tat du monde et de l’engin.
Par exemple dans un fonctionnement nominal, comme le pre´sente le dia-
gramme de se´quence de la figure 4.8, quand une modification de l’environ-
nement ou de l’e´tat de l’engin est de´tecte´e, l’architecture de controˆle envoie
une requeˆte de mise a` jour au gestionnaire de connaissance, qui met a` jour
la repre´sentation de la connaissance, puis envoie une requeˆte au gestionnaire
de communication pour qu’il propage cette mise a` jour aux autres engins.
Les autres protocoles de gestion des interactions internes sont disponibles
en annexe C.1 de ce document.
4.5.4 Imple´mentation des interactions externes
Les interactions externes sont les messages e´change´s entre les diffe´rents
engins, via leurs module ISIS respectifs.
4.5.4.1 Repre´sentation
Le formalisme de message ACL ( Agent Communication Language, voir
section 2.2.5) est a` la base de notre imple´mentation et les interactions ex-
ternes sont code´es au format XML.
La balise message contient les champs descriptif suivants :
– un identifiant unique reprenant l’identifiant de l’engin e´metteur suivi
d’un nombre, par exemple ROVER1 :26,
– le type du message peut eˆtre, en reprenant les types des requeˆtes d’in-
teractions internes possibles, :
– presentation, pour obtenir la partie pre´sentation publique d’un engin.
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Figure 4.8 – Diagramme de se´quence pre´sentant les interactions internes re-
latives a` la de´tection d’une modification de l’environnement par l’architecture
de controˆle d’un engin.
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– addService, pour ajouter un service a` la liste des services de l’engin
proprie´taire.
– removeService, pour enlever un service.
– updateService, pour mettre a` jour un service.
– agentPresentation, pour de´crire un engin.
– addAgent, pour ajouter un engin.
– removeAgent, pour enlever un engin.
– updateAgent, pour mettre a` jour un engin.
– invokeService, pour utiliser un service.
– serviceMonitoring, pour suivre l’exe´cution d’un service.
– requestServiceConsumerPart, pour demander la partie utilisateur de
la description d’un service.
– requestAgentPhysicalDescriptionPart, pour demander la partie des-
cription physique d’un engin.
– les informations de date et heure de l’e´mission du message,
– la version de la repre´sentation de la connaissance utilise´e
Un messages est compose´ de deux parties :
– Un enteˆte (header), dans lequel se trouvent les identifiants de l’expe´diteur
du message et du destinataire. Comme tous les messages sont broad-
caste´s a` tous les voisins possibles, en utilisant un protocole et une
fre´quence de communication unique, il n’est pas ne´cessaire de pre´ciser
de port de communication ou d’adresse spe´cifique. Mais chaque engin
qui rec¸oit un message doit eˆtre capable de de´terminer s’il lui est destine´
ou pas.
– Un corps (body), dans lequel se trouvent les informations utiles, de
repre´sentation d’une partie de la connaissance, qui de´pendent du type
du message.
Exemple de message externe, ou le ROVER1 se pre´sente a` d’autres en-
gins. Il envoie sa description publique (ID, type, position, certificat d’auto-
risation) ainsi que la pre´sentation publique du service ”ExploreZone” qu’il
fournit (ID, type, mode, visibilite´, et re´alisation) :
<?xml version="1.0" encoding="UTF-8"?>
<message id="ROVER1:362" type="presentation" date="
05/06/13.10:07:58"
knowledgeVersion="1.0">
<header>
104
<sender id="ROVER1_gray" />
<receiver id="all" />
</header>
<body>
<agent id="ROVER1" type="ROVER" position="
5.0;139.94;0.0" >
<authorization id="ESAAUT" />
<service providerId="ROVER1" id="ExploreZone"
type="PHYSICAL" mode="PASSIVE" visibility="
PUBLIC">
<achievement type="UPDATE_KNOWLEDGE"
description="ServiceConsumer.Knowledge.
Map(Service.Input:Zone)" />
</service>
</agent>
</body>
</message>
4.5.4.2 Protocoles d’utilisation
Les messages externes sont e´mis et rec¸us par les gestionnaires de commu-
nications de chaque module ISIS. Ceux-ci sont traite´s en fonction de leurs
types et transforme´s en requeˆtes internes qui sont adresse´es soit au gestion-
naire de la connaissance, soit au controˆleur de l’architecture logicielle locale.
Par exemple, comme repre´sente´ sur le diagramme de se´quence de la figure
4.9, quand un gestionnaire de communication rec¸oit un message d’un engin
qui n’est pas inscrit dans la base de connaissance, il envoie automatiquement
un message de pre´sentation a` celui-ci. Qui re´pondra lui meˆme par un mes-
sage de pre´sentation. Le gestionnaire de communication transmettra alors
une requeˆte de mise a` jour de la connaissance au gestionnaire de connais-
sance. Ce me´canisme est appele´ protocole de pre´sentation automatique.
S’il rec¸oit un message de planification ou de demande d’exe´cution de ser-
vice, il transmettra directement une requeˆte correspondante a` l’architecture
de controˆle.
Les autres protocoles de gestion des messages externes sont disponibles
en annexe de ce document.
Via l’utilisation de ces messages externes, un risque existe d’enregistrer
une information fausse dans la connaissance, a` cause de l’alte´ration partielle
d’un message. Cela pourrait eˆtre dangereux pour une mission, mais pour-
rait eˆtre e´vite´ relativement simplement en inte´grant un calcul de somme de
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Figure 4.9 – Diagramme de se´quence pre´sentant les interactions externes
relatives a` la re´ception d’un message par un module ISIS d’un engin.
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controˆle (l’empreinte du message, ou ”checksum” en anglais). Ce type de
correction est en ge´ne´ral imple´mente´e a` un plus bas niveau dans les syste`mes
qui ge`rent les communications.
4.6 Synthe`se de la gestion de la connaissance
L’objectif de ce chapitre e´tait de de´finir et de mode´liser le module ISIS en
charge de la gestion de la connaissance et des interactions au sein de chaque
engin du re´seau d’exploration.
Pour cela il a e´te´ propose´ une me´thodologie de cre´ation et de gestion
de la connaissance des engins, comportant 4 e´tapes : le de´veloppement de
l’ontologie ge´ne´rique, l’adaptation spe´cifique de l’ontologie, la transcription
de l’ontologie et l’imple´mentation du module ISIS dans une architecture lo-
gicielle classique.
Un ensemble de messages et de protocoles associe´s a` la gestion de ces
interactions a e´te´ propose´e, que ce soit celles internes a` l’engin, ou bien celles
externes entre les diffe´rents engins.
Une manie`re d’encoder les requeˆtes internes, et les messages externes a
e´galement e´te´ propose´. Un travail a e´te´ re´alise´ pour permettre l’e´change de
la repre´sentation des services entre les diffe´rents engins par le biais de ces
requeˆtes et messages.
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Chapitre 5
De´veloppement d’un
environnement de simulation
5.1 Objectifs
Afin de valider la repre´sentation du syste`me sous forme de re´seau ainsi
que la pre´sence d’un module ISIS sur chaque engin implique´, un simulateur
de´die´ est ne´cessaire.
Ce simulateur doit permettre de repre´senter un syste`me d’exploration
multi-engins, ainsi que les communications (et leur limitations) entre ces
engins, afin d’e´tudier le comportement du syste`me dans diffe´rentes situations.
Ces simulations serviront a` ve´rifier que les trois points suivants permettent
bien d’obtenir le comportement souhaite´ du syste`me :
– la repre´sentation de la connaissance choisie,
– le mode de gestion de cette connaissance avec ses fonctions associe´es,
– les diffe´rents types d’interactions entre les engins, base´es sur la notion
de service.
L’accent sera mis sur les fonctions embarque´es au niveau de la gestion de
la connaissance. Les moyens de de´placements des engins ainsi que la mise en
œuvre re´elle des diffe´rents services ne seront pas de´taille´s.
Ce travail comprend plusieurs e´tapes dont les principales sont :
– Mode´lisation de l’architecture interne d’un engin, qui inclut un module
ISIS.
– La simulation de l’environnement dans lequel e´voluent les engins, avec
principalement la prise en compte de contraintes de communications.
– Le monitoring et la gestion de la simulation.
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5.2 L’environnement de simulation
5.2.1 Organisation ge´ne´rale de l’architecture du simu-
lateur
L’architecture globale du simulateur est modulaire, comme pre´sente´ sur
la figure 5.1, avec une repre´sentation de chaque engin et un simulateur de
communication. Les engins seront simplement mode´lise´s par une architecture
locale de controˆle et une instance d’un module ISIS. Ils seront tous connecte´s
directement au simulateur de communication qui s’occupera de ge´rer la dis-
tribution ou la non distribution de chaque message e´mis par un engin en
fonction de la position et des caracte´ristiques de chacun.
Dans un souci de compatibilite´ et de standardisation, l’imple´mentation
du simulateur repose sur ROS 1. Les modules ISIS seront inclus dans des
nœuds ROS, et la connexion avec le simulateur de communication se fait via
des Topics 2. Chaque engin aura deux Topics (e´mission/re´ception) de´die´s au
controˆle et au monitoring de la simulation des communications et deux topics
par e´quipement de communication simule´ qu’il embarque, comme de´taille´ sur
la figure 5.2.
5.2.2 Architecture de´taille´e et imple´mentation du si-
mulateur
Dans notre simulateur, l’architecture logicielle de l’engin est code´e en
Java. Comme repre´sente´ sur la figure 5.3 deux objets principaux la com-
posent :
– l’architecture logicielle locale qui simule le fonctionnement de l’engin,
ses prises de de´cision et l’exe´cution de ses services ;
– le module ISIS qui contient les sous-parties de gestion de la connais-
sance et des interactions, comme pre´sente´ dans le chapitre ”Mode´lisation
du syste`me multi-engins”.
La partie simulateur de communications entre engins d’exploration a e´te´
de´veloppe´ a` l’ONERA, lors d’un stage par Se´bastien Carrie`re. Elle utilise le
moteur graphique et les outils de calcul de visibilite´ entre engins du logiciel
1. Robot Operating System (ROS) - Middleware robotique qui est pre´sente´ en B de ce
document.
2. Topic - Moyen de´charger des messages avec l’architecture ROS.
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Figure 5.1 – Organisation ge´ne´rale de l’architecture de simulation, chaque
engin est connecte´ uniquement au simulateur de communication, qui ge`re la
redistribution des messages
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Figure 5.2 – Organisation de l’architecture de simulation, utilisant des
Nœuds et Topics ROS pour les interfaces entre les engins et le simulateur
de communications
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Figure 5.3 – Organisation logicielle d’un engin au sein de l’environnement
de simulation
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STK 3.
Il permet :
– de visualiser les engins qui peuvent eˆtre re´partis a` la surface et en orbite
de diffe´rentes plane`tes,
– de simuler le comportement des communications radio entre eux.
Il est possible de simuler diffe´rents e´quipements de communication, uti-
lise´s par le module ISIS (antenne UHF, bande X...), avec diffe´rentes ca-
racte´ristiques (porte´es des communications, e´mission directionnelle ou omni-
directionnelle, probabilite´ d’alte´ration des messages).
Ces e´quipements sont mode´lise´s dans le simulateur par un nœud ROS In-
terface, qui utilise des ”Topics” Equipement (envoi / re´ception de messages)
et Monitoring (gestion des parame`tres de simulation) pour dialoguer avec le
simulateur de communications, voir figure 5.2.
Le syste`me de simulation des communications utilise un fichier de configu-
ration ou` doivent eˆtre de´finies les caracte´ristiques de chacun de ces e´quipements.
Leurs variables sont :
– L’identifiant de l’antenne (utilise´ par les engins pour ajouter l’e´quipement
de communication souhaite´).
– Le type de l’antenne : directionnelle (communication avec un seul engin
a` la fois et longue porte´e) ou omnidirectionnelle.
– La prise en compte ou non du retard lie´ a` la vitesse de propagation des
ondes.
– La prise en charge ou non d’une porte´e limite des communications
(diffe´rente pour les communications sol / sol sur une meˆme plane`te et
pour les communication sol / orbite ou sol / sol d’une plane`te a` une
autre).
– Le taux d’alte´ration des donne´es d’un message.
– Le taux de perte de donne´es d’un message.
– Le taux de perte de messages complets.
– La prise en compte de la bande passante a e´te´ envisage´e mais n’a pas
e´te´ imple´mente´e pour l’instant.
Bien que ces e´quipements comprennent en re´alite´ a` la fois des antennes et
des syste`mes e´lectroniques de traitement de signal, ils sont nomme´s antennes
dans notre simulateur. Chaque engin peut ensuite embarquer un ou plusieurs
e´quipements de ce type.
3. Logiciel de simulation des communication et de visualisation graphique des engins,
de´taille´ en annexes B de ce document.
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Typiquement, chaque engin embarque une antenne longue porte´e pour les
communication avec le sol et une antenne courte porte´e de communications
locales.
5.3 La supervision de la simulation
5.3.1 Description d’un sce´nario
Dans nos simulations, l’objectif n’est pas de travailler sur la prise de
de´cision ou l’exe´cution des services, mais de se focaliser sur l’e´tude des inter-
actions lie´es a` des situations donne´es. Pour cre´er et rejouer ces interactions,
il faut de´finir des sce´narios de mission impliquant plusieurs engins.
Un sce´nario est de´crit par un fichier en langage XML de´crivant les actions
des engins de manie`re se´quentielle. Un sce´nario est interpre´te´ par chacun des
engins implique´s.
Pour simplifier la gestion du temps et le se´quencement des actions re´alise´es
par les engins, l’hypothe`se d’une horloge commune a e´te´ retenue. La gestion
du temps est discre`te et les proble`mes de synchronisation d’horloges ne sont
pas pris en compte. Chaque action, dans le sce´nario, est caracte´rise´e par le
moment auquel elle doit eˆtre exe´cute´e et a` l’engin qui doit l’exe´cuter.
Par exemple, l’envoi d’un message de pre´sentation, par l’engin ROVER1,
au temps 8 secondes, est mode´lise´ par :
<time t="8">
<action agentID="ROVER1" type="
sendXMLPresentationMessage">
</action>
</time>
De la meˆme manie`re pour que l’engin ROVER1, demande l’exe´cution du
service ”goTo” a` l’engin SCOOT1, au temps 26, il est spe´cifie´ :
<time t="26" >
<action agentID="ROVER1" type="sendInternalRequest">
<internalRequest sender="LocalControler"
receiver="CommunicationManager"
type="invokeService" displayAnswer="true">
<service providerId="SCOOT1" id="goto">
<input type="position" value="
12;13;4" />
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</service>
</internalRequest>
</action>
</time>
Les actions qu’il est possible de re´aliser depuis un script de sce´nario sont
les suivantes :
– Ajouter / enlever un e´quipement de communication a` un engin.
– Afficher un message de suivi de l’exe´cution des actions.
– Envoyer une requeˆte interne au module ISIS de l’engin.
– Faire sortir un engin de la simulation, pour simuler son de´part ou son
arreˆt.
5.3.2 Controˆle des engins
Le comportement des engins en re´action a` diffe´rentes situations est simule´
de manie`re simplifie´e.
Il y a deux moyens possibles pour controˆler les actions et re´actions des
engins lors de la simulation. Les de´cisions et actions d’un engin peuvent eˆtre
de´crites dans un sce´nario ou bien imple´mente´es directement dans une routine
de simulation des de´cisions au niveau de l’architecture locale de controˆle. Pour
une meˆme simulation, on peut utiliser les deux simultane´ment.
La premie`re possibilite´ est de de´crire les actions des engins par le biais du
script de sce´nario. A son initialisation l’instance de l’architecture logicielle
locale des engins parse le script a` la recherche d’actions qui lui sont assigne´es,
puis elle les enregistre pour les exe´cuter au temps souhaite´.
La seconde possibilite´ est d’e´crire une routine de controˆle au niveau de
chaque architecture logicielle locale pour de´finir : le temps que mettra l’en-
gin a` exe´cuter le service, les messages de monitoring qu’il enverra durant
ou a` la fin de cette exe´cution, la mise a` jour de la connaissance de l’engin
(de´placement de l’engin par exemple), ainsi que le re´sultat final du service
qui peut eˆtre celui escompte´, ou pas (proble`me possible de de´placement, de
communication, de calcul ...). Cette routine repre´sente un mode`le agre´ge´ et
simplifie´ de l’architecture locale de controˆle de l’engin.
La figure 5.4 sche´matise les relations qui existent entre le module ISIS,
l’architecture locale de controˆle et le script du sce´nario, pour jouer un sce´nario
donne´.
Cette mode´lisation est volontairement simplifie´e par rapport a` une imple´mentation
comple`te et re´aliste d’une architecture de controˆle.
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Figure 5.4 – Relations existantes entre le module ISIS, l’architecture locale
de controˆle et le script du sce´nario, pour le jeu d’un sce´nario.
5.4 Exe´cution d’une simulation
Chaque engin simule´ est de´fini par deux classes, l’une repre´sentant son
module ISIS, incluse dans un nœud ROS et l’autre repre´sentant son archi-
tecture locale, comme pre´sente´ en annexe C.3.
Le diagramme de se´quence de la figure 5.5 repre´sente la phase d’initia-
lisation de la simulation et un exemple de phase de simulation proprement
dite.
5.4.1 Phase d’initialisation
Le simulateur de communication est lance´ sur une machine de´die´e, celui-
ci attend alors que des engins se connectent. Le ”ROSMaster” est lui aussi
lance´, il est en charge des messages et des modules ROS.
Puis une interface ROS est cre´e´e pour chaque engin graˆce a` une me´thode
de´die´e. Chacune de ces interfaces se connecte au serveur du simulateur des
communications et cre´e deux topics d’administration, un pour recevoir et
l’autre pour envoyer des informations sur la simulation des communications.
Pour de´marrer effectivement la simulation, chaque classes du module ISIS,
de chaque engin est appele´e par un lanceur de´die´ de ROS (”RosRun”).
Lors de leur de´marrage, les modules ISIS chargent l’e´tat de leur connais-
sance initiale, via une routine d’initialisation. Puis ils invoquent une ins-
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Figure 5.5 – Diagramme de se´quence repre´sentant les diffe´rentes e´tapes,
du lancement a` l’exploitation, d’une simulation. Les actions souligne´es
repre´sentent les messages de monitoring de la simulation.
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tance de simulation de l’architecture locale de l’engin sur lequel ils sont
imple´mente´s, avec laquelle ils pourront communiquer graˆce aux requeˆtes in-
ternes. Cette architecture locale parse le script de sce´nario pour connaˆıtre les
actions qu’elle aura a re´aliser.
Les engins peuvent alors se connecter aux topics d’administration qui
leurs sont de´die´s (chaque topic a` un ID unique, en fonction de l’ID de l’engin
correspondant).
A leur connexion, les engins envoient un message d’identification qui
spe´cifie le type de l’engin (orbiteur, ve´hicule ou station), la plane`te ou` il
sera cre´e´ et sa position initiale (latitude et longitude ou bien e´le´ments orbi-
taux).
Parmi les premie`res actions d’un sce´nario, il est ensuite possible d’ajouter
a` chaque engin des e´quipements de communication appele´s ”antennes”. Ces
”antennes” simulent les caracte´ristiques d’e´mission et de re´ception (de´bit,
porte´e, retard, alte´ration...) d’un e´quipement donne´.
Chaque antenne ajoute´e entraˆıne la cre´ation de deux topics, par l’interface
ROS du simulateur de communications. Un pour e´mettre des messages l’autre
pour recevoir des messages, selon cet e´quipement et ses caracte´ristiques.
La simulation est alors fonctionnelle et les modules ISIS des engins peuvent
utiliser les topics simulant les e´quipements de communication pour envoyer
et recevoir des messages.
5.4.2 Phase d’exe´cution
Durant la simulation, les engins peuvent dynamiquement interagir avec
le simulateur.
Le format ge´ne´ral des requeˆtes adresse´es au simulateur est le suivant :
[Type de message] + [Parame`tres/Contenu].
Les diffe´rentes actions possibles sont :
– Connexion d’un nouvel engin. En pre´cisant son type, sa plane`te et sa
position initiale.
– Mise a` jour de la position d’un engin.
– De´claration de l’utilisation d’un nouvel e´quipement de communication.
– Envoi d’un message.
– De´part d’un engin de la simulation.
En fonctionnement nominal, les engins envoient leurs nouvelles positions,
via le topic ROS d’administration du simulateur, de`s que celle-ci change,
a` une fre´quence maximum 1Hz. Ensuite les modules ISIS utilisent les to-
pics ROS associe´s a` des e´quipements de communication (”antennes”) pour
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envoyer des messages.
Le simulateur utilise les positions des engins et les parame`tres des an-
tennes pour calculer la visibilite´ de ces e´quipements et les alte´rations ou
de´lais a` appliquer aux messages. Puis il publie les messages, e´ventuellement
modifie´s et retarde´s, sur les topics ROS correspondants aux antennes en vi-
sibilite´ de l’antenne e´mettrice.
Les messages peuvent eˆtre rec¸us depuis un autre engin (communications
locales) ou bien depuis le controˆle sol (communications longues porte´es).
5.5 Synthe`se des de´veloppements
A partir d’un mode`le simplifie´ d’engins base´ sur un module ISIS et une
architecture locale de controˆle, un environnement de´die´ de simulation a e´te´
cre´e´.
Cet environnement de simulation permet de ge´rer a` la fois :
- les interactions internes avec l’architecture logicielle locale des engins,
- les interactions externes entre engins, via l’e´change de messages.
La gestion de ces communications est simule´e, le logiciel de simulation
des communications permet de ge´rer des contraintes de visibilite´ des engins
selon leurs positions et les e´quipements de communication qu’ils embarquent.
Il est possible d’y simuler des de´lais et des alte´rations lie´s a` la transmission
des messages dans un contexte d’exploration plane´taire.
On peut e´galement visualiser l’ensemble du syste`me avec la position des
engins sur les plane`tes.
Il n’a pas e´te´ imple´mente´ :
- de moteur physique de de´placement des engins et d’interaction avec leur
environnement,
- de fonctions de prise de de´cision et de planification au sein des engins
pour ge´rer leurs actions.
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Chapitre 6
Expe´rimentations
6.1 Objectifs
Les tests et la validation du syste`me de´veloppe´ et des me´canismes d’inter-
actions se font par simulation. Des sce´narios re´alistes, comprenant plusieurs
ve´hicules de diffe´rents types sont utilise´s et joue´s par les engins.
Parmi les crite`res d’e´valuation possibles, qualitatifs et quantitatifs, on
s’inte´ressera en priorite´ a` :
– La possibilite´ de mode´liser la connaissance de la mission (les agents
et leurs services) dans l’ontologie et de l’imple´menter ensuite dans le
module ISIS.
– La possibilite´ pour les modules ISIS de maintenir a` jour et d’e´changer
leur connaissance durant l’exe´cution d’un sce´nario.
– Le nombres de messages e´change´s entre engins pour exe´cuter le sce´nario.
– Le nombre de requeˆtes internes ne´cessaires a` l’exe´cution du sce´nario,
entre les composants du module ISIS et entre le module ISIS lui meˆme
et l’architecture logicielle locale
6.2 Ge´ne´ration des modules ISIS
6.2.1 Cre´ation de l’ontologie mission
Comme explique´ dans la section 4.2, la premie`re e´tape de la ge´ne´ration
du module ISIS consiste a` de´crire la connaissance de chaque engin dans une
instance d’ontologie mission.
A partir de l’ontologie ge´ne´rique de´crivant les concepts de missions d’ex-
ploration (engins, services...), voir chapitre 3, on instancie une ontologie mis-
sion pour chaque engin, ou` des relations entre l’instance donne´e d’un engin
120
et des instances repre´sentant la valeurs d’une variable sont rajoute´es.
Par exemple la figure 6.1 montre comment, dans l’outil d’e´dition d’on-
tologie Prote´ge´, on spe´cifie que le type de l’engin nomme´ ”Rov0” (concept
de l’ontologie mission) posse`de la valeur ”ROVER” (concept de l’ontologie
ge´ne´rique). Sur la gauche de la feneˆtre, sont affiche´s tous les types de pro-
prie´te´s possibles, organise´s par groupes, suivant l’organisation propose´e dans
le chapitre 3. A droite de l’image sont affiche´es toutes les instances existantes
de l’ontologie.
Un inconvenant de cette me´thode est que cette interface de Prote´ge´ n’est
pas ergonomique, en effet cette liste d’instance devient rapidement tre`s im-
portante et il est alors difficile de l’utiliser et de retrouver la valeur recherche´e.
Figure 6.1 – De´finition du type de l’engin ”Rov0” = ”ROVER” dans l’on-
tologie, via l’outil Prote´ge´
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On proce`de ainsi de suite pour toutes les proprie´te´s des engins et de leur
services disponibles. La figure 6.2 montre une vue ge´ne´rale de diffe´rentes pro-
prie´te´s ainsi de´finies pour l’engin ”Rov0”.
Figure 6.2 – Vue de proprie´te´s de l’engin ”Rov0”, repre´sente´es dans une
ontologie e´dite´e avec l’outil Prote´ge´
A la fin du travail de spe´cification, il est possible d’enregistrer l’ontologie
mission ainsi de´finie au format OWL-XML. Ce format de fichier ge´ne`re un
fichier XML qui liste toutes les entite´s et relations de´finies dans l’ontologie.
Chaque concept y est de´fini, comme par exemple ici le concept de mode de
service :
<Declaration>
<Class IRI="#ServiceMode"/>
</Declaration>
Ainsi que la liste des relations comme celles d’entre´es d’un service :
<Declaration>
<ObjectProperty IRI="#hasInput"/>
</Declaration>
Les instances cre´e´es sont liste´es de la manie`re suivante :
<ClassAssertion>
<Class IRI="#AgentMode"/>
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<NamedIndividual IRI="#LANDING"/>
</ClassAssertion>
Et enfin nous trouvons dans ce fichier les relations liant des instances
entre elles. Comme ici celle qui de´finit le mode de l’engin ”Rov0” a` la valeur
”CRUISE”.
<ObjectPropertyAssertion>
<ObjectProperty IRI="#hasAgentMode"/>
<NamedIndividual IRI="#Rov0"/>
<NamedIndividual IRI="#CRUISE"/>
</ObjectPropertyAssertion>
Le fichier permet e´galement de sauvegarder des commentaires concernant
les concepts ou les relations :
<AnnotationAssertion>
<AnnotationProperty abbreviatedIRI="rdfs:comment"/>
<IRI>#AgentMode</IRI>
<Literal datatypeIRI="&rdf;PlainLiteral">Vehicle
configuration, depending on the mode some Services
could be available or not.</Literal>
</AnnotationAssertion>
6.2.2 Codage de l’ontologie mission
Comme explique´ pre´ce´demment, le parseur automatique permettant d’ex-
traite, a` partir du du fichier OWL-XML, un mode`le embarquable dans le
module ISIS, n’a pas e´te´ de´veloppe´.
L’ontologie mission est donc transcrite manuellement sous forme de mode`le
objet dans du code Java selon les principes pre´sente´s dans le chapitre 4. Ce
mode`le est inte´gre´ au module ISIS lors de sa cre´ation.
6.3 Sce´nario 1 - Maintien a` jour de la connais-
sance
6.3.1 Description du sce´nario
Les engins implique´s dans ce sce´nario sont trois Rovers identifie´s RO-
VER1, ROVER2 et ROVER3.
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Le sce´nario pre´sente plusieurs situations d’e´change et de mise a` jour de la
connaissance au sein d’un re´seau d’engins initialement compose´ de ROVER1
et de ROVER2 :
- L’insertion d’un nouvel engin ROVER3, avec de nouvelles capacite´s
dans le re´seau, du fait de son arrive´e dans la zone ou` ope`rent ROVER1 et
ROVER2.
- La mise a` jour de la connaissance suite a` la modification des services
propose´s par un engin.
- Le de´part d’un engin ROVER1 du re´seau, du fait de l’exe´cution de sa
propre mission.
Le sche´ma 6.3 repre´sente l’organisation de ce sce´nario.
Figure 6.3 – Organisation du sce´nario 1
Dans ce sce´nario il n’y a pas d’utilisation des services, chaque rover
ne posse`de qu’un service disponible : ”ExploreZone”, pour illustrer leurs
e´changes. Les me´canismes d’e´change et de mise a` jour de la connaissance sont
automatiquement ge´re´s par les composant KnowledgeManager et Communi-
cationManager du module ISIS. Ils ne ne´cessitent aucune action particulie`re
de l’architecture de controˆle (planification, exe´cution de service...).
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Integration de ROVER3
Au de´part seuls les deux engins ROVER1 et ROVER2 sont a` porte´e de
communication l’un de l’autre. A l’initialisation de la simulation, l’architec-
ture de controˆle de l’engin ROVER1 donne l’ordre d’envoyer un message de
pre´sentation (par exemple parce qu’il arrive dans une zone ou` il est sense´
retrouver ROVER2). Les deux rovers e´changent alors mutuellement les in-
formations concernant leurs descriptions et la liste des services qu’ils peuvent
fournir. Voir capture d’e´cran 6.4.
Figure 6.4 – Etape 1 du sce´nario 1 : Situation initiale
Puis l’engin ROVER3 lors de de´placements lie´ a` sa mission, arrive a` porte´e
de communication des deux autres engins et son me´canisme de gestion de
mission, simulant une demande du controˆle sol, de´cide d’envoyer un message
de pre´sentation. Ne le connaissant pas ROVER1 et ROVER2 enregistrent ce
nouvel engin et renvoient a` leur tour un message de pre´sentation a` l’attention
de ROVER3.
Voir capture d’e´cran 6.5.
A ce stade de la simulation tous les engins se connaissent, avec leurs ser-
vices respectifs.
Modification des services offerts par ROVER2
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Figure 6.5 – Etape 2 du sce´nario 1 : Arrive´e du Rover3
Dans la seconde partie de la simulation une requeˆte est envoye´e au module
ISIS du ROVER2, via le script de sce´nario, pour ajouter le service ”TakePic-
ture” a` la liste de services qu’il propose (simulant l’activation mate´rielle d’un
nouveau service par exemple, ou la mise a` disposition d’un service jusque la`
re´serve´ a` sa propre utilisation). Le KnowledgeManager du module ISIS enre-
gistre cette modification puis le KnowledgeManager envoie un message sur le
re´seau pour diffuser l’information de mise a` jour. Les engins ROVER1 et RO-
VER3 mettent alors e´galement a` jour leur connaissance sur l’engin ROVER2
en ajoutant le nouveau service a` la liste des services disponibles et connus
pour ROVER2. La modification est donc maintenant propage´e a` l’ensemble
des engins concerne´s.
Puis l’architecture locale de l’engin ROVER2 e´met une requeˆte ISIS, cette
fois pour demander la suppression du service ”TakePicture” de la liste des
services disponibles (simulation de la panne d’un capteur). Le module ISIS
ge´ne`re donc les messages externes ne´cessaires pour que les engins ROVER1
et ROVER3 mettent a` jour leur connaissance sur ROVER2 et ainsi cette
modification de la connaissance est a` nouveau propage´e dans leur re´seau.
De´part de ROVER1
Dans la troisie`me partie de la simulation, une requeˆte par exemple issue du
controˆle sol, demande a` l’engin ROVER1 de quitter le re´seau pour prendre en
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Figure 6.6 – Etape 3 du sce´nario 1
compte le fait qu’il de´marre une mission prive´e et qu’il n’est plus disponible
pour les autres engins. Avant de quitter le re´seau, ROVER1 notifie ses voisins
de son retrait et ceux-ci le retirent alors de leur base de connaissance. Voir
capture d’e´cran 6.6.
6.3.2 Description de la simulation et des re´sultats
Une premie`re e´tape de validation a consiste´ a` tester les me´canismes d’in-
teractions ne´cessaire a` l’exe´cution de ce sce´nario sans contrainte sur les com-
munications. Le sce´nario s’exe´cute nominalement et de`s le de´but les trois
engins ont pu entrer en communication et e´changer leur connaissance.
Il ne´cessite au total l’envoi de 15 messages entre les engins (soit un volume
cumule´ d’information de 61 Ko). Le plus petit message e´change´ fait 267 octet
et concerne la mise a` jour de la position connue de l’engin ROVER3. Le
message le plus gros fait 821 octet et concerne l’information de description
du nouveau service mis a` disposition en cours de simulation par ROVER2.
103 requeˆtes internes ont e´te´ e´mises au total, tous engins confondus.
La connaissance est bien maintenue a` jour et les engins sont notifie´s de
toutes les modifications en quelques secondes seulement par les me´canismes
d’interactions imple´mente´s dans les modules ISIS.
La seconde e´tape d’e´valuation des me´canismes d’interactions tient compte
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des contraintes de visibilite´s des engins et de la porte´e de leurs e´quipements
de communication, via l’utilisation du simulateur de communications.
Dans ces conditions la visibilite´ entre les e´quipements de communication
est calcule´e en fonction de la position des engins (calcul de la distance eu-
clidienne) et du type des antennes simule´es. Selon la distance, le temps de
transmission est e´galement calcule´ et la re´ception du message de´cale´e d’au-
tant que ne´cessaire.
Dans ce sce´nario, ou` tous les engins sont proches, les de´lais de commu-
nications sont ne´gligeables. La seule diffe´rence avec la simulation pre´ce´dente
est qu’au de´but de la simulation seuls ROVER1 et ROVER2 peuvent com-
muniquer entre eux. Le ROVER3 est hors de porte´e de communication. Il
ne peut inte´grer le re´seau qu’une fois suffisamment proche de ROVER1 et
ROVER2.
Une troisie`me e´tape de simulation a` consister a` prendre en compte les
alte´rations et les pertes possibles de messages . Dans ce mode ci de simulation,
les messages ont une probabilite´ :
– d’alte´ration de leur contenu de 10-4 (soit un caracte`re change´ sur 10000),
– qu’un message soit totalement perdu de 10-1 (soit un message sur 10),
– qu’un message partiellement coupe´ de 10-1 (soit un message sur 10).
Lors des simulations, courtes et mettant en jeu un nombre de messages
de l’ordre des dizaines, la perte ou l’alte´ration ne concerne en moyenne que
de 0 a` 3 messages.
Les conse´quences de la perte ou de l’alte´ration d’un message sont iden-
tiques : le message est de´tecte´ comme invalide par le CommunicationManager
et ne peut pas eˆtre exploite´. En effet il n’a pas e´te´ imple´mente´ de me´canisme
de re´paration des messages et un message rec¸u alte´re´, qui ne peut pas eˆtre lu,
est donc ignore´. Un risque, faible, existe pour que l’alte´ration d’un message
ne rende pas celui-ci illisible, mais change uniquement son contenu (modifi-
cation de la valeur de certain champs). Ce phe´nome`ne n’a pas e´te´ observe´
en simulation, mais il entraˆınerait l’enregistrement d’une information fausse
dans la base de donne´e de l’engin receveur.
Selon le type de message qui est alte´re´ ou perdu, les conse´quences sont
diffe´rentes :
– Message de pre´sentation : cela a peu de conse´quences dans ce sce´nario.
Dans ce sce´nario particulier, l’engin qui n’a pas eu l’information finit
par recevoir un message de l’engin qu’il n’a pas encore enregistre´ dans
sa base de connaissance (car celui ci va re´pondre a` un autre agent ou
envoyer un message de modification de sa connaissance). Il envoie alors
spontane´ment son propre message de pre´sentation, selons le protocole
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de pre´sentation automatique pre´sente´ dans la section 4.5.4.2, et les deux
engins partagent leur connaissance.
Dans certaines situations, comme par exemple, s’il n’y a que deux en-
gins, la mise en place du protocole de pre´sentation automatique ne peut
pas avoir lieu ci les messages de ce type sont perdus. Ce serait alors a`
l’architecture locale ou au controˆle au sol de de´cider de re´-e´mettre un
message tant que l’engin n’a pas rec¸u de confirmation par exemple.
– Message de mise a` jour de la connaissance (mise a` jour d’un service,
de´part d’un engin...) : L’information est alors perdue. Il n’y a pas moyen
de s’en rendre compte tant que l’engin e´metteur du message perdu ne
fournit pas une nouvelle mise en jour de cette connaissance (mise a` jour
d’un service par exemple).
6.4 Sce´nario 2 - Utilisation d’un service de
traitement de´porte´ d’une taˆche
6.4.1 Description du sce´nario
L’objectif de ce sce´nario est d’illustrer les me´canismes lie´s a` l’exe´cution
de´porte´e d’une taˆche, par un engin, pour un autre. Cela peut eˆtre utile pour
partager des ressources de calcul, de stockage, de communication, ou pour
de´le´guer l’exe´cution d’une taˆche impossible a` re´aliser par l’un des engins.
Les engins implique´s dans ce sce´nario sont un rover, nomme´ ROVER1
et un orbiteur nomme´ ORBITER1. Le rover posse`de un service ExploreZone
qui ne´cessite en entre´e les coordonne´es d’une zone a` explorer et qui fournit en
sortie une carte de cette zone. L’orbiteur posse`de un service ComputePathTo
qui prend en entre´e une position de de´part et une position d’arrive´e et peut
ensuite calculer et renvoyer un itine´raire pour relier ces deux points. Un argu-
ment supple´mentaire du service pourrait eˆtre le crite`re de calcul du chemin :
le plus rapide, le plus court, le plus suˆr... L’orbiteur e´met pe´riodiquement des
messages de pre´sentation afin de pouvoir entrer en communication avec tous
les engins qu’il survole.
Le sche´ma 6.7 repre´sente l’organisation de ce sce´nario.
Le sce´nario de simulation commence alors que l’engin ROVER2 est en
cours d’exe´cution d’une mission d’exploration une zone donne´e (objectif fixe´
par le controˆle sol ou re´sultant d’une demande d’un autre engin).
Voir capture d’e´cran 6.8.
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Figure 6.7 – Organisation du sce´nario 2
Figure 6.8 – Vue STK du sce´nario 2
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A un moment donne´, le controˆle au sol envoie une demande de change-
ment de zone a` explorer au rover. La nouvelle zone est e´loigne´e et l’engin
n’a pas les ressources de calcul ni la connaissance ne´cessaire pour calculer un
itine´raire jusqu’a` celle-ci.
Le rover cherche donc a` faire re´aliser la taˆche de calcul d’itine´raire par un
autre engin. Si un tel service est disponible parmi la liste des services propose´s
par ses voisins connus, le rover l’invoque, sinon il attend que celui-ci le soit.
Quand l’orbiteur arrive en visibilite´ du rover, apre`s quelques dizaines de
secondes de simulation, les deux engins e´changent leur connaissance et le ro-
ver de´couvre le service ComputePathTo qui peut lui eˆtre utile. Il l’invoque
alors aupre`s de l’orbiteur, en fournissant sa position courante et son objectif
de position : point d’entre´e dans la nouvelle zone a` explorer.
L’orbiteur commence alors a` calculer le meilleur chemin en utilisant les
cartes de la plane`te a` sa disposition. Apre`s plusieurs dizaines de minutes (le
temps de calcul est un parame`tre de la simulation) l’orbiteur est en mesure de
donner un re´sultat. Il attend de re´aliser une re´volution comple`te afin d’eˆtre
de nouveau en visibilite´ du rover, pour lui envoyer le chemin calcule´.
6.4.2 Description de la simulation et des re´sultats
Dans une premie`re simulation, sans contrainte sur la porte´e ni la qualite´
des communications, l’exe´cution du sce´nario ne pre´sente pas de proble`me.
De`s le de´but de la simulation le rover et l’orbiteur se de´couvrent et e´changent
leurs connaissance.
Quand le rover cherche un service lui permettant de calculer un itine´raire,
le service ComputePathTo propose´ par l’orbiteur est disponible et il de-
mande son exe´cution a` l’orbiteur. Pour re´aliser ce sce´nario les deux engins
s’e´changent 14 messages (soit un volume d’information cumule´ de 57 Ko) et
un total de 59 interactions internes sont ge´ne´re´es.
En tenant compte des contraintes de visibilite´ des engins et de la porte´e
de leurs e´quipements de communication, au de´part de la simulation l’orbiteur
n’est alors pas encore en visibilite´ et le rover attend.
Quand l’orbiteur arrive en visibilite´ la situation e´volue et les e´changes de
connaissance ainsi que l’invocation du service ComputePathTo deviennent
possibles. Le rover se met en attente de la re´ception du re´sultat du calcul (ici
simule´ avec une seule re´volution de l’orbiteur autour de la plane`te).
Dans cette simulation les deux engins s’e´changent 22 messages (soit un
volume cumule´ d’information de 90 Ko) et un total de 76 interactions internes
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sont ge´ne´re´es. Ces nombres sont plus importants que ceux de la simulation
sans contrainte sur les communications car :
– L’orbiteur envoie pe´riodiquement des messages de pre´sentation, meˆme
quand aucun engin n’est a` porte´e.
– Le rover ge´ne`re pe´riodiquement des requeˆtes internes vers sa base de
connaissance pour ve´rifier si un service approprie´ est disponible ou non.
Dans un troisie`me temps, la simulation tient compte des alte´rations et
pertes possibles des messages.
La perte ou la corruption d’un des messages de pre´sentation ne remet pas
en question l’exe´cution de la mission car l’orbiteur e´met pe´riodiquement des
messages de pre´sentations.
Par contre si c’est le message d’invocation du service, ou bien celui de
retour du re´sultat qui est concerne´, la mission ne sera pas remplie car : soit
l’orbiteur ne recevra pas la demande, soit le rover ne recevra pas le re´sultat
de l’exe´cution.
Une solution pour pallier ce proble`me serait de mettre en place au niveau
de l’architecture locale de controˆle les me´canismes ne´cessaire a` la ve´rification
de la bonne exe´cution d’un service, via l’utilisation des messages du types ser-
viceMonitoring. Une autre solution pourrait eˆtre d’inte´grer ces me´canismes
directement aux protocoles d’interactions du module ISIS. Les modules ISIS
pourraient accuser la bonne re´ception et transmission aux architectures lo-
cales de la demande de service, mais il ne pourrait surveiller directement
l’exe´cution des services.
Au vu des limitations rencontre´es dans les simulations prenant en compte
les contraintes sur la visibilite´ des e´quipements de communication, l’alte´ration
et la perte des messages, il serait donc inte´ressant pour ame´liorer le fonction-
nement du syste`me de mettre en place :
– Un me´canisme de re´servation des services, pour pre´voir par exemple
quand l’orbiteur est en visibilite´ et ne pas ge´ne´rer de requeˆtes et de
messages pe´riodiques inutilement.
– Un me´canisme automatique d’accuse´ de re´ception a` l’invocation ou a`
la re´servation d’un service, pour eˆtre suˆr que celui-ci a` bien e´te´ de´marre´
ou re´serve´.
– Un me´canisme de surveillance pe´riodique et continu pour ve´rifier que le
service est bien en cours d’exe´cution ou pour se rendre compte qu’il est
termine´ mais que le message de re´sultat n’a pas e´te´ rec¸u, et dans ce cas
eˆtre capable de le re-demander. Mais cela ge´ne´rerait une augmentation
du nombre de messages et de requeˆtes utilise´s.
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6.5 Sce´nario 3 - Utilisation coordonne´e de
plusieurs services
6.5.1 Description du sce´nario
L’objectif de ce sce´nario est de montrer la robustesse d’un syste`me d’ex-
ploration multi-engins, lors de la re´alisation d’une mission, malgre´ des e´ve´nements
impre´visibles, en mettant en avant le fait qu’une coope´ration opportuniste
peut permettre de re´soudre des situations bloquantes.
Ce sce´nario illustre la mise en place automatique d’un protocole d’inter-
actions pour l’utilisation coordonne´e de plusieurs services. Le controˆle au sol
reste pre´sent mais n’intervient que de manie`re tre`s ponctuelle et uniquement
pour envoyer des ordres de haut niveau a` un seul des engins.
Voir capture d’e´cran 6.9 pour une vision initiale du syste`me d’exploration.
Figure 6.9 – Vue initiale du syste`me d’exploration du sce´nario 3
Les engins implique´s dans ce sce´nario sont :
– Un rover nomme´ ROVER1 proposant les services ExploreZone et Com-
puteTrajectory. Le service ComputeTrajectory permet de ge´ne´rer, a` par-
tir d’une carte et des coordonne´es d’un point de de´part et d’un point
d’arrive´e, un ordre de de´placement, de bas niveau (de´placement ou
mouvement simple, de faible distance), permettant a` un engin du type
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”robot marcheur”, tel que SCOOT1, d’effectuer un mouvement. Avant
chaque exe´cution du service le rover a besoin d’une carte avec la posi-
tion pre´cise de l’engin a` diriger. Ce service est de´die´ au controˆle d’engins
simples, comme le robot marcheur SCOOT1 qui n’embarquent pas de
carte et ne peuvent pas se localiser.
– Un robot marcheur le´ger, nomme´ SCOOT1, embarque´ et de´ployable
par le ROVER1. Celui-ci propose le service Move qui prend en entre´e
des ordres de de´placement de bas niveaux (avancer / reculer, pendant
X secondes, sur une des 8 directions discre´tise´es possibles), tels que
ceux ge´ne´re´s par le service CouputeTrajectory du ROVER1. Apre`s
l’exe´cution d’un ordre de de´placement le robot marcheur s’arreˆte et
attend une nouvelle instruction.
– Un ballon dirigeable nomme´ BLIMP1, captif du ROVER1, qui est ca-
pable via l’utilisation du service getMap d’envoyer une carte de la re´gion
qu’il survole et de de´tecter et de localiser les engins qui s’y trouvent.
– Un orbiteur nomme´ ORBITER1, qui fournit un service de relais de
donne´es, relayData, vers les engins en visibilite´ et donc potentiellement
vers le controˆle au sol.
– Un rover nomme´ ROVER2, qui fournit le service getMap qui prend en
entre´e les coordonne´es d’une zone au sol et qui renvoie la carte de cette
zone comprenant des informations sur le terrain dont les positions des
engins de´tecte´s. Cette fonction peut s’appuyer sur un mat te´lescopique.
– Le controˆle au sol ne fournit pas de service ici, mais peut re´agir a` la
re´ception d’un message d’alerte provenant d’un des engins.
Au de´part ROVER1 rec¸oit l’ordre d’explorer une zone accidente´e, il em-
porte a` son bord le robot marcheur SCOOT1 et le ballon BLIMP1 est de´ja`
de´ploye´, compte tenu de la vitesse relativement lente du rover, le fait que le
ballon vole au dessus de lui est envisageable. Les engins se connaissent de´ja`
et ont e´change´ leurs connaissances respectives.
Durant l’exploration de la zone, le rover est stoppe´ par un terrain trop
difficile d’acce`s pour lui (faille, e´boulis, crate`re...).
Le rover de´cide alors de de´ployer le robot marcheur, SCOOT1, pour
qu’il poursuive l’exploration a` sa place sur cette sous-zone (pour re´aliser par
exemple de la collecte d’e´chantillons ou des prises de vues). Cette de´cision
pourrait re´sulter de la fonction planification embarque´e sur ROVER1.
Il calcule la premie`re trajectoire et demande l’exe´cution du service Move
a` l’engin SCOOT1, pour l’exe´cution du premier de´placement, qui se de´place
alors a` la position souhaite´e. Voir capture d’e´cran 6.10.
Le rover invoque alors les services getMap du ballon BLIMP1, afin de
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Figure 6.10 – Etape 1 du sce´nario 3
connaˆıtre l’environnement du robot marcheur et de pouvoir calculer les consignes
de trajectoires suivantes.
Il s’ensuit la mise en place d’une ”boucle de controˆle” du syste`me multi-
engin ou` le rover demande pe´riodiquement les informations de position et
d’environnement du robot marcheur au ballon, afin de calculer les nouvelles
trajectoires d’exploration.
Apre`s trois ite´rations de cette boucle le ballon BLIMP1 se met a` renvoyer
un message d’erreur, indiquant le service getMap est non fonctionnel.
Au bout de deux messages d’erreur conse´cutif, le syste`me de gestion de
suivi du service conside`re le service comme non fonctionnel. Le rover de´cide
alors d’envoyer un message contenant une description de la situation et des
derniers messages d’erreurs au controˆle au sol.
L’autre conse´quence est que ROVER1 n’a plus d’information de position
de SCOOT1 est ne peut plus ni poursuivre la mission, ni le re´cupe´rer.
Pour avoir une connexion imme´diate avec le controˆle, celui-ci n’e´tant pas
directement en visibilite´, il utilise le service relayData de l’orbiteur.
Le controˆle au sol de´cide alors, pour de´bloquer la situation, d’envoyer un
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message au ROVER2 pour mettre en pause sa mission courante, lui demander
de se de´placer vers la zone ou` est ROVER1 et lui demander de se mettre a`
disposition de ses voisins une fois sur zone. Il dispose d’un service getMap
qui devient disponible pour les autres engins.
Voir capture d’e´cran 6.11.
Figure 6.11 – Etape 2 du sce´nario 3
L’information de la disponibilite´ du nouveau service est ensuite propage´e
automatiquement sur le re´seau d’engins par les modules ISIS.
Le ROVER1 peut alors demander la description comple`te du service get-
Map au ROVER2 et ve´rifier qu’elle est compatible avec celle pre´ce´demment
fournie par BLIMP1. Il est alors capable d’utiliser de nouveau le service
getMap.
Cela lui permet, apre`s trois nouvelles ite´rations de la boucle d’acquisition
de la carte / controˆle de l’engin SCOOT1, de ramener ce dernier a` proximite´
de ROVER1 pour sa re´cupe´ration.
Le ROVER1 pre´vient le controˆle au sol du retour de SCOOT1, pour que
celui-ci puisse de nouveau de´sactiver le service getMap du ROVER2 et le
renvoyer a` sa mission initiale.
Voir capture d’e´cran 6.12.
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Figure 6.12 – Etape 3 du sce´nario 3
6.5.2 Description de la simulation et des re´sultats
Cette simulation a e´te´ re´alise´e sans le simulateur de communication. Les
messages sont donc transmis de manie`re instantane´e et sans erreur entre les
engins.
La simulation ne´cessite l’e´change de 92 messages entre les engins (soit un
volume de 377Ko, hors volume des cartes d’environnement e´change´es qui ne
sont pas mode´lise´es) et un total de 1311 requeˆtes internes sont ge´ne´re´es :
– 214 par BLIMP1
– 213 par ORBITOR1
– 284 par ROVER1
– 193 par ROVER2
– 206 par SCOOT1
– 201 par SOLCONTROL1
La mise en place de la boucle de controˆle est initie´e par le rover qui joue
le roˆle de coordinateur des services car c’est lui qui supervise l’exe´cution des
services du robot marcheur et du ballon.
Le rover attend que chaque engin ait termine´ l’exe´cution des services
demande´s pour passer a` l’e´tape suivante.
Le diagramme 6.13 pre´sente le nombre de messages e´change´s entre les
engins au cours du temps (en seconde) et le digramme 6.14 pre´sente le nombre
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total de requeˆtes internes aux engins ge´ne´re´es.
Les premie`res secondes, ou` un nombre important de messages et de requeˆtes
sont ge´ne´re´s, correspondent a` la phase d’initialisation de la simulation, du-
rant laquelle les engins se pre´sentent et e´changent leur connaissance.
Au temps t=18s au temps 75s se de´roule la premie`re phase d’exploration
conjointe : ROVER1, SCOOT1, BLIMP1, jusqu’a` l’erreur sur l’utilisation
du service du BLIMP1. Puis de t=75s a` t=95s se de´roule la phase d’attente
de la solution provenant du controˆle au sol. De t=95s a` t=138s la phase de
secours par ROVER2 et du retour de SCOOT1.
Figure 6.13 – Nombre de messages externes e´change´s entre les engins au
cours du temps de la simulation.
Sans simulation d’erreurs et de de´lais dans les communications, la simu-
lation se de´roule nominalement. Avec une simulation d’erreur sur les com-
munication, si un seul message avait e´te´ perdu, toute la mission aurait e´te´
bloque´e, parce que nous n’avons pas imple´mente´ de planificateur pour ge´rer
les de´cisions des engins.
Dans une imple´mentation plus comple`te, ce pourrait eˆtre au planifica-
teur du rover de ge´rer les situations ou` un engin, apre`s un certain de´lai, n’a
toujours pas comple´te´ l’exe´cution d’un service et de re´agir en conse´quence,
en renvoyant une demande ou en cherchant une autre solution pour accom-
plir la mission (demande de l’intervention d’une autre engin, calcul d’une
autre trajectoire d’exploration...). Il pourrait donc de´cider seul d’abandonner
l’exe´cution de la mission, de la recommencer ou bien de demander l’assistance
du controˆle mission au sol.
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Figure 6.14 – Nombre de requeˆtes internes ge´ne´re´es par les engins au cours
du temps de la simulation.
6.6 Discussion des expe´rimentations
Ces simulations ont permis de valider sur des sce´narios simples mais
repre´sentatifs, l’approche globale et le fonctionnement attendu concernant
les poins suivants :
– La mode´lisation du contexte global d’exploration robotique ainsi que
que sa mode´lisation dans une ontologie, ou` il est possible de repre´senter
tant la connaissance des engins sur eux meˆme (e´tat, e´quipement, spe´cifications
physiques...) que celle de leurs capacite´s (repre´sentation des services).
– L’organisation et l’utilisation ge´ne´rale de la connaissance, depuis la
mode´lisation dans une ontologie commune, garantissant l’interope´rabilite´,
jusqu’a` l’imple´mentation a` bord d’un module meˆme si cette dernie`re
phase est manuelle.
– L’inte´gration du module ISIS en association avec les architectures lo-
cales de controˆle a` bord des engins.
– Un premier ensemble de me´canismes d’interactions directes et auto-
matiques entre engins voisins. Ces interactions directes permettent de
limiter l’intervention du controˆle mission a` l’envoi d’ordres de haut ni-
veau et a` la re´solution de situations de crise.
– Des protocoles d’e´change de l’information associe´s. Cela permet de par-
tager une connaissance commune entre les engins. Et de disposer ainsi
des informations ne´cessaires pour les engins a` l’exe´cution de leur mis-
sion.
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Il est a` noter que le nombre de requeˆtes internes a` l’architecture logicielle
d’un engin, ge´ne´re´es par l’utilisation du module ISIS, est important. Sur des
architectures logicielle d’engins aux capacite´s de calcul limite´s, ce nombre im-
portant de requeˆtes internes pourrait eˆtre proble´matique. Il serait inte´ressant
de les optimiser et de re´duire leur nombre. Par exemple en ne demandant
pas a` chaque message rec¸u si l’on connaˆıt l’engin e´metteur, ou en n’envoyant
pas toujours de re´ponses / accuse´s de re´ception aux requeˆtes.
Bien que les trois sce´narios e´tudie´s soient loin de repre´senter toute la
diversite´ des missions robotiques d’exploration possibles, ils constituent une
premie`re e´tape dans les recherches sur ces proble´matiques et ont permis d’ini-
tier des expe´rimentations.
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Chapitre 7
Conclusion et perspectives
7.1 Rappel des objectifs
L’objectif poursuivi est de faciliter la conduite de missions d’exploration
plane´taire robotique impliquant plusieurs engins, en autorisant des interac-
tions directes entre engins. Une forte autonomie est donc laisse´e a` ces engins
dans la conduite de ces interactions locales, ne´cessitant un minimum d’inter-
actions impliquant le controˆle mission humain.
Globalement, cela devrait permettre d’accroˆıtre l’autonomie du syste`me
d’exploration et de le rendre plus robuste et plus re´actif.
Il s’agit en particulier d’e´tudier comment il est possible de caracte´riser
les compe´tences d’un engin et comment les engins peuvent se partager ces
informations entre eux, pour ensuite se coordonner et atteindre des objectifs
mission, ou bien en collaborant de manie`re opportuniste.
7.2 Synthe`se des travaux
A partir du constat que pour pouvoir communiquer et collaborer, les en-
gins devaient tous partager une repre´sentation commune de la connaissance,
il a e´te´ montre´ qu’il e´tait possible de caracte´riser les compe´tences et possi-
bilite´s d’actions des engins sous forme de services. L’ensemble des services
propose´s par un engin forment un manuel utilisateur a` destination des autres
engins.
Pour organiser cette connaissance et afin de limiter les e´changes entre
engins pour chaque phase d’une mission, une mode´lisation structure´e et pro-
gressive de la connaissance a e´te´ utilise´e.
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Pour assurer l’interope´rabilite´ entre les diffe´rents engins, la connaissance
embarque´e dans chaque module est de´rive´e d’une ontologie ge´ne´rale spe´cifique
au domaine de l’exploration plane´taire. Cette ontologie permet de de´crire
l’environnement dans lequel e´voluent les engins, mais surtout les capacite´s
ope´rationnelles de ces engins. Une me´thode a e´te´ propose´e permettant de
de´river, pour un nouvel engin et a` partir de l’ontologie ge´ne´rale, la connais-
sance a` embarquer ainsi que diffe´rentes fonctions de base associe´es.
Il a e´te´ propose´ que pour e´changer la connaissance de l’environnement des
engins et l’e´tat de leur services disponibles, un module en charge de ge´rer les
interactions locales ainsi que la repre´sentation de la connaissance devait eˆtre
associe´ aux architectures logicielles embarque´es sur les engins.
Une spe´cification de ce module, nomme´ ISIS, a e´te´ propose´e, qui spe´cifie
ses constituants et les protocoles de fonctionnement (interactions internes
aux architectures logicielles locales de chaque engin et interactions externes,
via des messages, entre diffe´rents engins).
En final un environnement de simulation a e´te´ de´veloppe´. Cet outil a
permis de mettre en oeuvre les concepts imagine´s et de re´aliser des tests
et e´valuation sur des sce´narios simples et repre´sentatifs, de situations ren-
contre´es dans des syste`mes multi-engins pour l’exploration plane´taire.
Les points inte´ressants de cette approche sont :
– L’ontologie propose´e permet de mode´liser les engins des missions d’ex-
ploration actuelles ainsi que ceux de missions a` venir.
– Les me´canismes d’interactions locales, et de gestion et partage de la
connaissance, ge´re´s par le module ISIS, permettent bien de partager et
de maintenir a` jour la connaissance des engins au sein du re´seau. Les
informations e´change´es peuvent donc eˆtre utilise´es par un module de
gestion de mission en ligne (planification).
– Bien que le contexte retenu ici soit celui de l’exploration plane´taire
(avec ses contraintes spe´cifiques), l’approche propose´e peut eˆtre ap-
plique´e a` d’autres syste`mes multi-engins pre´sentant des contraintes
d’autonomie similaires (e.g. mission d’exploration et de secours, mi-
litaire ou civile). Dans le cas ou` ces travaux seraient repris pour les
appliquer a` des missions d’engins robotiques terrestres, les points les
plus inte´ressants a` reprendre seraient la repre´sentation des capacite´s
des engins sous forme de services ainsi que les protocoles automatiques
de partage de la connaissance inte´gre´s dans les modules ISIS.
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Parmi les limitations de l’approche, on peut citer :
– L’ontologie ge´ne´rale de missions d’exploration ne peut pas eˆtre em-
barque´e directement a` bord des engins, la gestion des ontologies ne´cessite
des ressources informatiques importantes, qui ne sont pas adapte´es
aux syste`mes embarque´s. Le passage automatise´ d’une ontologie a` une
repre´sentation ”embarquable” n’a pas e´te´ automatise´.
– L’e´volution de l’ontologie ge´ne´rique et des engins au cours du temps
posent des proble`mes relatifs a` la garantie de l’interope´rabilite´ entre
engins pre´sentant des versions diffe´rentes de mode`les de la connaissance.
Cette proble´matique n’a pas e´te´ aborde´e lors ce travail.
– Le mode`le de connaissance fait abstraction de l’environnement physique
et temporel. Et d’autres limitations lie´es a` l’imple´mentation actuelle
font que l’imple´mentation possible sur des engins re´els est encore assez
e´loigne´e.
7.3 Perspectives
A court et moyen terme
Concernant la mode´lisation de la connaissance dans une ontologie :
– Il serait inte´ressant d’enrichir celle-ci avec les concepts de´crivant l’en-
vironnement physique, les e´le´ments de cartographie et l’environnement
et les contraintes temporelles.
– L’outil de mode´lisation des ontologies utilise´, Prote´ge´, n’est pas adapte´
a` l’instanciation des ontologies telle que nous l’utilisons. Si cet outil est
pratique pour de´crire l’ontologie ge´ne´rique avec les concepts et leurs
relations mode´lisant la connaissance ge´ne´rale, il ne l’est pas pour ins-
tancier la connaissance d’une mission particulie`re. Un autre outil plus
adapte´ sera ne´cessaire.
Concernant l’imple´mentation des concepts propose´s :
– Il serait utile de de´velopper un outil informatique pour automatiser le
passage de la connaissance de l’ontologie mission, a` l’imple´mentation
de cette connaissance dans le module ISIS.
– Le module ISIS pourrait eˆtre enrichi, en y transfe´rant des protocoles
de gestion des services (accuse´s de re´ception, monitoring des services,
re´servation) et de surveillance et de se´curite´ des engins (watchdog),
actuellement suppose´s ge´re´s par les architectures locales de controˆles
dans notre imple´mentation.
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Concernant l’augmentation du re´alisme des simulations :
– Les architectures de controˆle en elles-meˆme pourront eˆtre raffine´es pour
inte´grer la mode´lisation et la gestion d’e´quipements de bord (capteurs,
actionneurs, charge scientifique...) et utiliser une structure hie´rarchique
comple`te.
– Un algorithme de planification et de prise de de´cision pourrait eˆtre
ajoute´ aux architectures locales de controˆle des engins. Afin de pou-
voir jouer des sce´narios de manie`re plus autonome, en mode´lisant la
recherche et le choix des services utiles a` un engin en fonction de leurs
descriptions, leurs re´servations puis leurs invocations et leurs utilisa-
tions dynamiques.
– Il serait ne´cessaire, pour poursuivre le travail de validation, d’imple´menter
les concepts propose´s sur des re´seaux d’engins re´els.
A long terme
La proble´matique ge´ne´rale ou` les engins ne partagent pas totalement
le meˆme formalisme de repre´sentation de la connaissance (soit parce qu’ils
sont d’une ge´ne´ration diffe´rente, soit parce qu’ils proviennent de concepteurs
diffe´rents) doit eˆtre aborde´e. Par exemple les recherches autour des syste`me
de me´diation ou d’appariement pour re´ussir a` faire du mapping d’ontologies
ou de la fusion de base de connaissance pourraient eˆtre une piste de re´flexion.
Une autre piste inte´ressante concerne l’apprentissage autonome, de nou-
veaux concepts par un engin. Est-il possible qu’un engin ”apprenne” un nou-
veau type de carte, ou bien qu’il soit capable de faire une nouvelle distinction
entre deux informations auparavant similaires de l’environnement (entre deux
types de roches par exemple, alors qu’avant toutes e´taient conside´re´es comme
un obstacle) ? Et ceci sans devoir mettre a` jour comple`tement son logiciel de
bord.
L’objectif final e´tant d’arriver a` de´finir un standard de repre´sentation et
d’utilisation de la connaissance pour les engins des futures missions d’explo-
ration robotiques.
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Annexe A
Me´thodes et outils pour les
ontologies
A.0.1 Outils de mode´lisation des ontologies
Il existe de nombreux outils de mode´lisation pour la cre´ation d’ontologies,
dont un rapport du projet PROTEUS fait une liste de´taille´e [92].
Nous pouvons citer COE 1 base´ sur l’outil CmapTools 2, Ontolingua 3 qui
utilise le langage ”Knowledge Interchange Format” (KIF) 4 [21], OpenCyc
browser 5, the OWL API 6. Il existe aussi des navigateurs en ligne qui per-
mettent de parcourir et d’e´diter des ontologies de manie`re simple mais limite´e.
Comme OntologyBrowser 7 ou OWLSight 8.
Nous avons choisi ”Prote´ge´ 9” dans sa dernie`re version 4.1, de´veloppe´ par
l’universite´ de Stanford. Il est open source et be´ne´ficie d’une communaute´ de
de´veloppeurs active. Il est mondialement utilise´, compatible avec le format
OWL2, inclut des outils d’infe´rence et de ve´rification de cohe´rence, pratique
et simple d’utilisation 10.
1. http ://www.ihmc.us/groups/coe/
2. http ://cmap.ihmc.us/
3. http ://www.ksl.stanford.edu/software/ontolingua
4. http ://logic.stanford.edu/kif/kif.html
5. http ://www.opencyc.org/
6. http ://owlapi.sourceforge.net/
7. http ://owl.cs.manchester.ac.uk/browser
8. http ://pellet.owldl.com/owlsight
9. http ://protege.stanford.edu
10. http ://protegewiki.stanford.edu/wiki/Protege4Features
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A.0.2 Me´thodes et conseils pour la cre´ation d’ontolo-
gies
De nombreux tutoriels existent pour apprendre a` cre´er une ontologie. Le
premier a` regarder est suˆrement celui propose´ avec le logiciel Prote´ge´ 11 qui
est un guide tre`s clair et pre´cis [62].
Le document ”METHONTOLOGY”[31] est bien plus ancien mais ex-
plique e´galement comment de´marrer une ontologie a` partir de rien. La FIPA
a e´galement e´dite´ un document sur la spe´cification d’une ontologie de service
[1], dont l’annexe A discute de la conceptualisation d’une ontologie et l’an-
nexe B est un guide sur comment de´finir une nouvelle ontologie.
Voici les conseils les plus simples et les plus utiles a` respecter lors de la
cre´ation d’une ontologie :
– Deux erreurs a` e´viter lors du de´veloppement [21] :
- Une classe ne doit pas he´riter d’elle-meˆme a` travers des he´ritages
successifs.
- Les de´finitions d’un axiome ne doivent pas eˆtre contradictoires (erreur
de cohe´rence).
– Pour permettre une re´utilisation simple et efficace, il faut isoler autant
que possible la connaissance des me´thodes de celle du domaine. Et pour
les connecter il faut de´finir des relations de´claratives [35].
– Il n’y a pas de solution unique de mode´liser un domaine, il y a tou-
jours plusieurs alternatives viables. La meilleure solution de´pend de
l’application recherche´e et de ses extensions futures qu’il faut anticiper
[62].
– Le de´veloppement d’une ontologie est force´ment un processus ite´ratif
[62].
– Les concepts d’une ontologie doivent eˆtre proches des objets (physiques
ou logiques) et des relations du domaine repre´sente´. Le plus souvent,
ce seront des noms (objets) ou des verbes (relations) dans des phrases
du langage courant de´crivant ce domaine [62].
– Une information est une classe de l’ontologie si elle sert au raisonne-
ment, sinon c’est un attribut d’une autre classe. Ce test est tre`s utile
pour ve´rifier l’utilite´ d’une classe [Nathalie Aussenac - IRIT].
– Pour eˆtre justifie´, chaque nouveau concept mode´lise´ doit eˆtre diffe´rent
de ceux existants et partager des points communs avec son pe`re et ses
fre`res [Nathalie Aussenac - IRIT].
11. http ://protege.stanford.edu/doc/users.html
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– Une relation de super-classe est e´quivalente au terme ”peut” et une rela-
tion de ”classe e´quivalente” (defined) est e´quivalente au terme ”doit” 12.
12. Cours de Robert Stevens - www.cs.man.ac.uk/ stevensr/menupages/fhkb.php
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Annexe B
Mate´riel et me´thodes pour
l’environnement de
de´veloppement et de simulation
B.1 Outil ROS
L’imple´mentation du syste`me dans un environnement de simulation se
fait en utilisant ROS (Robot Operating System 1). ROS est similaire pour de
nombreux aspects a` d’autres framework de robotique comme YARP 2, Oro-
cos 3 ou GenoM 4 qui ont e´galement pour but d’encapsuler du code modulaire
et de standardiser les communications internes afin de permettre de re´utiliser
et de partager des modules robotiques.
Nous avons choisi ROS car il est largement utilise´ par la communaute´
scientifique et be´ne´ficie d’une communaute´ de de´veloppement tre`s active.
ROS fournit une couche d’abstraction pour ge´rer les communications
entre diffe´rents modules, base´s autour de message tre`s simples, construits
sur le principe des structures du langage C. Un message est de´crit par les
types des variables ou les types d’autres messages qu’il encapsule. Les mo-
dules peuvent cre´er des ”Topics” de communication, ou bien s’inscrire a` des
”Topics” existant en tant que ”Talker” ou ”Listener” (ou les deux). Tous les
”Listener” d’un ”Topic” rec¸oivent automatiquement les messages poste´s par
les ”Talker”, comme sche´matise´ sur la figure B.1.
Cet environnement est donc tout a` fait approprie´ aux applications multi-
1. Robot Operating System (ROS) - www.ros.org
2. YARP - http ://eris.liralab.it/yarp/
3. Orocos - http ://www.orocos.org/
4. GenoM - http ://homepages.laas.fr/sara/RIA/RIA-genom.html.fr
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Figure B.1 – Listeners et Subscribers d’un Topic ROS
robots et aux architectures internes organise´es en modules comme le syste`me
que nous souhaitons mettre en place.
ROS est imple´mente´ en plusieurs langages (C++, Python, Lisp, Java,
Lua), tous compatibles les uns avec les autres (e.g. un module e´crit en Python
peut communiquer avec un module e´crit en Java, tous deux enregistre´s aupre`s
d’un ”ROSMaster” e´crit en C++).
B.2 Outil STK
STK, pour ”System ToolKit” 5 (anciennement ”Satellite ToolKit”), est
une suite logicielle proprie´taire et commerciale de´veloppe´e par AGI (Analy-
tical Graphics Inc.). AGI de´veloppe des logiciels d’analyse et de mode´lisation
pour les domaines du spatial, de la de´fense et du renseignement. STK est le
logiciel phare d’AGI et sa vitrine technologique. Actuellement a` sa 10 e`me
version, STK est disponible gratuitement a` des fins ”non productives” dans
une version limite´e qui nous permet de calculer la visibilite´ d’engins au sol
ou en orbite de plane`tes du syste`me solaire. Une version professionnelle, ainsi
que des modules payants permettent d’ajouter des fonctionnalite´s avance´es
pour mode´liser finement les de´placements et les communications des engins.
STK permet l’ajout de diffe´rents engins allant des satellites aux bateaux
en passant par des zones d’inte´reˆt. En ce qui nous concerne, nous avons utilise´
3 types d’engins : les ve´hicules, les satellites ainsi que les infrastructures.
Dans le cadre de notre simulateur, nous utilisons l’interface graphique
fournie par la version de base et le module principal de STK, ”STK Engine”,
5. STK - http ://www.agi.com/products/stk/
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par le biais de son API Java, pour re´aliser deux actions principales :
Figure B.2 – Illustration d’un calcul de visibilite´ via l’interface de STK
– Le calcul de visibilite´
C’est en effet la fonction qui nous permet de traiter les demandes de
communication et de simuler la re´ception ou la perte d’un message.
Pour STK, un calcul de visibilite´ s’effectue sur une pe´riode temporelle
indique´e. Il est possible de demander en plus de la visibilite´ les positions
relatives des deux engins dans l’espace (distance, azimut, e´le´vation).
Pendant la pe´riode temporelle correspondante et s’il y a effectivement
visibilite´, l’acce`s est repre´sente´ visuellement par une ligne continue joi-
gnant les deux entite´s en question, comme pre´sente´ sur la figure B.2.
– Les animations
Les sce´narios cre´e´s peuvent eˆtre anime´s en temps re´el, pour permettre
une visualisation en 3D. Chaque seconde de la simulation repre´sentant
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une seconde de la re´alite´. Il est possible d’appliquer un facteur de vitesse
a` l’animation pour l’acce´le´rer. De sorte qu’un message e´mis depuis Mars
vers la Terre ne prenne pas une dizaine de minutes comme dans la
re´alite´, mais quelques secondes.
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Annexe C
De´tails de l’imple´mentation
C.1 Me´thodes imple´mente´es pour la gestion
des interaction
Nous de´crivons ici la liste des principales me´thodes utilise´es ainsi que leur
roˆle dans la simulation.
C.1.1 Pour l’architecture locale - Classe LocalContro-
ler
– TreatInternalRequest (Request) Parse les requeˆtes internes provenant
d’autres modules et re´agit en fonction.
– ExecutionScenario () Permet de de´clencher des actions conforme´ment
au script du sce´nario de mission a` jouer.
– MangementServiceExecution () Permet de simuler l’exe´cution d’un ser-
vice et ses re´actions/de´cisions associe´es.
C.1.2 Pour la gestion de la connaissance - Classe Know-
ledgeManager
– treatInternalRequest (Request) Parse les requeˆtes internes provenant
d’autres modules et re´agit en fonction.
– getKnownAgent(AgentID) Renvoie la description de l’engin dont l’ID
est passe´ en parame`tre s’il est connu.
– getKnownAgentList() Renvoie la liste de description de tous les engins
connus
– getMyDescription() Renvoie la propre description de l’engin courant.
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– getKnownService(ServiceID) Renvoie la description du service dont
l’ID est donne´ en argument.
– getKnownServiceList() Renvoie la liste de descriptions de tous les ser-
vices connus
– isAgentAlreadyKnown(AgentID) Renvoie ”vrai” si l’engin dont l’ID est
donne´ en argument est connu, sinon faux.
– add/remove KnownAgent(AgentDescription/agentID) Ajoute / retire
un engin de la connaissance.
– add/remove Service(AgentID, ServiceDescription / AgentID, ServiceID)
Ajoute / retire un service de la connaissance associe´e a` l’engin qui le
fourni.
– createAgent/ServiceXMLDescription(Agent/ServiceID) Cre´er une des-
cription XML du service / de l’engin dont l’ID est donne´ en parame`tre.
– setAgent/ServiceFromXMLDescription(XMLAgent/ServiceDescription)
Utilise la description XML pour mettre a` jour ou cre´er un la connais-
sance d’un engin ou d’un service.
C.1.3 Pour la gestion des messages externes - Classe
CommunicationManager
– treatInternalRequest (Request) Parse les requeˆtes internes provenant
d’autres modules et re´agit en fonction.
– treatExternalMessage (Message) Parse les messages internes provenant
d’autres engins et re´agit en fonction.
– sendMessage(Message) Envoie le message donne´ en parame`tre aux en-
gins a` proximite´.
C.2 Liste des interactions ge´re´es par le mo-
dule ISIS
Voici la liste des interactions qui sont initie´es par l’architecture locale,
puis par le gestionnaire des communications :
- mise a` jour d’un service (initie´e par l’architecture locale, puis par le
gestionnaire des communications),
- invocation d’un service,
- monitoring d’un service,
- demande d’envoi de la partie de description d’un service re´serve´e a`
l’utilisateur du service,
- demande d’envoi de la partie de description physique d’un engin.
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C.3 Pre´sentation du code source
C.3.1 Organisation des paquets
La figure C.1 pre´sente l’organisation ge´ne´rale des paquets du code source.
On y retrouve dans l’ordre les paquets suivants :
Figure C.1 – Organisation ge´ne´rale du code source, vue des paquets
– agent - un paquet pour les classes lie´es aux engins.
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– data - pour les donne´es bas niveau comme les positions, cartes, autori-
sation...
– gui - pour la gestion de l’affichage de la connaissance de engins.
– ISIS - pour les classes lie´es au module ISIS.
– localArchi - pour les classes simulant l’architecture locale des engins.
– mission - description des missions.
– scenariosTests - Pour le jeu des simulations.
– service - pour les classes lie´es aux services.
– situ - pour les classes lie´es a` l’utilisation du simulateur des commmu-
nications.
Plus pre´cise´ment la figure C.2 montre les classes constituantes du module
ISIS : la classe principale ISISModule qui instancie les classes Communica-
tionManager et KnowledgeManager, et qui utilise les classes : Knowledge
pour manipuler la connaissance, InternalRequest pour cre´er les requeˆtes in-
ternes et Message pour cre´er les messages externes.
Figure C.2 – Organisation du code source pour les paquets ISIS et localArchi
La figure C.3 montre, elle, l’organisation du code lie´ aux simulatiosw. Pour
chaque simulation deux classes sont cre´e´es par engin implique´. Une pour le
module ISIS et une pour l’architecture locale, chacune e´tendant les classes
me`res ISISModule et LocalArchi. Une classe, Scenario1UpdateKnowledge
dans l’exemple de la figure, sert a` lancer chaque agent dans l’environnement
ROS.
Plus bas, le paquet Simu, inclut les classes permettant aux engins de
communiquer via le simulateur des communications.
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Figure C.3 – Organisation du code source pour les paquets lie´s a` la simu-
lation
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