Abstract-In many geophysical surveys, there is a predefined goal-to detect and locate very specific anomalies, those that correspond to buried objects (targets). The types of targets range from various types of pipes (metallic or not), to rebars or wires in walls to land mines. This paper presents a novel unsupervised method for automatically detecting targets, and extracting information about them and the medium in which they reside. Most existing detection methods are supervised, which means that one has to provide a training set (which can be labor expensive) in order to train a classifier. By contrast, the method presented here is unsupervised and is model based, which alleviates the need to manually annotate a training set. Another drawback of many existing methods is the underlying assumption of a homogeneous medium. This assumption is greatly relaxed for this method, since it assumes no a priori knowledge of the medium. Instead, it learns the medium's properties from the targets themselves. Furthermore, our method is designed to be computationally efficient and applicable in real-time applications. It was implemented on the StructureScan Mini XT system (Geophysical Survey Systems, Inc.), and the runtime on that system was measured to be 20 µs per scan of 512 samples. Experiments on 50 ground penetrating radar images with 278 targets show that our method is able to detect the targets with high positioning accuracy, with a 95.3% detection rate and near-zero false alarm rate.
detection scheme that mitigates the above shortcomingsbeing computationally efficient and minimizing the need for expert assistance in the initial (training) stage. In order to do so, several theoretical models are being compared with real measurements. Another contribution is its ability to learn the model parameters-target depth and dielectric constantfrom the targets. Using our method, the assumption of a homogeneous medium is being relaxed, allowing for more realistic and accurate results to be obtained.
A point target creates a distinct shape (a hyperbola) in the datagram. This fact is being used extensively in geophysical data processing, such as the various types of migration and moveout analyses [11] . Al-Nuaimy et al. [5] , Radzevicius [12] , and Junginger et al. [13] have presented a simple bistatic model that produces this shape. Khan et al. [3] use the more accurate model than the bistatic one. Their model incorporated some antenna distance off the ground but ignored the fact that introducing a layer of air above the medium will bend the energy rays as they pass from one layer to another. Pasolli et al. [14] and Gurbuz [15] use the same model as Khan et al. [3] , but take into account this bending. Martens et al. [16] presented an interesting variation of the Bistatic model, incorporating knowledge of the targets' diameter.
Notable previous works are [7] , [14] , and [16] . These works do not rely on expert knowledge of the current medium properties (i.e., dielectric constant), but rather attempt to learn it from the data itself. However, their preprocessing stage is computationally intensive (template matching for [7] , histogram calculation of the entire image, in order to get the optimal thresholding value in [14] ). The method proposed by Martens et al. [16, p. 590 ] could possibly be adapted to a realtime algorithm, though their current runtime was measured in minutes for a full B-Scan, compared to a few milliseconds that our algorithm requires. Three other notable differences between these works and ours are the detection accuracy (the ability to pinpoint the location of the target), detection performance (as measured both in the probability of detection and false alarm rate in real field data), and the number of data sets used to calculate the detection performance. For example, Pasolli et al. [14] did not use a single field data file, but rather relied on a simulator to show their performance. Even so, they reported a probability of detection of 62%, with no mention of the number of false detections. Wang et al. [7] showed a single file (albeit a long one) but did not mention the performance of their algorithm at all. Martens et al. [16] , in contrast, did an extensive study of the performance of their algorithm, and reported a probability of detection that ranges from 72% to 92% with some false detection. However, many of the detections were inaccurate (wrong sample was chosen for target location), which reduces the overall performance of the algorithm. Our proposed algorithm showed a probability of detection of 95.3%. In 50 different data sets, collected by the StructureScan Mini XT system [Geophysical Survey Systems, Inc. (GSSI)], only eight occurrences of false detections were observed, as shall be described extensively in Section VI. This paper is organized as follows. In Section II, we explore this latter model (termed in this paper as "Full Model") and clearly state the main assumptions underlying it. We then derive three approximations to this model, and compare the predicted time-of-flight that each model yields with data collected by a 2.6 GHz antenna in Section III. Section IV will discuss our proposed detection method. This method is composed of three stages: preprocessing, feature extraction, and target detection. In the preprocessing stage, polynomial regression is performed both as a filter-increasing the resulting signalto-noise ratio (SNR), which improves the accuracy of the measurements-and as a method for reducing the dimension of the problem, lowering the overall number of computations in the following stages of the algorithm. The feature extraction stage again uses polynomial regression, in order to obtain the first coefficients of the Taylor's series of the pulses' flight time function. By matching these coefficients with the theoretical model and using the quality of fit (QoF) criterion as our detection criterion, we can easily determine whether the cell under test is the apex of a hyperbola or not. Furthermore, from these coefficients we can learn the model parameters-the (locally averaged) signal velocity in the medium and the target depth. We can then revisit the decision of a target existence, and rule out false alarms. This step, in which we learn the model parameters from the targets, will be explored in Section V. The overall results of the algorithm will be presented in Section VI, with conclusions and suggestions for further studies in Section VII.
II. REVIEW OF THE TARGET MODELS
We propose a model-based approach to target detection. In this section, we provide the details of our theoretical model. In Section II-A, we first define our terminology and our model. In Section II-B, we explicitly provide the specific modeling assumptions that we are making. Finally, in Section II-C, we present the system of equations for our full propagation model. This results in a set of nonlinear equations. In Sections II-D and II-E, we provide two alternative approximations to our full propagation model-a monostatic and a bistatic solution, respectively. In Section II-F, we further provide a polynomial approximation to our bistatic solution. By equating the coefficients of this polynomial with those obtained with a regression analysis, we will be able to efficiently determine the parameters of our model-the (unknown) target depth and the permittivity of the bulk medium in the neighborhood above the target. For completeness, we explore in Section II-G the model that results when we combine the two approximations that were explored in Sections II-D and II-E. Indeed, it is this simplified model that we find in most of the geophysical literature. 
A. Definitions and Problem Description
In this section, we shall detail the theoretical models that are being used to create a synthetic target. By matching the theoretical target model with data collected from a GPR device, we will be able to choose the best model for our use. For this paper, let us define the following. 1) Medium: Let the medium be homogeneous in a small neighborhood above the target. Locally, we shall characterize the medium as having a signal propagation speed of v p (x), though the dependence on the system location x will be omitted in this paper. In addition, we assume that the medium's surface is flat in the small neighborhood above the target. 2) Target: Let a point target be located at the coordinates of (x, z) = (0, h) [m] in the medium. 3) Imaging System: An imaging system is transmitting signals every dx meters. This imaging system has a spatial separation of 2 [m] between the transmitter and the receiver, and an elevation (sometimes referred to as "air gap") of g meters from the surface of the medium. Possible sources for this air gap include the antenna housing (radom), and the sledge or the cart in which the antenna lies. The magnitudes of the reflecting echoes are recorded at each location, and are used to generate the resulting images A-and B-scans of the system. Examples for these type of images are provided in Fig. 6 (A-scan) and Figs. 10-13 (B-scans). 4) Signal Propagation: In this paper, we assume far-field approximations, and that the signal is traveling from the transmitter in the air mainly via the ray path r 1 , at an angle of 1 between the wavefront and the surface, and gets to the target via the ray path r 2 at an angle of 2 .
When the signal interacts with the target, it is reflected off (and is refracted by) the target in all directions. The main energy component that will eventually arrive at the receiver travels through the medium via path r 3 , at an angle of 3 between the wavefront and the medium's surface and arrives at the receiver mainly via path r 4 (see Fig. 1 ).
B. Model Assumptions
1) The model is noise free.
2) The model assumes far-field propagation.
3) The dielectric r of the medium is constant throughout the (two-way) path. 4) The medium has no special magnetic properties-the relative permeability K r of the medium is known, and equal to 1, throughout the (two-way) path. 5) The antennas are a point source and a point receiver.
6) The (two-way) propagation time t is known precisely.
C. System of Equations for Our Full Propagation Model

1)
Geometry: From Fig. 1 , we can write the following set of equations:
r 2 cos 2 = h (3)
2) Snell's Law: Since we assume far-field propagation, we can use Snell's law to obtain the following connections between the angles:
where n is the refraction coefficient of the medium, and based on our assumptions we get that n = √ r . 3) Time Measurement: Our signal hits the target and is reflected back. The (two way) travel time of the signal, along the path of r 1 → r 2 → r 3 → r 4 is given as
In this paper, t's dependence on system location x, bistatic offset , air gap g, target depth h, and signal velocity in the medium v p is dropped for brevity. This is a (nonlinear) system of nine equations and ten variables. We shall evaluate several simplifying approximations to this system.
D. Approximation 1: Elevated, Monostatic Model
Let us examine the case in which 1. Under this assumption, the transmitter and the receiver are located at the same point, which automatically means that r 1 = r 4 , r 2 = r 3 ,
The set of equations (1)- (9) reduces to
This, in turn leads to
E. Approximation 2: Bistatic Model
Let us examine the case in which g 1. Under this assumption, the transmitter and the receiver are located on the ground, which means that r 1 = r 4 = 0. The set of equations (1)- (9) will be 2 (17)
F. Polynomial Approximation to the Bistatic Model
First, notice that t (x) is a symmetric function [t (x) = t (−x)], therefore, when calculating the McLauren polynomial which best describes it, only even derivatives of it will be nonzero. Hence, we obtain
The derivatives themselves are given as
and we can show that indeed t (0) = 0 and t (3) (0) = 0.
G. Naïve Model-Monostatic, Ground-Coupled System
When we combine the two approximations to the full model-that of no elevation (g 1) and that of no bistatic offset ( 1), we naturally get the wave propagation model which is commonly used in the literature [11] . Under these assumptions, we have that r 1 = r 4 = 0 and r 2 = r 3 , and the set of equations (1)- (9) becomes This approximation is very useful in practice, and is widely used. If the antenna is above the target (x = 0), it gives us a linear relationship between the target depth and the time-offlight of the signal, and thus the vertical scale of the radargram becomes linear. It also gives an easy method of calibrating the scale: if one knows the true depth of a target h, then the permittivity of the medium e r = n 2 is easily obtained from (23), by means of time of flight measurement when the system is above the target.
III. SELECTING THE APPROPRIATE PHYSICS-BASED MODEL
In order to choose the best physics-based model that describes our data, several measurements were taken. Using a GSSI's StructureScan Mini XT system, which has a center frequency of 2.6 GHz, we used different blocks of material (in order to have a range of dielectric constants): styrofoam block with a dielectric of r = 1.07, and several concrete slabs with dielectric values of r = 6.1, 6.4, and 9.5, respectively. In these blocks, we placed rebars at various (known) depths, and then scanned each block. A constant of 0.035 ns was added to the measured flight time of the signal to accommodate for the time it takes for the signal to travel from the transmitter to the receiver. Figs. 2-5 present four examples for such targets.
For each target and for each of the theoretical models explored in the previous sections, we calculated the difference between the predicted and the measured (two way) travel time. We then calculated two values: the l 2 norm of the difference and the absolute difference at the apex (minimal point). In order to choose the best model that describes our data, we averaged the results over the range of target depths and permittivity of the mediums. These are presented in Table I .
The system that was used for data collection (GSSI's Mini XT system) has wheels that elevate it to 8 mm above the blocks. Its instantaneous bandwidth spans from 1.2 to 3.8 GHz, which means that (in the air) the shortest wavelength is approximately 7.8 cm-almost ten times bigger than the air gap. This can explain the fact that the polynomial approximation to the bistatic model outperformed the other modelswith an average l 2 norm of 1.0516. It should be noted that if we look only at the apex of the resulting curve-which is the true location of our target-we get that the full model outperforms the other models, as one might expect. We can conclude that though the target location is predicted more accurately by the full model when measured as the system is located above the target, the overall shape of the flight time curve is better predicted by the polynomial approximation to the bistatic model.
IV. TARGET DETECTION ALGORITHM
As discussed in Section II and demonstrated in Section III, the existence of a target in our B-scan is visible through a distinct shape-a hyperbola. These shapes can be seen in Figs. 10-13 . The location of a hyperbola's apex and its aperture are being uniquely determined by the model parametersthe target depth h and the permittivity of the medium r .
When viewing the scans out of which these B-scans are composed, we see that the existence of a target creates an echo of the original pulse transmitted by the system some time after the first arrival of the energy at the receiver (see Fig. 6 ). In order to find hyperbolas in our data, we locate these echoes in each of the scans. This produces a 1-D function-time of flight versus location. The influence of a target on this function diminishes the further the system is from the target, we can limit ourselves to a localized observation-only the neighboring scans of our scan under test (SUT) are important for the detection. This enables a realtime algorithm, since we only need to retain a limited amount of information in order to detect the target.
In Section IV-A, we describe the algorithm parameters and give some tradeoffs for choosing their values. The algorithm itself is detailed in Section IV-B: each new scan is processed to determine the location of a possible echo. These are stacked in a buffer, and a regression analysis for finding the best fit parabola is then performed. Using the result of this analysis, we determine the (possible) target depth and propagation speed of the signal in the medium. If these values are within range, a detection is declared. A detailed example of this process is illustrated in Section IV-C.
The scan rate of a GPR system can be as high as several kilohertz. This rate gives us an upper bound on the time frame upon which the algorithm has to perform in order to be considered operating in real time-typically from a millisecond to a few tens of microseconds. Adding to our considerations, the power consumed for the processing calls for the minimal number of computation required to enable the desired performance of the algorithm. In Section IV-D, we shall explore the computational complexity of the algorithm and observe that indeed the proposed algorithm meets these criteria.
A. Definitions and Terminology
Throughout this section, we use the following definitions. 1) M is the size of the buffer used for the time of flight function. This buffer can be viewed as a sliding window over the time-of-flight function, as measured by the system. With each new scan, this window will slide to the direction in which the system is currently moving, so the corresponding curve could be created in real time. 2) SUT-the scan in the middle of the buffer. Since we need to fill the buffer before we could determine whether the SUT has a target in it, increasing M will cause a longer delay (one will have to wait M/2 scans to get an answer). 3) Of the full scan, N samples are used at the preprocessing step to determine the precise peak location. 4) t d -the arrival time of the direct path signal. This signal is the surface reflection superimposed on the antenna crosstalk. 5) t a -the arrival time of the signal reflected from the target. 6) t offset -a constant offset added to the difference between t a and t d to compute the resulting time of flight to the target. Our theoretical models assume a known absolute flight time. However, the measured flight time t a − t d is a relative time-the true flight time to the target, minus the propagation time from the transmitter to the receiver. In order to compare the measured and the predicted results, one has to add a constant t offset , which is the propagation time of the signal from the transmitter to the receiver. t offset was found empirically by R. Roberts, in a method similar to that described by Yelf [17] . It should be noted that this constant will be system dependent. 7) t flight -the total time it took the signal to travel from the transmitter to the target, and back to the receiver. It is given as
It should be noted that the measurement of t a will depend on the material of the target. Signals reflected off targets that have low dielectric constants (such as PVC pipes, for example) will have an opposite polarity compared to a signal reflected of a target with a high dielectric constant (metallic rebar, for example). This should be taken into account when choosing the point of measurement (maximal or minimal peak).
There are several tradeoffs when in choosing M and N. One of them-the inherent delay of our detection system-was already mentioned. Others include robustness of the algorithm: the larger the M, the more the algorithm is immune to a noisy single scan. Another is the fact that the "tails" of different hyperbolas created by different targets can cross makes detection harder. Similarly, the larger the N, the more the algorithm will be immune to noisy samples within a scan. As will be shown, increasing M and N also increases the number of computations required at every step of the algorithm.
B. Summary of Detection Steps
The algorithm is composed of two basic steps: preprocessing and decision making. The preprocessing stage will convert the radargram into a 1-D function-that of the arrival time of the signal versus the location of the system. The decision stage will look at this function in the neighborhood of the SUT, and will decide whether the function resulted from a target. The performance of this decision relies heavily on precise measurements of the time of arrival of the signal. These measurements are obtained not by taking the timing of the maximal sample, but rather by using polynomial regression on the samples at the peak of the signal, and finding the maximal point of the resulting polynomial. This process has three major advantages: it adds robustness against the noise in the samples, improves the resulting accuracy of the measurement (for the resulting peak is not limited to be an integer of the sampling interval), and adds stability to the measurement. Indeed, when changing the sampling interval, the location (in time) of the maximal peak usually changes. Location of the fitted polynomial, in comparison, tends to have a significantly smaller shift.
The detection algorithm is summarized in Algorithm 1. The preprocessing stage is described in step 2, and the decision stage in steps 3 and 4.
The decision performed in step 4 is based on the following parameters.
1) The QoF of the quadratic polynomial. For example, the l 2 norm of the fitting error.
2) The location of the target (the apex of the quadratic polynomial) has to be no more than half a scan away from the SUT. 3) Using feature extraction [target depth and permittivity of the medium (see Section V) ], obtain the model parameters; if these parameters are out of the expected range then the SUT cannot contain a target. Since the preprocessing step is based on detecting the maximal reflected signal in the A-scan (step 2.c. in Algorithm 1), the algorithm is able to perform well in low SNR scenarios. Indeed, miss detection is more likely to occur due to the presence of undesired reflections than due to noise in the signal. In the set of targets on which the algorithm was tested upon, the lowest ratio between the signal from the target to other signals was measured to be 1.45 (about 3 dB) at the scan of the target. This ratio degraded to 1.24 (about 1.9 dB) toward the end of the buffer (31 scans).
C. Example of the Intermediate Steps
In this example, we explore how the algorithm processes a data set. The data set was obtained by scanning a block with a permittivity of 6, which contained a mesh of rebars Algorithm 1 Summary of the Detection Algorithm 1) Initialization step: Fill the buffer -go over the first M scans, and process them (as defined in step 2 below). 2) Given a new scan, do the following: a) Determine the arrival time of the direct signal t d (to be used as a reference): i) Find the sample number n which corresponds to the maximal amplitude in the scan. ii) Use polynomial regression to fit the N samples in the neighborhood of sample n. iii) Determine the precise time, in which the polynomial reaches its maximal point. b) Subtract the background from the scan. c) Determine the arrival time of the target t a . This is done in a similar fashion to t d , but is performed on the modified scan (without the background). d) The (relative) time of flight for that scan is given by Equation (24). e) Store this value at the end of the buffer. This will discard the first value in the buffer and will shift all other values one place closer to the beginning of the buffer. 3) Using quadratic polynomial ("Parabola") regression procedure, find the best quadratic polynomial which describes the data stored in the buffer. 4) Determine whether the SUT is indeed a valid target. 5) Go back to step 2, and process a new scan. 10 cm apart. We used a GSSI Mini XT to collect data. The system is a pulsed GPR system with a center frequency of 2.6 GHz and bandwidth of 2.5 GHz. The scan density was set to 800 scans/m. The end result of this scan is presented in Fig. 10 .
We start by looking at a single scan. We chose scan number 279 (shown in Fig. 6 ). This scan contains a target, which later will be detected by the algorithm. Using N = 15 in step 2ii, we get the cubic polynomial that best fits our data. This is displayed in Fig. 7 . We then subtract the background of the image from the scan, resulting in the scan that is presented in Fig. 8 . To understand step 3, we examine scan #279-so that the scan that had the target is now in the middle of the window. Fig. 9 shows the quadratic polynomial that best describes this data. Matching the coefficients of the polynomial to (28) and (29) (see Section V) gives us an estimation for the local permittivity of the block as well as the target depth. Table II summarizes these results compared to the ground truth data.
The averaged error of the depth and permittivity estimation is 14.6 and 14.3 percent, respectively. Although the latter is too high for most applications, the former is quite good, especially when considering the fact that our target is not a point target, but rather round metallic rebars, with a diameter of 1.27 cm. This diameter is greater than the absolute error (as measured in centimeters from the topmost point of the targets).
It should also be noted that the error in the estimation of both the parameters is biased-the predicted target depth and local permittivity were lower than the ground truth in all the targets tested by the authors. This presents the opportunity to decrease the (averaged) error by adding some fixed percentage, so that the error will be unbiased. There are many factors that contribute to these errors: we have the error in time zero, noise in the samples, the use of approximated models, crosstalk between targets, and reverberations of the signal inside the blocks, to name a few.
D. Computational Load of the Algorithm
The above algorithm relies on polynomial regression-three regression procedures are being carried out for each new scan. Therefore, in order to calculate the computational load of the algorithm, it is important to understand how this procedure can be carried out efficiently. Given a set of K measurements Y = (y 1 . . . y K ) T , which satisfies y k = f (x k ) for some function f , we search for the best polynomial P of degree L that fits the function f (optimal in the sense that it minimizes the l 2 norm of the difference between P(x k ) and f (x k ) for all k ∈ {1 . . . K } ). To do this, define
The coefficients of P are given as
where H † = (H T H ) −1 H T is the pseudoinverse of the matrix H. In our case, we have two such matrices: one for the peak arrival time estimation (where we use L = 3 and N = 15 samples to estimate the correct arrival time), and another for step 3, (where we use quadratic L = 2 regression on the M = 63 data points in our buffer, in order to get the target's parameters).
Thus, the total computational load of the regression part (25) would be 8N +3M multiplications and 8N +3M −11 additions for each new scan that arrives.
In step (2i), the algorithm finds the sample with the maximal value. This operation is also bounded by the scan length (which is fixed for the runtime of the algorithm). In practice, one can utilize knowledge about the approximate position of the sample in order to speed up the search. Indeed, since the emission time t e is stable from scan to scan, we can use the value from previous scans to narrow the search region for the new scan.
The above bound on the number of calculations required for each new scan, and the fact that this bound is constant regardless of the number of scans, make the algorithm suitable for real-time applications. For this reason, it was implemented on GSSI Mini XT system. The system has an NVIDIA Tegra 3 quad core Cortex-A9 processor working at 1 GHz and 1 GB of memory. The processing time of the algorithm was measured to be 20 μs per scan of 512 samples.
V. LEARNING THE MODEL PARAMETERS FROM THE TARGET
Once a target has been detected, one naturally wishes to extract as much information as possible about the target. In our case, we focus on the target depth h, and the signal's speed of propagation in the medium v p in the neighborhood of the target. Based on the model in use, one expects to obtain different curves from different model parameters; therefore, by matching the curves (one obtained from the quadratic regression described in step 3, and the other as obtained from the model) we are able to extract the desired parameters.
In general, this is an optimization problem and could easily be solved numerically. In one special case, the approximation to the bistatic model, one can obtain an analytic solution to the curve matching problem. This in turn guarantees that the matching is carried out with the minimum number of computations, which allows the process to be performed in real time. For offline calculations, use of a more accurate model would give better results. We recommend using the approximated bistatic model for the initial target detection stage and then (once the targets were detected) go back to the targets and perform curve matching in order to obtain the true model parameters.
Starting with the quadratic function obtained in step 3 t = a 2 x 2 + a 1 x + a 0 , we first need to centralize the function so as to match the first derivative
Using (21) and (22), we find
And by solving (28) and (29) for h 2 and n = √ r , one obtains the (approximated) model parameters.
It should be noted that in order to avoid the inherent uncertainty of the pulse firing time t 0 , one can use the second and fourth derivatives of the flight time, thus avoiding the need for t offset which was introduced in (23). This would require replacing the quadratic polynomial in step 3 with a fourth order one and match the resulting coefficients with the derivatives in a manner similar to the method described above.
VI. RESULTS
We collected 50 data sets with 278 targets. The targets were rebars inserted into 15.25 cm blocks at known depths. The blocks were measured independently in order to determine their (averaged) permittivity. Each block was scanned using a GSSI Mini XT System with a center frequency of 2.6 GHz. The scan density was set to either 400 or 800 scans/m. The target depth ranged from 0.5 to 10 cm and the permittivity of the blocks ranged from 1.07 to 14.
A total of 265 of the 278 targets were located in 50 different data sets, making the probability of detection of these algorithm to p d = 0.953. In the entire collection of data sets, a total of eight scans were misclassified as containing targets. Four examples of these data sets are presented in Figs. 10-13 . The location of the targets, as were found by the algorithm, is marked on the data.
VII. CONCLUSION
In this paper, we presented a novel and efficient method for automated target detection in GPR data. Several parameters control this process, the most important ones being the regression length-how many data points (scans) we use to perform the regression analysis. This parameter presents some obvious tradeoffs. On the one hand, the larger the length, the more noise reduction will be performed and the better the parameter estimation will be. On the other hand, increasing this length means that we might lose targets from the edge of the survey, and (if the length is too large) we might lose all the targets altogether when one target will start to cross another. For this paper, this parameter was chosen manually, though the future work might consider adapting it in an iterative process to find an optimal value. Another future work might be one that contains two iterations: one for detection, and another for feature extraction. This will allow the use of two different sets of parameters, and thus has the potential to improve the overall performance.
There are several novel items in this paper; possibly the most important of them is the relaxation of the homogeneous layers' assumption. In most prior work, it was assumed that the ground is composed of (possibly several) homogeneous layers-which means that the ground properties are constant within the layer. This paper breaks the layer into (approximately vertical) segments, and assumes that each layer is only homogeneous in each segment. Moreover, the segments could overlap, which would mean that we relax the homogeneous requirement in a slightly different way-we allow the properties of the layer to vary slow enough-so that, compared to the segment size-the change in the layer's properties will be small relative to their average value. Another novel idea was the use of a simple polynomial regression to perform feature extraction and detect targets. Using this allows for a very efficient algorithm-one that works in O(m) operations per scan, where m is the number of samples in each scan. This, in addition to the other known properties of the regression analysis reduces the overall noise in the output and increases the robustness of the overall algorithm. The use of polynomial regression combined with Taylor's polynomial is unconventional. The reason that it works is that the uncertainty of the regression procedure, induced by the noise in the samples, overlaps some of the uncertainty region caused by the approximation error of the Taylor's polynomial and the initial error of the model itself.
We compared several models and contrasted them with real data, providing guidance for future researchers to use the best model appropriate for their needs.
Lastly, we presented here an efficient algorithm that shows good performance and is suitable for implementation in real time. This opens the door for converting GPR devices from imaging systems into real-time detection systems.
