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Abstract
Eroders are monotonic cellular automata with a linearly ordered state
set that eventually wipe out any finite island of nonzero states. One-
dimensional eroders were studied by Gal’perin in the 1970s, who pre-
sented a simple combinatorial characterization of the class. The multi-
dimensional case has been studied by Toom and others, but no such char-
acterization has been found. We prove a similar characterization for those
one-dimensional monotonic cellular automata that are eroders even in the
presence of random noise.
1 Introduction
Cellular automata, CA for short, are a class of dynamical systems that are
discrete in both space and time. A CA consists of a finite or infinite grid
of identical finite state machines, usually called cells, that interact with only
finitely many neighbors. At each time step, each machine synchronously enters
a new state based on the current states of itself and its neighbors. The grid is
usually assumed to be homogeneous, that is, each machine has a neighborhood
of identical shape and uses the same update function.
In this article, we consider monotonic cellular automata with random errors.
In a monotonic CA, the state set of the finite state machines is totally ordered,
and the dynamics of the system respects this order. They are closely related
to bootstrap percolation, introduced in [1], in which the state set is {0, 1}, a cell
cannot change its state from 1 to 0, and the system is initiated from a random
configuration. In general, we denote by 0 the bottom element of the state
set. The dynamical properties of arbitrary monotonic CA in dimension 1 were
studied by Gal’perin [4, 5], who gave a computable characterization of those
automata that erase arbitrary finite islands in a sea of 0-states. We introduce
∗Second author supported by a Fulbright Finland scholarship and Academy of Finland
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randomness into the model by allowing each machine to make an error with some
fixed small probability, turning it into a probabilistic cellular automaton. See
[6] and references therein for a survey on this topic. In fact, since we allow the
errors of different states to be dependent, our model is somewhat more general
than probabilistic cellular automata. We prove a version of Gal’perin’s result
in this extended setting. More explicitly, we characterize those one-dimensional
monotonic cellular automata for which the asymptotic density of 0-states in the
trajectory started from the all-0 configuration tends to zero with the error rate.
We call a CA that satisfies this condition a stable eroder. As a corollary, we
also show that it is decidable whether a given monotonic automaton is a stable
eroder.
The proof of our result is split into two sections, one for each direction of the
equivalence. One direction of the proof, that our condition only holds for stable
eroders, uses combinatorial objects that record the causal relationships between
nonzero states in a trajectory of the CA, inspired by the work of Toom [8]. We
show that a nonzero state is always accompanied by such an object, as well as
a set of errors whose size is comparable to the size of the object. A counting
argument then bounds the probability of the nonzero state. For the converse
direction, we prove that if a CA that does not satisfy our condition, one can
find a finite island of nonzero states that persists forever with an arbitrarily high
probability. We show how randomly occurring errors will “repair” the borders
and internal structure of the island faster than the CA can erode it away.
2 Definitions
Let Zd denote the d-dimensional integer lattice. We fix a finite state set S,
endow it with the discrete topology, and endow SZ
d
with the product topology.
The shift by ~n ∈ Zd is the function σ~n : SZ → SZ defined by σ~n(x)~v = x~v+~n for
all x ∈ SZd and ~v ∈ Zd. If d = 1, we denote σ = σ1. A cellular automaton is a
function from SZ
d
to itself that is continuous and commutes with each σ~n. By
the Curtis-Lyndon-Hedlund Theorem, it has a finite neighborhood: the value
of f(x)~0 depends only on finitely many coordinates of x. A radius of f is an
integer r ≥ 0 such that f(x)~0 depends only on x|[−r,r]d . A radius gives rise to a
local rule: a function F : S[−r,r]
d → S such that f(x)~0 = F (x|[−r,r]d). Indexing
an element η ∈ SZd×N by (~n, t) ∈ Zd ×N is denoted ηt~n, and ηt ∈ SZ
d
is the t’th
d-dimensional slice of η.
Denote by M(SZd) the set of Borel probability measures on SZd , and sim-
ilarly for SZ
d×N. Consider a mapping R from M(SZd) to M(SZd×N). For a
measure µ, we consider R(µ) as a random variable with values in SZ
d×N. We
say that R is a stochastic symbolic process, if
• it is continuous in the weak topologies,
• it is linear, that is, R(λµ + (1 − λ)ν) = λR(µ) + (1 − λ)R(ν) holds for
µ, ν ∈M(SZd) and 0 ≤ λ ≤ 1, and
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• R(µ)0 = µ.
Such a mapping is determined by its images on point measures. If µ is a point
measure concentrated on x ∈ SZd , we denote R(µ) = R(x), and call it a random
trajectory with initial condition x. We say that R is an ǫ-perturbation of f , if
for any x ∈ SZd and any finite set C ⊂ Zd × N, the probability that R(x)t+1~v 6=
f(R(x)t)~v holds for all (~v, t) ∈ C is at most ǫ|C|. In this context, the set of
coordinates (~v, t) ∈ Zd×N with R(x)t+1~v 6= f(R(x)t)~v is usually called the error
set of R(x).
For now on, consider only linearly ordered state sets: S = {0, 1, . . . ,m} for
some m ≥ 1. For x, y ∈ SZd , we denote x ≥ y if x~v ≥ y~v holds for all ~v ∈ Zd. A
cellular automaton f : SZ
d → SZd is monotonic if x ≥ y implies f(x) ≥ f(y) for
all x, y ∈ SZd . For a ∈ S, the all-a configuration is denoted by aˆ. The state a
is called quiescent for f , if f(aˆ) = aˆ. We will always assume that the extremal
states 0 and m are quiescent. A configuration x ∈ SZd is an a-island, if aˆ ≤ x
and x~v = a for all but finitely many ~v ∈ Zd. A 0-island will simply be called an
island.
3 Eroders and Zero Sets
The notion of an eroder has appeared many times in the literature with different
names, including nilpotency on finite configurations. It simply means that a CA
removes all islands in a finite (but not necessarily uniform) number of steps.
Definition 1. We say that a monotonic cellular automaton f is an eroder, if
for every 0-island x ∈ SZd there exists n ∈ N such that fn(x) = 0ˆ.
With the terminology of [8], this means that the all-0 trajectory is attractive.
Our aim is to extend this notion to cellular automata with random perturba-
tions. Of course, a nontrivial ǫ-perturbation of a deterministic CA will almost
surely never reach the uniform zero configuration 0ˆ. Thus we present the fol-
lowing definition, which is equivalent to the all-0 trajectory being stable, again
using the terminology of [8].
Definition 2. Let f be a monotonic cellular automaton on SZ
d
, and denote
P (ǫ) = inf{Pr[R(0ˆ)t~0 = 0] | t ∈ N, R is an ǫ-perturbation of f}.
We say that f is a stable eroder, if P (ǫ) −→ 1 as ǫ −→ 0.
The following result justifies our terminology.
Proposition 3. All stable eroders are eroders.
Proof. Suppose that f : SZ
d → SZd is a monotonic cellular automaton that is
not an eroder. Then there exists an island x ∈ SZd such that fn(x) 6= 0ˆ for all
n ∈ N. We choose a sequence of coordinates (~vi)i∈N such that f i(x)~vi 6= 0.
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Let ǫ > 0 be arbitrary, and let Rǫ be the ǫ-perturbation of f where
Rǫ(y)
t+1
~v =
{
m with probability ǫ
f(Rǫ(y)
t)~v with probability 1− ǫ
independently for every (~v, t) ∈ Zd × N and y ∈ SZd , where m ∈ S is the
maximal state. Note that Rǫ(y)
t+1 ≥ f(Rǫ(y)t) holds for all t ∈ N. Because of
this, Rǫ(y)
t ≥ σ~n(x) implies Rǫ(y)t+i ≥ σ~n(f i(x)), and thus Rǫ(y)t+i~vi−~n 6= 0, for
all i ∈ N and ~n ∈ Zd.
For every ~n ∈ Zd and t > 0, the probability that Rǫ(0ˆ)t ≥ σ~n(x) is bounded
from below by a positive constant, say δ > 0. Then we have
Pr[Rǫ(0ˆ)
t
0 6= 0] ≥ Pr[∃i ≤ t : Rǫ(0ˆ)t−i ≥ σ~vi(x)] ≥ 1− (1− δ)t t→∞−→ 1
Since ǫ was arbitrary, f is not a stable eroder.
It is known that for automata with more than two states, the converse does
not hold: there exist automata that are eroders but not stable eroders. One
such example is given in [7], and we present a slight modification of it here for
completeness.
Example 4. Let S = {0, 1, 2}, and let f : SZ → SZ be the radius-1 cellular
automaton defined by the local rule
F (a, b, c) =


0, if a = 0, b ≤ 1, c ≤ 1,
1, if b = 2, c ≤ 1,
2, if a+ b ≥ c = 2,
b, otherwise.
A simple (yet tedious) case analysis shows that f is monotonic. Consider the
0-island x = ∞02N0∞ consisting of a run of 2-states of length N . The CA f
erodes the 2-states from the right: for 0 ≤ t ≤ N we have f t(x) = ∞02N−t1t0∞.
When only 1-states remain, they are eroded from the left: for 0 ≤ s ≤ N we
have fN+s(x) = ∞00s1N−s0∞. In particular, f2N(x) is the all-0 configuration.
Since all 0-islands are majored by an island like x, this implies that f is an
eroder.
On the other hand, f is not a stable eroder. We only present a high-level
idea of the proof. Consider a perturbation R of f where on each space-time
coordinate (i, t) ∈ Z×N, an error occurs with probability ǫ > 0 independently of
all other coordinates, and always produces the state 2, and consider the random
trajectory R(x) with x = ∞02N0∞. An error occurring next to the left border
of the island will extend the island by one cell. This means that the left border
performs a random walk, and moves to the left with average speed ǫ, as long as
it contains a 2-state. Consider a coordinate (i, t) on the left border of the island
(where we have i < 0 if the border has moved to the left), and suppose that
the border contains a 2-state at all times up to t. If we have R(x)ti = 1, then
R(x)t−1i+1 = 1 as well, by the local rule of f . This can be extended to R(x)
t−s
i+s = 1
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for all s ≤ N − i. The probability of this event is (1 − ǫ)N−i, which drops
exponentially as the border i moves to the left. One can verify that as N grows,
the probability of maintaining the left border in state 2 forever approaches unity.
Definition 5. Let V ⊂ Zd be a finite set, let k > 0, and let a < b ∈ S be
quiescent states. We say that V is a, b-forcing at level k for a CA f , if for
every configuration x ∈ SZd such that x ≤ bˆ and x~v ≤ a for all ~v ∈ V , we
have fk(x)~0 ≤ a. The family of all minimal a, b-forcing sets at level k for f is
denoted by Vka,b(f).
Note that if U is a, b-forcing at level k and V is a, b-forcing at level ℓ, then
U + V is a, b-forcing at level k + ℓ, and thus some subset W ⊂ U + V satisfies
W ∈ Vk+ℓa,b (f). Forcing sets are analogous to zero sets as usually defined for
binary cellular automata, and in that context, they can be used to characterize
eroders.
Definition 6. For a set A ⊂ Rd, denote by C(A) the convex hull of A. For a
CA f and quiescent states a < b, denote
τka,b(f) =
⋂
V ∈Vka,b(f)
C(V ) ⊂ Rd
where each a, b-forcing set V ∈ Vka,b(f) is interpreted as a subset of Rd. We say
f is a, b-shrinking, if τka,b(f) = ∅ for some k > 0.
It is not immediately clear whether one can algorithimically decide if a cel-
lular automaton is eroding for a given pair of states, since Definition 6 refers to
an unbounded variable k, but there may exist a bound K, computable from the
radius of f and the number of states, such that f is a, b-shrinking precisely when
τka,b(f) = ∅ for some k ≤ K. We show by an example that it is not sufficient to
consider the case k = 1. However, the condition turns out to be decidable for
one-dimensional cellular automata. This follows from the results of [4, 5], and
we repeat it explicitly in Lemma 14. The decidability of the condition in the
multi-dimensional case is left open.
Example 7. We show that the case k = 1 is not enough to determine the
eroding condition for two given states. Namely, consider the one-dimensional
cellular automaton f with radius 1 and state set S = {0, 1, . . . ,m} defined by
the local rule
F (a, b, c) =
{
b − 1, if b > 0 and c = 0,
b, otherwise.
This automaton decrements a nonzero state by one if its right neighbor is 0, and
otherwise keeps the state fixed. Consider the families Vk0,m(f) of 0,m-forcing
sets. We have {0} ∈ Vk0,m(f) for all k ≥ 1, since the state 0 always stays as
0. For 1 ≤ k < m, the configuration x = ∞0.m0∞ satisfies fk(x)0 6= 0, which
implies Vk0,m(f) = {{0}}. However, fm(y)0 = 0 for any y ∈ SZ with y1 = 0,
which implies {1} ∈ Vm0,m(f). It follows that the CA f is 0,m-shrinking, but
this fact cannot be deduced from Vk0,m(f) for any k < m.
5
For monotonic binary cellular automata, the 0, 1-shrinking condition is al-
ways decidable, as it suffices to consider only k = 1. Furthermore, it is equivalent
to being an eroder and a stable eroder.
Proposition 8 (Section IV in [8]). Let S = {0, 1}, and let f be a monotonic
CA on SZ
d
. The following conditions are equivalent.
• f is an eroder.
• f is a stable eroder.
• f is 0, 1-shrinking.
• τ1a,b(f) = ∅.
It is known that this characterization of eroders generalizes to larger alpha-
bets in the one-dimensional case, but not in the multi-dimensional case. This
was proved in [4], and we repeat it in Theorem 16. In this article, we will show
that the characterization of stable eroders likewise generalizes to larger alpha-
bets in the one-dimensional case (although the generalization is different). The
multi-dimensional case is left open.
Definition 9. Let S = {0, 1, . . . ,m}, and let f be a monotonic CA on SZd .
We say that f satisfies the stability condition if there exist quiescent states
0 = a1 < a2 < · · · < ak = m such that f is ai, ai+1-shrinking for all 1 ≤ i < k.
Theorem 10. A one-dimensional monotonic automaton f is a stable eroder if
and only if it satisfies the stability condition.
The next three sections are devoted to the proof of this result.
4 Eroders in One Dimension: Gal’perin Rates
In this section, we fix a one-dimensional monotonic automaton f : SZ → SZ
with radius r ≥ 0 and consider the evolution of certain configurations under f .
Definition 11. An increasing ladder is a configuration x ∈ SZ such that xi ≥ xj
for all i ≥ j. Decreasing ladders are defined analogously. Let a 6= b ∈ S be
quiescent states. The step of type a, b is the ladder x ∈ SZ defined by
xi =
{
a, if i < 0,
b, if i ≥ 0.
For t ∈ N, we denote
Lta,b = max{i ∈ Z | f t(x)i = a}
Rta,b = min{i ∈ Z | f t(x)i = b}
In the limit, we denote La,b = limt→∞ L
t
a,b/t, and similarly for Ra,b.
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a b
s1 s2 s3
La,b Ra,b
(0, 0)
Figure 1: The Gal’perin rates of a monotonic cellular automaton. Time increases
upward. The figure depicts regions of states a < s1 < s2 < s3 < b in space-time.
See Figure 1 for a visualization of the definition. We know from the work of
Gal’perin [4] that these quantities, which we call the Gal’perin rates of f , always
exist and are rational numbers. Furthermore, they can be effectively computed
from the local rule of f [5, 3]. The following result is also convenient.
Lemma 12 ([4]). There exists a constant K > 0 such that∣∣Lta,b − t · La,b∣∣ ≤ K and ∣∣Rta,b − t · Ra,b∣∣ ≤ K
hold for all quiescent a 6= b ∈ S and t ∈ N.
We now show how these rates are connected to the forcing sets of f .
Lemma 13. Let a 6= b ∈ S be quiescent. Then La,b ≤ Ra,b. If there is no
quiescent state c between a and b, then La,b = Ra,b.
Proof. The first claim is clear, since Lta,b ≤ Rta,b holds for all t ∈ N. For the
second claim, suppose that a < b and no state a < c < b is quiescent. Since f
is monotonic, there exists n ≥ 1 such that fn(cˆ) ∈ {aˆ, bˆ} for all such c. If C =
Rta,b−Lta,b is large enough, there exists a < c < b and Lta,b+C/3 < i < Rta,b−C/3
such that f t(x)|[i−rn,i+rn] = c2rn+1, where r ≥ 0 is the radius of f . Then
f t+n(x)i ∈ {a, b}, and we have either Lt+na,b > Lta,b+C/3 or Rt+na,b < Rta,b−C/3.
Lemma 12 implies |Lt+na,b − Lta,b| ≤ nLa,b + K, and similarly for Rta,b, so C is
bounded by a constant. Then we have La,b = Ra,b.
Lemma 14. Let a < b ∈ S be quiescent. Then
La,b = sup{−maxU/k | k > 0, U ∈ Vka,b(f)}
Rb,a = inf{−minV/k | k > 0, V ∈ Vka,b(f)}
Proof. Let x ∈ SZ be the step of type a, b, and let U ∈ Vka,b(f) be arbitrary.
Denote u = maxU . For t ∈ N, we have f t(x)Lta,b+i−u = a for all i ∈ U . Since U
7
is a, b-forcing, this implies f t+k(x)Lta,b−u = a. Because f is monotonic, f
t+k(x)
is an increasing ladder, and we have Lt+ka,b ≥ Lta,b − u. An inductive argument
now shows Lta,b ≥ −tu/k, which gives La,b ≥ −u/k.
For the other direction, let Ut = {−rt,−rt+1, . . . ,−Lta,b− 1} ⊂ Z for t > 0,
where r ∈ N is the radius of f . If y ∈ SZ is a configuration satisfying y ≤ bˆ
and yi ≤ a for all i ∈ Ut, then yi ≤ σLta,b(x)i for all −rt ≤ i ≤ rt. This implies
f t(y)0 ≤ f t(x)Lta,b = a, so Ut is an a, b-forcing set at level t. We also have
−maxUt/t = (Lta,b + 1)/t −→ La,b as t grows.
The second statement follows by symmetry.
Lemma 15. The following conditions are equivalent.
1. f is a, b-shrinking.
2. For some k > 0, there exist U, V ∈ Vka,b(f) such that maxU < minV .
3. La,b > Rb,a.
Furthermore, they are algorithmically decidable from the local rule of f .
Proof. If f is a, b-shrinking, then there exists k ∈ N with τka,b = ∅. Since the
convex hull C(V ) is an interval for each V ∈ Vka,b, this means that there exist
forcing sets U, V ∈ Vka,b with maxU < minV . Conversely, (2) implies U∩V = ∅,
so f is a, b-shrinking. Thus (1) and (2) are equivalent.
If the (2) holds, then La,b ≥ −maxU/k > minV/k ≤ Rb,a by Lemma 14,
so we obtain (3). Suppose finally La,b > Rb,a. Then there exist k, ℓ ∈ N,
and two sets U ∈ Vka,b(f) and V ∈ Vℓa,b(f) with maxU/k < min V/ℓ. Denote
U ′ = U+U+· · ·+U (a sum of ℓ sets), and V ′ = V +V +· · ·+V (a sum of k sets).
By the remark after Definition 5, there exist subsets Uˆ ⊂ U ′ and Vˆ ⊂ V ′ that are
in Vkℓa,b and Vkℓb,a respectively. This implies max Uˆ ≤ ℓmaxU < kminV ≤ min Vˆ .
Thus the second condition holds.
The decidability follows from the results of [5].
The characterization of eroders in one dimension is the following.
Theorem 16 ([4]). The cellular automaton f is an eroder if and only if R0,a >
La,0 holds for all quiescent states a ∈ S \ {0}.
This condition is not equivalent to f being 0, a-shrinking for all quiescent
a ∈ S \ {0}. More explicitly, if f is 0,m-shrinking where m ∈ S is the maximal
state, then it is an eroder, but the converse does not hold in general. In the
one-dimensional case, see Example 18. Also, the condition implies that the time
required for f to erode an island is at most linear in the diameter of the island,
and in two dimensions examples of slower eroders are known, even in the case
that the automaton is decreasing, that is, f(x) ≤ x holds for all x ∈ SZ2 [2].
We will now reformulate our main result, Theorem 10, in terms of Gal’perin
rates.
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Theorem 17. Let S = {0, 1, . . . ,m}. A one-dimensional monotonic automaton
f on SZ is a stable eroder if and only if there exist quiescent states 0 = a1 <
a2 < · · · < ak = m such that Lai,ai+1 > Rai+1,ai for all 1 ≤ i < k.
Example 18. Consider again the three-state CA f of Example 4. We compute
the Gal’perin rates of f for all pairs of states, since every state of f is quiescent.
Consider first R0,1. In the step configuration
∞0.1∞, the leftmost 1 turns into
a 0 in one application of f . Thus R0,1 = 1. In a similar manner, we compute
L0,1 = 1 L1,0 = 0 L0,2 = 0 L2,0 = −1 L1,2 = −1 L2,1 = −1
R0,1 = 1 R1,0 = 0 R0,2 = 0 R2,0 = 0 R1,2 = −1 R2,1 = −1
From this table, one can check that the condition of Theorem 16 holds, so f is
an eroder. Note also that f is not 0, 2-shrinking. The condition of Theorem 17
does not hold, so f is not a stable eroder.
We list here some generally useful lemmas.
Lemma 19. Let a < b ∈ S be quiescent. Then we have
La,b ≥ La,b+1 and Rb,a ≤ Rb+1,a (1)
together with
Ra,b ≥ Ra+1,b and Lb,a ≤ Lb,a+1. (2)
Proof. We only prove the first inequality of (1); the others follow by symmetry,
either by swapping left and right, or inverting the order of the state set. Let
x, y ∈ SZ be the steps of type a, b and a, b + 1, respectively. Then we have
aˆ ≤ f t(x) ≤ f t(y) for all t ∈ N by monotonicity, and in particular, f t(y)i = a
implies f t(x)i = a for all i ∈ Z. This implies Lta,b ≥ Lta,b+1, and the claim
follows by taking the limit.
Lemma 20. Let a < b ∈ S be quiescent states. Then there exists a quiescent
state c ∈ S with a < c ≤ b such that Lc,a = Rb,a.
Of course, there also exists a < d ≤ b such that Ra,d = La,b by symmetry.
Proof. This follows directly from Lemma 5(δ) of [4].
5 Stability Condition is Sufficient
In this section, we prove the first part of Theorem 17: automata that satisfy
the stability condition are stable eroders. The proof follows the ideas presented
in [8]. The high level idea is that we take an ǫ-perturbation of f , and consider
a single coordinate (0, T ) in a random trajectory starting fom the uniform zero
configuration. Assuming the coordinate has a nonzero state, we construct a
geometric object that records the ‘reason’ for this event, that is, traces it back
to some finite subset of coordinates where errors have occurred. We prove that
the size of this subset grows linearly with the size of the object, and there is an
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exponential number of objects of a given size. A simple calculation then shows
that the probability of (0, T ) having a nonzero state approaches 0 with ǫ. The
main difference to [8] is that our geometric objects are polygons instead of trees.
For the remainder of this section, fix a monotonic cellular automaton f
on SZ that satisfies the stability condition for the quiescent states 0 = a1 <
· · · < ak = m. For convenience, we denote Ln = Lan,an+1 , Rn = Ran+1,an ,
Sn = {a ∈ S | an < a ≤ an+1} and S+n = ∪ℓ≥nSℓ for n ∈ {1, . . . , k − 1}.
By Lemma 14, there exist kn > 0 and forcing sets Un, Vn ∈ Vknan,an+1(f) such
that Un, Vn ⊂ {−knr, . . . , knr} and −knLn ≤ un = maxUn < minVn = vn ≤
−knRn. Recall the number K from Lemma 12. We may assume that
2K < vn − un, kn = 1 (3)
hold for all n; this can be guaranteed by taking a large enough power of f that is
divisible by each kn. Let R be an ǫ-perturbation of f for some small ǫ > 0, and
consider the random trajectory η = R(0ˆ). We will prove that Pr[ηT0 > 0]
ǫ→0−→ 0
uniformly in T .
We define some more auxiliary concepts before proceeding with the proof.
Define four sets of integer vectors:
∆Ln = {(i,−1) | − r ≤ i ≤ un}, ∆Rn = {(i, 1) | − r ≤ i ≤ −vn},
∆Cn = {(i, 0) | 0 < i ≤ 2r}, ∆Bn = −∆Cn
Finally, define the random error set by E = {(i, t) ∈ Z× N | ηt+1i 6= f(ηt)i}.
Let T ≥ 1 be an arbitrary positive integer. We will now construct a system
of geometric shapes on the vertex setW = {(i, t) ∈ Z×N | t ≤ T, |i| ≤ r(T − t)}
parametrized by the states Sn ⊂ S and a set C ⊂ W such that ηti ∈ Sn for
all (i, t) ∈ C. For a set P ⊂ R2, denote its border by ∂P . By a polygon we
mean a closed and bounded subset of R2 that is a finite union of triangles and
line segments. In particular, a polygon may not be equal to the closure of its
interior.
Definition 21. For n ∈ {1, . . . , k}, define a space-time polygon of level n as a
pair 〈P,X〉 satisfying the following conditions.
a) P ⊂ R2 is a non-empty simply connected polygon.
b) X = 〈w1, . . . , wℓ〉 is a cyclic list of vertices in W ∩ ∂P , which occur in
counterclockwise order on ∂P , and ∂P is the union of the line segments
wiwi+1.
c) For all i ∈ {1, . . . , ℓ} we have wi+1 − wi ∈ ∆Ln ∪∆Rn ∪∆Cn ∪∆Bn .
d) If (i, t), (j, t) ∈ X and 0 < |i− j| ≤ 2r, then the line segment from (i, t) to
(j, t) is a subset of P .
e) Each w = (i, t) ∈ X satisfies ηti ∈ Sn and one of the following conditions:
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1. There exists n˜ > n and j ∈ {−n˜r, . . . , n˜r} with ηt−1i+j ∈ Sn˜. Then w
has type 1, the coordinate v = (i+ j, t− 1) ∈ W is the support point
of w at level n˜, and we denote v = supp(w). If there are several
candidates for the support point, we choose one that maximizes the
level n˜.
2. There is an error at the coordinate that precedes w in the trajectory:
we have (i, t− 1) ∈ E. Then w has type 2.
3. There exist j ∈ Un and j′ ∈ Vn such that the triangle spanned by w,
(i+ j, t− 1) and (i+ j′, t− 1) is a subset of P . Then w has type 3,
and w is a child of (i + j, t− 1) and (i + j′, t− 1).
Item (d) in Definition 21 is a technical constraint that is easy to enforce
during the construction and makes the proof of Lemma 22 simpler. If the
condition does not hold, we say that the pair (i, t), (j, t) violates condition (d)
in 〈P,X〉. Similarly, the constraint on maximizing n˜ in item (e) simplifies the
proofs of Lemma 24 and Lemma 26 without affecting the construction in any
other way.
See Figure 2 for a visualization of a space-time polygon. The shaded area
is P , the black dots are the vertices wi in the list X , and each arrow is a line
segment wiwi+1. An edge is in ∆
C
n if it points east, in ∆
B
n if it points west, in
∆Ln if southwest and in ∆
R
n if northwest. Some edges in the figure are labeled
with the set they belong to. Note that horizontal line segments may be traversed
twice, as is the case near the rightmost vertex. The darker shaded areas at the
bottom are parts of a space-time polygon of level n˜ for some n˜ > n, and the
dashed lines denote the support point relation. The vertices in X with dashed
lines have type 1. Vertices enclosed in boxes are produced by errors, and they
have type 2. Other vertices have type 3; one of the triangles is depicted in the
figure.
∆Cn
∆Bn
∆Rn∆
L
n
Figure 2: A space-time polygon.
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Intuitively, a space-time polygon on level n records the ‘reason’ for the ver-
tices in the set C being in the state n. It resembles the notion of truss in [8].
The idea of the proof is that a coordinate (i, t) ∈ Z2 with ηti 6= 0 gives rise to
a finite collection of space-time polygons, a constant fraction of whose vertices
have type 2, that is, are caused by errors. The number of such collections with
N vertices in total grows exponentially with N , and by choosing the error rate ǫ
small enough, we can bound the probability that any collection of polygons en-
ables ηti 6= 0. We begin by showing that in a single polygon 〈P,X〉, the number
of vertices of type 1 or 2 grows linearly with the size of the set X .
Lemma 22. For all n ∈ {1, . . . , k}, there exists δn > 0 such that for any space-
time polygon 〈P,X〉 of level n, there are has at least δn|X | elements of type 1
or 2 in X.
Proof. Let X = 〈w1, . . . , wℓ〉, and denote I = {i ∈ {1, . . . , ℓ} | wi+1 −wi ∈ ∆Cn }
and J = {1, . . . , ℓ} \ I. Define a linear function Mn : R2 → R by Mn(i, t) = i+
t(un+vn)/2. We claim thatMn is positive on ∆
C
n and negative on ∆
L
n∪∆Rn∪∆Bn .
The case of ∆Cn and ∆
B
n is clear, since we have t = 0, and i is positive on ∆
C
n
and negative on ∆Bn . Let then (i,−1) ∈ ∆Ln , so that i ≤ un. Then we have
Mn(i,−1) = i− (un + vn)/2 ≤ (un − vn)/2 < 0, since un < vn. For (i, 1) ∈ ∆Rn
we have i ≤ −vn, which implies Mn(i, 1) = i+ (un + vn)/2 ≤ (un − vn)/2 < 0.
Since these sets are finite, there exists 0 < δ < 1 such that δ < Mn(v) < δ
−1
for all v ∈ ∆Cn and −δ−1 < Mn(v) < −δ for all v ∈ ∆Rn ∪∆Ln ∪∆Bn . Since X is
a circular list, we have
∑ℓ
i=1Mn(wi+1 −wi) = 0 by linearity of Mn. The sets I
and J form a partition of {1, . . . , ℓ}, so we have δ2|J | ≤ |I| ≤ δ−2|J |. From this
we also deduce |I| ≥ |X |/(1 + δ−2).
We present a geometric argument for the fact that the number of vertices of
type 1 or 2 in X is at least |I|/2. Let i ∈ {1, . . . , ℓ} be such that wi+1 − wi ∈
∆Cn , that is, i ∈ I. Suppose that both wi and wi+1 have type 3. Then there
exist u, v ∈ Z2 with wi − u ∈ ∆Rn , v − wi+1 ∈ ∆Ln and uwi, wi+1v ⊂ P .
The angle ∠wi−1wiwi+1 cannot be larger than ∠uwiwi+1 < π, which implies
wi − wi−1 ∈ ∆Rn . By a symmetric argument we have wi+2 − wi+1 ∈ ∆Ln .
Denoting wi−1 = (a, t) and wi+2 = (b, s), a simple calculation shows that t = s
and |a − b| ≤ 2r. We must also have a 6= b, since P is simply connected. This
violates condition (d), so one of wi or wi+1 has type 1 or 2. See Figure 3 for a
visualization of this argument. It follows that the number of type-1 or 2 vertices
in X is at least |I|/2 ≥ |X |/(2 + 2δ−2). We define δn = (2 + 2δ−2)−1, which
finishes the proof.
We will now construct a set Q(C) of disjoint space-time polygons of level n
whose union contains C, the set of initial vertices. We construct the polygons
iteratively, maintaining a set Qp(C) of ‘incomplete polygons’ that are allowed
to violate condition (d) and the second part of condition (e) in Definition 21,
meaning that the vertices at time t may not have a type. We start with Q0(C)
being the collection of single-vertex polygons 〈{w}, 〈w〉〉 for w ∈ C.
Assume then that we have constructed the set Qp(C) for some p ≥ 0. There
are three possible conditions that prevent us from choosing Q(C) = Qp(C),
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u wi−1
wi wi+1
wi+2 v
Figure 3: A visualization of the proof of Lemma 22.
which we refer to as violations :
1. Some vertex w ∈W occurs in the list of some polygon of Qp(C), and has
no type in any polygon in which it occurs.
2. Some pair of vertices v, w occurs on the list of some polygon of Qp(C) (not
necessarily consecutively), and violates condition (d) in every polygon in
which it occurs.
3. Some polygons of Qp(C) have nonempty intersection.
If none of these violations hold, then Qp(C) consists of disjoint space-time poly-
gons of level n. Namely, if w ∈W is a vertex of some polygon 〈P,X〉 ∈ Qp(C),
then it has a type in one of them (since violation 1 does not hold), which must
be 〈P,X〉 since the polygons are disjoint. Similarly, if v, w ∈ W occur in the list
of some polygon 〈P,X〉 ∈ Qp(C), then it does not violate condition (d) in some
polygon (since violation 2 does not hold), which must be 〈P,X〉. We now show
how to handle the violations one by one. The first two cases involve adding new
simple polygons to the set Qp(C), and they are visualized in Figure 4. In the
last case, we show how to merge two intersecting polygons into one, which is a
more involved process.
⇓ ⇓
Figure 4: Resolving violations 1 (left) and 2 (right).
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Suppose that violation 1 holds: there exists 〈P,X〉 ∈ Qp(C) and w = (i, t) ∈
X that has no type in any polygon of Qp(C) it belongs to. In particular, (i, t−1)
does not contain an error and ηt−1i+j /∈ S+n+1 for all −r ≤ j ≤ r. Since Un and
Vn are an, an+1-forcing sets and η
t
i ∈ Sn, there exist jL ∈ Un and jR ∈ Vn
such that ηt−ii+jL , η
t−1
i+jR
∈ Sn. We also have (jL,−1) ∈ ∆Rn , (jR, 1) ∈ ∆Ln and
(jR − jL, 0) ∈ ∆Cn . Denote X ′ = 〈w, (i + jL, t − 1), (i + jR, t − 1)〉, and let
P ′ ⊂ R2 be the triangle spanned by these three points. Then 〈P ′, X ′〉 is a
(possibly incomplete) three-vertex polygon and w has type 3 in it. We define
Qp+1(C) = Qp(C) ∪ {〈P ′, X ′〉}, and w is no longer a witness for violation 1.
Suppose then that violation 2 holds, so that some polygon 〈P,X〉 ∈ Qp(C)
violates condition (d): some v = (i, t), w = (j, t) ∈ X satisfy 0 < i − j ≤ 2r.
Thus we have v − w ∈ ∆Cn and w − v ∈ ∆Bn . Let P ′ = vw and X ′ = 〈v, w〉.
Then 〈P ′, X ′〉 is a polygon with two vertices that satisfies every condition of
Definition 21 except the latter part of (e). In particular, the pair v, w does not
violate condition (d) in 〈P ′, X ′〉. We define Qp+1(C) = Qp(C)∪{〈P ′, X ′〉}, and
then v, w is no longer a witness for violation 2.
Suppose finally that violation 3 holds: there exist 〈P,X〉, 〈P ′, X ′〉 ∈ Qp(C)
such that P ∩ P ′ 6= ∅. We construct a new polygon that contains the union
P ∪ P ′. Let P˜ be the polygon obtained by filling all holes in P ∪ P ′, and
let X˜ = 〈w1, . . . , wz〉 be the list obtained by traversing the border of P˜ in
the counterclockwise direction and enumerating the elements of X ∪X ′ in the
order they are encountered. Finally, let Pˆ be the simply connected polygon
whose border is exactly the union of the line segments wiwi+1. We claim that
(Pˆ , X˜) is a valid space-time polygon. It is easy to see that wi ∈ W ∩ ∂Pˆ for all
i ∈ {1, . . . , z}, and we now show that the differences of successive elements of
the list X˜ have the correct form.
Lemma 23. For all i ∈ {1, . . . , z} we have wi+1 − wi ∈ ∆Ln ∪∆Rn ∪∆Cn ∪∆Bn .
Proof. We first show that the vertical distance between wi = (j, s) and wi+1 =
(j′, s′) is at most 1, which implies that it is either 0 or 1. Namely, there is a
path from wi to wi+1 along the border of P˜ , and assuming s
′ ≥ s+ 1 (the case
s ≥ s′ + 1 being analogous), this path runs through some coordinate (j′′, s+ 1)
with j′′ ∈ R; let this be the first such coordinate along the path. Then (j′′, s+1)
is the endpoint of some line segment formed by consecutive elements of X orX ′,
so in particular we have (j′′, s+ 1) ∈ X ∪X ′, which implies (j′′, s+ 1) = wi+1.
Suppose now that s′ = s + 1. If the path L from wi to wi+1 along ∂P˜
is a single line segment, then it is contained in the border of either P or P ′,
and we are done. Otherwise, it is formed from two segments, one from P and
one from P ′, and there are coordinates j1, j2 ∈ Z such that (j1, s) and wi+1
are consecutive elements in one of the lists (say X), and wi and (j2, s+ 1) are
consecutive elements in the other list (say X ′), and L is formed form parts of
the associated line segments, which have a single crossing point. See Figure 5.
Furthermore, we are traversing the border of P ∪ P ′ in the counterclockwise
direction, which means that (j1, s) is to the left of wi and (j2, s + 1) is to the
left of wi+1. Consequently, j1 ≤ j and j2 ≤ j′. Since (j2, s + 1) − wi and
14
wi+1 − (j1, s) are elements of ∆Rn , we have
−r ≤ j2 − j ≤ j′ − j ≤ j′ − j1 ≤ −vn
which implies wi+1 − wi ∈ ∆Rn . The case for s′ = s− 1 is similar, but with ∆Ln
in place of ∆Rn .
wi
wi+1
(j1, s)
(j2, s+ 1)
L
Figure 5: A visualization of the case s′ = s+ 1 in the proof of Lemma 23. The
shaded area is part of the union of P ∪ P ′.
Finally, suppose s′ = s. Then there is a path γ in ∂P from wi to wi+1 that
either is a line segment, or consists of finitely many line segments and crosses an
integral y-coordinate only at its endpoints. In the former case, γ is contained in
a line segment between consecutive elements of either X or X ′, which implies
|j − j′| ≤ 2r and thus wi+1 − wi ∈ ∆Cn ∪ ∆Bn . Suppose then that the latter
case holds, and let wi = wˆ1, wˆ2, . . . , wˆℓ = wi+1 be the endpoints of the line
segments that form γ; equivalently, they are the vertices of P˜ that lie on γ. We
may assume that the y-coordinates of the wˆp are between s− 1 and s, and that
j′ < j. The cases of the y-coordinates lying between s and s+ 1 and/or j′ > j
are symmetric, and in fact cannot actually happen in space-time polygons.
Each line segment Lp from wˆp to wˆp+1 is part of a longer segment between
some (jp, s) and (j
′
p, s − 1) in ∂P or ∂P ′. We say that the segment Lp is
decreasing if (jp, s) is closer to wˆp than wˆp+1, and increasing otherwise. The
interior angle αp of P˜ at any endpoint wˆp for 1 < p < ℓ is greater than π, for
otherwise wˆp would be a vertex of P or P
′, and would lie in X ∪ X ′. This
implies two things. First, there exists 1 ≤ p′ < ℓ such that Lp is decreasing for
each p ≤ p′, and increasing for each p > p′. Second, jp < jp+1 holds whenever
1 ≤ p < ℓ and p 6= p′. Since j1 = j and jℓ = j′, this means jp ≥ j for p ≤ p′, and
jp ≤ j′ for p > p′. Each wp also has y-coordinate strictly above s−1, and hence
we have j′p′ < j
′
p′+1. We now compute |j−j′| ≤ |jp′−j′p′ |+|jp′+1−j′p′+1| ≤ 2r, so
that wi+1−wi ∈ ∆Cn ∪∆Bn . See Figure 6 for a visualization of this argument.
To finish the treatment of violation 3, we define Qp+1(C) = (Qp(C) \
{〈P,X〉, 〈P ′, X ′〉}) ∪ {〈Pˆ , X˜〉}.
Now, all three constructions detailed above have the property that the union
of all polygons in Qp+1(C) contains the union of all polygons in Qp(C). In
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α5 γ
wi = wˆ1
wˆ2
wˆ3
wˆ4
wˆ5
wi+1 = wˆ6
s
s− 1
j′p′+1j
′
p′
jp′+1 jp′
Figure 6: The path γ in the proof of Lemma 23
particular, if a vertex or pair of vertices witnesses violation 1 or 2 and we apply
the construction to them, they cannot witness the violation again at any later
stage. Since there are finitely many sets of polygons on the vertex set W , we
eventually reach a set Qp(C) that avoids violations 1, 2 and 3, and choose
Q(C) = Qp(C). As claimed, it is a set of disjoint space-time polygons of level
n whose union contains C. At this point we also remark that in any polygon
〈P,X〉 ∈ Q(C), any point w ∈ X whose time coordinate is maximal is an
element of C. In particular, X ∩ C 6= ∅. However, note also that C is not
necessarily a subset of X , since some of its elements may cease to be vertices as
polygons are merged, and become interior points instead.
We will now use the construction of space-time polygons to bound the prob-
ability of a given coordinate (0, T ) having a nonzero state in the random tra-
jectory η. For this purpose, suppose that ηT0 > 0, and let n0 ∈ {1, . . . , k − 1}
be such that ηT0 ∈ Sn0 . Define the initial set of vertices as Cn0 = {(0, T )},
and construct the set of level-n0 space-time polygons Q(Cn0). Recall that each
vertex w = (i, t) that has type 1 in some polygon of Q(Cn0) has a support point
supp(w) = (j, t − 1) at some level n > n0 with |i − j| ≤ nr. Inductively, for
each n0 < n ≤ k, we define Cn ⊂ W as the set of level-n support points of the
polygons in
⋃
p<nQ(Cp):
Cn = {(i, t) | p < n, 〈P,X〉 ∈ Q(Cp), w ∈ X, (i, t) = supp(w), ηti ∈ Sn}
This defines an indexed family (Q(Cn))
k
n=n0 of sets of space-time polygons,
where the polygons of each set Q(Cn) are disjoint.
Fix two numbers n0 ≤ n < ℓ ≤ k, and let 〈P,X〉 ∈ Q(Cℓ) and 〈P ′, X ′〉 ∈
Q(Cn) be two space-time polygons of different levels. This means that 〈P,X〉
is constructed at a later stage than 〈P ′, X ′〉, and its vertices have higher states.
The statements of Lemmas 24, 25 and 26 refer to these polygons. The series
of results shows that the two polygons can intersect only if P ⊂ P ′. First, we
show that the vertex lists of the polygons are separated horizontally by at least
r steps.
Lemma 24. Let w = (i, t) ∈ X be arbitrary. Then there are no elements
w′ = (j, t) ∈ X ′ with |i− j| ≤ r.
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Proof. Suppose on the contrary that such an element exists, and consider the
first point in the construction of Q(Cn) where w
′ is added to the vertex set of
some polygon. If w′ was introduced as a parent of another vertex (j′, t+1) that
was a witness to violation 1, then |j − j′| ≤ r, which implies |i − j′| ≤ 2r ≤ ℓr.
Then (j′, t+ 1) has type 1 in any polygon it belongs to, since w is its potential
support point, which contradicts the assumption that it witnessed violation 1
by having no type. Thus w′ was not introduced as a parent of another vertex.
Since this is the only way of adding new elements to the vertex lists of polygons,
the vertex w′ must have been present in the first phase Q0(Cn), which implies
w′ ∈ Cn.
The initial vertex (0, T ) is the only vertex with time T , and the only element
of Cn0 . Since w and w
′ have the same y-coordinate, this implies w′ 6= (0, T )
and n > n0. Thus the vertex w
′ is the level-n support point of some vertex
v = (j′, t + 1) with ηt+1j′ ∈ Sn′ , n′ < n and |j − j′| ≤ nr. But then |i − j′| ≤
|i− j|+ |j − j′| ≤ (n + 1)r ≤ ℓr, and w is also a potential support point for v.
Since ℓ > n and the support point is chosen in a way that maximizes its level,
the vertex w′ cannot be the support point of v, which contradicts w′ ∈ Cn.
Lemma 25. ∂P ∩ ∂P ′ = ∅
Proof. Assume for contradiction that ∂P intersects ∂P ′. Then there are con-
secutive vertices v, w ∈ X and v′, w′ ∈ X ′ such that the line segments vw ⊂ P
and v′w′ ⊂ P ′ intersect. The vertical distance between the endpoints of each
segment is at most 1, so some pair of endpoints, say v and v′, have the same
y-coordinate, say v = (i, t) and v′ = (j, t) with i 6= j. If the segment vw is hor-
izontal, then one of v or w is within distance r of v′, contradicting Lemma 24,
and analogously if v′w′ is horizontal. Thus both segments are non-horizontal,
and we may assume w = (i′, t + 1) and w′ = (j′, t + 1) with i′ 6= j′. Since the
segments intersect, we have either i < j and i′ > j′, or i > j and i′ < j′. In
both cases, |i − i′| ≤ r and |j − j′| ≤ r imply min(|i − j|, |i′ − j′|) ≤ r, again a
contradiction with Lemma 24.
Lemma 26. There does not exist w ∈ X ′ with w ∈ P .
Proof. Suppose on the contrary that some w ∈ X ′ satisfies w ∈ P . We may
assume that n is the minimal element of {n0, . . . , ℓ − 1} that allows this. We
have w ∈ P ∩∂P ′ 6= ∅, so Lemma 25 implies P ′ ⊂ P . Let v = (i, t) ∈ Cn∩P ′ be
arbitrary. Since P ′ ⊂ P , there exists a vertex of X with the same y-coordinate
as v. As (0, T ) is the only vertex of Cn0 and the only vertex with y-coordinate
equal to T , we have v 6= (0, T ) and n > n0. Then there exists m < n, a polygon
〈Pˆ , Xˆ〉 ∈ Q(Cm) and a vertex u = (i′, t + 1) ∈ Xˆ with v = supp(u). By the
minimality of n, we have u /∈ P . Then the line segment I = vu intersects
∂P , so there are consecutive elements w1, w2 ∈ X such that the segment w1w2
intersects I. See Figure 7.
As in the proof of Lemma 25, we can assume w1 = (j, t) and w2 = (j
′, t+1)
with i 6= i′ and j 6= j′, and we have either i < j and i′ > j′, or i > j and
i′ < j′. We also have |i − i′| ≤ nr and |j − j′| ≤ r, and a simple calculation
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shows |i′ − j| ≤ (n + 1)r ≤ ℓr. Thus w1 is also a potential support point for u
with a higher level, which contradicts v = supp(u).
v
u
w1
w2
Figure 7: The vertices in the proof of Lemma 26.
Next, we show that every element of each set of support points Cℓ is close
to the border of the polygon that contains it. We will use this fact to show
that the total perimeter of all polygons in Q(Cℓ) is bounded from below by a
constant multiple of |Cℓ|.
Lemma 27. Let n0 ≤ ℓ ≤ k, let w = (i, t) ∈ Cℓ, and let 〈P,X〉 ∈ Q(Cℓ) be the
space-time polygon containing w. Then there exists w′ = (i′, t′) ∈ X such that
|i− i′| ≤ ℓr and |t− s| ≤ 1.
Proof. The case of ℓ = n0 is clear since (0, T ) is the only vertex of Cn0 and
the only vertex with y-coordinate at least T . Suppose thus that ℓ > n0. Since
w ∈ Cℓ, there exists n < ℓ, a polygon 〈P ′, X ′〉 ∈ Q(Cn) and a vertex v =
(j, t + 1) ∈ X ′ such that ηt+1j ∈ Sn and supp(v) = w. In particular, we have
|i − j| ≤ ℓr. Lemma 26 implies v /∈ P . Then the line segment wv, which is of
length at most ℓr+1, intersects some segment of the border ∂P . One endpoint
w′ = (i′, t′) ∈ X of that segment satisfies |i − i′| ≤ ℓr and |t− t′| ≤ 1, and the
claim holds.
We now show that out of all vertices in the system (Q(Cn))
k
n=n0 , a positive
fraction have type 2. Recall that we showed already in Lemma 22 that for each
individual space-time polygon, a positive fraction of its vertices have type 1 or
2. The idea is that since type 1 vertices have support points, they give rise to
new polygons of higher levels, and the polygons of level k, the maximum, have
no type 1 vertices.
Lemma 28. There exists β > 0, depending only on the automaton f , with
the following property. Let X = ⋃kn=n0 ⋃〈P,X〉∈Q(Cn)X be the set of all border
vertices in the system of polygons starting from the initial vertex Cn0 = {(0, T )}.
Then |{w ∈ X | w has type 2}| ≥ β|X |.
Proof. For n0 ≤ n ≤ k, denote X an = {(i, t) ∈ X | (i, t) has type a and ηti ∈ Sn}
and Xn =
⋃
a∈{1,2,3}X an . We define a process where each set Xn is given a
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non-negative weight D(n), and the weights are iteratively re-distributed in a
way that preserves their sum, which is precisely the number of vertices of type
2. We prove a positive lower bound on D(n)/|Xn| for each n at the end of the
process, which implies the claim of the Lemma.
More formally, for all n0 ≤ ℓ ≤ k + 1, we define a weight distribution
Dℓ : {n0, . . . , k} → R with
∑k
n=n0
Dℓ(n) = |{w ∈ X | w has type 2}|. The
initial distribution Dk+1 is defined by Dk+1(n) = |X 2n |. Denote βk+1 = 1 and
βn = δnβn+1/(2rk + 2) < βn+1 for n ≥ k, where δn > 0 is given by Lemma 22.
In the course of the construction, we maintain the following invariants:
• For each n0 ≤ ℓ ≤ n ≤ k, we have Dℓ(n) ≥ βn|Xn|.
• For each n0 < ℓ ≤ k + 1, we have Dℓ(ℓ− 1) ≥ δℓ−1βℓ|Xℓ−1|.
For ℓ = k, k − 1, . . . , n0, we compute the new distribution Dℓ from Dℓ+1
as follows. For each p < ℓ and each pair (v, w) ∈ Xp × Cℓ such that w is the
support point of v, we transfer βℓ units of weight from Xℓ to Xp. The resulting
weight distribution is Dℓ.
We now show that the invariants hold for Dℓ, and for the first one, let
n0 ≤ ℓ ≤ n ≤ k. If ℓ < n, then Dℓ(n) = Dℓ+1(n) ≥ βn|Xn| by the induction
hypothesis and the fact that Xn retains its weight in the construction of Dℓ.
Suppose then that ℓ = n. By Lemma 27, each w ∈ Cℓ is within distance rk from
some vertex of Xℓ with the same y-coordinate, implying |Cℓ| ≤ (2kr + 2)|Xℓ|.
Since each such w can be the support point for at most 2rk+1 other vertices, at
most βℓ(2rk+2)(2rk+1) = δℓβn+1
2rk+1
2rk+2 units of weight were transferred fromXℓ via Cℓ. On the other hand, we have Dℓ+1(ℓ) ≥ δℓβℓ+1|Xℓ| by the induction
hypothesis. This implies
Dℓ(ℓ) ≥ Dℓ+1(ℓ)− |Xℓ|δℓβℓ+1 2rk + 1
2rk + 2
≥ βℓ|Xℓ|
For the second invariant, let n0 < ℓ ≤ k+1 and consider the weightDℓ(ℓ−1).
In the case ℓ = k + 1, we have Dk+1(k) = |X 2k | ≥ δkβk+1|Xk| by Lemma 22,
since X 1k is empty and βk+1 = 1 by definition. Suppose then that ℓ ≤ k. For
each type-1 vertex w ∈ Xℓ−1 with support point of level n ≥ ℓ, exactly βn ≥ βℓ
units of weight have been transferred to Xℓ−1. In addition, it has the initial
weight of |X 2ℓ−1| given by the type-2 vertices. Since |X 1ℓ−1|+ |X 2ℓ−1| ≥ δℓ−1|Xℓ−1|
by Lemma 22, this implies
Dℓ(ℓ − 1) ≥ βℓ|X 1ℓ−1|+ |X 2ℓ−1| > δℓ−1βℓ|Xℓ−1|
which is what we wanted to prove.
All in all, we have shown that Dn0(ℓ) ≥ βn0 |Xℓ| holds for all n0 ≤ ℓ ≤ k.
Since βn0 depends only on the automaton f , we can choose β = βn0 , and the
proof is complete.
Next, we estimate the number of different space-time polygon systems rooted
at the coordinate (0, T ) having a certain perimeter size |X | = H . Knowing this
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size, we can characterize the entire system (Q(Cn))
k
n=n0 as follows. First, for
each polygon 〈P,X〉 ∈ Q(Cn) in the system, there exists a vertex w = (i, t) ∈
X ∩Cn (for example, one that maximizes t). If n > n0, there also exists ℓ < n,
another polygon 〈P ′, X ′〉 ∈ Q(Cℓ), and a vertex w′ = (j, t + 1) ∈ X ′ such that
w = supp(w′) and |i − j| ≤ kr. We fix one such pair (w,w′) and call it the
base of 〈P,X〉. Now, we construct a list L of vertices as follows. We begin
with the polygon 〈P,X〉 containing the topmost vertex w1 = (0, T ), and set
L1 = X = 〈w1, . . . , w|X|〉.
Suppose now that we have constructed a list Lp for some p ≥ 1. If there is a
polygon 〈P ′, X ′〉 that has not been processed yet, and its base (w′, w) has a ver-
tex w ∈ Lp, then we replace w in Lp by the list of vertices 〈w,w′, w′1, . . . , w′q, w′, w〉
where X ′ = 〈w′, w′1, . . . , w′q〉, and denote the resulting list by Lp+1. If such a
polygon does not exist, then the list Lp = L = 〈w1, . . . , ws〉 contains every vertex
in X at least once and at most 2kr times, so that |L| ≤ 2krH . Furthermore, for
each index i ∈ {1, . . . , s} we have wi+1 −wi ∈ {−kr, . . . , kr}× {−1, 0, 1}. Since
the list L, together with the mapping L→ {1, . . . , k} that sends each vertex (i, t)
to the number n such that ηti ∈ Sn, characterizes X completely, the number of
different systems (Q(Cn))
k
n=n0 with |X | = H is at most
∑2krH
s=H (3k(2kr+1))
s ≤
(3k(2kr + 1))(2kr+1)H .
Now, if we have ηT0 > 0, then there exists a system P = (Q(Cn))kn=1 of
time-space polygons of some size H > 0 rooted at (0, T ); we denote this event
by W (P). By Lemma 28, such a system contains at least βH vertices of type
2, which correspond to a subset of the random error set E. Since η is generated
by an ǫ-perturbation of the cellular automaton f , the probability of W (P) is at
most ǫβH . Thus we have
Pr[ηT0 > 0] ≤
∞∑
H=1
∑
P
Pr[W (P)] ≤
∞∑
H=1
(3k(2kr + 1))(2kr+1)HǫβH
=
∞∑
H=1
(
(3k(2kr + 1))2kr+1
ǫβ
)H
ǫ→0−→ 0
since we have ǫβ < (3k(2kr+1))2kr+1 for all small enough ǫ. Then f is a stable
eroder, and we have proved the first half of Theorem 17.
6 Stability Condition is Necessary
In this section, we prove the second half of Theorem 17: every one-dimensional
stable eroder satisfies the stability condition. The idea of the proof is the fol-
lowing. We assume that a CA f does not satisfy the stability condition, and our
goal is to show that for all ǫ > 0, there exists a finite island that f almost surely
never erodes, if each coordinate of the trajectory contains an error with prob-
ability of ǫ independently of the others. Intuitively, the random errors extend
the borders of the island faster than the automaton can erode it. We begin by
proving an alternative formulation of the stability condition for one-dimensional
automata.
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Lemma 29. The automaton f satisfies the stability condition if and only if for
all quiescent a ∈ S \ {0} there exists quiescent b < a such that Lb,a > Ra,b.
Proof. Suppose that f satisfies the latter condition. Denote a1 = m. Then there
exists quiescent a2 < a1 such that La2,a1 > Ra1,a2 . Iterating this argument at
most |S| − 1 times, we find a sequence (ai)ki=1 of quiescent states such that
m = a1 > a2 > · · · > ak = 0 and Lai+1,ai > Rai,ai+1 for all i ∈ {1, . . . , k − 1}.
This is precisely the stability condition.
Suppose then that f satisfies the stability condition with the sequence 0 =
a1 < · · · < ak = m, and let a ∈ S be quiescent. There is a unique i ∈
{1, . . . , k − 1} such that ai < a ≤ ai+1. By the definition of ai and ai+1, we
have Lai,ai+1 > Rai+1,ai . From (1) we deduce Lai,a ≥ La1,ai+1 , and (2) gives
Rai+1,ai ≥ Ra,ai . Thus we have Lai,a > Ra,ai , which is what we wanted to
show.
Now, we define a special kind of ǫ-perturbation of a cellular automaton: one
where errors occur independently with probability ǫ, and always produce a fixed
state a ∈ S unless it would cause the state to decrease. Our goal is to prove
that if a CA fails to satisfy the condition of Lemma 29, then these perturbations
form a counterexample to it being a stable eroder.
Definition 30. Let f be a cellular automaton on SZ, let a ∈ S, and let ǫ > 0.
The independent a, ǫ-perturbation of f is the stochastic symbolic process R
defined as follows. Let E ⊂ Z × N be a random set, where each v ∈ Z × N
belongs to E independently with probability ǫ. Then R(x) = RE(x) is defined by
R(x)t+1i =
{
max(a, f(R(x)t)i), if (i, t) ∈ E.
f(R(x)t)i, if (i, t) /∈ E.
The set E is called the underlying error set.
Note that R(x)t+1 ≥ f(R(x)t) holds for all x ∈ SZ and t ∈ N, since an error
can only increase the value of a coordinate.
The following result is a stronger version of Proposition 3. It tells us that
in order to prove that a CA f is not a stable eroder, it suffices to find a finite
island that any given independent perturbation of f never erodes away with
arbitrarily high probability. Note that we fix a sequence of coordinates that the
evolving island must contain. Also, we cannot require that an island survives
forever with probability 1, since f might be an eroder, and there is a small but
positive probability that no errors occur in the vicinity of the island before it is
eroded away.
Lemma 31 (Proposition 3 of [7]). Let f be a one-dimensional monotonic CA,
let a ∈ S, and let Raǫ be the independent a, ǫ-perturbation of f . Suppose that
for all N ∈ N, there exists a 0-island xN ∈ SZ with xN ≤ aˆ and a sequence of
coordinates (iNt )t∈N such that for all ǫ > 0, we have
inf
t∈N
Pr[Raǫ (x
N )tiNt
= a]
N→∞−→ 1
Then f is not a stable eroder.
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For the remainder of this section, we fix a monotonic automaton f that
does not satisfy the condition of Lemma 29. Then there exists a quiescent state
ω ∈ S \ {0} such that La,ω ≤ Rω,a for all quiescent a < ω. If there are several
such states, let ω be the lowest one. We fix a small ǫ > 0, and let R be the
independent ω, ǫ-perturbation of f . Note that a random trajectory R(x) will
not contain a state greater than ω if x ≤ ωˆ, so we can safely forget the states
{ω + 1, . . . ,m} and assume S = {0, . . . , ω}.
Definition 32. Let a < ω be a quiescent state of f . We say that a is inductive
if there exist positive real numbers 0 < δa < 1, 0 < θa ≤ r and Qa > 0 with the
following property for all large enough N ≥ 1: If x ∈ SZ is such that x ≥ aˆ and
xi ≥ ω for −N ≤ i ≤ N , then
Pr
[∀t ∈ N, t(La,ω − θa) < i < t(Rω,a + θa) : R(x)ti = ω] ≥ 1− δNQaa
The intuition for an inductive state a is that with a high probability, every
large enough island of ω-states surrounded by a-states will spread at an average
speed strictly greater than La,ω − Rω,a. This causes a “cone” of ω-states to
appear in the trajectory of the configuration. Our goal in the remainder of this
section is to prove Proposition 33: every state a < ω is inductive. In particular,
the lowest state 0 is inductive, and then we can apply Lemma 31 to the island
configurations ∞0ωN .ωN0∞ to prove that f is not a stable eroder.
Proposition 33. Every quiescent state a < ω is inductive.
We will actually prove the following one-sided versions of inductivity, which
makes the arguments conceptually simpler.
Lemma 34. Let 0 ≤ a < ω, θ > 0, 0 < δ < 1 and Q > 0. Suppose that we have
Pr[∀t ∈ N, i < t(Rω,a + θa) : R(x)ti = ω] ≥ 1− δN
Q
(4)
Pr[∀t ∈ N, i > t(La,ω − θa) : R(y)ti = ω] ≥ 1− δN
Q
(5)
for x = ∞ω.ωNa∞ and y = ∞aωN .ω∞ and all large enough N . Then a is an
inductive state.
Proof. Let K > 0 be given by Lemma 12. Denote x = ∞ω.ω2Na∞ and y =
∞aω2N .ω∞. Consider the configuration z = ∞aω2N .ω2Na∞, and construct
a coupling of the three random trajectories R(x), R(y) and R(z) where the
same underlying error set is used for each. Denote by P the event that R(y)ti =
R(x)ti = ω for all t ∈ N and t(La,ω−θa)−N ≤ i ≤ t(Rω,a+θa)+N . From (4), (5),
the assumption La,ω ≤ Rω,a and the union bound, we obtain Pr[P ] ≥ 1−2δNQ .
If P occurs and N > r, then for all t ∈ N, the distance between the boundaries
of ω-states in R(y)t and R(x)t is at least 2r. This means that to the cellular
automaton f , the trajectory R(z) looks locally like R(y) to the left of t(Rω,a +
θa) + N , and like R(x) to the right of t(La,ω − θa) − N . More formally, we
can prove by induction on t that R(z)ti = R(y)
t
i for all i ≤ t(Rω,a + θa) + N ,
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and R(z)ti = R(x)
t
i for all i ≥ (La,ω − θa) − N . In particular, this shows that
R(z)ti = ω for all t ∈ N and t(La,ω − θa) ≤ i ≤ t(Rω,a + θa).
We choose δa = 2
1/Mδ where M ≥ 1 is such that δa < 1. By the above,
these constants satisfy the conditions of Definition 32.
Most of the remainder of this section is devoted to the proof of Proposi-
tion 33. It suffices to prove (4), since the other case is symmetric. We will use
an auxiliary result about biased random walks.
Lemma 35. Let (Xn)n∈N be a sequence of independent random variables with
Pr[Xn = 1] = p and Pr[Xn = 0] = 1 − p, where 0 < p < 1. For all 0 < q < p,
there exists 0 < d < 1 such that
Pr
[
∃n ≥ 0 : N +
n∑
i=0
Xn ≤ nq
]
≤ dN
for all N ≥ 1.
We prove Proposition 33 by downward induction on the state a, and the idea
of the proof is this. We consider the configuration of (4) for a large N ∈ N. By
Lemma 20, there exists a quiescent state a < b ≤ ω with Lb,a = Rω,a. Either
b = ω or b is inductive. In the former case, we essentially have a biased random
walk on the ω, a-interface of the configuration ∞ω.ωNa∞. The random walk is
slightly biased to the right of Rω,a, and we can apply Lemma 35 to it. In the
latter case, we maintain two regions in the random trajectory: an inner region
of ω-states, and an outer region of quiescent states at least b. The surface of
the outer region behaves like a random walk as in the first case, and the surface
of the inner region is constantly “repaired” by randomly appearing patches of
ω-states that produce small ω-cones as per the induction hypothesis. Before
proceeding with the proof, we formalize the argument about random walks,
since it is used in both cases. Recall the number K > 0 from Lemma 12.
Lemma 36. Let 0 < d < 1 be given by Lemma 35 for p = ǫK+1 and q = p/2.
Let a < b ∈ S be quiescent states with Lb,a = Rb,a. Let M ∈ N, and let
x = ∞b.bM+Ka∞ be the step of type b, a shifted M +K steps to the right. Then
Pr[∀t ∈ N, i ≤ (Rb,a + q)t : R(x)ti ≥ b] ≥ 1− dM
Proof. We know that f t(x)i = b, and thus R(x)
t
i ≥ b, holds for all t ≥ 0 and
i < Lb,at + M . Let E ⊂ Z × N be the underlying error set of R(x). Let
us define a sequence of random variables (X(t))t∈N with values in {0, 1} as
follows. For t, s ∈ N, let ist ∈ Z be the largest integer with f s(R(x)t)i ≥ b
for all i ≤ ist . Note that i0t+s ≥ ist ≥ i0t + Lb,as − K for all t, s ∈ N (the
latter inequality follows from Lemma 12). We set X(t) = 1 if and only if
(i1t + j, t − 1) ∈ E holds for all j ∈ {1, . . . ,K + 1}. In that case we have
i0t+1 ≥ i1t + K + 1, which implies i0t+s ≥ i0t + Lb,as − K + 1 for all s ≥ 1. In
general, if 1 ≤ t1 < t2 < · · · < tn are such that X(tk) = 1 for all 1 ≤ k ≤ n,
then i0tn+s ≥ i00 + Lb,as−K + n = Lb,as+M + n for all s ≥ 1.
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Each X(t) has value 1 independently with probability p = ǫK+1, so the
sum
∑T
t=1Xt forms a simple random walk. By Lemma 35, the probability that
i0t < (Lb,a + q)t for some t ∈ N is then at most αM . This is equivalent to
R(x)ti < b for some t ∈ N and i ≤ (Lb,a + q)t = (Rb,a + q)t.
We proceed with the proof of Proposition 33 by (4). Assume first that b = ω,
so that Lω,a = Rω,a. When N > K, we can apply Lemma 36 to M = N −K,
and choose θa = q = ǫ
K+1/2, δa = d and Qa = 1 to obtain (4).
Suppose now that a < b < ω, so that b is inductive by the induction hy-
pothesis. Without loss of generality, we assume that Rω,a > 0. If this is not the
case, we compose f with a large right shift, which does not change its eroding
properties. Define x = ∞ω.ωNa∞ and θa = ǫ
K+1/3. We will determine the
values of δ and Q later.
Definition 37. We say that a trajectory R(x) is ω-good if
∀t ∈ N, i ≤ t(Rω,a + θa) : R(x)ti = ω (6)
and b-good if
∀t ∈ N, i ≤ t(Rω,a + 2θa) : R(x)ti ≥ b (7)
Our goal in this proof is to maintain an inner region of ω-states and a slightly
wider outer region of states that are at least b. The above definitions formalize
this goal. A trajectory is ω-good if we are able to maintain the inner region
indefinitely, and b-good if we maintain the outer region indefinitely. As in the
proof of the case b = ω, maintaining the outer region indefinitely is relatively
simple.
Lemma 38. Let 0 < d < 1 be given by Lemma 35 for p = ǫK+1 and q = p/2.
For N > K, the probability of R(x) being b-good is at least 1− dN−K .
Proof. This follows directly from Lemma 36.
We now turn to the problem of maintaining the inner region. For conve-
nience, we make the following observation about the state b: in a trajectory
that starts from a configuration above bˆ and contains a long sequence of ω-
states, with a high probability one finds a large rectangle of ω-states. This is
simply because one expects to find an infinite cone of ω-states by the inductive
hypothesis of Proposition 33, inside which the rectangle can be picked. See
Figure 8 for a visualization. Note that we have a lot of freedom in choosing the
numbers α and β. In particular, we can choose α as large as we want, and β as
small as we want. Recall the definition Db = (Lb,ω +Rω,b)/2.
Observation 39. There exist numbers α > 0, 0 < β < 1 and 0 < λ < 1 with
the following property. Let C,M ≥ 1 (not necessarily integers), and let y ∈ SZ
be such that yi = ω for 0 ≤ i ≤ M and yi ≥ b for i ≤ Cα. If M and C/M are
large enough, then
Pr
[
∀ 0 ≤ i ≤ (Rω,a + θa)Cβ, 0 ≤ t ≤ 2Cβ : R(y)⌊C+t⌋⌊CDb+i⌋ = ω
]
≥ 1− λMQb
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If this event occurs, we call the set [CDb, CDb+(Rω,a+ θa)Cβ]× [C,C +2Cβ]
an ω-rectangle.
2Cβ
(Rω,a + θa)Cβ
0 M/2 M Cα
(CDb, C)
Lb,ω − θb Rω,b + θb
Figure 8: Geometric interpretation of Observation 39, not drawn to scale. Time
increases upward. With high probability, the cone contains only ω-states by
the induction hypothesis, so the shaded rectangle contains only ω-states as well.
The non-dashed part of the horizontal line contains states that are at least b,
and the part between 0 and M contains ω-states.
The constant α in the Observation should be chosen so that any coordinate of
y to the right of Cα has no influence on the evolution of the ω-rectangle. Such
a choice is possible due to the finite radius of f . The rectangle is nonempty
for large enough C, since we assumed Ra,ω > 0. We will now dispose of the
requirement of ω-states in Observation 39 by considering a smaller ω-rectangle.
Lemma 40. Let C ≥ 1, and let y ∈ SZ satisfy yi ≥ b for i ≤ C(α + rβ). If C
is large enough, then
Pr
[
∀ 0 ≤ i ≤ (Rω,a + θa)Cβ,Cβ ≤ t ≤ 2Cβ : R(y)t+⌊C⌋i+⌊CDb⌋ = ω
]
≥ 1− λCQb/3
with the notation of Observation 39.
Proof. The idea of the proof is to consider a family of
√
Cβ rectangles that
overlap in the desired region. Each of them can be generated by a short hori-
zontal segment of ω-states that happens to occur in the trajectory at the right
position. Instead of applying Observation 39 directly to these segments, we
only consider those segments that grow at a linear pace for
√
Cβ steps, which
produces a better estimate for the probability of the final rectangle.
Denote u = ⌊√Cβ⌋, and for 0 ≤ n < u, denote tn = nu. Let M ≥ 1 be
an integer constant so large that Observation 39 holds for it, and γ = ǫM+1 +
δM
Qb
b < 1. Denote by P1(n) the event that (i − ⌈Dbu⌉, tn − 1) ∈ E for all 0 ≤
i ≤M , and by P2(n) the event that R(y)tn+1i = ω for all 0 ≤ i ≤ (Rω,a+ θa)uβ.
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We now estimate the probabilities of P2(n) and the occurrence of the ω-
rectangle. We have Pr[P1(n)] = ǫ
M+1 for each 0 ≤ n < u−1, since the elements
of E are chosen independently. If P1(n) occurs, then R(y)
tn
i−⌈Dbu⌉
= ω for each
0 ≤ i ≤M . Furthermore, we have
R(y)ti ≥ b for all t ≥ 0, i ≤ C(α + rβ) − rt (8)
since r is a radius for f . Since tn ≤ Cβ and b is a quiescent state, this implies
R(y)tni−⌈Dbu⌉ ≥ b for all i ≤ Cα+⌈Dbu⌉. Noticing that Cα+⌈Dbu⌉ ≥ uα, we now
apply Observation 39 to (a shifted version of) R(y)tn with the variables M and
u. If C is large enough, this gives us R(y)
tn+1
i = ω for all 0 ≤ i ≤ (Rω,a+ θa)uβ
with probability at least 1−λMQb . Hence we have Pr[P2(n) | P1(n)] ≥ 1−δMQbb .
This bound is valid even when conditioned on any combination of P1(k) and
P2(k) for any k < n, since it only depends on the composition of the error set E
between time steps tn and tn+1. As long as C is large enough, the probability
of P2(n) occurring for some 0 ≤ n < u− 1 is thus at least 1− (1− γ)u−1.
Next, let P3(n) denote the event that P2(n) holds but P2(k) does not hold
for any k < n. If P3(n) holds, then (8) implies R(y)
tn+1
i ≥ b for all i ≤ Cα, since
tn+1 ≤ Cβ. We can then apply Observation 39 to R(y)tn+1 with the variables
(Rω,a + θa)uβ and C. This yields
Pr
[
∀ 0 ≤ i ≤ (Rω,a + θa)Cβ, 0 ≤ s ≤ 2Cβ : R(y)tn+1+⌊C+s⌋⌊CDb+i⌋ = ω
∣∣∣ P3(n)]
≥ 1− λ((Rω,a+θa)uβ)Qb
(9)
which implies the event in the statement of this Lemma, as tn+1 ≤ Cβ < C.
If C is large enough, we have λC
Qb/3 ≥ (1 − γ)u−1 + λ((Rω,a+θa)uβ)Qb . The
claim now follows from inequality (9), the union bound and the fact that the
events P3(n) form a partition of the union of the events P2(n).
In the case that the outer region can be maintained indefinitely, in the sense
that the trajetory is b-good, the evolution of the inner region can be seen as
a two-dimensional generalized bootstrap percolation process. Initially, all cells
(i, 0) with i ≤ N are active. Lemma 40 implies the following for all large
enough C. If i+ C(α+ rβ) ≤ t(Rω,a + 2θa), so that all cells between (i, t) and
(i+C(α+ rβ), t) are within the outer region, then with a combined probability
of at least 1−λCQb/3 , the cell (i+ j, t+s) is active for each (j, s) ∈ [CDb, CDb+
(Rω,a + θa)Cβ] × [C,C + Cβ]. These probabilities are independent for those
choices of (i, t) that are far enough from each other, depending on the respective
choices of C, and all of them are positively correlated. In this way, we obtain
an initial distribution A0 ⊂ Z × N of active cells in a two-dimensional random
configuration in the form of a half-infinite line at time 0 and a random collection
of rectangles. The set Ak+1 contains all cells of Ak, and each cell (i, t) such that
(i+ j, t−1) ∈ Ak for each −r ≤ j ≤ r. As a limit of this percolation process, we
obtain a set A∞ =
⋃∞
k=0Ak of active cells, with the property that R(x)
t
i = ω
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for all (i, t) ∈ A∞. Thus, the conditional probability of R(x) being ω-good
given that it is b-good is at least the probability of (i, t) ∈ A∞ for all t ≥ 0 and
i ≤ t(Rω,a + θa).
The following lemma establishes a lower bound for the probability of main-
taining the inner region indefinitely, expressed as a property of the set A∞. The
idea of the proof is to show that with high probability the rectangles in A0,
together with the cells activated by the initial half-line, cover the entire discrete
line of coordinates (i, t) with i ≈ t(Rω,a + θa).
Lemma 41. There exists ξ > 0 with the following property. Suppose that R(x)
is b-good. If N is large enough, the conditional probability of R(x) being ω-good
is at least 1− ξQb/3.
Proof. Let α, β, λ be given by Observation 39. Denote
ρ =
θa
α+ rβ −Db +Rω,a + 2θa
We may choose α so large that 0 < ρ < 1. We define a sequence of time steps
by tk = ⌈N4r (1 + ρβ/2)k/2⌉ for all k ≥ 0. Consider one of these time steps tk,
and set ik = ⌊tk(Rω,a + θa)⌋. Denote also Ck = ρtk, jk = ik − ⌈CkDb⌉ and
sk = tk − ⌊Ck⌋. If α and N are large enough, we have jk, sk ≥ 1 for all k ≥ 0.
Denote by P (k) the event that (ik+i, tk+t) ∈ A0 for all 0 ≤ i ≤ (Rω,a+θa)Ckβ
and 0 ≤ t ≤ Ckβ. This is the rectangle we are seeking to produce. See Figure 9
for a visualization.
We claim that if P (k) holds for all k ≥ 0, then (i, t) ∈ A∞ for all t ∈ N and
i ≤ t(Rω,a+ θa). First, we have (i, 0) ∈ A∞ for all i ≤ N , and hence (i, t) ∈ A∞
for all t ≤ t0 = ⌈N4r ⌉ and i ≤ N − rt by the definition of the sets Ak. Since
Rω,a + θa ≤ 2r, this holds for all t ≤ t0 and i ≤ t(Rω,a + θa) as long as N is
large enough. Hence the claim holds up to t0.
Suppose then that the claim holds up to some tk. Since P (k) holds, we have
(i, t) ∈ A0 for all tk ≤ t ≤ (1 + ρβ)tk and ik ≤ i ≤ ik + ρβtk(Rω,a + θa). If N
(and hence tk) is large enough, we have (1 + ρβ)tk > tk+1 and
ik + ρβ(Rω,a + θa)tk ≥ tk(ρβ + 1)(Ra,ω + θa)− 1 > ik+1 + r
so that (i, t) ∈ A0 for all tk ≤ t ≤ tk+1 and ik ≤ i ≤ ik+1 + r. By the induction
hypothesis, we also have (i, tk) ∈ A∞ for all i ≤ tk(Rω,a + θa). For each
tk ≤ t < tk+1, the condition (i, t) ∈ A∞ for all i ≤ ik+1+r implies (i, t+1) ∈ A∞
for all i ≤ ik+1 by the definition of the Ak, so by an inductive argument we obtain
(−∞, ik+1] × [tk, tk+1] ⊂ A∞. Since ik+1 ≥ tk+1(Rω,a + θa) ≥ t(Rω,a + θa) in
this time interval, we have shown that the claim holds up to tk+1.
We now estimate the probability of the P (k), given that R(x) is b-good. We
compute
jk + Ck(α+ rβ) ≤ tk(Rω,a + θa) + Ck(α+ rβ −Db)
(∗)
= tk(Rω,a + 2θa)− Ck(Rω,a + 2θa)
≤ sk(Rω,a + 2θa)
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(ik, tk)
(N, 0)(0, 0)
Figure 9: Geometric interpretation of the proof of Lemma 41, not drawn to
scale. Time increases upward. The light gray area is the outer region, and the
dark gray rectangles denote the regions of Pk.
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where the equality (∗) follows from Ck = ρtk. By the definition of A0, this
implies (ik + i, tk + t) ∈ A0 for each 0 ≤ i ≤ (Rω,a + θa)Ckβ and 0 ≤ t ≤ Ckβ
– which is exactly the event P (k) – with probability at least 1− λCQb/3k . From
the union bound we obtain Pr[∀k ≥ 0 : P (k) | Gb] ≥ 1 −
∑∞
k=0 λ
C
Qb/3
k , where
Gb is the event that R(x) is b-good.
We now compute C
Qb/3
k ≥ (ρN4r (1 + ρβ)k/2)Qb/3 = γNQb/3φk, where γ =
( ρ4r )
Qb/3 and φ = (1+ ρβ)Qb/6 are constants independent of N and k. For large
enough k, we have φk > k, so that
∞∑
k=0
λC
Qb/3
k ≤
k0−1∑
k=0
λγN
Qb/3φk +
∞∑
k=k0
(λγN
Qb/3
)k
=
k0−1∑
k=0
λγN
Qb/3φk +
λγk0N
Qb/3
1− λγNQb/3
Since this is a finite sum with a constant number of terms, each of which is
exp(−Θ(NQb/3)), the claim follows.
Together with the union bound, Lemma 38 and Lemma 41 imply that the
probability of R(x) being ω-good and b-good is at least 1− dN−K − ξNQb/3 for
large enough N . We now choose ξ < δa < 1 arbitrarily, and set Qa = Qb/3.
With these choices (4) holds, which finishes the proof of Proposition 33.
Proof of second half of Theorem 17. Let f : SZ → SZ be a monotonic cellular
automaton that does not satisfy the stability condition. Let ǫ > 0 and let
R be the independent maximizing ǫ-perturbation of f . By Lemma 29, there
exists a quiescent state ω ∈ S \ {0} such that La,ω ≤ Rω,a for all a < ω. By
Proposition 33, every quiescent state a < ω is inductive, so in particular 0 is an
inductive state. Thus there exist 0 < δ0 < 1 and Q0 > 0 such that, denoting
x = ∞0ωN .ωN0∞, we have
Pr[∀t ∈ N : R(x)t⌊t(La,ω+Rω,a)/2⌋ = ω] ≥ 1− δN
Q0
0
for all large enough N . Lemma 31 implies that f is not a stable eroder.
7 Further Results
We have presented a characterization of those one-dimensional monotonic cellu-
lar automata that erode finite islands in the presence of sufficiently low random
noise. The characterization was given in terms of forcing sets (Definition 9 and
Theorem 10), and alternatively in terms of Gal’perin rates (Theorem 17). Since
the Gal’perin rates of a one-dimensional monotonic CA can be computed from
the local rule [5, 3], we further obtain the following.
Corollary 42. Given the local rule of a one-dimensional monotonic cellular
automaton, it is decidable whether the automaton is a stable eroder.
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In the context of probabilistic cellular automata, another interesting prop-
erty is ergodicity.
Definition 43. Let S be a state set and d ≥ 1, and let R be a stochastic symbolic
process on SZ
d
. We say R is ergodic, if the marginals R(µ)t converge weakly
to the same measure on SZ
d
for every choice of µ ∈ M(SZd).
Consider a one-dimensional monotonic CA f on S = {0, . . . ,m}, and suppose
that the states 0 and m are quiescent. Let R be an ǫ-perturbation of f , and
suppose that R only introduces increasing errors (that is, R(x)t+1 ≥ f(R(x)t)
holds for all t ∈ N). Then we have limt→∞R(mˆ) = mˆ. If f is also a stable
eroder and ǫ is small enough, then limt→∞R(0ˆ) 6= mˆ, so R is not ergodic.
In the converse direction, suppose that f is not a stable eroder, so Lemma 29
gives us a quiescent state ω > 0 with La,ω ≤ Rω,a for all a < ω. We again choose
ω to be minimal. In this case, if R is the independent ω, ǫ-perturbation of f , the
results of Section 6 imply that limt→∞ Pr[∀i ∈ C : R(0ˆ)ti ≥ ω] = 1 for any finite
set C ⊂ Z. Since f is monotonic, we can replace 0ˆ by an arbitrary measure
and the result still holds. If ω = m, this implies that R is ergodic. However,
if ω < m, then R is not ergodic, since R(0ˆ)t converges to the point measure
on ωˆ. Furthermore, it can be the case that even the independent maximizing
m, ǫ-perturbation of f is not ergodic for any ǫ. We show this by an example.
Example 44. Recall the CA f : SZ → SZ from Example 4. Let T = {0, 1, 2, 3},
and for a ∈ T , denote a¯ = min(a, 2). Let g : T Z → T Z be the cellular automaton
defined by the local rule
G(a, b, c) =


F (a¯, b¯, c¯), if b ≤ 2,
3, if a = b = c = 3,
b¯, otherwise.
The CA g behaves exactly like f on SZ. There is also a new state, 3, that always
erodes away at linear speed. It is easy to see that g is a monotonic eroder, and
it is not a stable eroder, since f is not. Consider then the restriction of g on
{2, 3}Z. This binary CA satisfies L2,3 = 1 > −1 = R3,2, so it is a stable eroder.
In particular, the independent 3, ǫ-perturbation R of g is not ergodic for any
ǫ > 0, since limt→∞R(2ˆ)
t 6= R(3ˆ). In this example, we have ω = 2.
Finally, consider the two-dimensional cellular automaton f with state set
{0, 1} and neighborhood N = {(0, 0), (1, 0), (0, 1)}, where the local rule always
chooses the majority state in the three cells of N . This automaton was first
studied by Toom. It is monotonic, and we can apply Proposition 8 to show that
it is a stable eroder. In fact, since f is symmetric with respect to switching
the states 0 and 1, it is also a stable eroder toward 1, meaning that if a small
perturbation of f is initialized on the all-1 configuration, the probability of
any single cell to contain 0 is low. With our results, we can show that in the
one-dimensional case, such an automaton does not exist.
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Proposition 45. Let S = {1, . . . ,m}, and let f : SZ → SZ be a monotonic
CA. Let g : SZ → SZ be the CA defined by g(x)i = m+ 1 − xi. If f is a stable
eroder, then h = g ◦ f ◦ g is not an eroder.
Proof. Since f is an eroder, Theorem 17 implies the existence of a quiescent
state a = ak−1 < m with La,m > Rm,a. If h was an eroder, we would have
Rm,b > Lb,m for all b < m, which is impossible.
On the other hand, there does exist a monotonic CA f that is an eroder in
both directions.
Example 46. Let S = {0, 1, 2}, and let f : SZ → SZ be the radius-2 CA defined
by the local rule
F (a, b, c, d, e) =


0, if max(a, b, c, d) ≤ 1, e = 0,
1, if c = 0,min(d, e) ≥ 1,
1, if max(d, e) ≤ 1, c = 2,
2, if a = 2,min(b, c, d, e) ≥ 1,
c, otherwise.
A case analysis shows that f is monotonic. By analyzing the behavior of f
on different steps, we can compute R0,1 = −1 > −2 = L1,0 and R0,2 = 1 >
0 = L2,0. By Theorem 16, f is an eroder. If we define g(x)i = 3 − x−i, then
g ◦ f ◦ g = f , which means that the symbol-inverted version of f behaves like the
left-right-inverted version of f . In particular, the former is also an eroder. Of
course, f is not a stable eroder.
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