Abstract-A scheme that exploits the broadcast nature of the wireless communication in order to achieve multicast content delivery is presented in this paper. As opposed to broadcasting, this method enables the clients to determine on-line the delivered content, and thus preserves the advantages of an individual service. On the other hand, a multicast content delivery is much more efficient than a unicast content distribution, which must use a dedicated data channel per each and every client. This method is particularly suitable for sessions having a long time duration, for applications in which clients can subscribe to ahead of time, and for applications in which the clients receive the same information simultaneously. Examples for such applications are live video streaming, near video on demand service, gaming applications, and download requests for popular video files. A multicast content distribution increases the network service throughput in terms of the expected number of clients served simultaneously. Consequently, at highly loaded time periods it offers a reduced waiting time for content delivery.
I. INTRODUCTION
Video applications, such as Near Video-On-Demand (NVOD) service, are characterized by sessions having a relatively long time duration, and a relatively high arrival rate of clients requesting for the same data. The traditional content distribution methods were originally designed for wired networks. As such, they do not consider the wireless channel conditions. For existing wireless networks, even a moderate demand for video streaming can easily exceed the system available bandwidth. For this reason, the approach adopted by manufactures of wireless communication equipment for advanced content distribution over wireless networks is to build dedicated broadcast networks for what is known as "mobile TV". The contribution of this paper is a formulation of the content distribution problem as an optimization problem that is proved to be NP-hard, and the development of an efficient, yet reliable scheme that enables such a service.
Traditionally, there are three representative approaches for content distribution: Media servers replication, using existing proxies for media data buffering, and constructing peer-topeer overlay networks, dedicated to content distribution. These schemes were designed mostly for wired networks and do not consider the special characteristics of the wireless channel.
The idea to build mirror sites in order to replicate content servers across the Internet, and to move popular content closer to the clients, was first proposed by Akamai [1] . This solution is very efficient. Unfortunately, since the mirror sites are core nodes, they are not aware to the conditions on the wireless channel. Moreover, multicast based content delivery is very hard to be implemented by core nodes. For this reason, no large scale commercial service supports multicast content distribution at the Internet backbone.
The proxy-based approach for content distribution is to use the memory of existing proxies for caching media data. The main drawback of this approach is that due to the huge memory size of a typical video file, the proxy memory cannot support a scalable service, and there is a need to use special machines, as it is done by cable TV companies. In order to overcome this problem, segment-based proxy caching strategies were proposed [3] , [8] , to cache partial segments of the media objects instead of their entirety. Yet, the memory limitation still restricts the service scalability, unless a dedicated spacial machine is used. Most importantly, the proxy is not aware to the variable conditions of the wireless channel.
The idea to construct a peer-to-peer overlay network, dedicated to content distribution, is very popular across the Internet [2] , [4] , [7] , [9] . The key idea of this method is that each node in the overlay network forwards the data it is receiving, and serves other nodes as a server. The usage of an overlay peer-to-peer network that uses a proxy system supported by peer-to-peer networks was proposed in [5] . This approach is very effective when applied in wired networks. Its main drawback is that when nodes are leaving the group, the nodes that remain in the overlay network may suffer from service disconnection. Unfortunately, the dynamics of group membership in a wireless network is much greater than that experienced in a wired network, due to the client mobility.
The studies cited above focus on the wired network, and do not consider the special characteristics of the wireless channel. Hence, there is a need to develop a strategy that can cope with the wireless channel conditions in a more efficient way, that exploits the broadcast nature of the wireless communication.
A. The contribution of this work
The main contribution of this work is the usage of the access point to the wireless network as a proxy server. Traditionally, the access point to the wireless network (e.g. a base station in a cellular network) is used only for transmission. The suggested method requires a cross-layer architecture, aimed to reduce redundant traffic and thus to increase the network capacity, in terms of number of clients served simultaneously. Such an architecture can be applied on a metropolitan WiMAX network, in which the coverage area is sufficiently large such that many clients are expected to receive the same video stream simultaneously. The key idea is to exploit the broadcast nature of the wireless communication in order to create a mechanism that enables to transmit a data requested by many users residing in the same area only once. This mechanism is achieved by an addressing method that labels each request for a data, using the application type, the encoding method, and the data required as the keys. Consequently, independent requests for the same data initiated from the same area, are accumulated in order to form a virtual multicast group. A Virtual Multicast Group (V M G) is an ad hoc multicast group, that contains all the users residing in the same area and waiting for the same data at the same encoding method. Since the task of forming V M Gs is very hard to be implemented by core nodes, it is performed at the access portion, i.e. by the wireless network. For this reason, this method can be integrated with previously published methods for content distribution [1], [3] , [8] , [2] , [4] , [7] , [9] , [5] .
The V M G method is based on an application-layer module, to be installed in an intermediate node, located at the gateway between the wireless network and the wired backbone. This method is especially suitable for applications that are either delay insensitive, or that the clients receive the information simultaneously. Examples for such applications are live video streaming, NVOD service, and download requests of popular video files. Due to the long time duration of a typical video session, and its wide bandwidth, even a moderate demand for such applications can easily exceed the available bandwidth offered by a conventional wireless system. Hence, a bandwidth sharing method must be used under realistic load conditions. The expected waiting time for a service offered by the V M G method is in the worst case (under low load conditions) the same waiting time offered by the conventional methods that use a unicast content distribution. As the demand for content increases -the superiority of the V M G method increases exponentially, in comparison to the conventional unicast-based methods. Under realistic load conditions (i.e. similar to the demand experienced for NVOD service) -only a V M G method can cope with an intensive demand for the same content. Another important feature is that an implementation of the V M G scheme requires only minor software modifications, mainly on the network equipment. Only a small modification is required on the user equipment.
II. MODEL AND PROBLEM FORMULATION
This work considers a metropolitan WiMAX access network, that provides NVOD and live video services. The network consists of stationary clients sharing the same Access Point (AP). The information is delivered to the clients through a downlink data channel, shared among the clients residing within the AP coverage area. This channel is controlled by the system, that allocates the bandwidth to the demanding clients. The wireless bandwidth is assumed to be sufficient to support multiple requests simultaneously, and to use statistical multiplexing methods in order to transmit multiple variable bit rate transmissions over one broadband channel. The time slot allocated to each subscriber by the IEEE 802.16 protocol can be enlarged in order to cope with variable bit rate transmissions. The clients are assumed to be stationary, in the sense that during the data retrieval session the user location is fixed. That is, the system under consideration is actually a broadband wireless access network for stationary, or relatively slow, clients.
The amount of data, measured in bytes, required to retrieve a content depends on the content size in bytes, on the receiving device, and on the quality of the user-network connectivity. The user receiver determines the compression standards (e.g. M P EG − 2), and the user-network connectivity affects the packet loss probability through the session. Each personal content demand is associated with a priority R, defined as the network revenue associated with this content multiplied by the user waiting time for a service, and a cost M', defined as the information amount in bytes that must be transmitted. M' depends on M, the memory size of the required content, the compression and encoding standard used, and on the packets loss during the session (i.e. on the user-network connectivity). The normalized priority φ is defined by
where r is the network revenue associated with this demand, and t is its waiting time. Most service providers charge a fixed price per content type (e.g. the same price for a movie). Hence, φ depends on R and on M', which depends on the content size M, the encoding method, and the user-network connectivity. It is assumed that the personal content demands initiated by the clients are generated according to a Poisson process with a mean λ arrivals per time unit. The time duration of a session is exponentially distributed with a mean 1 µ service time. The load factor ρ is defined as
The service throughput is defined as the expected number of personal content demands satisfied by the network per time unit. The network goal is to maximize the service throughput, without starving demands for unpopular content. Note that new content demands arrive on-line. Since certain personal content demands may have a higher priority than other demands (e.g. due to a longer waiting time), the problem of maximizing the service throughput can be generalized as specified below. The weighted service throughput is defined as the sum of priorities over all personal content demands satisfied by the network. That is, given a set of U clients, and a set of B content demands B = {b 1 , . . . , b B }, where each content demand b i has: A) a priority P i that depends on the number of users associated with this demand, on their waiting time, and on the required data and service P i = i R i , and B) a weight ψ i , that reflects the required download rate, measured in bits per time unit. The maximum weighted service throughput problem is defined as follows: Given a set of B content demands, the goal is to maximize the achievable weighted service throughput Θ, under the condition that the system bandwidth capacity is bounded from above by a pre-defined constant C. That is, the goal is to select a subset B ⊆ B of content demands, such that the sum
is maximal, under the condition that the sum ψ of the weights of the content demands satisfied by the network is bounded from above by the network bandwidth capacity C. That is
where Θ is defined as the weighted service throughput. Equation 4 is the constraint that must be satisfied by the optimal assignment defined in Equation 3. It is assumed that a request for a content is transmitted through an up-link signaling channel, and the acknowledge message is transmitted by the local server through a down-link control channel. Clearly, the problem of maximizing the service throughput is a special case of the maximum weighted service throughput problem. From now on we therefore consider only the problem of maximum weighted service throughput. Theorem 2.1: The problem of maximum weighted service throughput is N P -hard.
III. MULTICAST CONTENT DISTRIBUTION
The key idea of the proposed method is to establish an efficient mechanism for a multicast transmission to multiple points residing in the same area. To achieve this goal, the V M G server handles a queue of content demands. A unique task identification (ID) is assigned to each content demand, depending on the required service type, the required data, and the expected bandwidth (different devices requesting the same content may deserve/capable for a different download rate). The V M G server handles a task table. Each task has a unique entrance in this table, to be determined by its ID. The list of all its associated clients is attached to each task. Upon receiving a new content demand, the V M G server computes its unique task ID, and checks if this ID already exists in the task table. If it does not exist-the demand is forwarded immediately to the wired backbone for data retrieval. On the other hand, if this ID already exists, i.e. a request to retrieve this content has been already sent (by another client), there is no need for another content retrieval. The new client just joins to the list of clients requesting for this data and waiting for a reply. When the data is available, the V M G server distributes the data efficiently to the clients, using a single data channel. This distribution mechanism is achieved simply by using the V M G (i.e. the task) ID as the addressee. Hence, the expected waiting time for data retrieval can be only reduced, in comparison to the conventional content distribution methods, while the bandwidth utilization can be only improved. Since the V M G server distributes the data, it must also handle the transcoding problem. This problem is handled by retrieving the same content only once, then converting the code to the required formats, using different channels for the different formats. Hence, while the same data is retrieved only once, the V M G server may assign multiple channels to the same content whenever it is required. In these cases, each channel is associated with a different V M G. That is, the term V M G considers only one (multicast) channel, shared among multiple clients. Due to the transcoding problem, the same content can be potentially transmitted through multiple channels.
The basic mechanism that enables an AP to transmit a data directed to multiple points only once is based on the broadcast nature of the wireless channel, and on the bandwidth allocation strategy of the IEEE 802.16 protocol. The signaling data is transmitted through a shared downlink channel controlled by the system. In order to receive data, each subscriber must track its own unique ID, and to response only to the messages directed to him/her. The proposed distribution mechanism is that each client tracks its relevant V M G ID, in addition to its own personal ID. The AP allocates the same data channel to all the members of the same V M G. Consequently, privacy and security are provided since the signaling is conducted individually. The data is provided only to the V M G members, since the date channel is allocated only to them. On the other hand, this data channel is shared among all the V M G members. Thus, redundant traffic is avoided since the same information is transmitted only once.
The proposed method can potentially increase the utilization of both the wireless links, as well as the wired links associated with the wireless network. Since a data requested by many users residing in the same area is transmitted only once, the bandwidth efficiency of the wireless links can be only increased. In addition, since many requests for the same data are accumulated by the V M G server and sent to the wired backbone as a single request, also the bandwidth efficiency of the wired portion of the network should increase. In many applications, such as NVOD and live video streaming, the data is received simultaneously by many users residing in the same area.
A. Implementation considerations
The concept of V M Gs can be implemented by a software module, referred to as the V M G server. A V M G server is an application layer module, to be installed at the gateway between the wireless network and the wired backbone. In order to handle privacy and security issues, this gateway is defined as a proxy server. The V M G server provides services such as live video streaming, NVOD, download of video and music files, multicast, and a video conference call, etc. There is no need for a significant modification of the user equipment, but the capability to track the task ID (i.e. the V M G ID), in addition to its own user ID. In addition, whenever a user initiates a bandwidth demand, he/she must update its location upon every movement to another AP. The operation of reselecting an AP must lead to leave-multicast operation at one V M G, and join-multicast operation at another V M G. If either V M Gs has only one client, then the V M G sever should either delete the V M G (if its only client leave the group), or create a new V M G (if a new client attempts to join an empty V M G). The cross-layer mechanism used by the V M G server is revolutionary for second and third generation cellular networks, in which the base station is used only for transmission, and is not involved in higher layers. However, the standards for WiMAX wireless networks are still open, and the client-server model can be applied on the user-network interface. Hence, from the user point of view, no hardware modification is required. Multiple download requests for the same file or service should be sent from the V M G server to the wired IP network as a single request, created by a virtual user (i.e. the V M G server). The task ID is used as the ID of the virtual multicast group. Once the data is retrieved, the V M G server has to distribute this data to the list of clients waiting for a reply. Using the generic multicast mechanism already provided by wireless networks, the V M G server application maps the clients to the multicast groups.
B. Transmission errors recovery
A wireless channel is in general less reliable than a wired channel. For this reason, packets loss must be considered. Since it is assumed that users can move only between sessions, but not during a session, it is assumed that the packet loss probability of a user u i during the session is a constant p i (0 < p i < 1). It is assumed that p i can be estimated for a good approximation (e.g. using the signal to noise ratio -SN R, and/or historical data). The expected number of transmissions required for a successful transmission is therefore given by
where l is the maximum number of re-transmissions allowed by the access protocol. In IEEE 802.11 a typical value of l is 7. Hence, the actual amount of data required to receive D bytes is bounded from above by
. The bandwidth required to receive the same information during the same time interval is therefore
where ψ 0 is the bandwidth required for p i = 0. Given a V M G, the multicast download rate is determined as follows: The first client who initiates the content demand set the multicast download rate to be equal to its own download rate ψ i given in Equation 6 , and the packet loss probability plp of the V M G to be equal to its own packet loss probability. Every additional client u j with an estimated packet loss probability p j increases the V M G plp by p j (1 − plp):
Using the same analysis that lead to Equation 6, the V M G required download rate is given by
C. The definitions of priority and cost
Given the condition that n users request the same data denoted by k, the priority P k of the V M G associated with k is given by
where R k i is the priority associated with the personal content demand of the i − th user for the data k, r k i is the network revenue from this personal demand, and t k i is the waiting time of this personal demand. The priority density π k of the content demand k, that reflects the network priority per bandwidth unit associated with this demand, is defined by
where ψ k is the cost, i.e. the required download rate of k, given in Equation 8 .
D. Motivation
The motivation for using the V M G mechanism depends on the load on the shared data channel. Assuming a Poisson arrival rate with a mean λ arrivals per time unit, and an exponentially distributed with a mean 1 µ service (i.e. session) time, a conventional content distribution server behaves as an M/M/1 system. The expected waiting time for data retrieval is given by (see, for example [6] ):
It follows from Equation 11 that the waiting time grows exponentially with the load factor ρ = λ µ . Given a rate of λ arrivals per time unit of demands for the same content, the expected time interval between two consecutive arrivals is 1 λ . Upon a new arrival, the condition under which its expected waiting time for a service is longer than the expected waiting time for a new arrival of a request for the same content is given by
To simplify the analysis, it is assumed that only one stream is served. Substitute W from Equation 11, we get that the condition under which a new demand for the same content is expected to join the first demand while it is still waiting for a service is given by
Substitute ρ = λ µ , and multiplying both sides by λ, we get that ρ
The value of ρ which satisfies Equation 14 and the condition ρ ≥ 0 is:
It follows from Equation 15 that the superiority of bandwidth sharing increases with the arrival rate for this content, and with the expected service time and waiting time.
IV. SIMULATION RESULTS Figure 1 depicts the expected waiting time for content delivery, for multicast content distribution and for unicast content distribution, as a function of the arrival rate to the system. The content demands are generated according to a Poisson process, and are equally distributed among 30 files. The download time of a file is exponentially distributed with a mean of 20 minutes. The system bandwidth capacity can support only 10 download requests at a time. As the arrival rate increases, the expected waiting time of a unicast content distribution increases exponentially, and the superiority of a multicast content distribution over a unicast service is demonstrated very clearly. Figure 2 depicts, for the same data used in Figure 1 , the service rate, measured by the number of clients served by the system per hour, as a function of the arrival rate, measured by the number of arrivals per hour. While the service rate of a unicast content distribution is bounded from above by a rate of 30 customers per hour, the service rate of a V M G server increases linearly with the arrival rate. This observation fully explains the results demonstrated in Figure 1 . 
V. SUMMARY AND CONCLUDING REMARKS
The main advantage of multicast content distribution over the conventional unicast content distribution is its scalability. Due to the huge bandwidth consumed by video applications, and the relatively long time duration of a typical session, even a moderate demand for video applications is sufficient to block a conventional wireless channel that uses a unicast content distribution. Under realistic load conditions, a multicast content distribution yields a significantly shorter waiting time than a unicast content distribution. Being implemented at the access portion of the network, the construction of the multicast groups is straightforward.
