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Abstract
In this paper we study the quasilinear nondiagonal parabolic type
systems. We assume that the principal elliptic operator, which is part
of the parabolic system, has a divergence structure. Under certain
conditions it is proved the well-posedness of classical solutions, which
exist globally in time.
1 Introduction
The main purpose of this paper is to present some techniques and results
concerning global existence of classical solutions for nondiagonal parabolic
systems. To be precise, let (t,x) ∈ R × Rd, (d ∈ N fixed), be the points in
the time-space domain. Throughout this paper Ω ⊂ Rd is an open bounded
domain of class C1, n = (n1, . . . , nd) is the unitary normal vector field on
∂Ω =: Γ.
For T > 0 and N ∈ N, we define QT := (0, T )×Ω and consider the vector
function u : QT → R
N , which is supposed to be governed by the following
reaction-diffusion system
∂tuα(t,x) + divxfα(x,u) = gα(x,u), (t,x) ∈ QT , (1.1)
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where fα is a given flux defined by
f jα(x,u) := ϕ
j
α(x,u)−A
jk
αβ(x,u)
∂uβ
∂xk
, (α, β = 1, . . . , N).
Hereafter, the usual summation convention is used. Moreover, Greek and
Latin indices ranges respectively from 1 to N and from 1 to d. Although, we
are not going to enter in physical details, we should mention that there are
many physical applications of the above reaction-diffusion system, we list for
instance: Flows in porous media, diffusion of polymers, population dynamics,
reaction and diffusion in electrolysis, phase transitions, among others.
We shall assume
Ajkαβ ∈ C
2(Ω× RN), 0 < λ0 := inf
{
Ajkαβ(x,v) ξ
j
αξ
k
β
}
, (1.2)
where the infimum is taken over all ξ ∈ S(Nd)−1, (S(Nd)−1 denotes the unit
sphere in RNd), and (x,v) ∈ Ω× RN . Also
ϕjα ∈ C
2(Ω× RN), gα ∈ C
2(Ω× RN). (1.3)
The parabolic system (1.1) is supplemented with an initial-data
u(0,x) = u0(x) ∈ C(Ω), (1.4)
and the following types of boundary-conditions on ΓT = (0, T )×Γ: For some
0 ≤ K ≤ N , K ∈ N be fixed, we set for x ∈ ∂Ω
α = 1, . . . , K,
(
f jα n
j
)
(t,x) = ubα(t,x) (Flux condition),
α = K + 1, . . . , N, uα(t,x) = ubα(t,x) (Dirichlet condition),
(1.5)
where ubα is a given function, and α = 1, . . . , 0 or α = N + 1, . . . , N , means
clearly α ≡ 0. The regularity of ub will be establish below, more precisely,
see Theorem 2.1 in Section 2 (general theory), Theorem 3.9 in Section 3.2.1,
for Dirichlet condition of three-phase capillary-flow type systems.
The local existence of unique classical solution to the parabolic system
(1.1)–(1.5) might be proven either via fix point arguments in Ho¨lder space
[9], or in weight Ho¨lder space [1], and also via semigroup theory in Lp space
[5]. The important problem to answer is the question, whether this local
solution can be continued to be a global solution. It cannot be expected that
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it is possible in all circumstances, as certain counterexamples seen to indicate
that solutions may start smoothly and even remaind bounded, but develop
a singularity after finite time, see [18, 17], and also [12], [13]. Although, in
some papers, for instance in [4], [6], [8], [14] and [15] the global existence
result is proved under some structural conditions. This information leads to
the possibility to control some lower-order norms ”a-priory”.
In the first part of the paper, we introduce our strategy to study global
solutions to nondiagonal parabolic systems. We show in Section 2 that,
classical solutions exist globally in time provided their orbits are pre-compact
in the space of bounded and uniformly continuous functions. First, we assume
that u0 ∈ E, with E ⊂ C(Ω), such that, in case of Dirichlet boundary
condition, for each x ∈ ∂Ω, u0α(x) = ubα(0,x), α = K + 1, . . . , N . In the
papers [1, 2], it was proved the local existence and uniqueness of solution for
(1.1), (1.4) and (1.5), with u0 ∈ E. Also in the papers [1, 2], it was proved
the continuous dependence of solutions of the initial data in E. Let us write
u(t,x;u0) the local solution of the problem (1.1), (1.4), (1.5) and [0, Tmax)
the maximal interval of the existence of classical solution. If the set
D := {u(t,x); t ∈ (ε, Tmax)},
where ε < Tmax is any fixed positive number, is pre-compact in C(Ω), that
is to say, D is compact in C(Ω), then the solution u(t,x;u0) is global, i.e.
Tmax =∞, which is proved in Theorem 2.4. We highlight that, this result is
established in a general context. Furthermore, if we have a priori estimate
for u(t,x;u0) in C
γ(Ω), with t ∈ (ε, Tmax), γ ∈ (0, 1), then the local solution
u(t,x;u0) is global, see Corollary 2.5 below.
Now, we recall an example from O. John and J. Stara´ [17]. For d,N = 3,
κ ∈ (0, 4), the real analytic function
u(t,x;u0) =
x√
κ(1− t) + |x|2
(1.6)
is, for each t ∈ [0, 1), a classical solution of the system (1.1), with real
analytic function Ajkαβ(u) (in a neighbourhood of B(0, 1)), ϕα = gα = 0, and
respectively the initial and boundary data
u0(x) =
x√
κ + |x|2
, ub(t,x) =
x√
κ(1− t) + 1
if |x| = 1.
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This function (1.6) is bounded in Q1, but at time t = 1, i.e. u(1,x;u0) is
not continuous at x = 0. Therefore, this example indicates some sharpness
for the result establish by Theorem 2.4. It is interesting to observe that, we
have in this example from O. John and J. Stara´ [17], λ0 ≃ 0.04 λ1, with λ1
defined as
λ1 := sup
{
Ajkαβ(x,v) ξ
j
αξ
k
β
}
,
where the supremum is taken over all ξ ∈ S(Nd)−1, and (x,v) ∈ Ω× RN .
On the other hand, if λ0 ≥ 0.33 λ1, (d = 3), usually called Cordes type
conditions, then E. Kalita [19] proved that the solution u(t) is bounded in
Cγ(Ω). Therefore, applying Corollary 2.5 we obtain that the solution is
global. This could be seen as a first application of our strategy to answer the
question whenever the local solution can be continued to be a global solution.
For instance, this strategy solves the usual examples that come from physics,
where the matrix A is a perturbation of the identity, that is, A = λ Id+ µB,
where λ > 0 is arbitrary and µ is a sufficiently small parameter.
In the second part of this paper, i.e. Section 3, we apply our strategy to
show classical global solutions to nondiagonal parabolic systems, when the
matrix Ajkαβ is triangular (w.r.t. Greek indexes), this is the major structural
assumption. The motivation to study such problems comes from three-phase
capillary flow in porous media. Therefore, we consider the parabolic system
(1.1), with N = 2 and d ≥ 1, that is
∂tu1 + divxϕ1(x,u) = divx
(
A1β(x,u)∇uβ
)
+ g1(x,u),
∂tu2 + divxϕ2(x,u) = divx
(
A22(x,u)∇u2
)
+ g2(x,u),
(1.7)
where Ajk21(x,u) = 0 (major structural assumption). Others conditions have
to be considered, for instance see (3.16)-(3.19), which are used to establish the
positively invariant regions (maximum principle), but we stress the following:
∂Ajk22/∂u1 ≡ 0. (1.8)
Applying a different technic focused in a priori estimates in Ho¨lder spaces
and the Leray-Schauder’s fixed-point theorem, H. Frid and V. Shelukhin [14]
studied the homogeneous case (fα = fα(u)) of parabolic system (1.7) in one
dimension (d = 1), with gα ≡ 0. In that paper, under the main condition
A21(u) ≡ 0, they proved existence and uniqueness of classical solution, see
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Theorem 1.1 (flux type condition), and existence of a classical solution with
boundary condition assumed in the L2-sense, see Theorem 1.2 (Dirichlet
condition). Albeit, they have not considered the condition (1.8), it seems to
us that this condition has not been avoided.
Later S. Berres, R. Bu¨rger and H. Frid [10] to a similar (now N × N)
parabolic system cited before (that is, in [14]), they showed existence and
uniqueness of classical solution, see Theorem 1.1 (perturbed flux condition),
and existence of a classical solution with boundary condition assumed in the
L2-sense, see Theorem 1.2 (flux condition). Moreover, H. Amann [4] showded
that, it is sufficient to have an L∞ a priori bound with respect to x-variable
and uniform Ho¨lder continuity in time, with γ > d/(d + 1), to guarantee
global existence. We should mention that, the second part of our work is
neither contained in [4] nor [10, 14].
2 General theory
2.1 Local well-posedness
Let us assume that the initial data of problem (1.1), (1.4), (1.5) belongs to
the space E, which is constituted by vector functions
u0(x) = (u01(x), . . . , u0N (x)),
such that u0α(x) belongs to C(Ω). In case of Dirichlet boundary condition,
we assume also the agreement condition that u0α(x) = ubα(0,x), for x ∈ ∂Ω,
and α = K+1, . . . , N holds for uα(t,x). Therefore, we impose no additional
assumption in the case of flux (boundary) condition (1.5) for uα(t,x), except
the containment of u0α(x) in space C(Ω). The local existence theorem of
problem (1.1), (1.4), (1.5) with initial data in E is proved in [1], see also [2].
In order to prove a local existence theorem with initial data in E, we
need to use the estimates of linear parabolic systems in weighted Ho¨lder
classes, obtained by V. Belonosov and T. Zelenjak in one dimensional case
[9], and simultaneously by V. Belonosov [7, 8], also V. Solonnikov and A.
Khachatryan [25] for parabolic system in several space variables. Let us
present these classes as they are related to the case under discussion. Let
f(t,x) be a real function defined in QT . Denote
△xyf = f(t,x)− f(t,y), △
t
τf = f(t,x)− f(τ,x),
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and suppose s ≥ 0, r ≤ s. Given a function u(t,x) which is defined and
continuous in Q′T := (0, T ]×Ω together with its derivatives D
µ
t D
ν
x
u of order
2µ + |ν| ≤ s, ν = (ν1, . . . , νN), where να, (α = 1, . . . , N) are nonnegative
integers, with | ν |= ΣNα=1να. Then, we introduce the following semi-norms
[u]QTr,s;x = sup
{
t
s−r
2
∣∣△xyDµt Dνxu∣∣
|x− y|s−[s ]
}
,
and
[u]QTr,s;t = sup
{
θ
s−r
2
∣∣△tτDµt Dνxu∣∣
|t− τ |
(s−2µ−|ν|)
2
}
,
where θ = min{τ, t}. The supremum in the first semi-norm is taken over all
points (t,x) 6= (t,y) of Q′T , and all µ, ν such that 2µ+ |ν| = [s]. The second
supremum is taken over all points (t,x) 6= (τ,x) of Q′T , and µ, ν such that
0 < s − 2µ − |ν| < 2. Here, [s ] denotes the largest integer which is smaller
or equal to s.
In addition, for k ≥ 0 be an integer and each r ≤ k, we set
|u|QTr,k = sup
{
t
(k−r)
2 |Dµt D
ν
x
u|
}
,
where the supremum is taken over all (t,x) ∈ Q′T and all values of µ, ν such
that, 0 < s− 2µ− |ν| = k. Finally, we define
[u]QTr,s := [u]
QT
r,s;x + [u]
QT
r,s;t.
We observe that, the symbols [u]QTs and |u|
QT
k will denote respectively the
seminorms resulting from [u]QTr,s and |u|
QT
r,k , when r = s and r = k.
Let Hs(QT ) be the space of functions u(t,x) having continuous partial
derivatives Dµt D
ν
x
u of order 2µ+ |ν| ≤ s in QT , and the finite norm
‖u‖QTs = [u]
QT
s +
∑
0≤k<s
|u|QTk .
This space is also usually denoted byH
s,s/2
x,t or C
s,s/2
x,t , but it is more convenient
for us to use the abridged notation Hs. We note that, if u does not depend on
t, then the quantity ‖u‖QTs is converted into the norm ‖u‖
Ω
s in the standard
Ho¨lder space Cs(Ω).
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Now suppose s ≥ 0 and r ≤ s. When r is not integer, the space Hsr (QT )
is the set of functions u(t,x) having continuous derivatives Dµt D
ν
x
u of order
2µ+ |ν| ≤ s in Q′T , and the finite norms
‖u‖QTr,s = [u]
QT
r,s +
∑
r<k<s
|u|QTr,s + ‖u‖
QT
r ,
‖u‖QTr,s = [u]
QT
r,s +
∑
0≤k<s
|u|QTr,s ,
respectively when r ≥ 0, and r < 0. Moreover, when r is an integer the space
Hsr (QT ) is defined as the completion of H
s(QT ) with respect to the above
norm.
Finally, the space Hsr (ΓT ) of functions defined on the lateral surface of the
cylinder QT is defined as the set of traces on ΓT of functions in H
s
r (QT ). The
norm in this space is defined by the following quantity
‖ϕ‖ΓTr,s = inf ‖Φ‖
QT
r,s ,
where the infimum is taken over all Φ ∈ Hsr (QT ) coinciding with ϕ on ΓT .
Our first result is based on two theorems which are proven in [1] (see also
[2]):
Theorem 2.1. (Local existence with initial data from E) Suppose that the
problem (1.1), (1.4) and (1.5) satisfies assumptions (1.2), (1.3), with u0 ∈ E
and ubα ∈ H
γ(α)
0 (ΓT ),
γ(α) =
{
1 + γ, α = 1, . . . , K,
2 + γ, α = K + 1, . . . , N,
with 0 < γ < 1. Then, there exists a positive number T such that, the problem
(1.1), (1.4) and (1.5) has a unique classical solution
u(t,x;u0) ∈ H
2+γ
0 (QT ).
The positive constant T depends on the value ‖u0‖
Ω
0 and the modulus of
continuity of the function u0(x).
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Theorem 2.2. (The continuous dependence of solutions) Suppose that all
conditions of Theorem 2.1 are satisfied, and u(t,x;u0) is the classical solution
to problem (1.1)–(1.5) in QT given by Theorem 2.1. Then, there exists a
positive number δ > 0, such that, if v0 ∈ E, vbα ∈ H
γ(α)
0 , satisfy
‖u0 − v0‖
Ω
0 + ‖ubα − vbα‖
ΓT
0,γ(α) < δ
and also the compatibility conditions, then there exists a classical solution
v(t,x;v0) to problem (1.1)–(1.5) in QT , with the initial and boundary data
respectively v0 and vb. Moreover, it follows that
‖u(t,x;u0)− v(t,x;v0)‖
QT
0,2+γ ≤ C ‖u0 − v0‖
Ω
0 + ‖ubα − vbα‖
ΓT
0,γ(α), (2.9)
where the constant C does not depend on v0 and vb.
We remark that, the proofs of the above theorems are slight modifications
to that ones, respectively given for Theorem 1 and Theorem 2 in [1].
Remark 2.3. 1. First, the example recalled from [17] shows that, we may
not neglect the dependence of T > 0 on the modulus of continuity of u0.
2. We can consider the problem (1.1), (1.5) and the initial condition
u0(x) = u(τ,x), with u0α(x) = ubα(τ,x) for α = K + 1, . . . , N , and each
x ∈ ∂Ω, such that, the existence time interval does not depend on τ ∈ [0, T ].
2.2 Global solutions
To prove the global solvability of the problem (1.1), (1.4) and (1.5) in the
space H2+γ0 (QT ), we use the result from Section 2.1 related to time local
classical solvability of problem problem (1.1), (1.4) and (1.5) in H2+γ0 (QT ).
Denote by [0, Tmax) the maximal existence interval for the smooth solution
u(t,x). Then, for all t ∈ (ε, Tmax), we have u(t) ∈ C
2+γ(Ω), and |u| ≤ M .
Theorem 2.4. If D is compact in C(Ω), then Tmax =∞ or equivalently, for
any T > 0 the problem (1.1), (1.4) and (1.5) has global solution in QT .
Proof. First, let us suppose that Tmax < ∞. Then, we set un(x) = u(tn,x),
with tn → Tmax (monotonically crescent). Since D is compact by hypothesis,
hence the sequence contains a subsequence uni(x), which converges in C(Ω).
Denote this subsequence also by un(x), and
un(x)→ u˜0(x) in C(Ω).
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From Theorem 2.1 there exists σ > 0, such that the problem (1.1)–(1.5) has
a classical solution u(t,x; u˜0) if t ∈ [Tmax, Tmax+σ]. Moreover, it follows from
Theorem 2.2 that, for n sufficiently large the classical solution of (1.1), (1.4)
and (1.5) (i.e. with initial data un(x) = u(tn,x)) exists if t ∈ [tn, tn + σ].
Therefore, the function
u(t,x) =
{
u(t,x;u0) if t ∈ [0, tn],
u(t,x;un) if t ∈ [tn, tn + σ],
is a classical solution of (1.1)–(1.5). Consequently, for n sufficiently large,
tn + σ > Tmax, which is a contradiction.
Corollary 2.5. If γ > 0 and D is bounded set in Cγ(Ω), then the problem
(1.1), (1.4) and (1.5) has global solution in QT .
For each ε > 0, we denote hereafter QεT := (ε, T )×Ω, also Γ
ε
T := (ε, T )×Γ.
Then, another consequence of Theorem 2.4 is the following
Proposition 2.6. Let T > 0 be arbitrary and conditions (1.2), (1.3) hold.
Assume that uα(t,x) is a classical solution for the initial-boundary value
problem (1.1), (1.4) and (1.5) in QT , with uα ∈ C(QT ). Then, there exists
γ ∈ (0, 1), such that, the unique classical solution exists globally in time in
QT , and for each ε > 0, uα ∈ C
2+γ,1+ γ
2
x, t (Q
ε
T ).
Proof. The proof follows from Theorem 2.4 and the definition of the weighted
spaces.
3 Three-phase capillary-flow type systems
In this part of the article, we establish the existence (global) and uniqueness
theorem for the IBVP (1.1)–(1.5), when N = 2 and the system admits some
additional conditions, to be precisely below. Here to avoid more technicality,
we assume zero-flux boundary condition. This system is motivated by one-
dimensional three-phase capillary flow through porous medium (e.g. oil,
water and gas), which is related for instance to planning operation of oil wells.
Here, we are not going to enter in more physical details. The interesting
reader is addressed to H. Frid and V. Shelukhin [14], in order to obtain more
information about the laws of multi-phase flows in a porous medium, and
also applications.
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First, we define for η ∈ Rd
Λαβ(x,u, η) := A
jk
αβ(x,u) η
j ηk,
Λnαβ(x,u, η) := A
jk
αβ(x,u) n
j ηk.
(3.10)
Then, we have the following
Definition 3.1. The family {Ajkαβ} is called normally elliptic on QT , when
i) For each (t,x) ∈ QT , and all η ∈ S
d−1
σ
(
Λαβ(x,u, η)
)
⊂
[
Re(z) > 0
]
≡ {z ∈ C : Re(z) > 0}, (3.11)
where u = u(t,x), and σ(M) denotes the spectrum of the matrix M .
ii) For each r ∈ Γ, ξ ∈ TrΓ, |ξ| = 1 and ω ∈
[
Re(z) ≥ 0
]
, with ω 6= 0,
zero is the unique exponentially decaying solution of the BVP[
ω + Λαβ(x,u, η + n i∂t)
]
u = 0 on ΓT ,
Λnαβ(x,u, η + n i∂t)u0 = 0 on Γ,
(3.12)
where i is the imaginary number. Moreover, the system (1.1) is said parabolic
in Petrovskii-sense and admits the Lopatinski’s compatibility condition, when
the family {Ajkαβ} respectively satisfies (3.11) and (3.12) (see, for instance,
§8 Chapter VII in Ladyzenskaja, Solonikov and Ural’ceva [20]).
In particular, a simple case of normally elliptic family occurs when the
family {Ajkαβ} is triangular w.r.t. the Greek indexes, for instance upper trian-
gular. Hence in this case, Λ and Λn are also upper triangular and conditions
(3.11), (3.12) holds true if, and only if, there exists µ0 > 0, such that
Λαα(x,u, η) ≥ µ0,
which is satisfied in our case, since from assumption (1.2) we have
Λαα(x,u, η) = A
jk
αα(x,u) η
j ηk ≥ λ0 > 0.
Therefore, from this point we shall consider
Ajk21(x,u) ≡ 0. (3.13)
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Now, we consider the following domain
B∆ :=
{
(u1, u2) ∈ R
2 : 0 ≤ u1, u2 ≤ 1, u1 + u2 ≤ 1
}
, (3.14)
which is motivated by the applications. Then, we assume
u0(x),ub(t,x) ∈ B∆ for each x ∈ Ω and t ≥ 0. (3.15)
Following Serre’s book [22], Vol 2 (Chapter 1), we may have the triangle B∆
written also by the intersection of the following functions
G1(u) = −u1, G2(u) = −u2, G3(u) = −1 + u1 + u2,
that is,
B∆ ≡
3⋂
h=1
{
u ∈ R2 : Gh(u) ≤ 0
}
, ∂B∆ =
{
u ∈ B∆ : Gh(u) = 0, h = 1, 2, 3
}
.
We seek for functions u(t,x) solutions of the IBVP (1.1)–(1.5), such that
u(t,x) ∈ B∆, which is satisfied under some additional hypotheses on ϕ
j
α,
Ajkαβ and gα, which is to say, for each x ∈ Ω, and all u ∈ ∂B∆, (h = 1, 2, 3,
here no summation on indices h)
∂ϕjα(x,u)
∂uβ
∂Gh(u)
∂uα
= λjh(x,u)
∂Gh(u)
∂uβ
, (3.16)
Ajkαβ(x,u)
∂Gh(u)
∂uα
= µjkh (x,u)
∂Gh(u)
∂uβ
, (3.17)
(
gα(x,u)− γα(x,u)
) ∂Gh(u)
∂uα
≤ 0, (3.18)
(
ϕjα n
j
)
|{uα=0} =
(
(ϕj1 + ϕ
j
2) n
j
)
|{u1+u2=0} ≡ 0, (3.19)
for some functions λjh and µ
jk
h , where γα(x,v) := ∂xjϕ
j
α(x,v). Remark that,
for h = 1, 2, 3, µjkh η
jηk > 0.
Due to assumptions (3.16)–(3.19) we can adapt the theory of (positively)
invariant regions for nonlinear parabolic systems developed by Chuey, Conley
and Smoller [11], see also the cited book of Serre and the Smoller’s book [23].
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One remarks that, conditions (3.16), (3.17) holds true for instance in three-
phase capillary flow in porous media (black oil model), further in this case,
(3.18) is trivially satisfied.
Under the above considerations, let us assume that the solution uα(t,x)
of the system (1.1)–(1.5) exists for each t ∈ [0, Tmax), with Tmax < ∞. If
we show that uα(t,x) ∈ C
γ(Q¯εTmax), γ ∈ (0, 1), then from Corollary 2.5, it
follows that Tmax = ∞, which is a contradiction. Hence Tmax = ∞ and we
have classical global existence theorem. In fact, to establish a global result
we need first a uniform estimate, which will be given in the next section.
3.1 Positively invariant regions
We consider the parabolic system (1.7) with the initial-boundary data (1.4)
and (1.5). Let v = (v1, v2) be a constant vector, such that v1, v2 > 0 and
v1 + v2 < 1. For each ǫ > 0, we regard the following approximated system
∂tu
ǫ
α + divxϕα(x,u
ǫ) = divx
(
Aαβ(x,u
ǫ)∇uǫβ
)
+ gǫα(x,u
ǫ), (3.20)
with the initial condition in Ω
uǫ(0,x) = uǫ0(x), (3.21)
and the boundary conditions on ΓT
(
ϕjα(x,u
ǫ)−Ajkαβ(x,u
ǫ)
∂uǫβ
∂xk
)
nj = ǫ Ajkαβ(x,u
ǫ) nj ηk(uǫβ − u
ǫ
bβ),
or uǫα = u
ǫ
bα,
(3.22)
where gǫα(x,u
ǫ) = gα(x,u
ǫ)+ǫ
(
vα−u
ǫ
α
)
, uǫ0 := (1−ǫ)
(
u0+ǫ/2
)
and similarly
uǫb := (1− ǫ)
(
ub + ǫ/2
)
.
Let T > 0 be given. In order to show the existence of positively invariant
regions, we assume that, for each ǫ > 0, there exists uǫα ∈ C
2,1(QT ) the unique
solution to (3.20)–(3.22), see Proposition 2.6. Then, we have the following
Lemma 3.2. Let T > 0 be given. If u0, ub take values in B∆, then the
unique solution uǫ of (3.20)–(3.22) take values in the interior of B∆, i.e.
uǫ(t,x) ∈ intB∆, for each (t,x) ∈ QT .
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Proof. For simplicity, we drop throughout the proof the superscript ǫ, when-
ever it is not strictly necessarily. First, let us denote Zh(t,x) = Gh(u(t,x)),
(h = 1, 2, 3). Since uǫ0 ∈ intB∆, we have
sup
x∈Ω
Zh(0,x) < 0, (h = 1, 2, 3).
By contradiction, suppose that there exists t0 > 0, the first time, such that
Zh(t0,x0) := sup
x∈Ω
Zh(t0,x) = 0,
for some h = 1, 2 or 3. That is to say, u(t0,x0) ∈ ∂B∆, where x0 ∈ Ω and
sup
x∈Ω
Zh(t,x) < 0 for all 0 ≤ t < t0.
If x0 ∈ Ω, then it follows by (3.20) at (t0,x0) that
∂tuα +
∂ϕjα
∂uβ
∂uβ
∂xj
+ γα =
∂
∂xj
(
Ajkαβ(x,u)
∂uβ
∂xk
)
+ gα + ǫ
(
vα − uα
)
.
Now, we multiply the above equation by ∂Gh/∂uα and applying conditions
(3.16) and (3.17), we have
∂tZh + λ
j
h
∂Zh
∂xj
=
∂µjkh
∂xj
∂Zh
∂xk
+ µjkh
∂2Zh
∂xk∂xj
+
∂Gh
∂uα
(gα − γα) + ǫ
∂Gh
∂uα
(
vα − uα
)
.
(3.23)
By assumption of the contradiction, we must have at (t0,x0)
∂tZh ≥ 0, ∇xZh = 0, ∆xZh ≤ 0,
hence by (3.23), using (3.18) and since µjkh η
jηk > 0, we obtain the following
contradiction
0 ≤ ∂tZh ≤ ǫ
∂Gh
∂uα
(
vα − uα
)
< 0.
Indeed, suppose for instance Z1(t0,x0) = 0, hence u1(t0,x0) = 0 and then,
we have
0 ≤ ∂tZ1 ≤ ǫ (−1)
(
v1 − 0
)
< 0.
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Analogous result when h = 2. For h = 3, we have u1(t0,x0) + u2(t0,x0) = 1,
therefore
0 ≤ ∂tZ3 ≤ ǫ
(
v1 + v2 − 1
)
< 0.
It remains to show the case x0 ∈ Γ, and let us first consider the simple
case of Dirichlet boundary condition. Indeed, the cases h = 1, 2 are trivial,
which is to say, we obtain the contradiction ubα < 0. For h = 3, it follows
that
0 = (1− ǫ)(ub1 + ǫ/2)− u1 + (1− ǫ)(ub1 + ǫ/2)− u2
= (ub1 + ub2 − 1) + (ǫ− ǫ(ub1 + ub2))− ǫ
2.
It is enough to consider the limit possibilities, that is, ub1 + ub2 = 0 and
ub1+ ub2 = 1, and the result follows. Finally, we consider the flux condition.
Recall that, the flux condition is given by
(
ϕjα(x,u)− A
jk
αβ(x,u)
∂uβ
∂xk
)
nj = ǫ Ajkαβ(x,u) n
j ηk(uβ − ubβ).
Thus multiplying the above equation by ∂Gh/∂uα, we obtain
µjkh n
j ∂Zh
∂xk
= ǫ µjkh n
j ηk
∂Gh
∂uβ
(ubβ − uβ),
where we have used (3.19). From a similar argument used before for Dirichlet
condition, we derive the following contradiction
0 ≤ µjkh n
j ∂Zh
∂xk
< 0,
which finish the proof.
Corollary 3.3. Since the estimates in Lemma 3.2 for uǫ(t,x) depends con-
tinuously on ǫ > 0, therefore passing to the limit as ǫ goes to 0+, we obtain
that u(t,x) ∈ B∆.
3.2 Main results
In this section we consider the problem (3.20)-(3.22) with ǫ = 0, that is
∂tuα + divxϕα(x,u) = divx
(
Aαβ(x,u)∇xuβ
)
+ gα(x,u), (3.24)
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the initial condition in Ω
u(0,x) = u0(x), (3.25)
and the boundary conditions on ΓT
(
ϕjα(x,u)− A
jk
αβ(x,u)
∂uβ
∂xk
)
nj = 0, or uα = ubα. (3.26)
Under conditions (3.15)–(3.19), we proved that u ∈ B∆. To prove the
global solvability of problem (3.24)–(3.26), we use first Theorem 2.1 about
time-local classical solvability of this problem in H2+γ0 (QT ). Denote by
[0, Tmax) the maximal existence interval of solution from Theorem 2.1. Let us
assume that Tmax < ∞. If we prove that uα ∈ C
γ(QεTmax) and ‖u(t)‖
Ω¯
γ ≤ C,
with t ∈ [ε, Tmax), it follows from the proof of Theorem 2.4 that there ex-
ists δ > 0, such that, the solution u(t,x) exists on [0, Tmax + δ), which is a
contradiction of the definition of Tmax.
Let us denote by V 1,02 (QT ) the space of functions with finite norm
sup
[0,T ]
‖u(t, ·)‖2,Ω + ‖∇xu‖2,QT .
It shall be understood that, the vector-value function u belongs to V 1,02 (QT ),
if uα ∈ V
1,0
2 (QT ) for α = 1, 2.
Lemma 3.4. Consider the initial-boundary value problem (3.24)-(3.26), and
assume the conditions (3.13), (3.15)–(3.19). If u0 ∈ E and ub ∈ H
2+γ
0 (ΓT ),
with γ ∈ (0, 1), then uα ∈ V
1,0
2 (QTmax), α = 1, 2.
Proof. 1. If ubα = 0 or we have zero-flux boundary condition, then multiply-
ing (3.24) by uα and integrating in Ω, we obtain
1
2
d
dt
∫
Ω
(uα)
2 dx+
∫
Ω
Ajkαβ
∂uβ
∂xk
∂uα
∂xj
dx =
∫
Ω
ϕjα
∂uα
∂xj
dx+
∫
Ω
gα uα dx.
Therefore, from (1.2) and uα ∈ B∆, there exists a positive constant C1, such
that
1
2
d
dt
∫
Ω
|uα|
2 dx+
λ0
2
∫
Ω
|∇xuα|
2 dx ≤ C1.
Then, we have for each t ∈ [0, Tmax]∫
Ω
|uα(t)|
2 dx+λ0
∫∫
QTmax
|∇xuα(t)|
2 dx ≤ 2C1+
∫
Ω
|u0α|
2 dx =: C2, (3.27)
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from which it follows that uα ∈ V
1,0
2 (QTmax). Observe that C2 does not
depend on t < Tmax.
2. Now, if ubα 6= 0, then let us consider the system
∂tv = divx(∇xv) in QTmax ,
v = ub on ΓTmax ,
v|t=0 = v0 in Ω,
where v0 is a function in C(Ω¯), satisfying the compatibility condition
v0α(x) = ubα(0,x),
for x ∈ ∂Ω. It is clear that, v ∈ H2+γ0 (QTmax), and making u˜ = u − v, we
apply the same argument as in item 1, multiplying now by u˜.
Before we pass to consider separated the Dirichlet and flux conditions, let
us consider another important restriction, which will be used in particular
for d ≥ 2 with the Dirichlet boundary condition, that is
∂ϕj2/∂u1 ≡ 0. (3.28)
3.2.1 Dirichlet condition
First, let us consider Dirichlet boundary condition in (3.26), i.e. for α = 1, 2.
To begin, we work with equation (3.24), when α = 2.
Lemma 3.5. Let 0 < ε < Tmax be fixed and consider for α = 2 the initial-
boundary value problem (3.24)–(3.26) (Dirichlet condition), with u02 ∈ E and
ub2 ∈ H
2+γ
0 (ΓT ), γ ∈ (0, 1). Assume the conditions (3.13), (3.15)–(3.19).
Then, there exists γ1 ∈ (0, γ), such that
u2 ∈ C
2+γ1,1+γ1/2(QεTmax ∪ Γ
ε
Tmax) and |u2|
QεTmax
γ1 ≤ C2,
where C2 is independent of t < Tmax.
Proof. First, from Lemma 3.4, we have u2 ∈ V
1,0
2 (QTmax). The thesis follows
applying Theorem 10.1 in Chapter III (linear theory) from Ladyzenskaja,
Solonikov and Ural’ceva [20], with
ajk(t,x) = A
jk
22(x, u1(t,x), u2(t,x)), fj(t,x) = ϕ
j
2(x, u1(t,x), u2(t,x)),
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also
f(t,x) = g2(x, u1(t,x), u2(t,x)), aj = bj = a = 0.
Since u ∈ B∆, and f, fj are uniformly bounded, for each d ≥ 1, there exist
positive q and r, such that
1
r
+
d
2q
= 1− κ1, κ1 ∈ (0, 1)
and ‖f 2j , f‖q,r,QTmax ≤ C, where C is a positive constant independent of
t < Tmax.
Proposition 3.6. Under conditions of Lemma 3.5, and also condition (1.8),
then for t < Tmax and j = 1, . . . , d∫ t
ε
∫
Ω
|∂xju2(τ,x)|
4 dxdτ ≤ C,
where C does not dependent on t.
Proof. 1. First, we consider without loss of generality that, ub2 = 0. Oth-
erwise, we proceed exactly as in the proof of Lemma 3.4. For ρ > 0 and
any x0 ∈ Ω, let Ω2ρ = B2ρ(x0) ∩ Ω. Let 0 ≤ ζ(t,x) ≤ 1 be a smooth
function, such that, for each t ∈ (ε, Tmax), 0 < ε < Tmax, ζ(t,x) ≡ 0 in
(ε, Tmax)× (Ω \B2ρ)
⋃
((0, ε)×Ω) and ζ(t,x) ≡ 1 in (ε, Tmax)×Ωρ, with the
obvious notation.
2. For α = 2, we multiply equation (3.24) by
∂
∂xl
( ∂
∂xl
u2 ζ
2
)
,
and integrating in (ε, t)× Ω2ρ, it follows that
0 =
∫ t
ε
∫
Ω2ρ
(
− ∂tu2 +
∂
∂xj
(
Ajk22
∂u2
∂xk
− ϕj2
)
+ g2
) ∂
∂xl
( ∂
∂xl
u2 ζ
2
)
dxdt
=
∫ t
ε
∫
Ω2ρ
u2txl u2xl ζ
2 dxdt
+
∫ t
ε
∫
Ω2ρ
∂
∂xl
(
Ajk22 u2xk
) ∂
∂xj
(u2xl ζ
2) dxdt
−
∫ t
ε
∫
Ω2ρ
∂
∂xl
(
ϕj2
) ∂
∂xj
(u2xl ζ
2) dxdt+
∫ t
ε
∫
Ω2ρ
g2
∂
∂xl
(u2xl ζ
2) dxdt
=: I1 + I2 − I3 + I4.
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Then, we have
I1 =
(1
2
∫
Ω2ρ
u2
2
xl
ζ2 dx
)∣∣∣t
ε
−
∫ t
ε
∫
Ω2ρ
u2
2
xl
ζζt dxdt. (3.29)
Moreover, from I2 we obtain
I2 =
∫ t
ε
∫
Ω2ρ
Ajk22
∂2u2
∂xk∂xl
∂2u2
∂xl∂xj
ζ2dxdt+
∫ t
ε
∫
Ω2ρ
Ajk22
∂2u2
∂xk∂xl
u2xl2ζζxjdxdt
+
∫ t
ε
∫
Ω2ρ
∂Ajk22
∂u2
u2xl u2xk
∂2u2
∂xl∂xj
ζ2dxdt
+
∫ t
ε
∫
Ω2ρ
∂Ajk22
∂u2
u2xl u2xk u2xl2ζζxjdxdt
+
∫ t
ε
∫
Ω2ρ
∂Ajk22
∂xl
u2xk
∂2u2
∂xl∂xj
ζ2 +
∫ t
ε
∫
Ω2ρ
∂Ajk22
∂xl
u2xk u2xl 2ζζxj dxdt
=: J1 +K1 +K2 +K3 +K4 +K5.
Denoting by D2
x
u2 the Hessian of the function u2, we consider the following
estimates:
J1 ≥ λ
2
0
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt,
|K1| ≤ ε1
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C1,
|K2| ≤ ε2
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C2
∫ t
ε
∫
Ω2ρ
|∇xu2|
4 dxdt,
|K3| ≤
∫ t
ε
∫
Ω2ρ
|∇xu2|
4 ζ2 dxdt+ C3,
|K4| ≤ ε4
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C4, |K5| ≤ C5,
where we have used Lemma 3.4, the condition (1.2) and the generalized
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Young’s inequality. Therefore, from the above estimates
I1 + J1 ≤ |I3|+ |I4|+
5∑
ι=1
|Kι| ≤ |I3|+ |I4|
+ ε6
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C6
∫ t
ε
∫
Ω2ρ
|∇xu2|
4 ζ2 dxdt+ C7.
(3.30)
Now, we proceed to estimate I3, first
I3 =
∫ t
ε
∫
Ω2ρ
(∂ϕj2
∂u1
u1xl
∂2u2
∂xl∂xj
ζ2 +
∂ϕj2
∂u1
u1xl u2xl 2ζζxj
+
∂ϕj2
∂u2
u2xl
∂2u2
∂xl∂xj
ζ2 +
∂ϕj2
∂u2
u2xl u2xl 2ζζxj
+
∂ϕj2
∂xl
∂2u2
∂xl∂xj
ζ2 +
∂ϕj2
∂xl
u2xl 2ζζxj)
)
dxdt,
then we consider the following estimates:∫ t
ε
∫
Ω2ρ
∂ϕj2
∂u1
u1xl
∂2u2
∂xl∂xj
ζ2 dxdt ≤ ε8
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C8,
∫ t
ε
∫
Ω2ρ
∂ϕj2
∂u2
u2xl
∂2u2
∂xl∂xj
ζ2 dxdt ≤ ε9
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C9,
∫ t
ε
∫
Ω2ρ
∂ϕj2
∂xl
∂2u2
∂xl∂xj
ζ2 dxdt ≤ ε10
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C10,
∫ t
ε
∫
Ω2ρ
(∂ϕj2
∂u1
u1xl +
∂ϕj2
∂u2
u2xl
)
u2xl 2ζζxj dxdt ≤ C11.
Hence we conclude that
|I3| ≤ ε12
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+ C12. (3.31)
Finally, we easily have
|I4| ≤ C13. (3.32)
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Taking ε6 + ε12 ≤ λ
2
0/4, we obtain from (3.29)–(3.32)(1
2
∫
Ω2ρ
u2
2
xl
ζ2 dx
)∣∣∣t
ε
+
λ20
4
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt
≤ C14
∫ t
ε
∫
Ω2ρ
|∇xu2|
4 ζ2 dxdt+ C15.
(3.33)
3. Now, let us consider Lemma 5.4 in Chapter II, from Ladyzenskaja,
Solonikov and Ural’ceva [20]. Taking s = 1, we have∫
Ω2ρ
|∇xu2|
4 ζ2 dx ≤ 16 osc2[u2,Ω2ρ]
∫
Ω2ρ
C(|D2
x
u2|
2 ζ2 + |∇xu2|
2)dx.
(3.34)
We recall that, osc[u(x); Ω] is the oscillation of u(x) in Ω, which means the
difference between ess supΩ u(x) and ess infΩ u(x), therefore, it follows from
Lemma 3.6 that,
16 osc2[u2,Ω2ρ] ≤ C16 ρ
2γ1 .
Then, for ρ ≤ ρ0, such that, ρ
2γ1
0 C16C14C ≤ λ
2
0/8, we obtain from (3.33),
(3.34) ( ∫
Ω2ρ
u2
2
xl
ζ2 dx
)∣∣∣t
ε
+
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt ≤ C17
and
max
t1∈(ε,t)
∫
Ω2ρ
u2
2
xl
ζ2 dx(t1)+
∫ t
ε
∫
Ω2ρ
|D2
x
u2|
2 ζ2 dxdt+
∫ t
ε
∫
Ω2ρ
|∇xu2|
4 ζ2 dxdt ≤ C18.
From this estimate and equation (3.24) (α = 2), we obtain∫ t
ε
∫
Ω2ρ
(u2t)
2ζ2dxdt ≤ C19.
Consequently, it follows from the above estimates
max
t1∈(ε,t)
∫
Ωρ
u2
2
xl
ζ2 dx(t1) +
∫ t
ε
∫
Ωρ
|D2
x
u2|
2 ζ2 dxdt
+
∫ t
ε
∫
Ωρ
|∇xu2|
4 ζ2 dxdt+
∫ t
ε
∫
Ω2ρ
(u2t)
2ζ2dxdt ≤ C20.
(3.35)
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4. Finally, the thesis of the Lemma is proved from estimate (3.35) and a
standard argument of partition of unity subordinated to a finite local cover
of Ω, since Ω¯ is a compact subset of Rd.
Lemma 3.7. For d ≥ 2, j = 1, . . . , d, under conditions of Lemma 3.5, and
also conditions (1.8), (3.28), then for t < Tmax∫ t
ε
∫
Ω
|∂xju2(τ,x)|
2s+4 dxdτ ≤ C,
where C does not dependent on t, and s is any non-negative integer, such
that, s > (d− 2)/2.
Proof. Let us consider the second equation of our system, which is to say
∂tu2 = ∂xj
(
Ajk22(x, u2) ∂xku2 − ϕ
j
2(x, u2)
)
+ g2(x, u1, u2),
u2|Γ = ub2,
u2(0) = u02.
This problem satisfies the conditions (3.1)-(3.6) in Section 3 of Chapter V
(non-linear theory) from Ladyzenskaja, Solonikov and Ural’ceva [20]. In this
book is proved in Section 4 of Chapter V, the estimates (4.10) for any s > 0:
max
ε≤t≤T
∫
Ω
|ux|
2s+2dx+
∫ T
0
∫
Ω
|ux|
2s+4dxdt ≤ Const.
The thesis of this lemma follows from the above estimate.
Now, from the above estimates obtained for u2, we are going to consider
equation (3.24), when α = 1. Then, similarly to Lemma 3.5 we have the
following
Lemma 3.8. Let 0 < ε < Tmax be fixed and consider for α = 1 the Dirichlet
problem in (3.24)–(3.26), with u01 ∈ E and ub1 ∈ H
2+γ
0 (ΓT ), γ ∈ (0, 1).
Assume the conditions (1.8), (3.28) for d ≥ 2, (3.13), (3.15)–(3.19). Then,
there exists γ2 > 0, such that
|u1|
Qεt
γ2 ≤ C, (3.36)
where C is a positive constant independent of t, with t ∈ (ε, Tmax).
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Proof. Again the result follows applying Theorem 10.1 in Chapter III from
Ladyzenskaja, Solonikov and Ural’ceva [20], with
ajk(t,x) = A
jk
11(x, u1(t,x), u2(t,x)),
fj(t,x) = A
jk
12(x, u1(t,x), u2(t,x)) ∂xku2 + ϕ
j
1(x, u1(t,x), u2(t,x)),
and
f(t,x) = g1(x, u1(t,x), u2(t,x)), aj = bj = a = 0.
Since u ∈ B∆, and considering the higher estimates of ∂xku2 obtained from
Lemma 3.6 (in particular for d = 1), Lemma 3.7 (d > 1), we may consider
f, f 2j uniformly bounded, i.e. ‖f
2
j , f‖q,r,Qεt ≤ C, with q = s + 2, r = s + 2,
where C is a positive constant independent of t < Tmax. Moreover, we have
1
r
+
d
2q
= 1− κ1 ∈ (0, 1),
where
κ1 = 1−
1
s+ 2
−
d
2s+ 4
> 0
and therefore we obtain (3.36).
Theorem 3.9. Let any T > 0 be given and consider u0 ∈E, ub ∈H
2+γ
0 (ΓT ),
with γ ∈ (0, 1). Assume the conditions (1.8), (3.13), (3.15)–(3.19), (3.28) for
d ≥ 2. Then, the initial-boundary value problem (3.24)–(3.26), with Dirichlet
condition, has a unique global solution u ∈ H2+γ0 (QT ). Moreover, for each
(t,x) ∈ QT , u(t,x) ∈ B∆.
Proof. First, we have from the previous results that, uα ∈ C
γ(Q
ε
t ) (α = 1, 2)
for some γ > 0. Therefore, applying Corollary 2.5 we obtain the global
classical solution u for the initial-boundary value problem (3.24)–(3.26), with
Dirichlet condition. Finally, u(t,x) ∈ B∆, for each (t,x) ∈ QT , follows from
Corollary 3.3.
3.2.2 Flux condition
Now, let us consider flux-boundary condition in (3.26), for α = 1, 2. Analo-
gously, we begin establishing estimates for u2. Then, we have the following
22
Lemma 3.10. Let 0 < ε < Tmax be fixed and consider for α = 2 the initial-
boundary value problem (3.24)–(3.26) (flux condition), with u02 ∈ E. Assume
the conditions (1.8), (3.28), (3.13), (3.15)–(3.19). Then, there exists γ1 > 0,
such that
u2 ∈ C
2+γ1,1+γ1/2(QεTmax ∪ Γ
ε
Tmax) and |u2|
QεTmax
γ1 ≤ C2,
where C2 is independent of t < Tmax.
Proof. 1. First, the interior estimates in C2+γ1,1+γ1/2(Qε′Tmax),
for any Qε′Tmax ⊂⊂ Q
ε
Tmax ,
follow applying Theorem 10.1 in Chapter III (linear theory) from Ladyzen-
skaja, Solonikov and Ural’ceva [20], with
ajk(t,x) = A
jk
22(x, u2(t,x)), fj(t,x) = ϕ
j
2(x, u2(t,x)),
also
f(t,x) = g2(x, u1(t,x), u2(t,x)), aj = bj = a = 0.
Since u ∈ B∆, and f, fj are uniformly bounded, for each d ≥ 1, there exist
positive q and r, such that
1
r
+
d
2q
= 1− κ1, κ1 ∈ (0, 1)
and ‖f 2j , f‖q,r,QTmax ≤ C, where C is a positive constant independent of
t < Tmax.
2. Now, to derive the estimates closely to the boundary, we may apply
the non-linear theory from Ladyzenskaja, Solonikov and Ural’ceva [20] de-
veloped in Chapter V, Section 7. More precisely, the equation for u2 is in the
same form of (7.1)-(7.3), and admits the conditions (7.4)-(7.6). Therefore, it
follows from Theorem 7.1 in that book, the thesis of the lemma.
Lemma 3.11. Under conditions of Lemma 3.10, there exists M1 > 0, such
that
sup
Qε
Tmax
|∇xu2(t,x)| ≤M1.
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Proof. The thesis of the Lemma follows directly from Theorem 3 in the paper
of A.I. Nazarov, N.N. Uraltseva [21]. Also, from Theorem 4 in that paper,
there exists M1+γ > 0, such that
‖u2(t,x)‖
Qε
Tmax
1+γ ≤M1+γ .
Now, let us rewrite the second equation of our system, which is to say
∂tu2 + ∂xjϕ
j
2 + ∂u2ϕ
j
2∂xju2 = A
kj
22(x, u2)∂
2
xkxj
u2
+ ∂u2
(
Akj22(x, u2)
)
∂xku2 ∂xju2 + ∂xj
(
Akj22(x, u2)
)
∂xku2
+ g2(x, u1, u2), (t,x) ∈ Q
ε
Tmax .
Supplemented with the boundary condition(
Akj22(x, u2)∂xku2 + ϕ
j
2(x, u2)
)
cos(n, xj) = 0, (t,x) ∈ Γ
ε
Tmax.
Also we have u2(ε, ·) ∈ C
2+γ(Ω). From the above estimates, Lemma 3.10
and Lemma 3.11, we obtain
|∂u2
(
Akj22
)
∂xku2 ∂xju2+ ∂xj
(
Akj22
)
∂xku2+ g2− ∂xjϕ
j
2− ∂u2ϕ
j
2∂xju2|
QεTmax
0 ≤M2,
and
|A22(x, u2)
γ|
QεTmax
0 ≤M3.
Moreover, it is possibly to apply the W 1,2p –estimates for linear parabolic
problem with flux boundary conditions (V.A. Solonikov [24], Amann [3] )
‖u2‖W 1,2p (QεTmax )
≤M4
for any p > 1, where the positive constant M4 depend on p.
Lemma 3.12. Let 0 < ε < Tmax be fixed and consider for α = 1 the initial-
boundary value problem (3.24)–(3.26) (flux condition), with u01 ∈ E. Assume
the conditions (1.8), (3.28), (3.13), (3.15)–(3.19). Then, there exists γ2 > 0,
such that
|u1|
Qεt
γ2
≤ C, (3.37)
where C is a positive constant independent of t, with t ∈ (ε, Tmax).
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Proof. 1. Again, the interior estimates in Cγ2(Qε′Tmax), (Q
ε′
Tmax ⊂⊂ Q
ε
Tmax),
follow applying Theorem 10.1 (linear theory) in Chapter III from Ladyzen-
skaja, Solonikov and Ural’ceva [20], with
ajk(t,x) = A
jk
11(x, u1(t,x), u2(t,x)),
fj(t,x) = ϕ
j
1(x, u1(t,x), u2(t,x))−A
jk
12(x, u1(t,x), u2(t,x)) ∂xku2(t,x),
also
f(t,x) = g2(x, u1(t,x), u2(t,x)), aj = bj = a = 0.
Since u ∈ B∆, and f, fj are uniformly bounded, for each d, there exist
positive q and r, such that
1
r
+
d
2q
= 1− κ1, κ1 ∈ (0, 1)
and ‖f 2j , f‖q,r,QTmax ≤ C, where C is a positive constant independent of
t < Tmax.
2. Let us observe that, the estimate closely to the boundary does not
follow in the same way to u1, that is to say, it is not possible to apply the
same strategy as done for u2 in Lemma 3.10. Therefore, we proceed to derive
the estimates closely to the boundary, applying the non-linear theory from
Ladyzenskaja, Solonikov and Ural’ceva [20] developed in Section 7 of Chapter
V. More precisely, the equation for u1 is in the same form of (7.1)-(7.3), and
admits the conditions (7.4)-(7.6) from that book. Then, from Theorem 7.1
in that book, it follows the thesis of the lemma.
Theorem 3.13. Let any T > 0 be given and consider u0 ∈ E. Assume
the conditions (1.8), (3.28), (3.13), (3.15)–(3.19). Then, the initial-boundary
value problem (3.24)–(3.26), with flux condition, has a unique global solution
u ∈ H2+γ0 (QT ). Moreover, for each (t,x) ∈ QT , u(t,x) ∈ B∆.
Proof. First, we have from the above lemmas that, uα ∈ C
γ(Q
ε
t ) (α = 1, 2)
for some γ > 0. Therefore, from Corollary 2.5 we obtain the global classical
solution u for the problem (1.1)–(1.5).
Remark 3.14. Clearly, it remains to consider Dirichlet boundary condition
for α = 1, flux-condition for α = 2, and vice-versa. These type of mixed
boundary conditions follow from suitable consideration of the above results.
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