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We continue the study undertaken in [2] and [5] of separable Jordan 
algebras over commutative rings. In Section 1 we prove that a central 
separable Jordan algebra J= J(p, q) has a generic minimum polynomial. 
This yields the generic trace and norm maps of J, and we show in Section 2 
that these maps satisfy the standard properties. We use these maps in 
Section 3 together with the construction of Freudenthal-Springer- 
McCrimmon [ 131 to complete the determination begun in [ 5 ] of all 
separable Jordan algebras over commutative rings. If Ji = Ji(p, q) is a 
central separable R-algebra, i E { 1,2}, we prove in Section 4 that an R- 
module isomorphism 0 of J, and J, is an isotopy if and only if Q @ 1 is a 
norm similarity of J, OR S and J2 OR S for every commutative associative 
R-algebra S. Special cases of Wedderburn decomposition and Malcev 
uniqueness theorems are established in Section 5. 
Throughout this paper we assume that all commutative rings contain f 
and that all algebras are unital. J is always a Jordan algebra over a 
commutative ring R. J is called separable if its unital universal multiplication 
envelope is a separable associative R-algebra. J is called central if the map 
a + al from R to the center of J is bijective. 
References of the form [Si], i an integer, refer to the list in (51 of basic 
properties of separable Jordan algebras over commutative rings. In 
particular, we recall that a separable R-algebra J is the direct sum of 
homogeneous components J( p, q) [ S7, S8 1. 
1. GENERIC MINIMUM POLYNOMIALS 
Generic minimum polynomials of finite-dimensional Jordan algebras over 
fields are studied in Chapter VI of [9]. In this section we prove the existence 
of a generic minimum polynomial for a central separable R-algebra 
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J = J(p, q). We reduce to the case where (R, m) is complete local Noetherian 
and J/mJ is reduced, then we apply the classification of such algebras 12, 
p. 1321. 
Faithfully flat descent is used by Knus and Ojanguren in [ 11. 
pp. 108-1101 to prove the existence of generic minimum polynomials for 
separable associative algebras over commutative rings. One could give a 
proof that avoids faithfully flat descent by applying the techniques of this 
section to associative algebras. 
Let Q be the rational numbers, and let Z, be the subring of Q generated 
by f. 
LEMMA 1.1. Let J be central separable over a complete local Noetherian 
ring (R, m). Then there is a commutative associative R-algebra S and a 
Jordan Z,-algebra J’ such that 
(i) S is a free R-module offinite rank and (S, mS) is complete local 
Noetherian, 
(ii) J’ is a central separable Z,-algebra and a free Z,-module offinite 
rank, and 
(iii) JOR S r J’ @,, S as S-algebras. 
ProoJ There is a commutative associative R-algebra S such that 
(J OR WWJ OR 9 is reduced over S/mS and (i) is satisfied [2, p. 1341. 
JaR S is central separable over S [S6], so JO, S has one of the following 
forms [2, p. 1321: 
(a) JOR S E S, 
(b) JaR S has a free basis { 1, vr ,..., vn], n > 2, over S such that 
vf = 1, vf is a unit in S for i > 1, and vi . vj = 0 for i # j, 
(c) J OR S g H@,,(D), jJ, n > 3, where D is a composition algebra 
over S which is associative if n 2 4 (notation as in [2, pp. 13 l-1321). 
In case (a), take J’ = Z,. In case (b), we can enlarge S so that S/mS 
contains square roots of the images in S/mS of the vf, while condition (i) is 
preserved [2, p. 130). Then the proof of [2, p. 1321 shows that JOR S has a 
free basis { 1, w, ,..., wn} such that wi = 1 and wi . wj = 0 for i # j. It sufftces 
to take J’ = Z, 1 + 2 Z, wi c J OR S, since [2, p. 1191 implies that J’ is 
central separable over Z,. In case (c), let D be built by a doubling operation 
which adjoins elements qi E D such that qf = ,U~ is a unit of S [2, p. 13 11. 
Enlarge S so that S/mS contains square roots of the images of all yi and pi, 
while condition (i) is preserved [2, p. 1301. The proof of Lemma 3.2 of [4] 
shows that the yi and ,u~ have square roots in S. It follows that JOR S g 
ff(~,(DM,) 19, P. 601 and that D is built by a doubling process which 
adjoins elements ,D; I’* qi whose squares are 1. Let D’ be the composition 
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algebra over 2, whose Z,-rank equals the S-rank of D and which is built by 
a doubling process that adjoins elements whose squares are 1. It suffices to 
let J’ be the Z,-algebra H(M,(D’),j,), since [2, p. 1181 implies that J’ is 
central separable over Z,. 1 
A finite-dimensional Jordan algebra over a field is said to have degree p if 
the generic minimum polynomials of its elements have degree p 19, p. 2231. 
LEMMA 1.2. If J= J(p, q) is central separable over field R, then J has 
degree p. 
Proo$ Let F be the algebraic closure of R. JOR F is a central separable 
F-algebra and JO, F = (JO, F)(p, q) [S6, S8]. Since the center of J OR F 
is a field, JOR F is finite-dimensional central simple over F [2, p. 1181. It 
follows from [S7] and [9, p. 2331 that JO, F has degree p over F, so J has 
degree p over R. I 
Let R [v] be the polynomial ring over R in indeterminates vi indexed by 
the positive integers. Let R[IJ I ,..., r,] be the R-subalgebra of R [r] generated 
by r * 7***3 vs. If R is a field, let R(q) be the quotient field of R [r]. 
Let 2 be an indeterminate independent of the vi, and letJ(A) E R [ ~1 [A] be 
a polynomial in 1 with coefficients in R [r 1. We callf(3L) manic of degree p if 
Ap is the highest power of ), appearing in f(A) and the coefficient of lp in 
R [q] is 1. We call f(A) homogeneous of degree p if it is homogeneous of 
total degree p in A and the vi. If x E JO, R [r], let f(x) be the element of 
J OR R [ ~1 obtained by substituting x for d in f(d), considering J OR R [r ] as 
an R [VI-algebra. We call x a root off@) iff(x) = 0. 
LEMMA 1.3. Let J = J(p, q) be central separable over R. If x, ,..., x, E J, 
set x = 2 qixi E J@, R [r]. Then there is m,(A) E R [q] [A] such that m,(A) 
is manic and homogeneous of degree p and has x as a root. 
Proof: Case 1: There is a central separable Z,-algebra J’ such that J’ is 
a free Z,-module of finite rank and J’ &, R g J. Since J = J(p, q), [S8] 
implies that J’ = J’(p, q) and J’ C&,, Q = (J’ Oz, Q)(p, q). Since J’ &, Q is 
central separable over Q [S6], Lemma 1.2 shows that J’ Oz, Q has degree p
over Q. 
Let y, ,..., y, be a basis for J’ as a free Z,-module. Set Y = 2 VjJJj E 
J’ &, Q(v). Since J’ &, Q(s) is finite dimensional over Q(r), let m,,(n) be 
the minimum polynomial of y over Q(q). Since the yi form a basis for 
J’ &, Q over Q, y is a generic element of J’ &, Q. Hence the preceding 
paragraph and [9, p. 2221 imply that m,(A) E Q[q] [A] and that m,,(A) is 
manic and homogeneous of degree p. 
We write Z,[qi ,..., r,] as S. Consider y E J’ Oz, S, and let S[ v] be the S- 
subalgebra of J’ &, S generated by y. S is Noetherian [ 1, pp. 80-811 and 
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J’ @=, S is finitely spanned over S, so J’ oz, S is a Noetherian S-module [ I, 
p. 761. Thus S[ y] is finitely spanned over S, so y is a root of a manic 
polynomial with coefficients in S [ 1, pp. 59 and 751. Hence m,(n) E 
Z,[v][A], by Gauss’s lemma [12, pp. 127-1281. 
Let xi=~jaijyj, aijE R, where we identify J’ @, R E J. Then 
x = C qixi = 2 viaij yj. Let m,(A) E R [q] [A] be obtained from m,(A) E 
Z,(q][A] by substituting 2; qiaij for each qj. x is a root of m,(A), since y is 
a root of m,(ii). Since m,(A) is manic and homogeneous of degree p, so is 
m,(O 
Case 2: (R, m) complete local Noetherian. By Lemma 1.1, [S6], and 
[S8], there is a commutative associative R-algebra S which is a free R- 
module of finite rank such that JO, S satisfies the hypotheses of Case 1 as 
an S-algebra. Consider xi @ 1 E J OR S and x @ 1 E (JO, R [t,~]) OR S. If 
we identify 
then x@ 1 = C ri(xi@ l), so Case 1 implies that x0 1 is a root of a 
polynomial m,,,(A) E S[v][A] h h w ic is manic and homogeneous of degree 
p. Since S is a free R-module of finite rank, it contains R as a direct 
summand [6, p. 241. Let m,(A) E R [q] [A] be obtained by applying the 
projection of S onto R to each coefficient of m,,,(A). Since m,@,(A) is 
manic and homogeneous of degree p, so is m,(A). x is a root of m,(A), since 
x @ 1 is a root of mxo,(A). 
Case 3: R Noetherian. Let S, be the R-submodule of R [q] spanned 
by all monomials of total degree k in the yli. Let 
N= c SP-,xk~JORR[rl], 
OSk<P 
where x’==l~J@,R[v]. Let M=Rxp+NcJJO,R[~]. Let m be a 
maximal ideal of R, and let R* be the completion of R in the m-topology. 
J OR R * is central separable over R *, and J OR R * = (J 0, R *)(p, q) [ S6, 
S8]. Consider xi@ 1 E J@,R* and x@ 1 E (J@,R[v])@~R*. If we 
identify 
then x 0 1 = C qi(xi @ l), so Case 2 implies that x @ 1 is a root of a 
polynomial mxoI(A) E R * [v] [A] manic and homogeneous of degree p. It 
follows that iWaR R * = N OR R*, since we can identify IkfOR R * and 
NOR R * with their images in (J OR R [q]) OR R * because R * is flat over R 
[ 1, p. 1091. Thus (M/N) 011 R * = 0. Since this holds for every maximal ideal 
m of R, M/N= 0 [l, pp. 40, 108, 1101. Hence x is a root of a polynomial 
f%(~) ERlrllPl manic and homogeneous of degree p. 
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Case 4: General case. There is a Noetherian subring R’ of R and a 
central separable R’-subalgebra J’ of J such that Jr J’ OR, R [2, p. 1341. 
[S8] implies that J’ = J’(p, q). R’ remains Noetherian when finitely many 
elements of R are adjoined to it [ 1, p. 811, so we can assume that 
x1,..., x, E J. The lemma follows by applying Case 3 to J’ as an R’- 
algebra. I 
We recall that a central separable R-algebra is finitely spanned over R 
IS3 I. 
THEOREM 1.4. Let J= J(p, q) be central separable over R. Let x, ,..., x, 
span J over R, and set x = C vixi E JOR R [v]. Then there is a unique 
polynomial m,(n) E R [ ‘11 [A] such that x is a root of m,(l) and m,(l) is 
manic of degree p. m,(l) is homogeneous of degree p. 
Proof: By Lemma 1.3, it suffices to prove that the powers xj, 0 <j < p, 
are linearly independent over R[r]. Let g,(v) E R[v], 0 <j <p, be such that 
C gj(rl> d = O* 
Case 1: R is a field. Assume that g,(q) # 0 for some k. Renumber the 
xi so that x, ,..., xI form a basis of J over R, t < s. By field extension, we can 
assume that R is infinite. Then there are ai E R such that dgg,(q) # 0, where d 
is the R-algebra endomorphism of R [q] fixing ‘I, ,..., vr and taking vi to a, for 
i > t. 1 @ d is an R-algebra endomorphism of J OR R [ ~1 such that 
(lO~)x=~,x,+...+rl,x,+a, 
a E J. Write a =/llxl + .a. +plx,, /Ii E R, so 
(lo#)x=(~,+P,)x,+.~.+(~,+P,>x,. 
Let v be the R-algebra automorphism of R [q] taking vi to vi -pi for i Q t 
and fixing vi for i > t. 1 @ w is an R-algebra automorphism of JOR R [r] 
such that -. 
If we set y = r,x, + a** + qtx, and hj(q) = Wdgj(S), applying (1 0 ~)(l 0 4) 
to C g,(v) xj = 0 yields 2 hj(q)yj = 0, 0 <j < p. Each 5(q) E R [vi ,..., v,], 
and h,(q) # 0. Since y is a generic element of J, this contradicts the fact that 
J has degree p (Lemma 1.2). 
Case 2: (R, m) local. For any positive integer v, let M, be the set of 
all manic monomials in R[v,,..., q,] of total degree <v. Let N, be the R- 
submodule of J OR R [ r,r] spanned by the elements of M, J. There is an integer 
w such that N, contains every gj(q) xj. Let 
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Case 1 applies to J/mJ as an R/m-algebra [S6, SS], so the elements of T 
have images in (J/mJ) OR,,,, (R/m)[r] 1 inearly independent over R/m. The 
image of N,, in (J/m4 OR,,,, (R/~)[v] is isomorphic to N,,./wzN,,., since N,,. is 
a direct summand of J OR R [r ] over R. Thus the elements of T have linearly 
independent images in N,,,/mN,. J is finitely spanned and projective over R 
[S3], hence so is N,.. It follows that the elements of T are linearly 
independent over R [6, p. 241. Thus the relation C gj(v) xj = 0 implies that 
each gj(q) = 0. 
Case 3: General case. Let R, be the localization of R at a maximal 
ideal m. Case 2 applies to JO, R, as an R,-algebra [S6, SS], so the images 
of the gj(V> inR,,,[vl are zero. Since this holds for every maximal ideal m of 
R, each gj(q) = 0 [ 1, p. 401. i 
Let m,(A) be as in Theorem 1.4, and let m:(A) be obtained from m,(A) by 
substituting 0 for every vi with i > s. x is a root of m;(A) and m:(A) is manic 
of degree p, so Theorem 1.4 implies that m:(A) = m,(A). Thus m,(k) contains 
no vi with i > s. 
THEOREM 1.5. Let J = J(p, q) be central separable over R. Let x, ,..., x,~ 
span J over R, and let x = 2 qixi E JO, R [q]. Let m,(A) E R [v] [A] be as in 
Theorem 1.4. Let a E J, and write a = C rixi, ri E R. Let m,(A) E R[A] be 
obtained by substituting ri for each vi in m,(A). Then m,(A) depends only on 
a, J, and R, and not on the choice of the xi or ri. 
Proof: It suffices to prove the theorem when R is localized at any 
maximal ideal m [ 1, p. 401, so we can assume that (R, m) is local. J is a free 
R-module of finite rank, since it is finitely spanned and projective over the 
local ring (R, m) [S3], [6, p. 241. Let {zj} be a finite free basis of J over R, 
and set z=CrljzjEJO,R[rl].Leta=Ccjzjandxi=Cjdi,iz,i,c,i,dijER. 
Then 
c cjzj = a = x rixi = 1 ri d,z,, 
so 
Cj=C ridij, 
i 
since the zj are linearly independent over R. 
Let m,(n) ER[rllPl b e as in Theorem 1.4, and let m’(A) be the result of 
substituting xi vi dij for each qj in m,(A). m’(A) is manic of degree p. 
z = 2 qjzj is a root of m,(A), and 
X = C ?jiXi = 1 vi dijzj, 
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so x is a root of m’(A). Hence m,(A) = m’(A) (Theorem 1.4). Thus 
substituting ri for each vi in m,(A) gives the same result as substituting 
Ci ri d, for each qj in m,(A). Hence (1) shows that substituting cj for each ~7~ 
in m,(A) gives m,(A). Holding the zj and cj fixed as the xi and ri vary shows 
that m,(A) does not depend on the choice of the xi and ri. 1 
In the notation of Theorem 1.5, since m,(A) E R[q][A] is manic of degree 
p and has x as a root, m,(A) E R[I] is manic of degree p and has a as a root. 
We call m,(I) the generic minimum polynomial of a. If R is a field, m,(n) is 
the generic minimum polynomial of a in the sense of 19, p. 2231. 
We consider examples of generic minimum polynomials. Let A be a 
central separable associative R-algebra having rank p* as an R-module 
[M3]. A + is a central separable Jordan R-algebra [5, Corollary 3.51. Let 
xEA+ @,R[rl] and m,(L) E R [r][A] be as in Theorem 1.4. If m is a 
maximal ideal of R and F is the algebraic closure of R/m, then A/mA ORlm F 
is isomorphic to the algebra of p-by-p matrices over F [ll, p. 931. It 
follows that A+ =A+(l, 1) if p = 1, A+ =A+(p, 3) if p= 2, and 
A+ = A’(p, 2) if p > 3 [2, p. 1371. Hence m&I) has degreep. A OR R[~,I] is 
a central separable associative R[v]-algebra of rank p* [6, pp. 27, 431. Let 
f(A) E R [q] [A] be the characteristic polynomial of x as an element of 
A OR R [n] in the sense of Knus and Ojanguren [ 11, p. 108].f(l) is a manic 
polynomial of degree p having x as a root, so f(A) = m,(L) (Theorem 1.4). 
Specializing the vi in R shows that the characteristic polynomial of any 
a E A in the sense of Knus and Ojanguren equals the generic minimum 
polynomial of the image of a in A +. 
Let Q(a, b) be a nondegenerate symmetric bilinear form on a finitely 
spanned, projective R-module A4 of rank q > 2 [M3, M5]. Let J = R @ M be 
the Jordon algebra determined by Q. J has multiplication. 
a, /3 E R, a, b E M. J is central separable over R, and J = 5(2, q) [2, p. 1401. 
Let Q’ be the bilinear form induced by Q on M OR R [q] over R [q]. We 
identify J OR R [s] with the Jordan algebra R [r ] @ (M OR R [q]) determined 
by Q’. Let x E J@, R [r~] be as in Theorem 1.4, and write x = (a’, a’), 
a’~R[q], a’EM@,R[q]. (a’,a’) is a root of A*-2a’A+ 
(a’* - Q’k’, a’)>, so this polynomial equals m,(L) (Theorem 1.4). 
Specializing the vi in R shows that the generic minimum polynomial of any 
(a, a) E R @ M is A2 - 2aL + (a* - Q(a, a)). 
If S and T are commutative associative R-algebras and 4 : S + T is an R- 
algebra homomorphism, let $n : S[A] --t T[L] be the homomorphism of R [A]- 
algebras that agrees with 4 on S c S[A]. Define 4,,* : S[r][A] -+ T[r][I] 
analogously. 
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PROPOSITION 1.6. Let J = J(p, q) be central separable over R. 
(i) Let S be a commutative associative R-algebra, and let 4 : R + S 
take a E R to al, 1 E S. If a E J, then mOol(n)= $Am,(A) for a @ 1 E 
JO, S. 
(ii) Let m be a maximal ideal of R, and let p : R + R/m be the 
projection map. If a E J and a’ is the image of a in J/mJ, then m,,(A) = 
wb(4. m&> is the generic minimum polynomial of a’ over R/m in the 
sense of [9, p. 2231. 
(iii) If f is homomorphism of J onto an R-algebra J’, then m&A) = 
m,(A) for a E J. 
(iv) Let S be a commutative associative R-algebra, and let 
a E J OR R [q]. Let a’ E J OR S be obtained from a by replacing each vi with 
si E S. Then m,,(A) E S[A] is obtained from m,(A) E R [q] [A] by replacing 
each vi with si. 
Proof: (i) JaR S is central separable over S and equals (JO, S)(p, q) 
[S6, S8]. Let xi, x, and m,(A) be as in Theorem 1.4. Consider xi 0 1 E 
J&S and x@ 1 E (JO, R[q])@, S. The xi@ 1 span JO, S over S, and 
x @ 1 = C vi(xi @ 1) under the identification 
d,,c@) E W PI is a manic polynomial of degree p having x 0 1 as a 
root, so 
m,,,@> = 4,cA4 (2) 
(Theorem 1.4). If a = C rixi for ri E R, then a @ 1 = 2 ri(xi@ 1) and 
specializing each vi to ri in (2) yields (i) (Theorem 1.5). (ii) follows by 
taking S = R/m in (i). 
(iii) J’ is central separable over R and equals J’(p, q) [S6, S8]. Let 
xi, x, and m,(A) be defined for J as in Theorem 1.4. Consider 
fC3 1 :JO,R[rl]+J’O,R[rll. 
(f 0 1) X = C Vif (Xi), w h ere the f (xi) span J’ over R. Since f @ 1 is a 
homomorphism of R [VI-algebras and x is a root of m,(A), (f @ 1) x is also a 
root of m,(A). Since m,(A) is manic of degree p, Theorem 1.4 implies that 
m,fod4 = m,(O (3) 
If a = C rixi for ri E R, substituting ri for each vi in (3) yields (iii). 
(iv) Since S is an R-algebra, we can make S an R[q]-algebra such 
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that each vi acts on S as multiplication by si. Appplying (i) with R replaced 
by R [q] and J replaced by J OR R [n] yields 
%@I(4 = 4n%oL)v (4) 
where a 0 1 E (JO, R[rll) OR,vJ S and #:R[n]-+S takes a~R[n] to al, 
1 E S. The isomorphism 
takes a @ 1 to a’. Then (iv) follows from (4), since tiArnm,(A) E S[n] is 
obtained from m,(n) by replacing each vi with si. I 
2. GENERIC TRACES AND NORMS 
Throughout this section we assume that J = J(p, q) is central separable 
ouer R. If a E J, let r(a) be the negative of the coefticient of Ap-’ in m,(J). 
Let N(a) be (-l)p times the constant coefficient of m,(n). T and N are 
functions from J to R called the generic trace and generic norm of J. We 
occasionally write them as TJ and NJ. We use the following lemma in 
Proposition 2.2 to prove that T and N have the same basic properties in 
general as they do when R is a field. 
LEMMA 2.1. Let R[C] be a polynomial ring in any number of indeter- 
minates &. Let F = F(r,, aj, R, J, &,, p, q) be an element of R, J, R [<I, or 
JBR R [c] formed using ring and algebra operations on (i) ri E R, (ii) aj E J 
and the images aj 0 1 E J OR R [cl, (iii) &, (iv) coefficients of generic 
minimum polynomials of elements of J formed from the ri and a,i using 
operations of J, and (v) coeficients of generic minimum polynomials over 
R [<I of elements of J OR R [r] formed from the ri, &, and aj 0 1 using 
operations of J OR R [c]. Assume that the method offorming F is independent 
of the choice of R, J, the ri, and the aj. Hold p, q, and the &fixed as R, J, 
the ri, and the aj vary. If F = 0 whenever R is a field, then F = 0 when R is 
arbitrary. 
Proof: Any change of rings preserves the standing hypothesis that 
J= J(p, q) is central separable over R. Coefficients of generic minimum 
polynomials are preserved under any change of rings (Proposition 1.6). Thus 
any change of rings preserves F. 
Let R be arbitrary, and fix ri E R and uj E J. There is a Noetherian 
subring R’ of R and a central separable R’-subalgebra J’ of J such that 
J’ ORI R is isomorphic to J [2, p. 1341. R ’ remains Noetherian when finitely 
many elements of R are adjoined to it [ 1, p. 8 11, so we can ensure that each 
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ri E R’ and aj E J’. Thus we can assume that R is Noetherian. It is enough 
to prove that F = 0 under localization at any maximal ideal m of R [ 1, 
p. 401, so we can assume that (R, m) is Noetherian local. It suffices to show 
that F = 0 after tensoring with the completion of R at m [ 1, pp. 108-I lo], so 
we can assume that (R, m) is complete local Noetherian. By Lemma 1.1, 
there are a central separable Z,-algebra J’ and a commutative associative R- 
algebra S such that J’ is a free Z,-module of finite rank, S is a free R- 
module of finite rank, and J’ &, S z J OR S. 
Let {dk} be a basis of J’ as a free Z,-module, and let vi and cjU be indeter- 
minates. By hypothesis, F = 0 holds for J’ Oz, Q(q, [> over Q(q, C). Thus 
Proposition 1.6(i) implies that F = 0 holds for J’ Oz, Z,[q, C] over Z,[ n, 4’1, 
since J’ is a free Z,-module. In particular, F = 0 when we take each ri to be 
Vi E Z~[V, Cl an d each aj to be C,, Cjl( d, E JO=, Z,[ v, [I. Specializing the vi 
and CjU to arbitrary elements of S shows that F = 0 for J’ Oz, S over S 
(Proposition 1.6(iv)). S ince J’ Oz, S E JOR S and S is a free R-module, it 
follows that F = 0 holds for J over R. I 
PROPOSITION 2.2. If a, b, c E J and r, ri, rj E R, then: 
(i) T E Hom,(J, R) and N(ra) = YN(a). 
(ii) ml(A) = (A - l)“, so T(1) =p and N(1) = 1. 
(iii) T((a . b) . c) = T(a . (b . c)). 
(iv) N(U,b) = N(a)’ N(b). 
(v) N(11 - a) = m,(L), where N is the generic norm of JOR R [A] 
ouer R [A]. 
(vi) N[(q rta’) . (2 rjaj)] = N(C ria’) N(C riaj). Thus N(b . c) = 
N(b) N(c) if b and c belong to the subalgebra of J generated by a single 
element (and 1). 
(vii) If a E J is a root off (A) E R [A], then f (A)p is divisible by m,(A) 
in R[A]. 
Prooj (i)-(vi) follow from Lemma 2.1 and [9, pp. 224, 227, and 2351. 
(vii) follows from (i), (ii), (v) and (vi), by the proof in [9, pp. 225-2261. 1 
A symmetric bilinear form Q(a, b) on a finitely spanned projective R- 
module M is called nondegenerate if it induces a nondegenerate bilinear form 
on M/mM for every maximal ideal m of R. If Q is nondegenerate, M OR M 
is isomorphic to Hom,(M, M) via a @ b -+ Qab, where Qab(x) = Q(a, x) b for 
x E M [2, p. 1141. Since Horn&M, M) contains the identity map on M, there 
are a,, bi E M such that x = C Q(ai, x) bi for all x E M. Thus, if x E M is 
such that Q(x, y) = 0 for all y E M, then x = 0. 
Set T(a, b) = T(a . b) for a, b E J. We show in Lemma 4.2 that T(a, b) 
equals the logarithmic derivative of the generic norm of J at 1. 
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PROPOSITION 2.3. T(a, 6) is a nondegenerate symmetric bilinear form on 
J such that T(a 1 b, c) = T(a, b . c) for all a, b, c E J. 
Proo$ Proposition 2.2 implies that T(a, b) is a symmetric bilinear form 
such that T(a . b, c) = T(a, b . c). For every maximal ideal m of R, T(a, b) 
induces the classical generic trace form on J/mJ over R/m (Proposition 
1.6(ii)). Since the latter is nondegenerate [9, p. 2401, so is T(a, b). I 
If a E J, we write m,(A) = A,,(A) + (-l)p N(a) 1, j’(A) E R[L], and set 
a# = (-l)“-‘f(a) E J. Since a is a root of m,(A), a e a#= N(a) 1. 
PKOPOSITION 2.4. a E J is invertible if and only ifN(a) is a unit in R. If 
so, a-’ = N(a)-’ a# and N(a-‘) = N(a)-‘. 
ProoJ: If a is invertible, 1 =N(l) = N(U,a-‘) = N(a)’ N(am2) 
(Proposition 2.2), so N(a) is a unit. Conversely, assume that N(a) is a unit. 
The equation a . a” = N(a) 1 implies that a . [N(a)- ’ a”] = 1 and 
a2. [N(a)-’ a#] = a, since J is power-associative. Thus a-’ = N(a)-’ a# 
[9, p. 521, and a-’ is in the subalgebra of J generated by a. Together with 
the relation a . a-’ = 1, this implies that N(a) . N(a-‘) = 1 (Proposition 
2.2(ii) and (vii)), so N(a-‘) = N(a)-‘. 1 
Combining Proposition 2.4 with the proof of Proposition 1.4 of ]3 ] yields 
the following result. 
LEMMA 2.5. Let F(xi) = 0 be an identity which holds for all invertible 
xi E JO, S for every commutative associative R-algebra S. Then F(xi) = 0 
holds for all xi E J. I 
PROPOSITION 2.6. N(a#) = N(a)P-’ and a## = N(a)Pp2 a for all a E J. 
Proof: The standing hypothesis that J= J(p, q) is central separable is 
preserved under a change of rings [S6, S8]. Thus, by Lemma 2.5, we can 
assume that a is invertible. Then 
N(a#) = N(N(a) a-‘) = N(a)P N(a-‘) = N(a)“-’ 
(Propositions 2.2 and 2.4), and 
a* = N(a#)(a#)-’ = N(a)Pp’ (N(a) a-‘)-’ 
= N(a)P-2 a. 1 
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3. DETERMINATION OF SEPARABLE ALGEBRAS 
All special separable Jordan algebras over commutative rings were deter- 
mined in Theorem 3.9 of [5]. In this section we combine the preceding 
results on generic traces and norms with the construction of Freudenthal- 
Springer-McCrimmon [ 131 to study central separable algebras J = J(3,8). 
This enables us to determine all separable Jordan algebras over commutative 
rings. 
Let S be a commutative ring, let M be a finitely spanned projective S- 
module, and let c be a distinguished element of M. Let (N, aN> be a cubic 
form on M, that is, N:M+S and aN:MXM-+S are such that, if aES 
and x, y E M, a,N lY z aN(x, y) is linear in x and quadratic in y, N(ax) = 
a3N(x), and N(x + y) = N(x) + a,N], + ayNlx + N(y). aN is uniquely deter- 
mined by N, since one verifies that 
c3,NJ, = ;N(x + 2y) - N(x +y> - 3N(y) + fN(x). 
If x, y E M, set 
(5) 
T(x, Y) = (QV(~,W - ~x,yWQ (6) 
where a,,,(a,N]) = i3eN(x+y - acN], - a,N],. Set T(x) = T(x, c), x E M. 
Assume that T(x, y) is nondegenerate, so M E Horn&V, S) via z + T(z, ( )) 
[ 2, p. 1141. Thus, if x E M, there is a unique element x# E M such that 
WC Y> = $41x (7) 
for all y E M. x --) x# is a quadratic map from M to itself, and we set x x y = 
(x+y)#-x#-yzf, x,y E M. Let J(N, M, S, c) be the nonassociative S- 
algebra composed of the S-module M with multiplication 
x~y=f[xXy+T(x)y+T(y)x-T(xxy)c], (8) 
x, y E M. We call N admissible if T(x, u) is nondegenerate, N(c) = 1, and 
x## = N(x) x for all x E J OS U, where U is any commutative associative S- 
algebra and we take the unique extension of N to a cubic form on JO, U 
over U. c is called the basepoint of N. 
If Q is a symmetric bilinear form on a module M over a commutative ring 
S, let J(Q, M, S) be the Jordan S-algebra composed of the S-module S @M 
with multiplication 
(a, a> . Ca, b) = (aP + Q(a, b), ab + Pa), 
a,/IES, a,bEM. 
THEOREM 3.1. J is a separable Jordan R-algebra if and only if 
JrH(A,J’)OJ(Q,M,,s,>oJ(N,M,,s,,c>, (9) 
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where 
(i) A is a separable associative R-algebra with involution j, 
(ii) S, is a commutative separable associative R-algebra, 44, is a 
finitely spanned projective S,-module, and Q is a nondegenerate symmetric 
bilinear form on M, over S,, and 
(iii) S, is a commutative separable associative R-algebra, M, is a 
finitely spanned projective S,-module of rank 21, and N is an admissible 
cubic form on M2 with basepoint c. 
Proo_f: First assume that J is a separable Jordan R-algebra. Let 
B = @ J(p, q) for (p, q) # (3,8), so J=B@J(3,8) [S7]. B and J(3,8) are 
separable over R [S6]. B is special over R (5, Corollary 3.41, so BE 
H(A, j) @ J(Q, M,, S,), where conditions (i) and (ii) are satisfied [5, 
Theorem 3.91. Set S, = Z[J(3, S)], A4, = J(3, S), and c = 1 E J(3,8). S, is a 
commutative separable associative R-algebra [5, Proposition 1.11, and M, is 
finitely spanned and projective of rank 27 over S, [S3, S7]. Let T and N be 
the generic trace and norm of J(3,8) over S,. Let T(x, y) = T(x . y), and 
define x# as in Section 2. N(c) = 1, T(x, y) is nondegenerate, and 
x## = N(x) x for x E J (Propositions 2.2, 2.3, 2.6). Moreover, the relation 
xff# = N(x) x is preserved under a change of rings (Proposition 1.6(i)). 
Equations (6) and (7) hold when S, is a field 19, pp. 217, 243, 2441, so (5) 
and Lemma 2.1 imply that they hold when S, is arbitrary. J(3,8) satisfies 
(8) when S, is an algebraically closed field [S7], [ 13, p. 5031. By field 
extension, (8) holds whenever S, is a field. Thus Lemma 2.1 implies that (8) 
holds when S, is arbitrary. Hence J(3,8) z J(N, M,, S,, c), and (iii) is 
satisfied. 
Conversely, assume that J satisfies (9) and conditions (i)-(iii). H[A, j] 0 
J(Q, M,, S,) is separable over R [5, Theorem 3.91. If we prove that 
J(N, M,, S, c) is separable over R, it follows that J is separable over R [5, 
Theorem 3.21, as required. We write J(N, M,, S,, c) as K. K is a Jordan 
algebra, by the proof of Theorem 5 of [ 131. Since S, is a separable 
associative R-algebra, it suffices to prove that K is separable over S, 
[5, Theorem 3.11. Since K is finitely spanned over S,, it suffices to prove 
that K/mK is separable over S,/m for every maximal ideal m of S, [S2]. 
Thus we only need to show that K is separable over S, when S, is a field. 
Reference [ 13, pp. 496-4971 shows that T(x, y) = T(x) T(y) - T(x X y) and 
T(c) = 3. Then applying T to (8) yields T(x . y) = T(x, y). Since M, is 27- 
dimensional over S,, it follows that x --f T(x) is the generic trace map of K 
over S, [ 13, pp. 506-5071. Thus T(x, y) = T(x . y) is the generic trace form 
of K over S,. Since T(x, y) is nondegenerate, it follows that K is separable 
over S, [9, p. 2401, as required. I 
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4. ISOTOPIES AND STRICT NORM SIMILARITIES 
Let J = J(p, q) and J’ = J’(p, q) be central separable R-algebras. A norm 
similarity Q : J-+ J’ is an R-module isomorphism such that there is a unit 
r E R satisfying NJ,(@) = rN,(x) for all x E J. A norm similarity is called 
norm-preserving if r = 1. A strict norm similarity 4 : J-+ J’ is an R-module 
isomorphism such that 4 @ 1 : JoR S + J’ @JR S is a norm similarity for 
every commutative associative R-algebra S. In this section we prove that an 
R-module isomorphism @ : J-t J’ is an isotopy if and only if it is a strict 
norm similarity. Our proof parallels the proof in [9, pp. 241-2451 of the case 
where R is a field, except that we use generic elements to replace Zariski 
topology arguments which apply only when R is a field. 
If a is an invertible element of J, let (J, a) be the u-isotope of J. If J is 
separable over R, so is (J, a) [2, p. 1191. Since isotopy is an equivalence 
relation [9, p. 581, it follows that J is central separable over R if and only if 
(J, a) is. If R is an algebraically closed field, J is isomorphic to (J, a) 
[9, p. 2421. It follows that if J is separable over any commutative ring R, 
then J = J(p, q) if and only if (J, a) = (J, a)( p, q). 
LEMMA 4.1. If J= J(p, q) and J’ = J’(p, q) are central separable R- 
algebras, an isotopy $ : J+ J’ is a strict norm similarity. 
Prooj 4 @ 1 is an isotopy of JOR S and J’ OR S for every commutative 
associative R-algebra S, so it suffices to prove that 4 is a norm similarity. 
There is an invertible element a E J such that 4 is an R-algebra isomorphism 
of (J, a) and J’. Since algebra isomorphisms are norm-preserving 
(Proposition 1.6(iii)), it suffices to prove that 
As in the proof of Lemma 2.1, we can assume that (R, m) is complete local 
Noetherian. Let y : J-+ J/mJ be the canonical map. There is a finite- 
dimensional extension field F of R/m such that m,,(A) is a product of linear 
factors in F[1] and every root of m,,(A) in F has a square root in F. There is 
a commutative associative R-algebra S such that S is a free R-module of 
finite rank, (S, mS) is complete local Noetherian, and S/mS z F [2, p. 1301. 
It suffices to prove (10) with R replaced by S and J replaced by JOR S, so 
we can assume that m,,(;l) is a product of linear factors in (R/m)[A] and 
that every root of m,,(A) has a square root in R/m. It follows that there is 
c E J such that (WC)’ = t,ua, WC is in the subalgebra of J/mJ generated by vu, 
and WC is invertible [9, p. 2421. We can assume that c is in the subalgebra of 
J generated by a. Since vc is invr tible, N J,mJ(~~) is nonzero, so N(c) is a 
unit. Then c is invertible, and c-’ is in the subalgebra of J generated by a 
(Proposition L.4). Since J is finitely spanned over R [S3], J is complete in 
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the m-topology [ 1, p. 1081. Since CC* . Q = 1 (mod mJ>, there is d E J such 
that d2 = ce2 . a and d is a formal power series in 1 - c-* . u [ 14, p. 9441. 
Since J is power-associative, (c . d)* = a. Then UC., is a R-algebra 
isomorphism of (J, a) onto J (9, p. 2421, so 
x E J (Proposition 2.2). I 
Let R[<] be the polynomial ring over R in indeterminates $, where i 
varies over the positive integers and j E { 1, 2, 3}. For s E { 1, 2), define 
AS:Rl~l-,R[~l by 
f E R ItI, where %‘Xi, is the formal partial derivative off with respect o ciJ. 
If R is a field, let R(r) be the quotient field of RI{], and define A” : R(r) -+ 
R(t) by (11). 
LEMMA 4.2. Let J= J(p, q) be central separable over R. Let {xi} be a 
Jinite set of elements of J, and set a = C ri, Xi, b = C lizX/, and c = 2 <ijXi 
in J& R[r]. Then 
T(a, U,,(b)) = -N(c) A’A’N(c) + (A’N(c))(A*N(c)), 
where T and N are defined for J 0 R [ <] over R I<]. 
(12) 
Proox First assume that R is a field and that {xi} is a basis of J over R. 
If we specialize the &Jij in R so that c becomes 1 E J, NJoRlrl(c) specializes to 
N,(l) = 1 (Proposition 1.6(iv), Proposition 2.2). Then NJoRlr,(c) # 0, so 
N JgRCI)(c) # 0 (Proposition 1.6(i)), and c is invertible in J@ R(r) 
(Proposition 2.4). Since {xi} is a basis of JO R(r) over R(c), [9, pp. 217, 
2441 shows that 
T(a, UC-,(b)) = N(c)-* [-N(c) A2A1N(c) + (AIN(c))(AZN(c))] 
in J@ R(r) over R(r). Multiplying this equation by N(c)* establishes (12) 
for J@ R(r) over R(l) (Proposition 2.4). Then Proposition 1.6(i) implies 
that (12) holds for JO R [r] over R [(I. 
Next assume that R is a field and that {xi\ is any finite set of elements of 
J. J is finite dimensional over R (S3]. Let { yk} be a basis of J over R, and 
set Q’=CLY,, b’=Ctk2yk, and c’=C&yk in J@R[<]. Let (12’) be 
the equation obtained from (12) by replacing a, b, and c with a’, b’, and c’. 
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The preceding paragraph shows that (12’) holds. Let xi = Ck rikyk, rik E R. 
ForjE {1,2,3}, 
I i.k 
so a, b, and c are obtained from a’, b’, and c’ by substituting xi rijrik for 
each &. Let 4 be the R-algebra endomorphism of R[r] taking each rkj to 
Ci rurik (where, if J is t-dimensional, we set rik = 0 for k > t). Both A’$ and 
#A1 take each rk, and rkZ to 0 and each rk3 ro Ci &,rik. Since A’ is a 
derivation and 4 is an R-algebra endomorphism of R[<], it follows that 
A’# = #A’. Similarly A2# = #A’. Th us applying 4 to (12’) establishes (12) 
(Proposition 1.6(iv)). 
The general case follows from the case where R is a field, by Lemma 
2.1. I 
Equation (12) remains valid when the rij are specialized in R so that a 
and b become arbitrary elements of J, c becomes 1 E J, and T and N are 
defined for .I over R (Proposition 1.6(iv)). Since l#= 1 (Propositions 2.2, 
2.4), this shows that T(a, b) equals the logarithmic derivative of the generic 
norm of J at 1, as in [9, pp. 217, 2441. 
LEMMA 4.3. Let .I = J(p, q) and J’ = J’(p, q) be central separable R- 
algebras. If 4 : J-+ J’ is a strict norm similarity such that 41 = I’, then 4 is 
an isomorphism of R-algebras. 
Proof: Let {xi} be a finite set spanning J over R [S3]. Define a, b, 
c E J @ R [r] as in Lemma 4.2. Extend 4 to a norm similarity of J @ R [l] 
and J’ @ R [r] over R [cl. Since N(# 1) = N( 1’) = N(l), $ is norm-preserving. 
Thus Lemma 4.2 implies that 
%b U,,,,dW = Thy K-&N. (13) 
Specializing the ri3 so that c becomes 1 yields 
Way 4b) = T@, b), (14) 
since l# = 1 (Proposition 2.4). Specializing the tiZ in (14) so that b becomes 
U,(b) and comparing the result with (13) yields 
T(h %dW = Wa, W,#b)). 
The &, can be specialized so that $a becomes any element of J’ 0 R [cl. 
Since T(x, y) is nondegenerate (Proposition 2.3), it follows that 
Uw,&b) = (bVJc#b)- 
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Specializing the ri2 SO that b becomes c* yields 
q&qqc’) = N(c)* 1’. 
Since ($c)# is in the subalgebra of J 0 R [r] generated by #c, 
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(15) 
[ 9, p. 381. Hence applying U,, to (15) yields 
N(c)* $(I?) = N(c)2 (qk)‘. (16) 
The & can be specialized so that c becomes 1, specializing N(c) to 1 
(Proposition 1.6(iv), Proposition 2.2(ii)). It follows that N(c) annihilates no 
nonzero element of J’@ R[<] [3, p. 4191. Thus (16) implies that #(c’) = 
(4~)‘. Specializing the ri3 in R yields 4(x’) = (4x)” for all x E J. Linearizing 
x + x, y and multiplying by f yields 4(x . y) = #x . @ for all x, y E J. 1 
THEOREM 4.4. Let J= J(p, q) and J’ = J’(p, q) be central separable R- 
algebras, and let 4 be an R-module isomorphism of J onto J’. Then 4 is a 
strict norm similarity if and only if 4 is an isotopy. 
Proof: If 4 is an isotopy, Lemma 4.1 shows that it is a strict norm 
similarity. Conversely, assume that Q is a strict norm similarity. If a = 41, 
then N(a) is a unit, so a is invertible (Proposition 2.4). By Lemma 4.1, the 
identity map on the R-module J’ induces a strict norm similarity y of J’ 
onto (J’, a-‘). I@ is a strict norm similarity of J onto (J’, a-‘) taking 1 E J 
to the identity element a of (J’, a-‘). Then vql is an algebra isomorphism 
(Lemma 4.3), so 4 is an isotopy. I 
5. WEDDERBURN DECOMPOSITION 
Let J be finitely spanned over R, and let N be a Penico-solvable ideal of J 
such that J/N is separable over R. The Wedderburn decomposition theorem 
states that there is a separable subalgebra S of J such that J= S + N. This 
was proved by Albert, Penico, and Taft when R is a field [9, p. 2921. In this 
section we prove the Wedderburn theorem when R is a commutative ring and 
one of the following additional conditions is satisfied: J/N is projective over 
R, R is complete local Noetherian, or R is a Dedekind domain. If l/3 E R 
and J has separable subalgebras Si such that J = Si @ N, i E { 1,2}, there is 
an R-algebra automorphism T of J such that T(S,) = S, and T(N) = N. This 
was proved by McCrimmon when R is a field [14, p. 9371. The general 
result follows from his proof and the fact that all derivations of a separable 
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Jordan algebra over a commutative ring with i/3 into its bimodules are 
generalized inner derivations [S, Theorem 5.61. 
We use factor sets to study Wedderburn decompositions, as in 19, 
pp. B&289]. If M is a J-bimodule, let Z(J, M) be the R-module composed 
of all R-bilinear maps h : J x J+ M such that h(a, b) = h(b, a) and 
u(bh(a, a)) + ah(u2, b) + h(u2 * b, a) 
= a2h(a, b) + (a * b) h(a, a) + h(u2, a * b). 
If ,B : J+ M is an R-module homomorphism, define &) : J x J + M by 
/xP>(G b) = P@ * b) - w(b) - b/G), 
a, b E J. Let B(J, M) be the R-module composed of all maps P(D), 
p E Hom,(J, M). Reference [9, p. 941 shows that B(J, M) c Z(J, M). 
LEMMA 5.1. Let J be separable, finitely spanned, and projective over R. 
If M is a J-bimodule, then 
B(J, N) = Z(J, M). (17) 
ProoJ Let h E Z(J, M), and set N = U,(J) h(J, J). Since J is finitely 
spanned over R, so is U,(J) 19, p. 971, and thus so is N. h induces 
h’ E Z(J, N), and it suffices to prove that h’ E B(J, N), so we can assume 
that M is finitely spanned over R. 
First assume that (R, m) is complete local Noetherian. Let h E Z(J, M). h 
induces h’ E Z(J/mJ, M/m&f). Since (17) holds when R is a field 19, p. 2921, 
there is ,u’ E Hom,,,(J/mJ, M/mM) such that h’ =/I@‘). p’ has a preimage 
pi E Hom,(J, M), since J is projective over R. Thus h -PO,) E Z(J, mM). 
Hence it follows by induction that for every positive integer n there is 
A, E Hom,(J, m “-iM) such that 
h-P+, + es. + p,,) E Z(J, m”M). 
Since M is finitely spanned over R, it is complete in the m-topology 
[ 1, p. 1081. Thus h =P(D) for ,U = C ,q E Hom,(J, M). 
Next assume that R is Noetherian. Let m be a maximal ideal of R, and let 
R * be the completion of R in the m-topology. R * is complete local 
Noetherian [ 1, pp. 109, 1131. For any R-module N, let N* denote NOR R*. 
Since R* is a flat R-module [ 1, p. 1091, we identify Z(J, M)* and B(J, M)* 
as submodules of Hom,(J@, J, M)*. Since J is finitely spanned and 
projective over R, it follows that 
Hom,(J@, J, M)* z Hom,,(J* OR% J*, M*) 
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[6, p. 151. This isomorphism takes Z(J, M)* to a submodule of Z(J*, M*). 
It takes B(J, M)* onto B(J*, M*), since 
Hom,(J, M)* z Hom,*(J*, M*) 
because J is finitely spanned R-projective [6, p. 151. The preceding 
paragraph shows that B(J*, M*) = Z(J*, M*). Since B(J, M) c Z(J, M), it 
follows that B(J, M)* = Z(J, M)*. Since this holds for every maximal ideal 
mofR,B(J,M)=Z(J,M) [l,pp.40, 108, 1101. 
Finally, let R be arbitrary. Let h E Z(J, M). There is a Noetherian subring 
R’ of R and an R’-subalgebra J’ of J such that J’ is separable, finitely 
spanned, and projective over R ’ and JgJ’@,, R [2,p. 1341. Set 
M’ = U,,(J’) h(J’, J’). A s in the first paragraph of the proof, M’ is finitely 
spanned over R’ and h induces h’ E Z(J’, M’). By the preceding paragraph, 
there is p’ E Hom,,(J’, M’) such that h’ =p@‘). Since Jz J’ OR, R, ,u’ 
extends to ,U E Hom,(J, M) such that h = &), establishing (17). 1 
If N is an ideal of J, set N(O) = N and N”+” = (NCi’ . N”‘) . J, i > 0. 
(N(i))2 c #it 1) and each N”’ is an ideal of J [ 9, p. 190 J. We call N Penico- 
solvable if N”’ = 0 for some positive integer t. 
THEOREM 5.2. Let N be a Penico-solvable ideal of J such that J/N is 
separable, finitely spanned, and projective over R. Then there is a separable 
subalgebra S of J such that J= S @ N as R-modules. 
Proof First assume that N* = 0. Let d : J-+ J/N be the canonical map. 
Since J/N is projective over R, there is an R-module homomorphism 
6 : J/N+ J such that #S is the identity map on J/N. Define a bilinear map 
h : J/N x J/N+ N by h(a, b) = as . bs - (a . b)“, a, b E J/N. Reference 
[9, pp. 92-931 shows that h E Z(J/N, N). By Lemma 5.1, there is 
p E Hom,(J/N, N) such that h =&). Set S = {a” + au 1 a E J/N}. S is a 
nonunital subalgebra of J such that J = S 0 N over R [9, pp. 94, 2891. Write 
1EJ as l=e+x, eES, xEN. Since x*=0, x=(e+x).x=e.x and 
e + x = (e + x)’ = e* + 2e. x = e2 + 2x. Then x = e - e* = 0, since 
S n N = 0. Thus 1 = e E S, and S is a unital subalgebra of J. 
In the general case, we induct on the least nonnegative integer t such that 
N”’ = 0, the case t = 0 being trivial. If we write N”’ as M, N/M is an ideal 
of J/M such that (N/M)* = 0 and (J/M)/(N/M) z J/N is separable, finitely 
spanned, and projective over R. By the preceding paragraph, there is a unital 
subalgebra S’ of J/M such that J/M = S’ @N/M. If we let S, be the 
preimage of S’ in J, J = S, + N and S, n N = M. S, is a unital subalgebra 
of J such that S,/M z S’ g J/N is separable, finitely spanned, and projective 
over R. Since MC’-” = 0, induction implies that there is a unital subalgebra 
S of S, such that S, = S @ h4. Then S is a unital subalgebra of J such 
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that S+N=(S+M)+N=S,+N=J and SnN=Sn(S,nN)= 
S n M = 0. Thus J = S @ N, so S z J/N is separable over R. 1 
We remark that the hypotheses on J/N in Theorem 5.2 are satisfied if J/N 
is central separable over R [S3]. 
In Theorem 5.3, we establish Wedderburn’s theorem for J finitely spanned 
over (R, m) complete local Noetherian. This result and its proof parallel 
Ingraham’s work on associative algebras [8]. In the statement and proof of 
Theorem 5.3 we waive our assumption that all Jordan algebras and 
subalgebras are unital; in particular, J need not be unital. Of course, 
separable Jordan algebras must be unital, and we continue to assume that 
;ER. 
THEOREM 5.3. Let J be finitely spanned over (R, m) complete local 
Noetherian. If N is an ideal of J such that J/N is separable over R, there is a 
subalgebra S of J such that S is separable over R and J= S + N. 
Proof. Set J’ = J/mJ and N’ = (N + mJ)lmJ. N’ is an ideal of J’ and 
J’/N’ E J/(N + mJ) E (J/N)/m(J/N). (18) 
Since J/N is separable over R, the last algebra in (18) is separable over R/m 
[S6], hence so is J//N’. By the Wedderburn theorem for algebras over fields, 
there is a subalgebra S’ of J’ such that J’ = S’ @ N’ [9, p. 2921. Let S, be 
the preimage of S’ in J, so S, is a subalgebra of J, tic S,, J= S, + N, and 
S, n N c ml. S, is finitely spanned over R, since R is Noetherian. S, n N is 
an ideal of S, such that S,/(S, n N) cz (S, + N)/N = J/N is separable over 
R. Thus we can repeat he above argument with J and N replaced by S, and 
S, n N, respectively. Hence induction shows that, for every positive integer 
n, there is a subalgebra S, of S,- r (taking S, = J) such that 
mS,-, = S,, 
S,-,=S,+(S,-,fTN), 
S,nNcmS,_,. 
Equation (19) implies that 
(19) 
(20) 
(21) 
We claim that 
m”Jc S,. (22) 
S,cS,+,+m”J (23) 
for n > 0, taking m” = R. We induct on n, the case n = 0 being trivial. 
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Assuming that S,-, c S, + m”-‘J, then 
Sn=Snt, + vn S,) (by (20)) 
=s,+, + mS,-, (by (21)) 
=s,+, -I- m(S, + m”-‘J) (by induction) 
=Sn+, + mS, + m”J 
=S,,,+m”J (by (19)), 
completing the induction. 
Let S = n Si. We claim that 
S, = S i- m”J (24) 
for n > 0. Equation (22) implies that S, XJ S + m”J. Conversely, let x, E S,. 
By (23) and induction, for every integer i > n there is xi E Si such that 
xi-xi-r E m’-‘J. Let x = lim xi, since J is complete in the m-topology 
[l,p. 1081. Ifj> k>n, then xj-xx,EmkJ, so x-xkEmkJcSk, by (22). 
Thus x E Sk for all k > n, so x E S. x - x, E m”J, so x, E S + m”J, proving 
(24). 
S is a subalgebra of J. By (20) and (24), J = S, + N = S + N + ml. Thus 
J=S+N, 
by Nakayama’s Lemma. Equations (21) and (24) imply that 
(25) 
S~NcS,nNcmS,-, = m(S + m”-‘J) = mS + m”J 
for n > 1, so S n N c mS + (S n m”J). Since J is finitely spanned and R is 
Noetherian, S n m”Jc mS for sufficiently large n [ 1, p. 1071. Hence 
SnNcmS. Then the canonical homomorphism of S onto 
(S + N)/(mS + N) has kernel mS + (S n N) = mS, so 
S/mS E (S + N)/(mS + N) 
= J/(mJ + N) (by (25)) 
z (J/N)/m(J/N). 
The last algebra above is separable over R/m [S6], hence so is S/mS. Since 
J is finitely spanned over the Noetherian ring R, so is S. Together with the 
fact that S/mS is separable over R/m, this implies that S is separable over R 
[S2]. I 
We reinstate our assumption that all algebras and subalgebras are unital. 
To see that Theorem 5.3 remains valid in this context, let J be a unital 
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algebra satisfying the hypotheses of Theorem 5.3, and let S be a nonunital 
subalgebra of J satisfying the conclusion of Theorem 5.3. Set S’ = S + R 1, 
1 E J. Let T be the R/m-algebra created by adjoining a new unit element to 
S/mS [9, p. 301. Since S/mS is separable over R/m, so is T 19, p. 287). 
There is a homomorphism of T onto S’/mS’, so the latter algebra is 
separable over R/m [S6]. It follows as in the proof of Theorem 5.3 that S’ is 
separable over R. 
We combine Theorems 5.2 and 5.3 to prove the Wedderburn theorem for 
finitely spanned Jordan algebras over Dedekind domains. The,corresponding 
result for associative algebras was proved by Ingraham in [ 71. 
Let J = @ J,(e) be the Peirce decomposition of J with respect to an idem- 
potent e, where J,(e) is the i-eigenspace of J under multiplication by e. If R is 
an integral domain and A4 is an R-module, let T(M) be the submodule 
composed of all elements of A4 annihilated by a nonzero element of R. M is 
called torsion if M = T(M). 
THEOREM 5.4. Let J be finitely spanned over a Dedekind domain R, and 
let N be a Penico-solvable ideal of J such that J/N is separable over R. Then 
there is a separable subalgebra S of J such that J = S + N. 
Proof We write Z(J/N) as C. Since R is a Dedekind domain, C/T(C) is 
projective over R [ 10, p. 6251. Since J/N is separable over R, C is a 
separable associative R-algebra [5, Proposition 1.11. Together with the facts 
that T(C) is an ideal of C and C/T(C) is projective over R, this implies that 
C/T(C) is projective over C (6, p. 481. Thus T(C) is an ideal direct summand 
of C, so T(C) has an identity element e’. Since e’ E C, 
J/N = (J/W, (e’) 0 (J/W0 G-9 (26) 
is a direct sum of ideals, where Z[(J/N), (e’)] = T(C) is torsion and 
Z[(J/N), (e’)] z C/T(C) is projective over R. Since N is solvable, e’ lifts to 
an idempotent e E J, by the proof of [2, p. 1301. J,(e) and J,,(e) have e and 
1 - e as identity elements. For i E {0, l), N n Ji(e) is a solvable ideal of 
Ji(e) such that 
J&>lWn Jde>) E (J/N), (0 
is separable over R, by (26) and [S, Theorem 3.21. If Ji(e) has a separable 
subalgebra Si such that Ji(e) = Si + (N n Ji(e)), i E {O, 1 ), then S, + S, z 
S, 0 S, is separable over R [5, Theorem 3.21, and (26) implies that 
J= S, + S, + N. Thus it suffices to prove Theorem 5.4 with J replaced by 
J,(e) and N replaced by N n Ji(e), i E {O, 1 }. Hence we can assume that 
Z(J/N) is either projective or torsion over R. 
First assume that Z(J/N) is projective over R. J/N is projective over 
SEPARABLEJORDANALGEBRAS 57 
Z(J/N), since J/N is separable over R [S3]. Then J/N is projective over R, 
by the transitivity of projectivity [6, p. 5 1. We are done by Theorem 5.2. 
Next assume that Z(J/N) is torsion. 1 E Z(J/N) is annihilated by a 
nonzero element r of R. Then rl E N for 1 E J. Since N is solvable, there is a 
positive integer IZ such that 0 = (rl)” = r”1, so r”J= 0. There are finitely 
many maximal ideals mi such that n rnf c r”R for some positive integer d 
[lo, p. 6041. Let Ij= nitjrnf, and let Jj = IjJ. Jj is an ideal of J such that 
m,dJj=O. J=CJj, since R=CIj [IO, p.6051. .JiJkcr”J=O ifj#k, so 
J= @ Jj is a direct sum of ideals. 
Each Jj is naturally an algebra over R,?, the completion of R in the mj- 
topology. RT is complete local Noetherian with maximal ideal mjRT [ 1, 
pp. 109, 1131. By Theorem 5.3, there is a separable RF-subalgebra Sj of Jj 
such that Jj = Sj + (Nn Jj). Sj/mjSj is separable over R,?/mjRT 2 R/mj 
[S6], [ 1, p. 1091. If m is any maximal ideal of R besides mj, the relations 
m + my = R and mjdJj = 0 imply that Sj/mSj = 0. Thus Sj/mSj is either zero 
or separable over R/m for every maximal ideal m of R. Sj is finitely spanned 
over R, since Sj c J and R is Noetherian. Together the last two sentences 
imply that Sj is separable over R [S2]. Thus @ Sj % C Sj c J is separable 
over R [5, Theorem 3.21, and J= C Sj + N. m 
Finally, we prove Malcev’s theorem on the uniqueness up to 
automorphism of split Wedderburn decompositions for Jordan algebras over 
commutative rings containing l/3. We follow McCrimmon’s proof of the 
corresponding result for algebras over fields [ 141. 
Let S,(J) be the unital special universal envelope of J, and let (J : J-, S,(J) 
be the canonical map. We recall that latently and weakly 4-interconnected 
Jordan algebras are defined in [2, p. 1391. It is proved there that a weakly 4- 
interconnected algebra is special and reflexive. Thus, if J is weakly 4- 
interconnected and x, ,..., x, E J, let (x, ,..., x,,) be the unique preimage in J of 
x7 . *. x; + x; ... x7 E S,(J). 
Let Ji be the i-eigenspace of J under multiplication by an idempotent of J. 
If J, is weakly 4-interconnected over R and x g, h E J,, define VfqR,h E 
Hom,(J, J> by 
f’&,(Jo) = 0, 
V,,&> = Vf v, V/?(x), x E J,,z 7 
Vf,,g,,,(x) = (A g, h, x>, x E J, . 
Define Wf,,,, E Hom,(J, J) by 
W,f,,,*(x> =x + Vf.d9 + v* Utl(xh 
x E J. 
THEOREM 5.5. Let 113 E R. Let J contain a subalgebra B and a Penico- 
58 ROBERT BIX 
solvable ideal N such that B @ N z B $ N c J. Let C be a separable 
subalgebra of J such that C c B + N and C is finitely spanned over R. Then 
there is an automorphism T of J such that T(C) c B and T(N) c N. If 
J = C @ N, it follows that T(C) = B and T(N) = N. 
Proof We say that an algebra automorphism 4 of J covers a derivation 
D : C + N/N’*’ if 
(i) #(x)=x-D(x) (modN’*‘), xE C, 
(ii) d(x) = x (mod N”‘), x E N, and 
(iii) #(I) c 1 for every ideal I of J. 
The theorem follows from McCrimmon’s arguments in [ 14, pp. 960-9611 
once we show that every derivation of C into N/N’*’ is a sum of derivations 
which are each covered by an automorphism of J. The latter result follows 
from McCrimmon’s work in [ 141 and the fact that every derivation of C into 
a bimodule is a generalized inner derivation 15, Theorem 5.61. 
Specifically, let a, b E C(p, q), p > 4. Let N’ be a C-subbimodule of 
N/N@) such that N’ is a unital bimodule for C(p, q) over Z[C(p, q)]. Let 
c E N’. Since C(p, q) is finitely spanned over R, C(p, q) is weakly 4- 
interconnected over both R and Z[C(p, q)] [2, p. 1391. Hence so is the split 
null extension C(p, q) @ N’. Thus, if x E C(p, q), we can define (a, b, c, x) - 
(c, b, a, x) E N’ by considering C(p, q) 0 N’ over either R or Z[ C(p, q)]. 
We get the same element of N’ in either case, since there is a natural 
homomorphism 
~,(C(P, q) 0 N’) -+ %,,(,,,,I(C(~, q) 0 N’). 
Define D a,b,c E Hom,(C, N/N(“) by 
Da,dx) = (a9 b, c, x> - Cc, b, a, x), x E C(PY q), 
and 
D,,,,,(C(p’, q’)) = 0, (P’, 4’) f (PY 4). 
The argument before Theorem 5.6 of [5] shows that Da,b,c is a derivation. 
Let Ji be the i-eigenspace of J with respect to the identity element of 
C(p, q). c has a preimage d E Nn J,. Since C(p, q) is weakly 4- 
interconnected over R, so is J, . Set F = W,,,, + Wd,b,ll E Hom,(J, J). J, is 
latently 4-interconnected when localized at any maximal ideal m of R, so 
F( 1) 3 1 (mod N’*‘) under such localization [ 14, p. 9501. Then F( 1) 3 1 
(mod N’*‘) holds without localization [ 1, p. 401. It follows that there is an 
invertible element w E J such that w* = F(1) and w = 1 (mod N”‘) [ 14, 
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p. 9441. Set T= U;‘F E Horn&J). If R, is the localization of R at a 
maximal ideal m, T @ 1 is an automorphism of J@ R, covering 
D a,b,c@ 1 :C@R,+N/N(2’OR, 
[ 14, p. 9491. Hence T is an automorphism of J covering Daa6,c [ 1, p. 401. 
We have shown that every derivation of the form Da,b,c can be covered by 
an automorphism of J. There is an automorphism of J covering every inner 
derivation D,,,(x) = [ u, x, u], u, x E C, u E N/N’*’ [ 14, p. 9451. Since C is 
separable over R and l/3 E R, every derivation of C into N/N’*’ can be 
written as a sum of derivations of the forms Da,b,r and D,,,. (5, proof of 
Theorem 5.61. Since derivations of these two forms are covered by 
automorphisms of J, the theorem follows by McCrimmon’s arguments in 
[14, pp. 960-9611. I 
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