A method ofperturbative analysis of a class of stochastic nonlinear reactiondiffusion systems is described which employs representations of solutions as stochastic integrals. Specifically several properties of a Fitzhugh-Nagumo system perturbed by two-parameter Gaussian white noise are obtained.
Systems of nonlinear reaction-diffusion systems arise in several fields [l, 4, 5, 10, 11, 131 and have been the subject of recent analysis [3, 71. It is important to analyze such systems not only in the deterministic case but also in the presence of random forcing terms. One area in which nonlinear stochastic partial differential equations have arisen is in the stochastic quantization of field theories [2, 6, 9] but there are many other applications such as the theory of nerve membrane potential [5] and of nonlinear waves in brain structures [ l l , 131. This paper is a first step in the analysis of random nonlinear reactiondiffusion systems. It extends our previously reported work on the scalar case [12] and contains a novel use of Green's function matrices for multidimensional partial differential equations. Our method of analysis introduces representations of solutions in terms of stochastic integrals with respect to two-parameter Wiener processes. (1) where u(x, t ) is an n-dimensional vector, D is an n x n constant diagonal matrix of diffusion coefficients, subscripts t and x represent partial derivatives with respect to these variables, g is a given n-component function of U, f is a given random (or deterministic) forcing term and E is a small parameter. In conjunction with eq. (1) suitable boundary-initial values are assumed given.
We consider equations of the form
We write the solution as
whereg(u,) = 0 which in eq. (1) gives a recursive sequence of systems of linear stochastic partial differential equations. The solutions of these may be found using Green's function matrices and stochastic integrals. We will demonstrate with a specific example.
The Fitzhugh-Nagumo system U = ( U v)' with diffusion in both components and additive two-parameter Gaussian white noise in one component is written
where 0 < x < L < CO, t > 0 , 0 < a < 1; c(, 8, y , b are constants and { W ( x , t ) , 0 < x < L, t 2 0} is a standard 2-parameter Wiener process whose formal derivative { W,, } is a 2-parameter Gaussian white noise.
With U, = 0 and
we introduce
Then we obtain the systems of linear stochastic partial differential equations Uk,l = Ilk,'. + Auk + fk, k = 1, 2, . . . 
where i$,,(x) = sin (nnx/L) and pn = nn/L. We denote the eigenvalues of A by ,Il = -a + v/2, i2 = -by -v/2,
We take expectations in eq. (8) ( 
10) where B,(t) is the (i,j)-element of exp ( A t ) .
This gives the variance of uI (x, t ) and hence the expectation of u,(x, t ) from u,(x, t ) = jOL 1; e'('-') G ( x , y ; t -$1
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To determine the covariance of ~( x , s) and U( y , 2 ) to order stationary process { U ( . , t ) } is given by x j " ; 1;' F(tl5 f2)G(YI, y2; tl -tz)dt,dy,
where F(t, t , ) = Bll(r)Bll(-tl) + B12(~)Bzl(-tl). This covariance has been found exactly and hence the variance to order E~. The asymptotic t -, cc expression for the variance is where 
