ABSTRACT Data augmentation, which is the process for creating alternative copies of each sample in a small training data set, is important for extracting deep-learning features for medical image classification problems. However, data augmentation has not been well explored and existing methods are heuristic. In this paper, a geostatistical simulation of images is introduced as a data augmentation approach for extracting deeplearning features from medical images show that are characterized with texture. The stochastic simulation procedure is to generate realizations of an image by modeling its spatial variability through the generation of multiple equiprobable stochastic realizations. The approach employed for the geostatistical simulation is based on the concepts of regionalized variables and kriging formulation to create multiple textural variations of medical images. The experimental results on classifying two medical-image data sets show that the use of geostatistical simulation for extracting deep-learning features with several popular pre-trained deep-learning models (AlexNet, ResNet-50, and GoogLeNet/Inception) provided better accuracy rates and more balanced results in terms of sensitivity and specificity than either with or without the implementation of conventional data augmentation. The proposed approach can be applied to other pre-trained as well as those without data pre-training for effective deep-feature extraction from medical images. The proposed application of the theory of geostatistics for medical image data augmentation in deep learning is original. The novelty of this approach can also be applied to many other types of data that are inherently textural. The geostatistical simulation opens a new door to the development of state-of-the-art artificial intelligence in feature extraction of medical images.
I. INTRODUCTION
Deep learning (DL) is a relatively new development in artificial intelligence (AI) in the field of machine learning research. DL is inspired by the structure and function of the brain called artificial neural networks. DL operates on nonlinear processing layers to extract features from the raw data [1] . For a DL model to be useful, it needs to be trained with a huge amount of data with a neural-network architecture of multiple layers.
Convolutional neural networks (CNNs) are a state-of-theart method of machine learning and used for deep learning [2] . CNNs have been applied to recognize objects and scenes and perform object detection. CNNs learn directly from image data, eliminating the need for manual selection
The associate editor coordinating the review of this manuscript and approving it for publication was Shaojun Wang. of a method for feature extraction. The use of a CNN for deep learning has become increasing popular due to three important factors: firstly, it eliminates the need for manual feature extraction as the features are learned directly by the CNN, secondly, it produces state-of-the-art recognition results, and thirdly, it can be retrained for new recognition tasks and allow for building on pre-existing networks.
To create a CNN for classification, a certain architecture is required to define the number of layers, the learning weights, and number of filters, along with other tuneable parameters.
Training an accurate CNN model from scratch requires huge amounts of data, on the order of millions of samples, and take an immense amount of time. A good alternative to training a CNN from the beginning is to use a pre-trained model to extract informative features from new data sets. This method is known as transfer learning [1] that offers a convenient way for applying DL-based feature extractor by alleviating the need of a huge training data set and burden of long computational time. It is well documented in the literature of deep learning that transfer learning is 1) a machine learning technique where a model trained on one task is applied to a related task [1] , 2) an optimization that allows rapid progress or improved performance when modeling a related task [3] , and 3) used in deep learning is called inductive transfer, where the scope of possible models is narrowed in a beneficial way by using a model fit on a different but related task [4] . There are several publicly available CNN models pre-trained with images from the ImageNet database (http://www.image-net.org), which have gained popularity, such as AlexNet [5] , GoogleNet/Inception [6] , VGG Net [7] , ResNet-50 [8] , ResNet-101 [9] , SqueezeNet [10] , etc. For either the construction of a CNN from scratch or the use of a pre-trained CNN model, one of feasible strategies for improving the performance of a DL model is to augment data to the training set.
The concept of data augmentation arised from the need of addressing problems in missing values [11] , and becomes significantly important for training deep-learning models [12] . For image classification, to improve the ability of DL model to generalize labeled images, existing or conventional data augmentation methods produce many alternative samples of an image by applying several translations and rotations to the original data to obtain translational and rotational invariance, respectively; or flipping, cropping, and adding random noise to color images to tackle color space distortions. Current methods for data augmentation in deep learning do not create variations of texture [13] that is pervasive in medical images. The application of the theory of geostatistics for alleviating the limitation of textural data for training deep-learning models for the classification of complex medical images is novel because it is introduced as a first-of-its-kind study in dealing with texture, leading to a new door of research in artificial intelligence.
In similarity to current data augmentation methods that operate on the principle of interpolation, geostatistics, which is a field of spatial statistics, also relates to interpolation methods, but extends far beyond simple interpolation problems. Geostatistical techniques rely on statistical models that are based on theory of regionalized variables to model multiple realizations associated with spatial estimation and simulation. Interested readers can refer to the following references for detailed descriptions and formulations of geostatistical methods [14] - [16] . Geostatistics in terms of kriging techniques and sequential simulation provides a powerful tool for characterizing spatial variability in textural data through spatial variogram functions and a consistent probabilistic model [17] , [18] that can help to increase the amount of relevant data not only for a small originally available data set but also even if the original data size is large. This type of data augmentation is useful because deep neural networks typically have parameters in the order of millions, which are proportional to the complexity of the problem under study and therefore need a proportional number of examples to achieve good performance [13] .
Here, the sequential Gaussian simulation of images developed in geostatistics is introduced as a data augmentation method for capturing the variability of the spatial distribution or texture of an image, which has been explored for estimating noise parameters for adaptive image restoration [17] . The sequential Gaussian simulation has the potential to produce an infinite number of equiprobable realizations of an original image to complement the requirement of a huge number of samples for training a DL model. While the proposed simulation can be applied for training deep networks from scratch with a large amount of data, this study adopts some popular pre-trained models to illustrate the effectiveness of the simulated data augmentation for two medical image classification problems.
The rest of this paper is organized as follows. Section 2 presents the theory of regionalized variables that constructs a theoretical foundation for geostatistics. Section 3 introduces the mathematical formulation of kriging, which is known as the best linear unbiased estimator. Section 4 addresses the concept and procedure for the sequential Gaussian simulation based on the theory of regionalized variables and kriging. Results obtained from the simulated data augmentation for extracting deep-learning features using pre-trained CNN models for medical image classification and comparisons are described in Section 5. Section 6 includes the discussion of the results and limitations. Finally, Section 7 concludes the findings and suggests issues for future research.
II. THEORY OF REGIONALIZED VARIABLES
In geostatistics, a regionalized variable (RV) is a variable that is distributed in space [19] . In mathematical expression, an RV is a function that takes a value at every point of coordinates in space. This function is characterized by two contradictory behaviors: 1) it varies irregularly in space, which calls for the notion of a random variable, and 2) it has a structured property, which calls for a certain representation. Therefore, an appropriate formulation that considers the two aspects of both randomness and structure is required to provide a representation of the spatial variability. One such proper formulation is provided based on random functions [14] .
Consider
The variance defined as the 2nd-order moment about the expectation of the RV is expressed as
The covariance is defined as
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The semi-variogram that is the variance of the difference [Z (x 1 ) − Z (x 2 )] is defined as:
Three hypotheses introduced for the definition of an RV are the 1) second-order stationary, 2) the intrinsic assumption, and 3) quasi-stationary. By being second-order stationary, it means the expected value and spatial covariance of the RV Z (x) are the same all over the field of interest, which give
and for each pair of RVs, the spatial covariance exists and defined as
where h is a distance that separates Z (x) and Z (x + h). A random function Z (x) is said to be intrinsic when its mathematical expectation exists and does not depend on its location x, that is
and the increments [Z (x + h) − Z (x)] of the random function has a finite variance that does not depend on x,
The quasi-stationary hypothesis assumes that the second moment of the random function or its increments has some properties of stationarity within a neighborhood of restricted size, and the expectation, which is no longer stationary, varies in a regular manner in such a neighborhood.
III. KRIGING
Kriging is a local interpolation or estimation method that is known as the best linear unbiased estimator (BLUE) of unknown values [14] . Once again, let Z (x) be a random function that obeys the three hypotheses asserted by the theory of RVs described earlier. The estimated value at location x 0 , denoted asẐ (x 0 ) is a weighted linear combination of k data valuesẐ
where w i are the kriging weights to be determined by minimizing the estimation variance. The estimation error is the difference between the predictor and the random variable modeling the true value at that location, that is
The mathematical expectation of the error can be finally derived as
To obtain the unbiased condition that requires the expectation of the error is zero, we need to impose i w i = 1 expressed in Eq. (11) , which results in E[r 0 ] = 0. The kriging weights are determined by means of the minimization of the error variance, which is expressed in terms of the mean square error (MSE) as follows
subject to
The MSE can be expanded as
Using the Lagrange multiplier to convert a constrained minimization problem into an unconstrained one, we have
where λ is the Lagrange multiplier.
The kriging weights can be obtained by setting each of the i partial derivatives ∂MSE/∂w i to zero. This procedure results in a system of (k + 1) linear equations in (k + 1) unknowns, which is known as the kriging system expressed as follows
The minimum estimation variance known as kriging variance, denoted as σ 2 K , can be obtained as
The kriging system can also be expressed in terms of the semi-variogram function γ (h) as follows
The kriging variance expressed in terms of the semi-variogram is
The use of the semi-variogram function γ (h) is particularly useful, when the random function Z (x) is intrinsic only and the covariance function C(h) cannot be defined [14] .
IV. SEQUENTIAL GAUSSIAN SIMULATION
In geostatistics, sequential Gaussian simulation (SGS) is a stochastic technique for generating a set of alternative equiprobable maps of spatial distribution of realizations on a grid. The basis of SGS is based on the following theorem showing the equivalence between drawing from a multivariate distribution and drawing from a sequence of conditional distributions of univariate realizations [15] .
Let Z (x) and z(x) be a subset of N variates of a random function and a sampling of size n, respectively. The conditional cumulative distribution function can be expressed as
If at location x 0 , the kriging error produced by kriging estimateẐ (x 0 ) is normally distributed according to N (0, σ 2 (x 0 )), then the probability distribution for the actual value is N (ẑ(x 0 ), σ 2 (x 0 )). SGS is then obtained using kriging estimates with feedback, where each simulated map is a realization of a multivariate normal process. For conditional SGS specified with a number or percentage of hard data, the kriging variance at sampling locations are zero to ensure that the only possible drawings are those of the observed values.
SGS is performed by means of the simple kriging estimator that estimates the value at location x 0 by a linear combination of random variables at location x i as [15] 
whereẐ (x 0 ) is estimated value, m is the mean of the second order stationary random function Z (x), w i are kriging weights, and k is the number of neighbors of x 0 .
The system of equations of the simple kriging estimator is given by
where C(·) is the covariance of the random function of interest, which can be obtained using a model of theoretical semi-variograms such as the Gaussian semivariogram γ G (h) defined as follows [15] :
where S, a, and h are the sill, range, and lag of the experimental semivariogram, respectively. The experimental semi-variogram γ (h) is given by
where n(h) is the number of pairs of variables apart at distance h.
The kriging weights can be obtained by solving the above simple kriging system of equations, and the minimum mean square error for simple kriging σ 2 SK (x 0 ) is
The general algorithm for carrying out the SGS is outlined as follows.
Algorithm for SGS 1) If the original data are not univariate normal, transform the data to obtain normal scores. 2) Randomly select a node at location x i that is not yet simulated. 3) Compute the kriging estimateẐ (x i ) using Eq. (23) and corresponding simple kriging variance σ 2 SK (x i ) using Eq. (27). 4) The simulated value is the number randomly drawn from the normal distribution N (Ẑ (x i ), σ 2 SK (x i )). 5) Add the newly simulated value in the set of conditional or unconditional data. 6) If x i is not the last node for simulation, go back to
Step 2. 7) If Step 1 is applicable, then back transform all values to the original space of the data.
V. RESULTS
Having mentioned earlier, a CNN is trained on large amounts of data and consists of complex network architectures.
To train a network from scratch, the architect is required to define the number of layers and filters, along with other tunable parameters. Training an accurate model from scratch also requires massive amounts of data, which can take an immense amount of time. A common alternative to training a CNN from scratch is to use a pre-trained model to extract features from a new data set. Three pre-trained CNN models that are AlexNet, ResNet-50, and GoogLeNet/Inception were adopted in this study to illustrate the data augmentation of new medical images using geostatistical simulation. Descriptions of the architectures of these three popular pre-trained CNN models can be conveniently found in the literature of deep learning: AlexNet [20] - [22] , ResNet-50 [8] , [21] - [23] , and GoogLeNet/Inception [21] , [22] . The selection of these pre-trained CNN models was based on their popularity gained as the winners of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC), which is an annual competition organized by the ImageNet team since 2010, where research teams evaluate their computer vision algorithms against various visual recognition tasks such as object classification and object localization [24] .
A. CLASSIFICATION OF BENIGN AND MALIGNANT LYMPH NODES IN PATIENTS WITH LUNG CANCER ON CT
Cancer spreads to lymph nodes by occurring in the nodes themselves, which is called lymphoma, or pervades from somewhere else, which is called metastatic cancer. Mediastinal lymph nodes that are adjacent to the primary tumor often indicate the first site of metastasis. Most cancer mortality rates are caused by metastasis. Methods that can correctly identify lymph node metastasis are needed for the surgery and prognosis of cancer. CT images of benign and malignant lymph nodes in lung cancer patients used in this study were originally described in [25] . There are 133 and 138 images of malignant and benign mediastinal lymph nodes, respectively. The image sizes of the malignant regions are between 16×24 pixels and 84 × 85 pixels, and the image sizes of the benign regions are between 26 × 18 pixels and 122 × 112 pixels. Both image sets of benign and malignant lymph nodes were divided into halves for training and testing (two-fold crossvalidation). Figure 1 shows CT images of benign and malignant lymph nodes of lung cancer. Because the pre-trained CNN models were trained on color images, the ''color preprocessing'' of the augmented image datastore in the Matlab Deep Learning Toolbox was used to convert grayscale images into RGB images to be compatible with the feature extraction of the pre-trained networks. The color preprocessing operations perform on input grayscale or RGB images. If the images are grayscale, the color preprocessing adds extra two identical channels to create RBG images from the grayscale. When the image datastore contains a mixture of grayscale and RGB images, the color preprocessing ensures that all output images have the number of channels required by the image input layer. No color preprocessing operation is performed when an input image already has the required number of color channels. For example, if an input image already has three channels, then no color preprocessing occurs. In addition, no color preprocessing operation is performed when the input images do not have either one or three channels, such as for multispectral or hyperspectral images. In this case, all input images must have the same number of channels. It should be mentioned that if an image has three channels that do not correspond to red, green, and blue channels (such as an image in the L*a*b* color space), then using the color preprocessing can give poor results [26] . The SGS with a constant path [27] with publicly available Matlab code was applied to generate 100 simulated images of each original training sample. For the specification of the SGS parameters, both vertical and horizonal ranges of the covariance = 10, sill = 1, maximum number of neighborhood = 30, and the Gaussian covariance function was used for the kriging estimate, and 90% of the hard data, which are to be honored in an image, was specified. The images were normalized for the simulation and then the simulated images were back-transformed.
Three pre-trained CNN models that are ResNet-50, AlexNet, and GoogLeNet/Inception were used for feature extraction. The images were resized to fit into the fixed image sizes of the pre-trained CNN models, respectively. The classification of the benign and malignant lymph node features was carried out using a support vector machine (SVM) classifier. The SVM was implemented using the ''fitcoc'' function with the default parameters specified by the ''templateLinear'' of the Matlab Statistics and Machine Learning Toolbox, where ''Lamba'', which is the regularization parameter, is set to 1/N , where N is the number of observations in the training set, ''Learner'' = SVM, ''Regularization'' = L 2 , and ''Solver'' = dual stochastic gradient descent.
Each CNN model was trained with the original and their simulated back-transformed images and tested with the original test set. To balance both training and testing sets for the benign and malignant images, the minimum numbers of samples of the two classes in the training and testing sets were randomly selected for training and testing the networks. The networks were also trained with and without conventional data augmentation (CDA) that randomly translated the images up to three pixels horizontally and vertically, and rotated the images with an angle up to 20 degrees. Table 1 shows the SVM-based classification results without SGS and with SGS, and both without and with the use of CDA using ResNet-50. Table 2 shows the SVM-based classification results without SGS and with SGS, and both without and with the use of CDA using AlexNet. Table 3 shows   TABLE 5 . SVM-based classification of benign and malignant lymph nodes using AlexNet features with random 10% testing with CDA. the SVM-based classification of benign and malignant lymph nodes using GoogLeNet/Inception features.
Apart from the 2-fold cross-validation (50% training and 50% testing), the test set was divided into smaller subsets for performing multiple runs of classification to investigate the balance of sensitvity and specificity rates obtained from without and with data augmentation. Table 4 shows the accuracy, sensitivity, and specificity resulted in 10 runs of AlexNet randomly tested with 10% of the test set with and without the incorporation of SGS and without CDA for both cases. Table 5 shows the accuracy, sensitivity, and specificity resulted in 10 runs of AlexNet randomly tested with 10% of the test set with and without the incorporation of SGS and with CDA for both cases.
To observe the accuracy rates and loss graphs in the network training progresses without and with data augmentation using CDA and SGS, the AlexNet was used as an example to directly classify the malignant and benign lymph nodes. Table 6 shows the results classified by the AlexNet, where the corresponding accuracy rates and loss graphs for epochs are shown in Figures 2. Accuracy (ACC), sensitivity (SEN), and specificity (SPE) are calculated as follows.
where TP is the number of true positives, TN the number of true negatives, and TS the total number of samples. In this study, a TP refers to a malignant lymph node correctly classified as such, whereas a TN refers to a benign lymph node correctly classified as such.
which measures the proportion of actual positives correctly classified, where FN is the number of false negatives that are malignant lymph nodes incorrectly classified as benign.
which measures the proportion of actual negatives correctly identified, where FP is the number of false positives that are benign lymph nodes incorrectly classified as malignant.
B. CLASSIFICATION OF TUMOR AND STROMA ON HEMATOXYLIN AND EOSIN-STAINED HISTOLOGICAL IMAGES
The tumor-stroma ratio expressed on hematoxylin and eosin (H&E)-stained histological images is considered as a prognostic factor for survival in cancer patients. Given the high-throughput and high-content image data, automated classification of tumor epithelium and stroma is needed to gain insight into the prognosis of the tumor-stroma ratio and plays an important role in digital pathology [28] , [29] . The colorectal cancer (CRC) histology data, which were originally described in [29] and can be accessed via DOI: 10.5281/zenodo.53169, were used in this study to test the performance of the proposed approach for data augmentation. One hundred images were selected for the tumor epithelium, and one hundred images selected for the stroma. The size of each image is of 150 × 150 pixels. To simplify and allow faster computation of the semi-variogram and kriging system of equations over 2-D instead of 3-D space, all RGB images were converted to grayscale images and then normalized into Gaussian distribution for the SGS. The SGS parameters were the same as specified for the simulation of the benign and malignant lymph nodes described earlier. Figure 3 shows the original H&E images of tissue types of stroma and tumor epithelium of CRC. All original and simulated grayscale images were then converted into RGB images to be compatible with the input layers of the pre-trained networks, using the color preprocessing of the augmented image datastore of the Matlab Deep Learning Toolbox.
Half of each of the image data for both tissue types were used for training, and the other half for testing (two-fold cross-validation). ResNet-50, AlexNet, and GoogLeNet/Inception were used for feature extraction. The images were resized to fit into the fixed image sizes of the three pre-trained CNN models, respectively. The classification of the tumor and stroma tissues was carried out using the same SVM classifier described earlier for the classification of benign and malignant lymph nodes. Table 7 shows the results of the SVM-based classification of the tumor and stroma using ResNet-50. Table 8 shows the results of the SVM-based classification of the tumor and stroma using AlexNet. Table 9 shows the SVM-based classification of the tumor and stroma using GoogLeNet/Inception features. To observe the accuracy rates and loss graphs in the network training progresses without and with data augmentation using CDA and SGS, the AlexNet was selected as an example to directly classify the tumor and stroma tissues. Table 10 shows the results classified by the AlexNet, where the corresponding accuracy rates and loss graphs for epochs are shown in Figure 4 .
For this classification problem, the interpretation of Eqs. (29) and (30) are as follows. A TP refers to a tumor tissue correctly classified as such, whereas a TN refers to a stroma tissue correctly classified as such. The sensitivity measures the proportion of actual tumor tissues correctly classified, where FN is the number of false negatives that are tumor tissues incorrectly classified as the stroma. The specificity measures the proportion of actual stroma tissues correctly identified, where FP is the number of false positives that are stroma tissues incorrectly classified as the tumor.
VI. DISCUSSION
The medical images considered are often complex, therefore the multi-Gaussian assumption of SGS is generally not appropriate (normal scores can only account for marginal Gaussianity). Therefore, large amounts of conditioning data were used in this study to make the approach not very sensitive to this assumption. The rationale for keeping 90% of the data is to obtain many slight variations around an initial image. This is the way ''augmentation'' is obtained as the main contribution of this paper. A range of conditioning data being from 50% to 90% were tried and the constant value of 90% VOLUME 7, 2019 was selected in this study based on its best performance in the classification.
A Gaussian covariance model is chosen with a given set of parameters. In geostatistics, all these parameters are typically inferred from data. Attempting to specify the geostatistical parameters for each of many images is not practical for the simulation intended for data augmentation. As a limitation, these parameters were estimated as approximate values measured from a selection of images. Therefore, study on more precise selection of the geostatistical parameters would be expected to further improve the classification results.
On the classification of benign and malignant lymph nodes in patients with lung cancer on CT, The use of SGS for training AlexNet provided higher classification accuracy in comparison with the training of the pre-trained model both with and without the use of CDA. The use of CDA for non-SGS resulted in lower classification accuracy in comparison with non-CDA and non-SGS. While the use of SGS in both pre-trained models improve the classification over the non-SGS, AlexNet provides better classification accuracy than ResNet-50. The GoogLeNet/Inception provides the best accuracy rates, and shows that the use of SGS can improve the classification accuracy in either with or without the incorporation of CDA. All three pre-trained CNN models show that the use of SGS provides the highest accuracy than both with and without CDA.
In addition, the sensitivity and specificity obtained from the two pre-trained CNN models with non-SGS in the training process are very biased for both cases of using CDA and non-CDA, whereas those obtained from the pre-trained models with the incorporation of SGS in the training process are much more balanced for both cases of using CDA and non-CDA.
Both AlexNet and Resnet-50 were pre-trained on the ImageNet database. The classification accuracy on the ImageNet validation set was reported that the ResNet-50 achieved higher accuracy than the AlexNet. Networks that are accurate on the ImageNet are also often thought to be accurate when they are applied to other natural image data sets using transfer learning or feature extraction. This generalization is plausible because the networks have learned to extract powerful and informative features from natural images that generalize to other similar data sets. However, high accuracy on the ImageNet does not always transfer directly to other tasks as for the case in this study, so it is worth testing multiple networks to identify the best one.
The results as shown in Table 4 confirm the unbalanced classification in terms of sensitivity and specificity as the result of using a small sample size for training, where the average rates of accuracy, sensitivity, and specificity without SGS are 56.43%, 28.57%, and 84.29%, respectively; whereas the average rates of accuracy, sensitivity, and specificity with SGS are 65.00%, 57.14%, and 72.86%, respectively.
Similarly, the results as shown in Table 5 once again confirm the unbalanced classification in terms of sensitivity and specificity as the result of using a small sample size for training, where the average rates of accuracy, sensitivity, and specificity without SGS are 60.00%, 28.57%, and 91.43%, respectively; whereas the average rates of accuracy, sensitivity, and specificity with SGS are 71.43%, 70.00%, and 72.86%, respectively.
The results shown in Table 4 and Table 5 suggest that the inclusion of the simulated data is useful for balancing the sensitivity and specificity. It can be observed that the sensitivity rates are very low (as low as 0.00%) while specificity rates are high (as high as 100%) for the case without SGS, causing imbalance of recognizing true positives and true negatives. With the use of SGS for data augmentation, specificity relatively decreases to allow increased sensitivity, balancing the identification of true positives and true negatives.
The plots of accuracy and loss rates of CNN-based classification of benign and malignant lymph nodes (Figure 2 ) and tumor and stroma tissues (Figure 4 ) using the AlexNet show that the incorporation of the SGS-based data augmentation enables higher accuracy rates and faster convergence than those without employing the SGS.
On the classification of tumor and stroma on H&E images, being similar to the classification of the benign and malignant lymph nodes, the use of SGS gives better accuracy and more balanced rates in terms of sensitivity, and specificity than those without the use of SGS ( Table 7) . The incorporation of the CDA improves the classification results for both non-SGS and SGS. The accuracy, sensitivity, and specificity obtained from non-SGS without CDA are 95.00%, 90.00%, and 100%, respectively, and from non-SGS with CDA are 96.00%, 92.00%, and 100%, respectively. The classification results obtained from SGS with and without CDA are similar, both with accuracy, sensitivity, and specificity as 98.00%, 98.00%, and 98.00%, respectively. The SGS gives better balanced results in terms of sensitivity and specificity than the non-SGS.
For the AlexNet, being similar to the use of ResNet-50, the use of SGS gives better accuracy and more balanced rates in terms of sensitivity, and specificity than those without the use of SGS (Table 8 ). The accuracy, sensitivity, and specificity obtained from non-SGS without CDA are 90.00%, 84.00%, and 96.00%, respectively, and from non-SGS with CDA are 83.00%, 66.00%, and 100%, respectively. The accuracy, sensitivity, and specificity obtained from SGS and non-CDA are 95.00%, 94.00%, and 96.00%, respectively, and from SGS with CDA are 96.00%, 98.00%, and 94.00%, respectively.
While the use of SGS in both pre-trained models improve the classification over the non-SGS, ResNet-50 provides better classification accuracy than AlexNet and GoogLeNet/Inception, while the GoogLeNet (Table 9) slighly outperforms the ResNet-50 (Table 7) . With the implementation of SGS, the CNN-based classification using AlexNet (Table 10) gives better accuracy than the SVMbased classification using AlexNet features (Table 8 ). The incorporation of the CDA slightly improves the classification results for SGS but degrades those for non-SGS. Particularly, the combination of CDA and SGS produces much lower accuracy than the use of only SGS for the CNN-based classification of benign and malignant lymph nodes (Table 6 ).
Once again, the results suggest that the use of SGS can be effective for training pre-trained deep-learning models with the constraint of small data size and provides more balanced results in terms of sensitivity and sensitivity than those obtained from the deep-learning features without the inclusion of the simulated data.
Generative adversarial networks (GANs) [30] are a class of neural networks that produce synthetic samples with the same characteristics as the given training data. As for images, a generator network takes in a random vector and maps it into an output image that is then transferred to a discriminator network to quantify the fidelity of the image based on the original one. The discriminator network provides the loss function for the backpropagation and gradient descent update process of the generator function. In short, GANs can learn how to generate data from a dataset that are hardly differentiated from the original data. A major difference between GANs and SGS is that the former approach tries to replicate the original images, whereas the latter aims to produce texture variations from the original images by means of uncertainty modeling. From the implementation standpoint, GANs encounter the limitation of generating images with a high enough quality [31] , whereas this is not a problem for SGS that does not degrade augmented images. Conditional GANs that transform an image from one domain to another domain are known to be computationally intensive [13] . For example, using GANs for a simple 28 × 28 grayscale digits from the MNIST handwritten digit database [32] takes around 10,000 epochs in the Google Colab GPU environment to produce results [33] , whereas the stochastic simulation of Gaussian random fields by the generalized SGS, which relies on sharing the neighborhood of adjacent nodes and simulates groups of nodes at a time, is computationally efficient and suitable for simulation on large images [34] .
Certain advantages of the SGS that help improve the classification results are that 1) it can provide numerous equiprobable realizations of texture of a medical image through the use of a spatial variance function and the simple kriging estimator, 2) the use of the semi-variogram functions can capture different types of image texture [35] , [36] for more relevant data augmentation, 3) depending on the nature of texture of the images, the application of conditional or unconditional simulation can provide a feasible way for generating useful augmented data for training deep networks either from scratch or pre-trained models with limited data, and 4) the SGS applied to the grid structure of an image can avoid certain problems in adapting the simulation to populate irregular point configurations [37] . In fact, geostatistical simulation is well accepted as a method for characterizing heterogeneous properties in spatial domains and preferred to traditional interpolation approaches [14] . This is because geostatistical simulation methods preserve the variance observed in the data, instead of just the mean value, as in interpolation.
Given the popularity of SGS, the major disadvantage of straightforward implementation of SGS is the expense of its computational time. The complexity of the sequential simulation of a grid with N nodes represents O(N 4 ) [34] . Either the generalized SGS [34] recently addressed or constant path method [27] adopted in this study can alleviate this problem. The constant path method has recently been introduced to significantly reduce the computational cost of SGS in the determination of the kriging weights by keeping the same simulation path for all realizations. The only repetitive operation for each realization using the constant path method is to iterate through all the nodes and simulate a value. The reduction in computational cost is the saving of the effort of finding the neighbors and calculating the kriging weights and kriging variance errors for each additional realization. As for conditional simulation, the constant path method can be implemented in the same way as for the unconditional simulation by computing once and storing the kriging weights associated with the hard data for all simulated nodes, which are then reused for each additional realization.
VII. CONCLUSION
The SGS has been presented to generate multiple realizations of an image. Classification results using simulated image data for extracting features from three pre-trained CNNs demonstrate the usefulness of the geostatistical simulation method. Application of the proposed SGS to other pretrained networks as well as those without data pre-training is worth investigating for deep-feature extraction from medical images.
Different theoretical semivariogram models such as the spherical, exponential, power, and cubic semivariograms [15] can be explored to identify the best model for implementing the spatial attributes of different types of image data. In addition to the SGS, other geostatistical simulation methods on a node-by-node basis being worth studying are the simulated annealing [38] , lower-upper (LU) decomposition [39] , turning band method [19] . The use of multiple-point geostatistics, which aims at bridging the gap between physical modeling and spatio-temporal stochastic modeling [40] , for the simulation of general images can be potentially helpful.
In summary, the proposed geostatistical simulation of medical images opens a new door to the data augmentation to overcome the limitation of small data size for training deeplearning models.
