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IMPROVED INGHAM-TYPE RESULT ON Rd AND ON CONNECTED, SIMPLY
CONNECTED NILPOTENT LIE GROUPS
MITHUN BHOWMIK
Abstract. In [3] we have characterized the existance of a non zero function vanishing on an open set
in terms of the decay of it’s Fourier transform on the d-dimensional Euclidean space, the d-dimensional
torus and on connected, simply connected two step nilpotent Lie groups. In this paper we improved
these results on Rd and prove analogus results on connected, simply connected nilpotent Lie groups.
1. Introduction
It is a well known fact in harmonic analysis that if the Fourier transform of an integrable function on
the real line is very rapidly decreasing then the function can not vanish on a nonempty open set unless it
vanishes identically. For instance if, let f ∈ L1(R) and a > 0 be such that its Fourier transform satisfies
the estimate
|f̂(ξ)| ≤ Ce−a|ξ|, for all ξ ∈ R.
If f vanishes on a nonempty open set then f is identically zero. This initial observation motivates one
to endeavour for a more optimal decay of the Fourier transform f̂ for such a conclusion to hold. For
instance we may ask: if f̂ decays faster than 1/(1+ | · |)n for all n ∈ N but slower than the function e−a|·|,
can f vanish on a nonempty open set without being identically zero? A more precise question could be:
is there a nonzero integrable function f on R vanishing on a nonempty open set such that its Fourier
transform satisfies the following estimate
(1.1) |f̂(ξ)| ≤ Ce−
|ξ|
log |ξ| , for large |ξ|?
The answer to the above question is in the negative and follows from a classical result due to Ingham
[7]. Analogous results were also obtained by Paley-Wiener, Levinson and Hirschman [11, 10, 9, 6]. In
[3], we have obtained analogues results on d-dimensioan Euclidean spaces, d-dimensional torus and on
connected, simply connected two step nilpotent Lie groups. In the context of Euclidean space we have
the following theorem [3]. For f ∈ L1(Rd), we shall define its Fourier transform f̂ by
f̂(ξ) =
∫
Rd
f(x) e−2piix·ξ dx, for ξ ∈ Rd.
For 1 < p ≤ 2, the definition of Fourier transform of f ∈ Lp(Rd) is extended in the usual way.
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Theorem 1.1. Let f ∈ Lp(Rd), for some p with p ∈ [1, 2] and ψ : [0,∞)→ [0,∞) be a locally integrable
function. Suppose that the Fourier transform f̂ of f satisfies the following estimate
(1.2) |f̂(ξ)| ≤ CP (ξ)e−ψ(‖ξ‖),
for almost every ξ ∈ Rd, where P (ξ) is a polynomial and we define
I =
∫ ∞
1
ψ(t)
t2
dt.
(a) Let ψ(t) = θ(t)t, for t ∈ [0,∞), where θ : [0,∞)→ [0,∞) is a decreasing function which decreases
to zero as t goes to infinity. If f vanishes on any nonempty open set in Rd and I is infinite then
f is zero on Rd. Conversely, if I is finite, then given any positive real number l there exists a
nonzero even function f ∈ Cc(R
d) supported in ball B(0, l) of radius l, centered at zero satisfying
(1.2).
(b) Let ψ be an increasing function on [0,∞). If f vanishes on any nonempty open set in Rd and I
is infinite then f is zero on Rd. Conversely, if I is finite, given any positive real number l there
exists a nonzero f ∈ Cc(R
d) supported in B(0, l) satisfying (1.2).
(c) If
supp f ⊆ {x ∈ Rd | x · η ≤ s},
and I is infinite then f is zero on Rd. Conversely, if I is finite then there exists a nonzero
f ∈ L2(Rd) vanishing on the set {x ∈ Rd : x · η ≥ x0}, for some x0 ∈ R and η ∈ S
d−1 satisfying
(1.2).
In [3] we have shown that the original statements of the results of Ingham, Levinson and Paley-Wiener
on R are follows form the theorem above. We shall show in this paper that it is possible to prove analogues
of Theorem 1.1 under the following variant of (1.2)
(1.3)
∫
Rd
|f̂(ξ)|qeqψ(‖ξ‖)
(1 + ‖ξ‖)N
dξ <∞,
where q ∈ [1,∞] (with obvious modification for q =∞) and N is a positive real number. Our next main
result in this paper is an analogue of Theorem 1.1, c) on the connected, simply connected nilpotent Lie
group G.
We shall use the following standard notation in this paper: supp f denotes the support of the function
f and C denotes a constant whose value may vary. For a finite set A we shall use the symbol #A to
denote the number of elements in A. B(0, r) denotes the open ball of radius r centered at 0 in Rd and
B¯(0, r) denotes its closure. For x, y ∈ Rd, we shall use ‖x‖ to denote the norm of the vector x and x · y
to denote the Euclidean inner product of the vectors x and y. A function ψ : Rd → [0,∞) is said to
be radially increasing (or radially decreasing) if ψ is radial and satisfies the condition ψ(x) ≥ ψ(y) (or
ψ(x) ≤ ψ(y)) whenever |x| ≥ |y|. We shall often consider a radial function on Rd as an even function on
R or equivalently, as a function on [0,∞).
2. Results of Ingham, Levinson and Paley-Wiener on Rd
In this section our aim is to improve Theorem 1.1 in the following way. Instead of the pointwide decay
(1.2) on the Fourier transform side we will consider the weighted Lq estimate for 1 ≤ q ≤ ∞ of the form
(1.3). Using convolution techniques we will be able to show that it is enough to prove the result for q = 1
and N = 0 and rest of the proof goes like the proof of Theorem 1.1. First we state and prove an analogue
of Theorem 1.1 (a) on Rd.
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Theorem 2.1. Let θ : Rd → [0,∞) be a radially decreasing measurable function with lim‖ξ‖→∞ θ(ξ) = 0
and
(2.1) I =
∫
‖ξ‖≥1
θ(ξ)
‖ξ‖d
dξ.
(a) Let f ∈ Lp(Rd), p ∈ [1, 2], be such that
(2.2)
∫
Rd
|f̂(ξ)|q eqθ(ξ)‖ξ‖
(1 + ‖ξ‖)N
dξ <∞,
for some q ∈ [1,∞) and some N ≥ 0 or
(2.3) |f̂(ξ)| ≤ C |P (ξ)| e−θ(ξ)‖ξ‖, for almost every ξ ∈ Rd,
where P is a polynomial. If f vanishes on a nonempty open subset in Rd and I is infinite, then
f is zero almost everywhere on Rd.
(b) If I is finite then there exists a nontrivial f ∈ C∞c (R
d) satisfying the estimate (2.2) (or (2.3) if
q =∞).
Proof. We shall first prove the assertion (b). For q =∞ it follows from Theorem 1.1, (a). For q ∈ [1,∞)
we choose φ1 ∈ C
∞
c (R
d) with supp φ1 ⊆ B(0, l/2) and consider the function f = f0 ∗φ1. Clearly, support
of the function f is contained in B(0, l) and∫
Rd
|f̂(ξ)|q eqθ(ξ)‖ξ‖
(1 + ‖ξ‖)N
dξ ≤ C
∫
Rd
|φ̂1(ξ)|
q dξ <∞.
This, in particular, proves (b). It now remains to prove (a).
For part (a), we first show that it suffices to prove the case q = 1, N = 0. Suppose f ∈ Lp(Rd)
vanishes on an open set U ⊆ Rd and satisfies (2.2), for some q > 1 and N ∈ N. Since the condition (2.2)
is invariant under translation of f we can assume that f vanishes on B(0, l), for some positive l. If we
choose φ ∈ C∞c (R
d) supported in B(0, l/2) then f ∗ φ vanishes on the ball B(0, l/2). In fact, if ‖x‖ < l/2
then ∫
Rd
f(x− y)φ(y) dy =
∫
B(0, l2 )
f(x− y)φ(y) dy = 0,
as
‖x− y‖ ≤ ‖x‖+ ‖y‖ < l.
By using Ho¨lder’s inequality we get∫
Rd
|(̂f ∗ φ)(ξ)| eθ(ξ)‖ξ‖ dξ
≤
(∫
Rd
|f̂(ξ)|q eqθ(ξ)‖ξ‖
(1 + ‖ξ‖)N
) 1
q
‖(1 + ‖ξ‖)N φ̂(ξ)‖Lq′ (Rd)
< ∞,
as N/q is smaller than N . Here q′ satisfies the relation
1
q
+
1
q′
= 1.
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Hence, by the case q = 1, N = 0 it follows that f ∗φ vanishes identically. As φ ∈ C∞c (R
d) we have that φ̂
is nonzero almost everywhere. This implies that f̂ vanishes almost everywhere and so does f . The same
technique can be applied to reduce the case q = 1 and N ∈ N to the case q = 1 and N = 0 by using
Ho¨lder’s inequality. For the case q =∞, we get from (2.3) that∫
Rd
|f̂ ∗ φ(ξ)| eθ(ξ)‖ξ‖ dξ ≤
∫
Rd
|P (ξ)| |φ̂(ξ)| dξ <∞.
So, without loss of generality, we assume that f ∈ Lp(Rd) such that f̂ satisfies the condition
(2.4)
∫
Rd
|f̂(ξ)| eθ(ξ)‖ξ‖ dξ = C′ <∞.
Rest of the proof goes similarly as the proof of Theorem 2.2 in [3]. 
As in Theorem 2.1 we will have the following version of Theorem 1.1, (b) on Rd.
Theorem 2.2. Let ψ : Rd → [0,∞) be a radially increasing function and
I =
∫
‖ξ‖≥1
ψ(ξ)
‖ξ‖d+1
dξ.
(a) Let f ∈ Lp(Rd), p ∈ [1, 2], be a function satisfying the estimate
(2.5)
∫
Rd
|f̂(ξ)|q eqψ(ξ)
(1 + ‖ξ‖)N
dξ <∞,
for some q ∈ [1,∞) and some N ≥ 0 or
(2.6) |f̂(ξ)| ≤ C |P (ξ)| e−ψ(ξ), for almost every ξ ∈ Rd,
where P is a polynomial. If f vanishes on a nonempty open subset in Rd and I is infinite, then
f is zero almost everywhere on Rd.
(b) If I is finite then there exists a nontrivial f ∈ C∞c (R
d) satisfying the estimate (2.5) (or (2.6) if
q =∞).
In the following, we shall improved Theorem 1.1, c) which will be used in the next section to prove an
analogous result for connected simply connected nilpotent Lie groups (see Theorem 3.1).
Theorem 2.3. Let ψ : [0,∞)→ [0,∞) be a locally integrable function and
I =
∫ ∞
1
ψ(t)
t2
dt.
(a) Let f ∈ Lp(Rd), p ∈ [1, 2], be such that
supp f ⊆ {x ∈ Rd | x · η ≤ s},
for some η ∈ Sd−1 and s ∈ R and f̂ satisfies the estimate
(2.7)
∫
Rd
|f̂(ξ)|q eqψ(|ξ·η|)
(1 + ‖ξ‖)N
dξ <∞.
for some q ∈ [1,∞) and some N ≥ 0, or
(2.8) |f̂(ξ)| ≤ C (1 + ‖ξ‖)N e−ψ(ξ·η), for almost every ξ ∈ Rd.
If the integral I is infinite then f is the zero function.
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(b) If ψ is non-decreasing and I is finite then there exists a nontrivial f ∈ Cc(R
d) satisfying the
estimate (2.7), for some q ∈ [1,∞) and all η ∈ Sd−1 or (2.8), for q =∞ and all η ∈ Sd−1.
Proof. We shall first prove a) for the case p = 2. Then for all p ∈ [1, 2) the result will follow by reducing
it to the case p = 2 as was done in the proof of Theorem 1.1, (c). As in the proof of Theorem 2.1 it
suffices to prove the case q = 1 and N = 0. Now, by using translation and rotation of the function
f , we can assume without loss of generality that η = e1 = (1, 0, · · · , 0) and s = 0. Then, by writing
ξ = (ξ1, ξ2, · · · , ξd) the hypothesis (2.7) becomes
(2.9)
∫
Rd
|f̂(ξ)| eψ(|ξ1|) dξ <∞.
For y ∈ Rd−1, we now define gy by
gy(x) = Fd−1f(x, y), for almost every x ∈ R.
It then follows that for almost every y ∈ Rd−1, gy ∈ L
2(R) with
supp gy ⊆ {x ∈ R | x ≤ 0},
and by (2.9)
(2.10)
∫
R
|ĝy(t)| e
ψ(|t|) dt <∞.
As y varies over a set of full (d− 1) dimensional Lebesgue measure, we just need to prove that gy is the
zero function. By the Paly-Wiener theorem (Theorem 2.7, [3]) it suffices to show that∫
R
| log(|ĝy(t)|)|
1 + t2
dt =∞.
If
(2.11)
∫
R
| log(|ĝy(t)|e
ψ(|t|))|
1 + t2
dt <∞
then ∫
R
| log(|ĝy(t)|)|
1 + t2
dt =
∫
R
| log(|ĝy(t)|e
ψ(|t|))− ψ(|t|)|
1 + t2
dt
≥
∫
R
ψ(|t|)
1 + t2
dt−
∫
R
| log(|ĝy(t)|e
ψ(|t|))|
1 + t2
dt.
As I is infinite, it follows from (2.11) that ∫
R
| log(|ĝy(t)|)|
1 + t2
dt
is divergent. Hence, by the Paly-Wiener theorem (Theorem 2.7, [3]) it follows that gy is the zero function.
Now, suppose
(2.12)
∫
R
| log(|ĝy(t)|e
ψ(|t|))|
1 + t2
dt =∞.
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For a measurable function F on Rd, we define
log+ |F (x)| = max{log |F (x)|, 0}
log− |F (x)| = −min{log |F (x)|, 0},
and hence
log |F (x)| = log+ |F (x)|+ log− |F (x)|.
As log+ |F (x)| is always smaller than |F (x)| we get that∫
R
log+
(
|ĝy(t)|e
ψ(|t|)
)
1 + t2
dt ≤
∫
R
|ĝy(t)|e
ψ(|t|)
1 + t2
dt <∞,
by (2.10). From (2.12) we now conclude that∫
R
log−(|ĝy(t)|e
ψ(|t|))
1 + t2
dt =∞.
But ∫
R
log−
(
|ĝy(t)|e
ψ(|t|)
)
1 + t2
dt =
∫{
t |ĝy(t)|eψ(|t|)≤1
} log− (|ĝy(t)|eψ(|t|))
1 + t2
dt
≤
∫
R
log− |ĝy(t)|
1 + t2
dt,
as on the set {t |ĝy(t)|e
ψ(|t|) ≤ 1} we have
|ĝy(t)| ≤ |ĝy(t)|e
ψ(|t|) ≤ 1,
and hence
log− (|ĝy(t)|) ≥ log
−
(
|ĝy(t)|e
ψ(|t|)
)
.
Therefore the integral ∫
R
log− (|ĝy(t)|)
1 + t2
dt
is divergent. Hence, the integral ∫
R
| log (|ĝy(t)|) |
1 + t2
dt
is divergent. By the Paly-Wiener theorem (Theorem 2.7, [3]) it now follows that gy is the zero function.
This completes the proof of part a). To prove Part b) we observe that since ψ is non decreasing
ψ(|ξ · η|) ≤ ψ(‖ξ‖), for ξ ∈ Rd.
Therefore the proof follows from Theorem 2.2, (b). 
Remark 2.4. (1) It is clear from the statement of Theorem 2.3 that if f is compactly supported con-
tinuous function then η ∈ Sd−1 can be taken to be arbitrary.
(2) If ψ is assumed to be a radial increasing function then Theorem 1.1, (c) follows from the case
p =∞ of Theorem 2.3 and also from Theorem 2.2.
3. Nilpotent Lie Groups
In this section, our aim is to prove an analogue of Theorem 2.3 in the context of connected, simply
connected nilpotent Lie groups.
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3.1. Preliminaries on Nilpotent Lie Groups. In this section, we shall discuss the preliminaries and
notation related to connected, simply connected nilpotent Lie groups. These are standard and can be
found, for instance, in [1, 2, 5].
Let G be a connected, simply connected nilpotent Lie group with Lie algebra g and let g∗ be the vector
space of real-valued linear functionals on g. In this case, the exponential map exp : g → G becomes an
analytic diffeomorphism, which enables us to identify G with g ∼= Rd, where d = dim g. Let
(3.1) {0} = g0 ⊂ g1 ⊂ · · · ⊂ gd = g
be a Jordan-Ho¨lder series of ideals of the nilpotent Lie algebra g such that dim gj = j, for j = 0, · · · , d
and ad(X)gj ⊆ gj−1, for j = 1, · · · , d and for all X ∈ g ([5], Theorem 1.1.9). We choose from this
sequence a Jordan-Ho¨lder basis
(3.2) {X1, · · · , Xd}, where Xj ∈ gj\gj−1,
for j = 1, · · · , d. In particular, RX1 is contained in the center of g. Let {X
∗
1 , · · · , X
∗
d} be the basis of g
∗
dual to {X1, · · · , Xd}. We define coordinates on G by
(x1, · · · , xd) ∼= exp(x1X1 + · · ·+ xdXd).
By the Baker-Campbell-Hausdorff formula exp(X) exp(Y ) = exp(Z), where
(3.3) Z = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]]−
1
12
[Y, [X,Y ]] + · · ·
([5], P.12), which is a finite sum as G is a nilpotent Lie group. We introduce a ‘norm function’ on G
defined by
‖x‖ =
(
x21 + · · ·+ x
2
d
) 1
2 , x = exp(x1X1 + · · ·+ xdXd) ∈ G, xj ∈ R.
The composite map
Rd −→ g −→ G,
(x1, · · · , xd) 7→
d∑
j=1
xjXj 7→ exp(
d∑
j=1
xjXj),
is a diffeomorphism and maps the Lebesgue measure on Rd to a Haar measure on G. We shall also
identify g∗ with Rd via the map
ν = (ν1, · · · , νd)→
d∑
j=1
νjX
∗
j , νj ∈ R,
where {X∗1 , · · · , X
∗
d} is the dual basis of g
∗. On g∗ we define the Euclidean norm relative to this basis by
‖
d∑
j=1
νjX
∗
j ‖ =
(
ν21 + · · ·+ ν
2
d
) 1
2 = ‖ν‖.
For ν ∈ g∗ we have a natural bilinear map
(X,Y ) 7→ Bν(X,Y ) = ν([X,Y ]).
This map is antisymmetric and the radical of this map is
{X ∈ g | Bν(X,Y ) = 0, for all Y ∈ g} = rν .
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Clearly, Bν descends to nondegenerate, antisymmetric bilinear map B˜ν : g/rν × g/rν → R. Hence, rν is
of even codimension in g ([5], Lemma 1.3.2). Since the coadjoint orbit Oν of ν is diffeomorphic to G/Rν ,
it follows that Oν is even dimensional. An index j ∈ {1, 2, · · · , d} is called a jump index for ν ∈ g
∗ if
rν + gj 6= rν + gj−1,
where the Jordan-Ho¨lder sequence gj are as in (3.2) (see [1]). Let e(ν) be the set of jump indices for
ν ∈ g∗. This set contains dim(Oν) indices, which is an even number. Moreover, there are disjoint sets
of indices P and Q such that P ∪ Q = {1, · · · , d} and a G-invariant nonempty Zariski open set U ⊆ g∗
such that e(ν) = P , for all ν ∈ U ([5], Theorem 3.1.2; [1]). The elements of U are called generic linear
functionals. For ν ∈ U , we define
Bν,P = ν([Xi, Xj])i,j∈P .
Then the Pfaffian Pf(ν) is given by
(3.4) |Pf(ν)|2 = detBν,P , for all ν ∈ U .
We define
VP = span {X
∗
i : i ∈ P}, and VQ = span{X
∗
i : i ∈ Q}.
Let dν be the Lebesgue measure on VQ normalized so that the unit cube spanned by {X
∗
i : i ∈ Q} has
volume 1. Then g∗ = VQ ⊕VP and W = U ∩ VQ is a cross-section for the coadjoint orbits through points
in U .
For φ ∈ L1(G) we define its operator-valued Fourier transform by
pi(φ) =
∫
G
φ(g)pi(g−1) dg, for pi ∈ Ĝ,
where dg denotes the Haar measure of G and Ĝ is the unitary dual of G. If φ ∈ L1(G)∩L2(G) then pi(φ)
is a Hilbert-Schmidt operator and ‖pi(φ)‖HS will denote the Hilbert-Schmidt norm of pi(φ). If dν denotes
the element of Lebesgue measure on W , then µ is the Plancherel measure for Gˆ, where dµ = |Pf(ν)|dν.
The Plancherel formula is thus given by
‖φ‖22 =
∫
G
|φ(g)|2 dg =
∫
W
‖piν(φ)‖
2
HS dµ(ν), for all φ ∈ L
1(G) ∩ L2(G).
We shall now state and prove the following analogue of Theorem 1.1, (c) on a connected, simply
connected nilpotent Lie group G.
Theorem 3.1. Let ψ : [0,∞)→ [0,∞) be a locally integrable function and
I =
∫ ∞
1
ψ(t)
t2
dt.
Suppose f ∈ Cc(G) is such that
(3.5)
∫
W
‖piν(f)‖
2
HS e
2ψ(|ν1|) |Pf(ν)| dν <∞,
where ν1 = ν(X1) and X1 is given by (3.2). If I is infinite then f vanishes identically on G. Conversely,
if ψ is nondecreasing and I is finite, then there exists a nontrivial f ∈ Cc(G) such that (3.5) holds.
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To prove the theorem we need some more notation. If r is the dimension of coadjoint orbits Oν , ν ∈ U ,
then Q has d − r elements and so VQ can be identified with R
d−r. In an abuse of notation we write
VQ = RX
∗
1 ⊕ R
d−r−1 and let
p∗ : VQ → RX
∗
1 , ν 7→ ν1X
∗
1
denote the canonical projection. AsW is a Zariski open set in VQ, p
∗(W) = O is also a nonempty Zariski
open subset of R. In particular, this is a subset in R with full Lebesgue measure. So, it will be convenient
to write elements ν ∈ W as (ν1, ν
′), where ν1 ∈ O and ν
′ is in the set Wν1 defined by
Wν1 = {ν
′ ∈ Rn−d−1 : (ν1, ν
′) ∈ W}.
It turns out that Wν1 is also a Zariski open subset of R
n−d−1, for each fixed ν1 ∈ O. Given f ∈ Cc(G)
and the Jordan-Ho¨lder basis {X1, · · · , Xd} given in (3.2) we define for each y ∈ R
d−1
fy(t) = f
exp
tX1 + d∑
j=2
yjXj
 , for t ∈ R,
and f∗y (t) = fy(−t). We now consider the function
g(t) =
∫
Rd−1
(fy ∗ f
∗
y )(t)dy, for t ∈ R.
Since f ∈ Cc(G) it follows that g ∈ Cc(R). In particular, g ∈ L
1(R). We now have the following lemma.
Lemma 3.2. ([2], Lemma 3.2) For all ν1 ∈ O,
ĝ(ν1) =
∫
Wν1
‖piν(f)‖
2
HS |Pf(ν)| dν
′,
where ĝ is the one dimensional Fourier transform of g.
We now present the proof of the theorem.
Proof of Theorem 3.1. It follows from the definition of g that
ĝ(ξ) =
∫
Rd−1
|f̂y(ξ)|
2dy, ξ ∈ R,
and consequently ĝ ≥ 0 with ∫
R
ĝ(ξ) =
∫
Rd
|fy(ξ)|
2dy dξ = ‖f‖22.
Therefore the function f is identically zero on G if and only if g is zero on R. We now complete the proof
by showing that g vanishes identically. In order to do this we shall apply Theorem 2.3 to the function g.
By Lemma 3.2, it follows that∫
R
ĝ(ν1) e
ψ(|ν1|) dν1 =
∫
O
∫
Wν1
‖piν(f)‖
2
HS e
ψ(|ν1|) |Pf(ν)| dν′ dν1
=
∫
W
‖piν(f)‖
2
HS e
ψ(|ν1|) |Pf(ν)| dν.
By the hypothesis (3.5) the right-hand side integral is finite. Therefore by Theorem 2.3 we conclude that
g is identically zero on R and hence f vanishes identically.
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Conversely, if ψ is non decreasing and the integral I is finite then by Theorem 1.1, (b), for a given δ
positive there exists g ∈ Cc(R) with supp g ⊂ [−δ, δ] satisfying the estimate
(3.6) |ĝ(y)| ≤ Ce−ψ(|y|), y ∈ R.
Let Z = exp(RX1) denote a central subgroup of G and we identify Z with R. Let h ∈ Cc(G) with
supp h ⊂ V where V is a symmetric neighbourhood of the identity element in G. We now define a
function f on G by
f(x) =
∫
Z
g(t) h(t−1x) dt, x ∈ G.
Clearly, f is continuous. Moreover, f ∈ Cc(G), which follows from the fact that
‖t−1x‖ ≥ ‖x‖ − ‖t‖
as t ∈ Z. It can be shown ([8], P. 490) that
(3.7) ‖piν(f)‖
2
HS = |ĝ(ν1)|
2 ‖piν(h)‖
2
HS , for all ν ∈ W .
Therefore, from (3.6) and (3.7) it follows that∫
W
‖piν(f)‖
2
HS e
2ψ(|ν1|) |Pf(ν)| dν
=
∫
W
|ĝ(ν1)|
2 ‖piν(h)‖
2
HS e
2ψ(|ν1|) |Pf(ν)| dν
≤ C
∫
W
‖piν(h)‖
2
HS |Pf(ν)| dν
= C ‖h‖L2(G) <∞.
This completes the proof. 
If the function ψ is assumed to be nondecreasing then we have the following corollary.
Corollary 3.3. Let ψ : [0,∞)→ [0,∞) be a nondecreasing function and
I =
∫ ∞
1
ψ(t)
t2
dt.
Suppose f ∈ Cc(G) is such that ∫
W
‖piν(f)‖
2
HS e
2ψ(‖ν‖) |Pf(ν)| dν <∞.
If the integral I is infinite then f vanishes identically on G.
Proof. Since ψ is nondecreasing ψ(‖ν‖) ≥ ψ(|ν1|). Therefore, the result follows from Theorem 3.1. 
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