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Abstract
In this paper we apply active learning algorithms for dynamic pricing in a
prominent e-commerce website. Dynamic pricing involves changing the price of
items on a regular basis, and uses the feedback from the pricing decisions to up-
date prices of the items. Most popular approaches to dynamic pricing use a passive
learning approach, where the algorithm uses historical data to learn various param-
eters of the pricing problem, and uses the updated parameters to generate a new set
of prices. We show that one can use active learning algorithms such as Thompson
sampling to more efficiently learn the underlying parameters in a pricing problem.
We apply our algorithms to a real e-commerce system and show that the algorithms
indeed improve revenue compared to pricing algorithms that use passive learning.
1 Introduction
The Internet has enabled many industries to go online. e-commerce which entails
selling of goods both physical and digital, via the Internet, is one of the vibrant in-
dustries in modern times. The presence of gigantic all-purpose e-commerce retail-
ers such as Walmart.com, Amazon.com, Jet.com, Target.com, and the more special-
ized and niche e-commerce retailers such as Moosejaw, Modcloth.com, Shoebuy.com,
Wine.com, Bonobos.com has shifted commerce from offline medium to online medium.
While the biggest brick-and-mortar stores are constrained by shelf space and tend to
stock only the 100K most popular items, the largest of e-commerce retailers are less
constrained by shelf space and tend to carry more than 400 million items. e-commerce
retailers have also benefited from the frictionless, digital economy, and the explosion
of online activity in general. It is now not hard to study customer behaviour online
such as what items a customer viewed on a website, what items are popular in general,
what items a customer bought in the past, and use this personalized information along
with information from other sources to come up with actionable insights to entice and
retain customers.
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One of the most important problem any retailer has to solve is, how to price items
correctly. Setting the prices too high or too low can cause bad customer experience and
dramatically effect the bottom-line of the retailer. The size of the catalog carried by a
brick-and-mortar store is very small, and because of the difficulty in changing prices,
pricing of an items is an easy problem and can be solved by carrying out elementary
data analysis in excel. However, the presence of a large collection of products on an
e-commerce website, the ability to collect large amounts of user behaviour data easily,
and also the relative ease with which price changes can be made on a large scale, makes
the problem of pricing both challenging and rich. In traditional brick-and-mortar stores
price of items tend to remain unchanged. However, such static pricing policies do not
work in an e-commerce setting. Static pricing does not simulate the demand/price
curve, nor does it allow a firm to respond to competitor price changes. Moreover
static pricing is unable to fully exploit the power of computation, data, and the ease
of implementing price changes in an online world, As a result, dynamic pricing is the
pricing policy of choice in an e-commerce setting.
In this paper we study algorithms for dynamic pricing. Dynamic pricing in an e-
commerce setting is a hard problem because of the scale of the problem and uncertain
user behaviour. It is not clear how one can use the past collected data to come up
with better prices. A typical approach to dynamic pricing consists of performing the
following four steps: (i) Collect historical data about the price of an item and the
demand of item at different price points, (ii) Posit a statistical model for the demand as
a function of price, and estimate the model parameters using historical data, (iii) Using
the learned demand function, optimize some metric of interest (e.g. revenue) to get the
new optimal price, (iv) apply the obtained optimal price to the item for the next few
days and repeat the above. We classify these approaches to dynamic pricing as passive
learning approaches. Such approaches are myopic and try to optimize for the metric in
the short term without trying to make an active effort to learn the demand function. In
fact such approaches have shown to lead to incomplete learning (Harrison et al., 2012),
and have poor performance, and lose revenue on the long run. In this paper we show
how one can avoid this problem. Our contributions are as follows.
1. We propose and implement a simple, scalable, active learning algorithm for dy-
namic pricing. While passive learning based dynamic pricing approaches treat
the pricing problem as a vanilla optimization problem of optimizing the cumula-
tive metric of interest over a finite horizon T , we introduce an algorithm called
MAX-REV-TS that views dynamic pricing problem as an optimization problem
under uncertainty.
2. We begin by explaining the architecture of a dynamic pricing system that is cur-
rently in place. Our DP system makes precise parametric assumptions on the
demand function and maximizes a metric of interest daily under constraints. To
make our discourse concrete we shall use the revenue function as the metric of
interest in this paper 1. The parameters of the demand function are updated regu-
larly. Since this DP system is based on passive learning, we shall call this system
as MAX-REV-PASSIVE .
1We shall use the words revenue and reward interchangeably.
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3. We then introduce a new DP system, MAX-REV-TS which is very similar to
MAX-REV-PASSIVE , but one which uses a multi-armed bandit (MAB) algo-
rithm called Thompson sampling (Thompson, 1933). MAX-REV-TS uses the
same parametric formula for the demand function as MAX-REV-PASSIVE and
proceeds to maximize revenue over a fixed horizon. TS operates as follows: A
Bayesian prior is put on the unknown parameters of the demand function model
and using the Bayes rule the posterior is derived. We use a conjugate prior-
likelihood pair to obtain posterior updates in closed form. TS then samples a
parameter from the posterior distribution and derive a new set of prices by maxi-
mizing the reward function for the next time step using the sampled parameters.
This process is repeated until the end of the horizon.
4. The main focus of this paper is provide an implementation of MAX-REV-TS in
a major e-commerce system. We discuss various practical issues that we had to
take care of when applying TS in a real production environment. We show re-
sults of our implementation in a 5 week period and compare it to the MAX-REV-
PASSIVE algorithm. The results show that MAX-REV-TS shows a statistically
significant improvement over passive learning algorithms for dynamic pricing
under appropriate conditions. To the best of our knowledge we are the first to
demonstrate active DP algorithms in a real e-commerce production system. Fur-
thermore, while typical applications of MAB algorithms in production systems
have dealt with the case when there are only finite number of arms Agarwal
et al. (2016); Shah et al. (2017), our paper is the first to demonstrate practical
application of a more involved bandit optimization problem which has infinite
arms.
2 Related Work
DP has been an active area of research for more than two decades and has seen consid-
erable amount of attention in operations research (OR), management sciences (MS),
marketing, economics and computer sciences. A lot of work in dynamic pricing was
traditionally carried out in OR/MS, and economics communities. It was pioneered
by airline industry, where prices are adjusted over time via capacity control, and dy-
namic programming solutions are used to decide the fares Talluri & Van Ryzin (2006);
Phillips (2005). DP has been considered under various settings such as pricing with
and without inventory constraints, pricing with single or multiple items, finite or infi-
nite horizon DP, DP with known or unknown demand function. It is not possible to
give a thorough literature survey of dynamic pricing. We refer the interested reader
to the excellent survey of den Boer (2015) for a comprehensive survey on DP. In this
section we give a limited survey of DP.
In economics, the early works of Rothschild (1974); Aghion et al. (1991) consid-
ered the problem of DP with unknown demand model. In these papers, the dynamic
pricing problem is cast as a decision making problem in an infinite horizon, with dis-
counted rewards. A Bayesian setting is used and a solution to the dynamic pricing
problem is given via Bayesian dynamic programming. These papers focused on inves-
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tigating if following the optimal policy obtained via dynamic programming was helpful
in recovering the unknown demand information. While, such dynamic programming
based policies might lead to an optimal pricing scheme, the approaches tend to be in-
tractable in practice.
In the OR/MS community most work on dynamic pricing has focused on the case of
known demands, but with other constraints such as inventory constraints. The problem
of DP under unknown demand constraints has only gained traction in this community
since mid 2000s. Aviv & Pazgal (2005) were one of the first to look at the problem
of dynamic pricing with unknown demand function in this community. They assume
that the demand function comes from a parametric family of models with unknown
parameter values. They then use a Bayesian approach, where a prior distribution is used
on the unknown parameters, and the posteriors are obtained via the Bayes theorem. The
problem is modeled as an infinite horizon, discounted revenue maximization problem.
They then introduce certainty-equivalence heuristic which is an approximate dynamic
programming solution to obtain a DP solution. Araman & Caldentey (2009); Farias
& Van Roy (2010) used the same setup as in Aviv & Pazgal (2005) but introduced
different approximate dynamic programming heuristics to provide a solution to the
dynamic pricing problem. While Bayesian, approaches such as the ones mentioned
above are attractive as they let you model the parameter uncertainties explicitly, they
often lead to intractabilities, such as not being able to compute the posterior in closed
form. Non-Bayesian approaches offer computational benefits over Bayesian methods.
In the non-Bayesian context Carvalho & Puterman (2005a,b) investigate non-myopic
policies for dynamic pricing under unknown demand function. They proposed a variant
of one-step lookahead policies which instead of maximizing the revenue at the next
step, maximizes revenue for the next two steps. They applied this semi-myopic policy
to a binomial demand distribution with logit expectation and compared the performance
of this policy with other myopic policies. They showed via simulations that one-step
lookahead policies could significantly outperform myopic policies. Various other semi-
myopic policies have also been investigated in Carvalho & Puterman (2005b).
Semi-myopic policies such as one-step lookahead policies in the non-Bayesian
context, and approximate Bayesian dynamic programming based solutions provide
tractable dynamic pricing policies. However, these approaches lack theoretical guar-
antees. A lot of recent work in dynamic pricing has been to obtain suboptimal, yet
tractable dynamic pricing policies with provable guarantees. Besbes & Zeevi (2009)
take a non-Bayesian approach to dynamic pricing. They use exploration-exploitation
style algorithms where in the first phase (exploration), multiple prices are tried out
and demand function estimated at these multiple price points, and in the second phase
the optimal price is chosen by solving a revenue maximization problem. Harrison et al.
(2012) considered the problem of DP under the assumption that the true model is one of
two given parametric models. They then showed that myopic policies that try to max-
imize the immediate revenue can fail and myopic Bayesian (and also non-Bayesian
policies) can lead to convergence to an incorrect model and hence what they term as
incomplete learning. Broder & Rusmevichientong (2012); den Boer & Zwart (2013);
Keskin & Zeevi (2014) look at various parametric models for the demand function and
derive exploration-exploitation based policies using maximum likelihood based for-
mulations. Our work is very similar to the above exploration-exploitation style DP
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approaches that maximize cumulative revenue over a finite horizon.
Finally, we would like to mention the very recent work of Ferreira et al. (2016)
who study the problem of DP of multiple items under finite horizon, with inventory
constraints, and unknown demand function. They provide a Thompson sampling based
solution to maximize the revenue for all the items under the given constraints. The
proposed algorithms show promising performance on small, synthetic datasets.
Thompson sampling has been used to tackle the problem of exploration-exploitation
in other domains such as computational advertising, feed ranking, reinforcement learn-
ing. An exhaustive list is out-of-scope of this paper and we refer the interested reader
to the excellent tutorial of Russo et al. (2017).
Notation. Vectors and matrices are denoted by bold letters. Given a vector xt, xi,t
denotes the ith dimension of xt.
3 Architecture of a dynamic pricing system
Any commercial dynamic pricing system needs to figure out how to model the de-
mand function and then how to use the modeled demand function to calculate optimal
prices to be applied every day. The DP system that we introduce in this paper has
different components which all implement statistical learning and convex optimization
algorithms to generate prices daily. We shall now look at each of these components in
brief.
Demand modeling. A standard approach to demand modeling in pricing problems
is to assume that the demand function comes from some parametric family, and then
estimate the parameters of the underlying function using statistical techniques. Lot
of parametric models have been investigated in pricing and revenue management lit-
erature such as linear models, log-linear models, constant elasticity models and logit
model Talluri & Van Ryzin (2006). Parametric modeling has been particularly popular
because it allows one to build simple, explainable models and also allows for sim-
ple pricing algorithms. However, commonly used models, both parametric and non-
parametric, in demand modeling tend to assume that the underlying demand function
is stationary. In reality the demand function is not stationary and one needs to model
the dynamic nature of the demand function in real world pricing systems. In order to
do this we adapt commonly used demand functions to account for possible changes in
the underlying demand function. As previously mentioned a commonly used demand
function is the constant elasticity model, which models the demand of item i as
di(pi) = fi
(
pi
p0,i
)γ?,i
(1)
Here, di(pi) is the demand of item i at price p0,i, fi is the baseline demand at price p0,i
for item i and γ?,i < −1 is the price elasticity of item i. In order to account for possible
changes in the underlying demand function we instead model the demand function, at
time t for item i, using the equation
di,t(pi) = fi,t
(
pi
pi,t−1
)γ?,i
(2)
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Here fi,t is the demand forecast for item i on day t if the price is pi,t−1, and γ?,i is
the price elasticity of item i. Our DP engine has two dedicated components namely
demand forecasting component, and elasticity estimation component that estimate fi,t,
γ?,i every day.
Demand forecasting component. The demand forecasting module at time t, for
item i, takes the observed demand for the item i in the past at different price points
((pi,1, di,1), . . . (pi,t−1, di,t−1)) and estimates fi,t. The demand forecasting module
uses multiple models for forecasting, such as time-series models ARMA, ARIMA,
EWMA, AR(k) along with non-time series models such as logistic regression and com-
bines these models to get a new model. The weights using in the combination of the
models depends on the past performance of individual models. For the purpose of this
paper it is enough to treat this as a black-box and one can assume that the demand
forecasts are available for each item on each day.
Price elasticity component. The price elasticity component estimates the elasticity
parameter γ?,i, for each item i. γ?,i captures how the demand of item i changes with
its price. If pi,t is close to pi,t−1 then one can approximate the above exponential form
by the following linear equation
di,t(pi) ≈ fi,t + (pi − pi,t−1) fi,tγ?,i
pi,t−1
. (3)
From the above linear approximation, elasticity estimation can be reduced to a lin-
ear regression problem which can be solved using either ordinary least squares (OLS)
approach or via robust linear squares(RLS). We use RLS for elasticity estimation. Fur-
thermore, instead of looking at all of the past data for an item, one can focus only on
the most recent data (say 1 month or 2 months) to estimate elasticities. Estimating
elasticities is generally much more harder than demand forecast. This is because if an
item has only k distinct price points in the last few months then one needs to estimate
elasticity for this item using only k data points. It is not uncommon to see k being less
than 5 for a lot of items. Hence, elasticity estimation is plagued by data sparsity issue.
In such cases one can mitigate the problem to some extent by using multi-task learning
techniques Caruana (1998) to group items with similarly elasticities and estimate the
elasticity of these items together.
Optimization component. The last component is an optimization engine that out-
puts prices of different items. For the sake of convenience, it is natural to put multiple
items into a single basket, and impose various constraints that the prices the items in the
basket could take. These constraints are typically set by business needs, and include
constraints such as minimum and maximum prices the items in the basket can have,
bounds on how much the price of an item in the basket could change each day, and
some basket-wide level constraints such as minimum margin on the basket. If this item
is sold by other e-commerce retailers then it is natural to include the prices of the other
e-commerce retailers in the constraint set. These constraints can change from time to
time, but at each point in time are known to the optimization engine. For the purpose
of this paper it is not necessary for us to focus on the exact geometry of the constraint
set, but it suffices to assume that the constraint set is always a feasible, convex set, and
”simple” enough to enable optimization. The revenue of an item i in a basket B can be
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Algorithm 1: Architecture of the proposed dynamic pricing engine.
Input: A basket B, and time period T over which we intend to maximize
cumulative revenue
1 for t← 1 to T do
1. For each item i ∈ B calculate their demand forecasts using the demand
forecaster.
2. For each item i ∈ B calculate their price elasticities γ?,i.
3. Solve the MAX-REV optimization problem, shown in Equation (7) to obtain
new prices pt.
4. Apply these prices and observe the revenue obtained Rt.
2 end
estimated as
Revi,t(pi,t) = pi,t × di,t(pi,t) (4)
≈ pi,t(fi,t + (pi,t − pi,t−1) fi,tγ?,i
pi,t−1
) (5)
=
p2i,tfi,tγ?,i
pi,t−1
− pi,tfi,tγ?,i + pi,tfi,t (6)
where the first line corresponds to the definition of revenue, and the second line comes
from the linear approximation of the demand function as shown in equation (3). Let,
p = [p1, p2, . . . , p|B|] be a vector of prices of items in the basket B. The optimization
engine solves the following optimization problem using estimates for the quantities
γ?,i, fi,t obtained from the elasticity estimation and demand forecasting module re-
spectively.
pt = arg max
p
∑
i∈B
p2i fi,tγ?,i
pi,t−1
− pifi,tγ?,i + pifi,t (7)
subject to: p = [p1, p2, . . . , p|B|] ∈ Ct
Since price elasticities are negative, the above optimization problem is maximizing
a concave function subject to convex constraints. Hence, it is a convex optimization
problem that can be solved using standard techniques Bertsekas & Scientific (2015).
We call the optimization problem in Equation (7) as MAX-REV optimization problem
as it tries to maximize the revenue of a basket under constraints. When MAX-REV
is used along with passive elasticity estimation techniques (for example using OLS or
RLS as mentioned above) we call the resulting algorithm as MAX-REV-PASSIVE . The
entire architecture can be summarized in Figure (1).
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4 Towards active algorithms for dynamic pricing
The MAX-REV-PASSIVE algorithm provides a dynamic pricing algorithm that esti-
mates demand forecasts and elasticity passively, and uses these estimates to solve a
MAX-REV optimization problem. As mentioned in the introduction, dynamic pric-
ing algorithms that use passive learning are incomplete learning algorithms and do not
maximize revenue in the long run. From a practical standpoint, estimating demand
forecasts and elasticity is not easy. Price elasticity of an item reflects how the demand
changes when the price of an item changes. If the price of an item does not change
often (a typical case in e-commerce) then it becomes very hard to estimate the price
elasticity, which can in turn lead to fewer price changes, and sub-optimal price changes.
Moreover, due to the poor estimation of elasticities, there is high uncertainty in elastic-
ity estimates. One approach to factor into account the inaccuracies in elasticities is to
model the MAX-REV problem as a robust optimization problem Ben-Tal et al. (2009).
In a robust optimization formulation of MAX-REV , one considers the elasticity pa-
rameter as an uncertain quantity and tries to maximize revenue w.r.t. the worst possible
value that the elasticity can take. For example, the robust MAX-REV problem would
be
pt = arg max
p
min
γ?∈G
∑
i∈B
p2i fi,tγ?,i
pi,t−1
− pifi,tγ?,i + pifi,t
subject to: p = [p1, p2, . . . , p|B|] ∈ Ct
where the set G ⊂ R|B| is a set of possible values for γ?. The robust optimization
formulation replaces a point estimate for the vector γ? with one of infinite possible
values, constrained to be in the set G. The problem with this approach is that this
formulation can be very pessimistic, and there is no clear way to incorporate feedback
to update the set G as we gather more data.
An alternative approach to handle uncertainties in the parameters is to consider the
MAX-REV problem as an optimization problem under uncertainty. This allows us to
systematically model the uncertainty in our parameters, and use the feedback from our
previous pricing actions to update parameter uncertainties.
4.1 Decision making under uncertainty
Decision making under uncertainty is a broad area, which as the name suggest, focuses
on how to make decisions to maximize some objective, when there is uncertainty in
estimates related to the objective function. This broad class of problems has found var-
ious applications such as in search, online advertising, online recommendations, route
planning. For example in search it is not clear what the click-through-rate (CTR) of
certain documents are because these documents have never been shown to users or has
been shown very few times. Solutions to such problems involves exploration, which
means that we make potentially sub-optimal decisions as long as the feedback from
these decisions can improve our estimates. While making sub-optimal decisions (ex-
ploration) can help gather more information it can also hamper our experience, and
therefore one needs to be careful when trying to explore. This problem is known as
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exploration-exploitation trade-off. Passive learning algorithms such as MAX-REV-
PASSIVE shown in Figure (1) are focused purely on exploitation and do not explore
enough and hence lose out on revenue in the long run. Various algorithms and models
have been devised to handle the exploration-exploitation trade-off. The best known
model is the multi-armed bandit model (MAB), which can be described as follows:
There are k arms, and choosing an arm gives an i.i.d. reward from a fixed unknown
probability distribution that depends on the arm. Choosing an arm i gives no infor-
mation about any other arm j 6= i. An agent is tasked with obtaining the maximum
possible reward in T rounds, where in each round she chooses one of the k arms and
obtains an i.i.d. reward associated with the arm distribution. A simple algorithm is to
pull each arm once (or may be a few times each), calculate the average reward of each
arm and then for the rest of the time choose the arm which gave the maximum reward.
This simple solution is sub-optimal as it is too greedy and suffers the same problem
as the MAX-REV-PASSIVE algorithm. Another simple solution is to choose the arm
with the best reward each time with probability 1 − , but with probability  choose a
random arm. When  = 0, this reduces to a greedy algorithm, when  = 1 this becomes
a purely explorative algorithm. However, with the right choice of , it is possible to do
well. Such algorithms are known as -greedy algorithms. The performance of these
algorithms are measured in terms of regret, which tells us how well the algorithm does
in comparison to an oracle algorithm that knows the best arm a priori. If the average
regret of the algorithm converges to 0, then the algorithm is said to be consistent. While
-greedy is consistent for the right value of , better algorithms exist, two of which we
cover here in brief. A generalization of the multi-armed bandit problem is the bandit
optimization problem where one tries to solve an optimization problem with certain
parameters being unknown. For example, in bandit linear optimization problem one
tries to solve the optimization problem maxx∈C x>θ?, where C is a known polytope
and θ? is an unknown vector. The bandit game proceeds in rounds where in each round
the learner proposes a x, and gets to see a noisy evaluation of the objective function
x>θ?. For an extensive survey of various bandit algorithms and bandit models we refer
the interested reader to the survey of Bubeck et al. (2012).
The Upper Confidence Bound (UCB) algorithm Auer et al. (2002b,a) constructs
confidence bounds on the reward of each arm, and chooses the arm which has the
largest upper confidence bound. The UCB algorithms and its variants are optimal, con-
sistent algorithms. Implementing UCB requires one to accurately estimate confidence
bounds, which might not be easy in complex decision making problems.
An alternative to the UCB algorithm is the Thompson Sampling algorithm (TS) Thomp-
son (1933); Gopalan et al. (2014); Russo et al. (2017). TS is a Bayesian algorithm,
which places a prior distribution on the reward of the arms, and this distribution gets
updated, using the Bayes rule, as one gathers feedback from previous actions. The
TS algorithm is based on probability matching, i.e. an arm is chosen with probability
equal to the probability of the arm being optimal. Like UCB, TS is also a consistent
algorithm, but can be easier to implement than the UCB algorithm, even in complex de-
cision making problems. This is because TS avoids explicitly constructing confidence
intervals around the uncertain parameters. These properties of TS make it an attractive
choice of an explore-exploit algorithm for real-world applications.
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4.2 Dynamic pricing as a bandit optimization problem and Thomp-
son sampling
In order to apply TS to our problem of maximizing revenue, we shall reformulate our
MAX-REV problem as a bandit optimization problem. This is shown in game (2).
Our bandit formulation explicitly models the uncertainty in the true elasticity values,
but assumes that there is no uncertainty in our demand forecasts. That is, we assume
that the demand forecasting module is perfect and spits out accurate forecasts. This as-
sumption is motivated by the fact that demand forecasts are relatively easier to estimate
when compared to price elasticities, as they do not suffer from data sparsity problem.
For this reason, our bandit formulation of DP focuses on modeling uncertainties in
price elasticities.
Game 2: MAX-REV problem as a bandit optimization problem
Input: A basket, B, containing B items, and the time period T over which we
intend to maximize revenue.
1 Oracle chooses a vector γ?  0, but does not reveal it to the player;
2 for t← 1 to T do
3 The player plays a price vector pt for the basket B;
4 The player obtains a stochastic reward (revenue) Rt, such that
E[Rt] = Revt(pt; γ?, f1,t, . . . fB,t) where Revt is given by Equation (10)
and the demand forecast used in Equation (10) are assumed to have been
calculated without any uncertainty using the demand forecast component
of our dynamic pricing system;
5 end
TS begins by putting in a prior distribution over the unknown parameters. Since,
γ? is unknown to us, we shall put a prior distribution over γ?. Since we observe the
revenue corresponding to out pricing decisions each day, we put a likelihood model on
the observed revenue. Let, Rt be the observed revenue of a basket 2. Our probabilistic
model is given by the following equations
Π0(γ?) = N(µ0,Σ0). (8)
l(Rt;Revt, γ?) = N(Rt;Revt, σ
2). (9)
Revt(p; γ?,ft) =
∑
i∈B
p2i fi,tγ?,i
pi,t−1
− pifi,tγ?,i + pifi,t. (10)
Πt(γ?) ∝ Πt−1(γ?)N(Rt;Revt, σ2). (11)
Equation (11) provides us a way to obtain the posterior on the parameter γ? using Bayes
update. In order to make this equation concrete we need to see how Revt depends on
2We define the revenue of a basket as the sum of revenues of all items.
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γ?. Let,
θti =
p2i fi,t
pi,t−1
− pifi,t. (12)
R¯t = pifi,t. (13)
It is then easy to see that Revt = γ>? θt + R¯t.
N(Rt;Revt, σ
2) = N(Rt; γ
>
? θt + R¯t, σ
2)
∝ exp
(
− 1
σ2
(Rt − R¯t − γ>? θt)2
)
∝ exp (−(γ? − βt)>M−1t (γ? − βt)) .
where,
M−1t βt =
Rt − R¯t
σ2
θt.
M−1t =
1
σ2
θtθ
>
t + λI.
Πt(γ?) ∝ N(γ?;µt−1,Σt−1)N(γ;βt,Mt) (14)
∝ N(γ?;µt,Σt), (15)
where, µt,Σt are given by the following expressions
µt = (Σ
−1
t−1 +M
−1
t )
−1
(
Σ−1t−1µt−1 +
Rt − R¯t
σ2
θt
)
. (16)
Σt = (Σ
−1
t−1 +M
−1
t )
−1. (17)
The expression forMt is calculated as follows
M−1t =
θtθ
>
t
σ2
+ λI. (18)
M−1t βt =
(Rt − R¯t)θt
σ2
. (19)
λ > 0 is a small positive constant that has been added to the matrix Mt to make it
invertible. Equation (8) puts a Gaussian prior on the elasticity vector γ? and equa-
tion (9) puts a Gaussian likelihood on the observed revenue. One might, argue that
since elasticity parameter is negative, and revenue is always positive a Gaussian prior
and Gaussian likelihood are incorrect models. While this criticism is justified, we ar-
gue that using this combination of prior and likelihood leads to very simple posterior
updates. Moreover, in our TS implementation, we perform rejection sampling on the
elasticity parameter. We reject elasticity samples that are positive, which alleviates the
problem of the prior having non-zero mass on elasticity values that are positive. One
might put more appropriate distributions on both elasticity and revenue which reflect
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the fact that these parameters take only a restricted set of values (e.g. a log-normal dis-
tribution might be more appropriate). However, with such distributions it is generally
hard to obtain closed form updates and one has to resort to approximate sampling tech-
niques Kawale et al. (2015); Gopalan et al. (2014); Osband & Van Roy (2015); Blei
et al. (2017). Use of such techniques for scalable, active dynamic pricing will be inves-
tigated in future work. The pseudo-code for MAX-REV-TS is shown in algorithm (3).
Algorithm 3: MAX-REV-TS - ACTIVE LEARNING BASED DYNAMIC PRICING
ALGORITHM
Input: A basket, B, containing B items, and a time period T over which
revenue needs to be maximized.
1 Oracle chooses a vector γ?  0, but does not reveal it to the player;
2 Initialize the prior Π0(γ?);
3 for t← 1 to T do
4 Keep sampling from γt ∼ Πt−1 until all the components of γt are negative;
5 Use the demand forecaster to obtain demand forecasts fi,t for all i ∈ B;
6 Solve the MAX-REV optimization problem shown in Equation (7), with
fi,t, pi,t−1, and γt as an estimate for γ?, to get price vector pt;
7 Apply the prices pt to obtain reward Rt ;
8 Perform the updates in (16) - (17) to get updated distribution Πt(γ?).
9 end
4.2.1 Choice of prior and scalability of updates
The update equations used by MAX-REV-TS algorithm needs a prior distribution, and
an estimate for the noise variance σ2. It is common to have prior estimates for elas-
ticities using historical data. These prior estimates can be used as the mean µ0 of the
prior distribution. We set Σ0 = cI , for some appropriate constant c. c should be large
enough to perform exploration, but not too large enough to wash out values in µ0.
An estimate of σ can be obtained using historical data to calculate the sample standard
deviation of the observed revenue of the basket. Finally, by keeping only a diagonal ap-
proximation of the covariance matrix and using Sherman-Morrison-Woodbury identity
we can get away with O(|B|) runtime and storage complexity.
5 Experiments
We shall now demonstrate the performance of MAX-REV-TS and MAX-REV-PASSIVE
on both synthetic and real-world datasets.
5.1 Results on a synthetic dataset
We generated synthetic datasets for testing the performance of MAX-REV-TS and
MAX-REV-PASSIVE . In order to do that, we create a basket of 100 items, each
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with elasticity in the interval [−3,−1]. This interval was chosen because in our real-
world experiments we noticed that most items have elasticities in this range. At time
t for each item, we generate a demand forecast for the item fi,t using an auto regres-
sive process on the demands previously observed, and use the exponential formula
di,t(pi,t) = max(fi,t
(
pi,t
pi,t−1
)γ?,i
+ t, 0) to generate the demand at the price pi,t.
All prices are constrained to belong to the set Ct = [10, 20]. This is repeated for
T = 100 rounds for both MAX-REV-TS and MAX-REV-PASSIVE . Notice that since
MAX-REV-TS and MAX-REV-PASSIVE have different behaviours, the prices that they
generate could be different and hence the datasets that they generate can be very differ-
ent. Nevertheless, both the algorithms generate datasets using the same formula for the
demand forecast, demand and elasticities, and have the same values for fi,1, pi,0. The
data generating mechanism used by MAX-REV-TS and MAX-REV-PASSIVE is shown
in Algorithm (4) We used the above data generating mechanism to generate synthetic
Algorithm 4: Data generating mechanism for synthetic experiments
Input: A basket, B, containing B = 50 items, a small constant c0 > 0, and an
algorithm A (such as MAX-REV-TS or MAX-REV-PASSIVE )
1 Choose a vector γ? ∈ [−3,−1]100, but do not reveal it to the algorithm.;
2 Set β = 0.5, pi,0 = 12 for all i ∈ B, fi,1 ∈ [0.5, 5] for each item.;
3 for t← 1 to T do
4 Calculate the demand forecast for each item i using the formula
fi,t = c0 +
∑0
τ=t−1 β
t−τdi,τ + t;
5 Use fi,t,γ?,i, and the price pi,t generated by algorithm A, and the
exponential formula di,t(pi,t) = max
(
fi,t
(
pi,t
pi,t−1
)γ?,i
+ t, 0
)
to
generate the demand di(pi,t) of the item i;
6 Register (fi,t, pi,t−1, di,t) as a data point generated by the algorithm A.
7 end
datasets for both MAX-REV-TS and MAX-REV-PASSIVE . The random vectors γ? and
fi,1 are generated once and fixed for both the algorithms. This way we can guarantee
that the starting point for both the algorithms is the same. The random noise added to
demand forecast estimation and the demand are sampled independently from N(0, 1)
distribution. We are interested in calculating the total revenue of all items in the basket
on each day. We ran 10 independent trials for each algorithm and report the average of
the total revenue for both the algorithms in Figure (1). As one can see from this figure,
MAX-REV-TS continues to learn and obtains increasing revenue as time progresses. In
contrast, MAX-REV-PASSIVE learns very slowly and the average revenue stays almost
the same with time.
5.2 Results on a real-world dataset
We now show our results on a real world e-commerce dataset. While applying the
MAX-REV-TS algorithm in the case of synthetic experiments as shown in Section (5.1)
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Figure 1: Plot of the average revenue of a basket (averaged over 10 trials) w.r.t. time
for both MAX-REV-TS and MAX-REV-PASSIVE algorithms. MAX-REV-TS im-
proves its estimates and better optimizes for the revenue of the basket when compared
to MAX-REV-PASSIVE
is fairly straightforward, in a real world experiment with real e-commerce transactions
there are many more complications that we need to handle carefully. We would like to
discuss a few such issues that we encountered during our implementation.
1. In our discourse we considered the basket to be static. In reality basket changes
from time to time. This is because items get added or removed from basket by
merchants as per business needs.
2. On certain items, due to business constraints, the prices get fixed by business.
For example, consumables such as diapers, cereal are high visibility items and
their prices are almost always fixed. Items on which a merchant runs promotions
also have their prices fixed. Items can go out-of-stock, unpublished from the site,
or may be retired. We mark all such items and do not apply TS on those items.
3. Both MAX-REV-TS and MAX-REV-PASSIVE rely on the constant elasticity
model to estimate the demand function. This model needs fi,t at each point of
time. The demand forecaster estimates this quantity. For items that have not had
sales in the recent past, the demand forecaster can predict fi,t = 0. If fi,t = 0,
then our demand function becomes a 0 function, i.e. di,t(p) = 0, which makes
the revenue function a constant and ”shorts” our MAX-REV optimization prob-
lem and we lose information when fi,t = 0. In general, pricing is much more
harder when fi,t ≈ 0. For this reason, we do not apply TS on items with a very
low demand forecast.
4. Feedback in a real-world e-commerce system is delayed. This is because when
we apply new prices on items, one needs to wait for at least one day to see how
the market responded to new prices, and what the revenue was at the new prices.
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5.3 Experimental setup
We experiment on two separate, unrelated baskets. The first basket B1 has roughly
19000 items and the second basket, B2 has roughly 5000 items. Each of these bas-
kets have well defined parameters such as margin goals that need to be achieved on
the basket, upper and lower bounds on the price of the items. Each basket B can be
partitioned into two disjoint sets, namely Bf ,BMAX-REV. The part Bf consists of items
whose prices are already pre-fixed by various business constraints and hence they are
not part of the MAX-REV optimization problem. BMAX-REV is the subset of the bas-
ket on which we run the MAX-REV solver that generates a new set of prices. This
subset consists of items that are published in-stock, with no active promotions. The
set of items in BMAX-REV can be further broken down into two disjoint part, namely
Bp,BTS . Bp ⊂ BMAX-REV is the set of items which are not eligible for TS, because of
low demand forecast. We use a demand forecast threshold of 2. For items in Bp we use
passive elasticity estimation methods such as OLS/RLS to calculate their elasticities.
We apply the MAX-REV-TS algorithm on the set BTS . A caveat of our approach is
that the MAX-REV optimization problem solved by MAX-REV-TS includes not just
items in the partition BTS but also items in the partition Bp. Hence, our implementa-
tion is only an approximate MAX-REV-TS algorithm. One may avoid such a partition
based approach and instead apply TS on all items in BMAX-REV. However, in our ex-
perience such implementations have very poor performance as they include items with
low demand forecasts, for which our constant elasticity demand models are inaccurate.
We ran MAX-REV-TS for about five weeks. On every third day, TS updates were per-
formed to get an updated posterior distribution over their elasticities. The number of
items that are on TS, on a particular day, in baskets B1,B2 combined is shown by the
green bar in Figure (2). By design, TS encourages exploration of elasticity values for
different items. This exploration in elasticity space also forces exploration of the price-
demand curve of an item. Hence, we expect a good number of price changes among
items that are put on TS. The blue bar in Figure (2) tells us among the items that were
put on TS, for how many items did we observe a price change, compared to their prices
on the previous day. As we can see from this figure, that on roughly 20%− 30% of the
items there were price changes.
5.4 Revenue contributions before the start of TS and after TS was
applied.
In Figure (3) we look at the revenue obtained by items that were put on TS each day.
For items put on TS, each day, we also calculate what was the average revenue (and
the standard deviation) corresponding to these items before the start of TS experiment.
This average was calculated over a span of 30 days before the start of TS period. Since,
MAX-REV-PASSIVE was applied before the start of TS period, this results provide
a comparison of MAX-REV-TS with MAX-REV-PASSIVE . On basket B1, from a
revenue point of view initially TS does not seem to help as it gets smaller revenue as
compared to not applying TS. This is understandable, since initially the variance in
our estimates of elasticity is large. However, about half-way through the experimental
period the revenue contribution due to items on TS improves and is competent with the
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Figure 2: The total number of items in baskets B1,B2 which are on TS each day and
the number of items whose price changed compared to the previous day.
average revenue before the start of TS period. On basket B2, the results suggest that
TS consistently outperforms the revenue obtained before the start of TS period.
5.5 Statistical significance tests.
Figure (3) compares the revenue of items that were put on TS each day, with the average
revenue of these same set of items before the start of TS. We now present quantitative
results that looks at all items that were on TS at least some number (say k) of times.
For these items we calculate δi, which is the difference between the average revenue
of item i on days when it was on TS and the average revenue for a period of 30 days
before the start of TS. For each value of k, let Sk be the number of items that were on
TS at least k times during the TS period.
For each k and for each basket we perform the following hypothesis test. H0 :
E[δi] = 0, H1 : E[δi] 6= 0. We use Wald’s test Wasserman (2013) to perform this
hypothesis test and report significance at level α = 0.05.
Table (1) suggests that for basket B1, barring k = 30, all the p-values of the Wald
test are less than α = 0.05. This means that except for k = 30 the null hypothesis
can be rejected. Moreover the last column of the table shows that E[δi] < 0, which
means that there is a statistically significant degradation in the revenue per item, for
basket B1, when the revenue is calculated only over those days where TS was applied.
In contrast to this negative result, Table (2) suggests that barring the case of k = 1,
there is a statistically significant increase in revenue per item, for items in basket B2,
due to the application of TS. In the above hypothesis testing experiments we reported
results of the revenue difference per item when calculated only over the days when
the items were eligible for TS. We now calculate a different metric which is similar in
spirit to the one calculated in tables (1), (2), where instead of calculating the revenue
of an item averaged only over days when the item was on TS, we now average the
revenue of the item during the entire TS period. For each item i we calculate δi which
is the difference in the average revenue of item i after the start of TS, and the average
revenue of the item in the 30 day window before the start of TS. The null hypothesis
for our test is that H0 : Eδi = 0 and the alternate hypothesis is H1 : Eδi 6= 0. We
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Figure 3: The green bar corresponds to the revenue contributed by items that were
eligible for TS on that day. The blue bar corresponds to the revenue of these items,
averaged over a period of 30 days before the start of the TS period. We also have shown
the standard deviation of the revenue before the start of TS period. All quantities in this
plot have been normalized.
k Sk p-value mean of δi
5 82 0.039 -14.19
10 55 0.016 -13.35
15 26 0.061 -17.67
20 20 0.027 -25.04
25 15 0.023 -33.08
30 8 0.29 -21.58
Table 1: Wald’s test results for basket B1 comparing the difference in revenues due to
TS. Let δi be the difference between the average revenue of item i on the days this item
was put on TS, and the average revenue of this item over a period of 30 days before the
start of TS. k in the table filters out items which have been on TS for less than k days.
The last column is the sample average of δi.
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k Sk p-value mean of δi
5 371 2.37x10−6 1.92
10 197 1.89x10−7 2.08
15 128 2.13x10−6 2.68
20 91 0.000628 1.966
25 67 0.00109 2.21
30 44 0.0019 3.062
Table 2: Wald’s test results for basket B2 with the same setup as in Table (1).
k Sk p-value mean of δi
5 82 0.129 -9.65
10 55 0.328 -4.28
15 26 0.424 -5.45
20 20 0.25 -10.19
25 15 0.19 -14.27
30 8 0.52 -12.76
Table 3: Wald’s test results for basket B1 comparing the difference in revenues due
to TS. Let δi be the difference between the average revenue of item i during the TS
period (irrespective of whether i was on TS or not on a certain day), and the average
revenue of this item over a period of 30 days before the start of TS. k in the table filters
out items which have been on TS for less than k days. The last column is the sample
average of δi.
use Wald’s test as our testing procedure and in tables (3), (4) report the p-value of the
test and also the sample average of δi calculated over all qualifying items. As one can
see from table (3), for basket B1 there is a degradation in the revenue per item, though
not statistically significant. In contrast, for basket B2, as seen from Table (4), there is a
statistically significant increase in the average revenue per item after the application of
TS.
5.6 Discussion of our experimental results
An interesting observation from our experimental results is that while on basket B1
there is a decrease in revenue per item that is put on TS, this result is either not sta-
tistically significant at α = 0.05 or its p-value is large. In contrast, for basket B2, the
increase in revenue per-item is large and statistically significant, and the p-values are
k Sk p-value mean of δi
5 371 2.28x10−8 1.582
10 197 3.13x10−7 1.649
15 128 9.64x10−6 2.05
20 91 0.00099 1.64
25 67 0.00084 1.99
30 44 0.0013 2.74
Table 4: Wald’s test results for basket B2 with the same setup as in Table (3).
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Basket |B| |Bf | |Bp| |BTS | |BTS ||BMAX-REV|
B1 19K 13K 6K 25 0.004
B2 5K 3.3K 1.5K 150 0.1
Table 5: Approximate size of the problem for different baskets. |B| is the size of the
basket, |Bf | is the number of items whose prices are pre-fixed by business constraints,
|Bp| is the number of items on which the MAX-REV optimization problem is applied
but whose elasticities are generated using passive algorithms, and |BTS | is the number
of items on which the MAX-REV optimization problem is applied but whose elasticities
are generated using TS.
small. One may ask, why is there a difference in performance of the MAX-REV-TS
algorithm on these baskets? We present two reasons for this. As mentioned in subsec-
tion (5.3) our implementation applies TS only to a subset of the basket, BTS , and the
MAX-REV-TS algorithm solves the MAX-REV problem over a larger subset BMAX-REV.
Hence, our implementation of the MAX-REV-TS algorithm is only an approximation
implementation. If |BTS | << |BMAX-REV|, then our implementation can be very crude
and the TS updates will be very noisy. Hence, as the ratio |BTS ||BMAX-REV| decreases the up-
dates of TS will become less accurate. This ratio can be seen as the singal-to-noise
ratio of the problem. Secondly, even if TS updates were accurate enough, the MAX-
REV solver, being optimized over BMAX-REV, might trade-off the revenue of Bp against
BTS , if it lead to a larger revenue for BMAX-REV under the provided constraints. Hence,
it could be the case that even though we observe a degradation in revenue over the sub-
set BTS , the overall revenue of items BMAX-REV might not suffer. Table (5) shows the
various sizes for baskets B1,B2. The ratio |BTS ||BMAX-REV| is 0.004 for basket B1, whereas it
is 0.1 for basket B2, which explains the poor performance of TS on basket B1.
6 Conclusions and future work
In this paper we designed and implemented dynamic pricing algorithms that maximize
a reward function under uncertainty. To the best of our knowledge this is the first
real world study of active dynamic pricing algorithms in an e-commerce setting. We
demonstrated the performance of our algorithms comparing against passive dynamic
pricing algorithms that are most commonly used in practice. We see a statistically
significant improvement in the per-item revenue when the number of items on which
we apply TS is a large fraction of the basket of items. This ratio can be thought of
as the SNR of the problem. On a basket, where TS led to a degradation of per-item
revenue, we posit that this could be because the SNR was very low. Our future work
includes investigations of various other reward functions such as volumes of sales, and
experimental study on more baskets where the SNR ratio is large enough to enable
reliable measurement of the performance of active dynamic pricing algorithms.
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