We consider the quadrature method developed by Kravanja, Sakurai and Van Barel (BIT 39 (1999), no. 4, 646-682) for computing all the zeros of an analytic function that lie inside the unit circle. A new perturbation result for generalized eigenvalue problems allows us to obtain a detailed upper bound for the error between the zeros and their approximations. To the best of our knowledge, it is the first time that such a backward error estimate is presented for any quadrature method for computing zeros of analytic functions.
Introduction
Let the complex function f be analytic in a simply connected region W of the complex plane that includes the closed unit disk. Assume that f has no zeros on the unit circle T. We consider the problem of computing all the zeros of f that lie inside T, together with their respective multiplicities.
Methods for the determination of zeros of analytic functions that are based on the numerical evaluation of integrals are called quadrature methods [6] . Our approach to this problem can be seen as a continuation of the pioneering work by Delves and Lyness [2] . In recent years we have made a number of contributions, see in particular the papers [8, 9, 10, 12, 17, 16, 18, 19] , the book [11] and the software package ZEAL [13] . In [15] , our most recent paper, we presented an error analysis of the approaches in [2] (Delves & Lyness) and [9] (Kravanja, Sakurai & Van Barel). One of our conclusions was that in the latter approach, the quadrature error arising from the zeros located inside the unit circle does not affect the results of the algorithm. This is not true for the Delves-Lyness method.
This paper is a follow-up paper to [15] , which was allowed only a limited number of pages. Whereas [15] contains only forward error estimates, i.e. theorems stating that the function evaluated at the approximate zeros is of a given small order of magnitude, this paper presents a backward error estimate: we obtain a detailed upper bound for the error between the zeros and their approximations as computed by the algorithm of Kravanja, Sakurai & Van Barel. To the best of our knowledge, it is the first time that such a backward error estimate is presented for any quadrature method for computing zeros of analytic functions.
Let us start by recalling our notations and the results already obtained in [15] that we will need later on.
Notations
Let N denote the total number of zeros of f that lie inside T, i.e., the number of zeros where each zero is counted according to its multiplicity. Suppose that N > 0. The value of N can be calculated via numerical integration or by applying the principle of the argument [4, 20] . We may therefore assume that N is known.
Let n denote the number of mutually distinct zeros of f that lie inside T. Let z 1 , . . . , z n be these zeros and ν 1 , . . . , ν n their respective multiplicities.
Define the associated polynomial P N of degree N as
Let the complex function g : W → C be defined by f = P N g. Then g is analytic in W and g has no zeros inside and on T. The following holds:
The second term in the right-hand side, g /g, is analytic inside and on T. It follows that f /f is meromorphic inside and on T, with simple poles at the z k and corresponding residues equal to ν k .
Define the moments µ p as
The residue theorem implies that the µ p 's are equal to the Newton sums of the unknown zeros,
The mutually distinct zeros are given by the eigenvalues of a generalized eigenvalue problem involving the following Hankel matrices:
Theorem 1 The eigenvalues of the pencil H < n − λH n are given by z 1 , . . . , z n .
Note that the n mutually distinct zeros z 1 , . . . , z n are determined by the 2n moments µ 0 , µ 1 , . . . , µ 2n−1 .
As explained in [9] , the value of n is determined indirectly. Once n and z 1 , . . . , z n have been found, the problem becomes linear and the multiplicities ν 1 , . . . , ν n can be computed by solving a Vandermonde system, cf. Equation (1) . As the multiplicities are known to be integers, this system does not need to be solved very accurately.
Quadrature error of the moments
The integral that defines µ p is an integral along a closed curve and hence, once the curve is parametrized and the integral is written as a Riemann integral, it is the integral of a periodic function along one period. The trapezoidal rule is therefore an appropriate quadrature rule [1, 3, 5, 14] .
We will write µ p (f ) instead of simply µ p whenever we want to emphasize the dependence on f . With obvious definitions of µ p (P N ) and µ p (g), the following holds:
In other words, only the contribution of P N counts. Indeed, f and P N have exactly the same zeros and corresponding multiplicities inside (and on) T.
Let K be a positive integer. Then the Kth roots of unity are given by
By approximating the integral that defines µ p via the K-point trapezoidal rule (after having rewritten this integral as a Riemann integral over the interval [0, 1]), one obtains the following approximation for µ p :
Note thatμ p =μ p+K for all p and hence onlyμ 0 , . . . ,μ K−1 are relevant.
Let us consider P N /P N and g /g in more detail. One can easily verify that the Laurent series at infinity of P N /P N is given by
The series converges for |z| > ρ I where
(The subscript I stands for interior.) In other words, ρ I is equal to the modulus of the zero(s) of f that lie(s) inside T and that is (are) closest to T. As g /g is analytic inside and on T, it has a Taylor series expansion at the origin,
The
The series converges in a ring around the unit circle. In particular, it converges on T itself, for example for z equal to one of the Kth roots of unity.
With obvious definitions ofμ p (P N ) andμ p (g), the following holds:
(Note thatμ p (g) is an approximation of zero.)
In [15] we have proved the following result.
Theorem 2 For p ∈ {0, 1, . . . , K − 1} the following holds:
Since g /g is analytic in the closed disk {z ∈ C : |z| ≤ ρ}, 1 < ρ < ρ E , it follows that
where
.
It follows that
Thereforeμ
Corollary 3 For every ρ ∈ R such that 1 < ρ < ρ E , the following holds:
Both P N (via ρ I ) and g (via ρ < ρ E ) contribute to the approximation error. Note that, in a certain sense, these contributions work in opposite ways. More specifically, as far as the contribution of P N is concerned, for fixed K, the larger p, the more accurate, while, as far as the contribution of g is concerned, again for fixed K, the smaller p, the more accurate. To obtain H n and H < n the moments µ 0 , µ 1 , . . . , µ 2n−1 are needed. Hence, the order of magnitude of µ K and γ K−2n determine the overall error.
Sensitivity of generalized eigenvalue problems
We will now briefly interrupt our discussion about zeros of analytic functions to derive a perturbation result for generalized eigenvalue problems. Although similar results exist, we have not come across this particular one in the literature. Readers who are familiar with our techniques for computing zeros of analytic functions will know why generalized eigenvalue problems are relevant to our approach. In any case, we will provide a summary in the next section. Right now, let us consider the pencil A − λB where A and B are square complex matrices. The matrix B is assumed to be nonsingular and the eigenvalue, which we also denote by λ, is assumed to be simple.
Let the vectors x and v be the corresponding right and left eigenvectors,
We consider the following perturbed problem:
where F = G = 1. As B is nonsingular and λ is a simple eigenvalue, standard results from function theory (see, e.g., Kato [7, p. 63] ) imply that x( ) and λ( ) are differentiable in a neighbourhood of = 0. By differentiating with respect to we obtain:
By setting equal to zero, it follows that
Since x(0) = x and λ(0) = λ we have that
Multiplying with v T leads to
The definition of v implies that the factor in front ofẋ(0) is equal to zero. It follows thatλ
we may conclude that
The Hankel case
Let us now use this perturbation result to derive a backward error estimate.
Definê
Theorem 4
The eigenvalues of the pencilĤ < n (P N )−λĤ n (P N ) are given by z 1 , . . . , z n . The corresponding multiplicities ν 1 , . . . , ν n are the solution of the linear system of equations
Define ϕ n (z) as the monic polynomial of degree n
and let
is a polynomial of degree n − 1 and that q l (z j ) = δ l,j for l, j = 1, . . . , n. The polynomials q 1 (z), . . . , q n (z) are linearly independent. Define the stacking vector q l as
Theorem 5 The following holds:
In other words, q l is the right eigenvector corresponding to the eigenvalue z l .
Proof. Let l ∈ {1, . . . , n} and k ∈ {0, 1, . . . , n − 1}. The (k + 1)st element of the matrix-vector productĤ n (P N ) q l is given by
Theorem 4 implies that this sum is equal to
It follows thatĤ
In an analogous way one can obtain that
The theorem immediately follows from these two equations.
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Note that Equation (4) implies that the matrixĤ n (P N ) is nonsingular. Indeed, the following factorization is easily obtained:
The matrix [ q 1 · · · q n ] is nonsingular as the polynomials q 1 (z), . . . , q n (z) are linearly independent. The diagonal matrix is nonsingular as the multiplicities are different from zero and the zeros z 1 , . . . , z n do not lie on the unit circle. Finally, the Vandermonde matrix [ z 1 · · · z n ] is nonsingular as the zeros are mutually distinct. It follows thatĤ n (P N ) is indeed nonsingular.
Let us now move on to the generalized eigenvalue problem involving f instead of (only) P N . The matricesĤ n (f ),Ĥ < n (f ),Ĥ n (g) andĤ < n (g) are defined in a similar way as in (3). Letẑ 1 , . . . ,ẑ n denote the eigenvalues of the pencilĤ < n (f ) − λĤ n (f ). SinceĤ
we can apply the perturbation result of Section 2. It follows that
for l = 1, . . . , n, where is given by
Let us analyse this expression in more detail. We start by considering the denominator. Equation (4) immediately implies that
Next we turn our attention to the numerator. The following holds: By combining these results we finally obtain that
for l = 1, . . . , n, where = ρ 2n−K . Note that the first term in the right-hand side is (indeed) O(ρ 2−K+2n−2 = ρ 2n−K ).
