In this paper we presented a particular approach to design power and bandwidth efficient trellis coded partial response signaling (TCPRS) . Two theorems enable us to find good TCPRS codes based on good codes for trellis coded modulation (TCM). A class of good TCPRS codes is thus found. The free distance and asymptotic coding gain is calculated, and a maximum coding of 4 dB can be achieved by this class of codes. We also discuss the distance structure of this class of codes, and finally the performance at median signal to noise ratio (SNR) is presented.
Introduction
In most transmission channels, bandwidth is at a premium, hence an important attribute of any attractive digital signaling schemes is its ability to make efficient use of the bandwidth. Many bandwidth efficient signaling schemes bave been devised for both linear and nonlinear channels in the past [1, 2, 3] . One of the most important bandwidth efficient signaling scheme for linear channels is the so-called correlative level coding, or partial-response signaling (PRS), in which a considerable amout of bandwidth can be saved as compared to pulse amplitude modulation (PAM) with very little sensitivity degradation [4] . On the other hand, another important issue in digital transmissions is the error control coding, which provides the capability to combat with the channel impairments. Conventional error control coding strategies achieved coding gains at the expenses of increased bandwidth for binary modulation per dimension, which is undesirable in terms of bandwidth efficiency. This problem was then solved by trellis-coded modulation (TCM) first proposed by Ungerbeock [5] , which achieved a coding gain of 3 to 6 dB without any bandwidth expansion as compared to conventional PAM or quadrature amplitude modulation (QAM). However, since the spectrum of TCM is basically the same as that of conventional PAM or QAM, it still requires an excess bandwidth of 15 to 100 percent as compared to the Nyquist bandwidth, which can be achieved by the minimum bandwidth PRS [2]. It's thus natural to try to combine the merits of PRS and TCM altogether, i.e., to achieve an attractive coding gain with the signal spectrum confined within the Nyquist bandwidth. Recently, very much attention has been paid to this direction. Wolf et al. [6] and Calderbank et al. [7] designed trellis codes over binary partial response channels by introducing redundancy in time, where Ketchum [SI and Forney et al. [9] considered a quite different approach of trellis coding for multi-level PRS with expanded signal sets. The coding scheme considered here in this paper is basically the one proposed by Ketchum [SI, and will be refered to as trellis-coded partial response signaling (TCPRS) hereafter.
The earlier reports in the literature concluded that exhaustive search for good codes for TCPRS is necessary, and was partially done by Ketchum [SI by assuming the all-zero code sequence is transmitted. Unfortunately, TCPRS is irregular [IO] such that the free distance can not be found this way. In fact, the free distances of the previously reported codes [SI is actually smaller. After the formulation of the code search problem , we provide two powerful theorems at section 4 for precoded TCPRS that reduce the problem of searching for good codes for TCPRS to that of searching for good codes for TCM [5] over memoryless channels. From these two theorems a class of good codes is found. The free distance of these good codes is verified by the generalized transfer function technique [ll] , and the asymptotic coding gain is found to be limited to 4 dB. We also show in section 4 that the distance structure of TCPRS is dominated by the TCM code used, instead of by the channel memory. Hence the quasi-catastrophic [9] nature of uncoded PRS is not inherited by TCPRS. In section 5 the coding gain at moderate signal to noise ratio is discussed , and finally the conclusion is given in section 5. To minimize the error probability of a PRS, maximum likelihood sequence estimation is employed. The asymptotic performance of a PRS at high SNR is determined by the squared free Euclidean distance (ED). It is well known that some PRS schemes, e.g., 1 + D2n+1 and 1 -D", have the same ratio of squared free distance over signal energy as memoryless PAM [4] , and thus the same asymptotic performance.
In practice the performance of a PRS scheme is degraded by its quasi-catastrophic nature and error propagation in the trellis. A trellis is quasi-catastrophic [9] if the free distance occurs at some error events of infinite duration. The catastrophic nature of a PRS will make the effective free distance smaller than its free distance, since a practical Viterbi decoder processes the received signal in finite delay. The error propagation is a side product of the quasi-catastrophic trellis, since error events of such a trellis can be very long and cause a long string of errors in the decoded output. Precoding technique can be used to eliminate the error propogation [4,9], but the trellis remains quasi-catastrophic.
System model of TCPRS
The discrete model of a TCPRS system is depicted in Figure 1 . With an input alphabet of size 2", the convolutional encoder and signal mapper together generate a TCM signal selected from a 2"+'-element signal set. The TCM encoder formed by the convolutional encoder and signal mapper is essential the type proposed by Ungerboeck [5] , namely a rate m / ( m + 1) systematic convolutional encoder with feedback and a signal mapper that follows the set partitioning rule. For one dimensional modulation m can be any positive integer. For two dimensional modulations, m has to be odd so that the 2m+1 signal points form the shape of a square to fit into a QPRS channel. If the PRS is not precoded, the TCM signal goes directly to the PRS channel. If the PRS is precoded , the TCM signal is first fed into a precoder, and then to the PRS channel.
The system model and decoding process of the TCPRS system are best described by a finite-state machine (FSM) model [12] . Define the state pn of the TCM encoder as the contents of the registers of the systematic encoder at time nT, and let the input to the TCM encoder be b, at time 
if the PRS is not precoded, and if it is precoded. The state s, of the TCPRS system is then simply the Cartesian product of the state of TCM and that of PRS:
The TCPRS system is now described by the output function s n = (~n ; ~n ) .
s n + 1 = g 4 ( b n , s n ) .
g3(')1 and the state transition function g4(.),
The received signal is the additive-noise-corrupted version
where yn denotes a real or complex discrete channel signal transmitted at time interval nT, and tun is a real or complex zero mean Gaussion noise with variance No12 per dimension.
The SNR is defined as of Yn,
The receiver is a Viterbi decoder for the FSM described 907.6.2 above. Performance evaluation is then to determine the coding gain with respect to uncoded PRS or QPRS based on the SNR defined above. 
where M is 2m+' for one-dimensional TCPRS or 2(m+1)/2 for These two theorem state that a good code for TCM is also a good code for TCPRS. Exhaustive search for good TCM codes has been done [5] with relative ease because the free distance can be found by assuming the all zero sequence is transmitted. We adopt these codes for TCPRS and find the squared free distance. The result is shown in Table   1 for 1 f D PRS. The readers can see that Theorem 2 is satisfied with equality. For other PRS, we cannot find by computer search any one that Theorem 2 does not hold, but we cannot prove it. The tightness of the bounds in the two theorems suggests that the distance struture of the trellis of TCPRS is dominated by the sub-trellis contributed by the TCM encoder. The length of the error events that contribute to the free distance of TCPRS is only increased by 1 or 2 as compared to the corresponding error event in TCM. Hence the quasi-catastrophic phenomenon associated with uncoded PRS is eliminated in TCPR.S.
The asymptotic coding gain of TCPRS is defined as
where S is the signal power. Let S, be the signal power of TCM and S, be the signal power of the corresponding TCPRS. We find the relationship:
Since the increase of squared free distance of TCPRS over that of TCM is very small, and that CEi'f! 2 2, a loss in coding of at least 3 dB as compared to TCM is obvious.
For 1 f D PRS, the coding gain is 4 dB in maximum, two dB less than TCM can achieve. And if ZE; ' f: is larger than 2, the gain will further decrease . Hence the PRS that can be used for TCPRS are the one with CEi'f: = 2.
The classes of 1 + D2n+1 and 1 -D" PRS are especially recommended, since they posses a spectral null either at dc or at the Nyquist bandwidth. 
Performance at moderate SNR
The error coefficient of TCPRS is relatively small such that at moderate SNR its performance is relatively good, as we shall see in this section. The event error probability of TCPRS is bounded by the union bound 201 6 The general algorithm for calculating the free distance and error probability of a irregular trellis based on Equation 18 is proposed by Divsalar [ll] . A computer program is written in C to run on a MASSCOMP 6450 workstation. Recursive numerical algorithm for manipulating sparse matrix is employed to make the computation of large matrix possible. The squared free distance predicted by Theorem 2 and listed in Table 1 is verified by the program for short and moderate constraint length. To illustrate the performance of TCPRS at moderate SNR, the error coefficients AdfTce of 8-AM TCM and the corresponding TCPRS are listed in Table 2(a) for constraint length up to 5. The 16-QAM TCM and the corresponding TCPRS are also listed in Table 2 (b). There are two points to be noted in Table 2 . First, comparing the error coefficient of TCM and TCPRS, the latter is usually an order of magnitude smaller, and sometimes two orders of magnitude smaller, such that the degradation in receiver sensitivity is not as bad as 3 dB. Secondly, although the squared free distance of TCPRS can remain the same for several different constraint lengths, e.g. , in the 16-QAM TCPRS it remain 6 for constraint length 2, 3, and 4, the error coefficient does decrease as the constraint length increases, and thus give a modest increase in coding gain. As a rule of thumb[l3], a decrease of 16 times in error coefficient amounts to a coding gain of 1 dB at median SNR. In Figure 3 we plot the upper bound of event error probablity of 8-AM TCM and the corresponding TCPRS for constraint 4 and 5. The performance of TCPRS with respect to TCM is only 1 dB at error rate lop6 , and is even smaller at lower SNR. 
Conclusion
The code search and performance ana.lysis for TCPRS has been presented in this paper. Good TCPRS codes can be found among good TCM codes. As compared to TCM codes, this class of TCPRS codes found in this paper features a degradation of 2 to 2.5 dB at extremely high SNR, and a degradation of only 1 dB at median SNR, while the spectral behavior is improved. 
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