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Abstract
We perform dimensional reductions of recently constructed self-dual
N = 2 supersymmetric Yang-Mills theory in 2 + 2-dimensions into two-
dimensions. We show that the universal equations obtained in these di-
mensional reductions can embed supersymmetric exactly soluble systems,
such as N = 1 and N = 2 supersymmetric Korteweg-de Vries equa-
tions, N = 1 supersymmetric Liouville theory or supersymmetric Toda
theory. This is the rst supporting evidence for the conjecture that the
2 + 2-dimensional self-dual supersymmetric Yang-Mills theory generates
supersymmetric soluble systems in lower-dimensions.
1This work is supported in part by NSF grant # PHY-91-19746.
1. Introduction. In recent papers [1-5] the important connection between the N = 2 su-
perstring and self-dual Yang-Mills (SDYM) theories has been pointed out, and we have
constructed self-dual supersymmetric YM (SDSYM) theories in four-dimensional space-time
with the signature (+,+,−,−) .2 The importance of the SDYM theories [6] in such
D = 4 space-times is motivated by the conjecture [7] that all exactly soluble (bosonic)
models in lower-dimensions can be embedded into the D = 4 SDYM theory. It is there-
fore a natural expectation that supersymmetric soluble models in lower-dimensions will be
generated by the SDSYM theories in this space-time.
A typical example of exactly soluble systems is the Korteweg-de Vries (KdV) equations
[8], associated with the ane G-current (Kac-Moody) algebra, that forms a particular hier-
archy structure [8]. The supersymmetrization of these systems, called supersymmetric KdV
(SKdV) systems, has also been shown to be possible [9] with N = 1 as well as N = 2 su-
persymmetries. The recent works in Ref. [10] show that obtaining the (bosonic) KdV system
by a dimensional reduction (DR) of the SDYM theory is indeed possible, by systematically
reproducing the hierarchy structure of the KdV equations, and general embedding algorithms
have also been developed.
Another typical example of a D = 2 soluble system is Toda eld theory [11], in which
the Liouville eld equation is generalized to more general Lie algebras. It is also possible to
supersymmetrize the Toda eld theory based on what is called contragradient Lie superal-
gebra with fermionic roots, by identifying the superspace grading with the Lie superalgebra
[12].
In this paper, we take the rst step towards the DR of our SDSYM into D = 2, and
show how the system reproduces the sets of equations of these supersymmetric exactly soluble
systems of SKdV and supersymmetric Toda theories. We give two ways of dimensional reduc-
tions of D = (2, 2) SDSYM to the D = 2. It is important to note the dierences between
our two types of compactications. In the first type of compactication some components of
the original D = (2, 2) supereld strength are non-zero after the compactication. In the
second type all components of the supereld strength vanish after the compactication.
2. Dimensional Reduction of the First Type. We start with the rst type of DR of the
N = 2 SDSYM [2], and we will see how the D = 2, N = 2 SKdV equations are embedded.
The D = (2, 2), N = 2 SDSYM has the elds (Aa
I , λ˜ •
αi
I , T I)3 with the eld equations [2-5]
2We use the notation D = (t, s) for D-dimensional space-time with t-time and s-space. When the
signature is not important, we also use the expression D = 4, etc.
3We adopt the same index notation as in Refs. [2-5]. For example, for the D = (2, 2) vectorial indices


















I = 0 , (2.2)
2 T I − f IJK(λ˜ iJ λ˜ iK) = 0 , (2.3)
where i, j,  = 1, 2 are for the 2 -representation of Sp(1) raised and lowered by ij and

ij
, while I, J,  are for the adjoint representation for the Yang-Mills gauge group, which
we usually suppress from now on. The λ˜ •
αi
I is the anti-chiral Majorana-Weyl (MW) spinor
gaugino eld, and T I is a real scalar eld in the adjoint representation. The derivative ra
is gauge covariant.
Even without supersymmetry, the possible DR of the system is not unique by any means,
because there can be many options of appropriate coordinates, as well as gauge-xings. One
of the convenient choices [6] is the following, where the metric tensor is
(ηab) =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 . (2.4)
We call this set of coordinates (z, x, y, t), and we regard the coordinates (x, t) as the nal
D = 2 dimensions, into which we perform the DR. We can now easily see that the self-duality
(SD) condition (2.1) is
Fxt = 0 , (2.5)
Fyz = 0 , (2.6)
Fzx = Fty , (2.7)
when zxyt = +1. Eq. (2.5) implies that the YM gauge elds Ax and At in D = 2 should
be pure gauge, namely they can be completely gauged away! Therefore we can impose the
conditions
Ax = At = 0 . (2.8)
If we further require the independence of all the quantities on the y and z -coordinates
[13], eq. (2.6) and (2.7) respectively imply that
bdP,Bce = 0 , (2.9)
•
P +B0 = 0 , (2.10)
3
where P  Ay, B  Az, and their prime and dot denote respectively the derivatives
∂x  ∂/∂x and ∂t  ∂/∂t.
We next show the signicance of the gaugino eld equation (2.2). A convenient repre-
sentation for the σ -matrices is the frame where the Γ5 is diagonalized [2]. In accord also
with our choice of coordinates, we nd the corresponding explicit σ -matrices
σx = 1p
2





, σz = 1p
2












, σt = 1p
2





σ˜ x = 1p
2





, σ˜ z = 1p
2





σ˜ y = 1p
2




, σ˜ t = 1p
2






where σ1,    , σ4 and σ˜ 1,    , σ˜ 4 are the σ -matrices in the metric diag. (+,+,−,−) in
the representation diagonalizing Γ5 [2,5]. Since the λ˜ •α i is a MW spinor, its second com-










the gaugino eld equation (2.2) yields the two equations
•
ψ i = χi
0 , (2.14)
bdP, χi ce+ bdB,ψi ce = 0 . (2.15)
Finally performing the DR for (2.3), we get
bdB, T 0 ce+ bdP, •T ce+ bdψi, χ
i
ce = 0 . (2.16)
Interestingly, all the linear terms vanish, leaving only commutator terms. In summary, the
full set of eld equations is (2.9), (2.10), (2.14) - (2.16).
In the usual simple DR [13], where any dependence on the extra coordinates is suppressed,
the original maximal supersymmetry is to be preserved. In our system, the starting N = 2
supersymmetry is expected to yield the N = (8, 8) supersymmetry in D = 2. We
see that this is indeed the case, by inspecting the DR of the supertranslation rules. Our
D = (2, 2), N = 2 supertranslation rules are4





σ˜ aσb − σ˜ bσa
)
˜ iFab − iσ˜ airaT . (2.17)
4Our normalization for the gaugino is different from Ref. [2] to simplify the DR.
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2(βiψi) , δB =
p
2(βiχi) ,
δψi = −β˜ iP 0 − α˜ i •P +
p
2βiT 0 ,
δχi = α˜ i
•





δT = −(α˜ iχi)− (β˜ iψi) ,
(2.18)





i) , βi  − ip2(
1
i − 2i) ,


















i -parameter is to be put to zero,
and it disappears in the rule (2.18), in accord with our gauge condition (2.8). This is because
the D = 4 supertranslation gives αi -parameter in δAx and δAt. It is not dicult to
conrm the consistency of the above-obtained eld equations (2.9) - (2.11), (2.14) - (2.16)
under supersymmetry (2.18).
We now come to the embedding of N = 2 SKdV equations in the above DR, as an
example of soluble system. For this purpose, we start with an Abelian SDSYM, which is
the simplest known embedding for the N = 2 SKdV equations, as described in Ref. [14].
Accordingly all the commutators disappear, simplifying the computations. Eventually we
have found the following identications are consistent for the lowest flow of N = 2 SKdV:
P  u ,
B  u00 + 3u2 + 3ξiξi 0 + (a+ 1)w0 2 + (a− 2)ww00 − 3auw2 − 3aijwξiξj ,
ψi  ξi 0 ,
χi  −ξ000i + 3(uξi)0 + 3a(w2ξi)0 + ij [(a+ 2)(wξj 0)0 + (a− 1)(w0ξj)0g .
(2.20)
At this stage, the original Sp(1) symmetry has been lost, and all the repeated indices
i, j,  = 1, 2 are now contracted by δij instead of ij.
We can easily conrm that eq. (2.10) yields
•
u= − u000 + 6uu0 − 3ξiξi 00 − 3aw0w00 − (a− 2)ww000










− ξi 000 + 3(uξi)0 + 3a(w2ξi)0
+ 
ij





which has overall extra derivatives of ∂x, compared with the standard N = 2 SKdV




u(x, t) = 0 , lim
jxj!1
ξi(x, t) = 0 , limjxj!1
w(x, t) = 0 , (2.23)
at any arbitrary time t. The general solution to (2.22) has the form
•









where Xi(t) is an arbitrary function only of t. However, such a function is excluded by
the boundary condition (2.23). Thus (2.22) uniquely yields the fermionic equation in the
N = 2 SKdV system [9].
The standard w -equation in the N = 2 SKdV is derived by taking the supertranslations
of the above eld equations. The supertranslation rules are obtained from (2.18) with











δξi = ijju+ iw
0 ,
(2.26)







similarly for δw0 with extra overall x -derivatives. However, these derivatives are integrated
with no room for arbitrary x -independent functions, again due to the boundary condition
(2.23). These supertranslations are valid on-shell, namely we have used the eld equations
(2.21) and (2.24). The w -equation obtained by applying (2.26) to (2.21) and (2.24) has over-
all x -derivative, which can be excluded again by our boundary condition (2.23). Eventually
it coincides with the standard one [9]:
•






Note that our method here is easily applicable to higher flows in the N = 2 SKdV,
because the patterns of (2.10) and (2.14) are common to higher flows [9].
We mention that since the N = 2 SKdV system has the N = 1 SKdV equations as
its sub-case, the latter can be also embedded in the above system. This is seen by putting
w(x, t) = ξ2(x, t) = 0 and ξ1(x, t)  ξ(x, t).
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3. Dimensional Reduction of the Second Type. We next give the DR of the second type,
which has more manifest supersymmetry, embedding the N = 2 SKdV equations [9] and
N = 1 supersymmetric Toda theories [12].
In the starting D = (2, 2) SDSYM theory, the supereld FAB maintains only half of
its original components, due to the SD condition [2]. For our purpose of obtaining the su-
persymmetric Toda theories, we can truncate even more components upon the DR. Actually
this is possible consistently, if we truncate all of its components in D = (2, 2). To see this
is consistent with our starting N = 2 SDSYM theory, we review its D = 4 constraints
[2-5], which are



















Fαi βj = 2CαβijT ,
r˜ •
αi
T = −λ˜ •
αi
























For the present DR, we impose the condition5
λ˜ •
αi
= 0 , T = 0 , (3.2)
Accordingly, the equations Fxy = Fxz = Fyz = Fyt = Fzt = 0 are satised, and we are
left with the purely D = 2 superelds Fxt = 0, Fαx = 0, Fαt = 0. This amounts to the
requirement of the D = 2 superspace constraints
FAB = 0 , (3.3)
with the superspace indices A, B, , satisfying the Bianchi identities in a trivial way:
rbdAFBC) − TbdABjDFDjC)  0 . (3.4)
Once this DR has been understood, it is straightforward to apply it to the N = 2 SKdV.
For example, we choose FAB to be Abelian in the N = (2, 0) superspace with the super-
coordinates (ZM) = (x, t, θ1, θ2), and





, (i, j,  = 1, 2) ,
rx  12fr1, r1g =
1
2
fr2, r2g = ∂
∂x
+ Ax , rt  ∂
∂t
+ At , Fθiθj = 0 ,
(3.5)
5By this choice, we are off the original Wess-Zumino gauge, but this simplifies the system compared with
the first type DR.
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where the  is a bosonic supereld expanded as
(x, t, θ1, θ2) = w(x, t) + θ1ξ1(x, t) + θ
2ξ2(x, t) + θ
2θ1u(x, t) . (3.6)
As before, this supereld satises the usual boundary condition
lim
jxj!1
(x, t, θ1, θ2) = 0 (3.7)
at any arbitrary t. Even though this condition seems rather articial, it can be interpreted
as a sort of \gauge-xing". As a matter of fact, we see that the system (3.3) - (3.5) is
invariant under the \gauge" transformation
δ = X(t) , (3.8)
where X(t) is an arbitrary function only of t, independent of x or θi, satisfying
DiX(t) = 0 . (3.9)
This interpretation is peculiar to the DR of the second type, which was not clear in the rst
type.
It is easily seen that (3.5) implies
Ax = 
0 , (3.10)
while if we identify
At = −000 + 3(D1D2)0 + 12(a− 1)(D1D2
2)0 + 3a20 , (3.11)



















If we impose the condition Fθit = 0, we get
•
= −000 + 3(D1D2)0 + 12(a− 1)(D1D2
2)0 + 3a20 + Y (t) , (3.14)
where Y (t) is an arbitrary scalar function independent of x or θi, satisfying DiY (t) = 0.
However, such a function is again excluded by our boundary condition (3.7), or to put it
dierently, it is just a \gauge" freedom to be removed. Eventually we get the unique equation
•
= −000 + 3(D1D2)0 + 12(a− 1)(D1D2
2)0 + 3a20 . (3.15)
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The constant a is to be a = −2, 1 or 4 for the equations to be exactly soluble [9]. The
only remaining condition Fxt = 0 is now automatically satised under (3.15).
As in the DR of the rst type, we can obtain also the N = 1 SKdV as a sub-case by
truncation. Compared with the N = 1 SKdV in the previous section, this system is much
simpler and its supersymmetry is manifest. Even though other components in the original
eld strength such as Fyt etc. disappear in the nal system, they still satisfy the original
SD condition (2.1), as the most trivial solution.
The above system (3.3) has more applications. The N = (1, 1) supersymmetric Liouville
equation [15] is one of such good examples. We rst put the supergauge potential [12,15]
Aθ = 2β(D)L0 +G− , Aθ˜ = −eβΦG+ , (3.16)
where the generators L’s and G’s are those of the Lie superalgebra OSp(1, 2), satisfying
bdL0 , Lce = L , bdL+ , L−ce = 2L0 ,
bdL0 , Gce = 12G , bdL , Gce = G ,
fG+ , G−g = 2L0 , fG , Gg = 2L .
(3.17)
The  is a scalar supereld, and D2 = ∂z, D˜
2 = ∂z˜ , fD, D˜g = 0.
Inserting these into the equation F
θθ˜







L0 = 0 , (3.18)
which yields nothing else than the usual supersymmetric Liouville equation [15], after iden-
tifying the grading in Lie superalgebra with the D = 2 space-time supersymmetry as usual
[12]. Other components Fzθ = 0, Fzθ˜ = 0 and Fab = 0 are easily satised by
rz  ∂z + Az  r2 , r˜ z˜  ∂z˜ + Az˜  r˜2 ,
r  D + Aθ , r˜  D˜ + Aθ˜ .
(3.19)
The case of N = 1 supersymmetric Toda theory works in a similar way for what is
called the almost simple contragradient Lie superalgebra with pure fermionic root system
[12]. Choose its Cartan-Weyl-type bases satisfying
bdH , Hce = 0 , bdH , ei ce = αiei , bde+i , e−j g = δijαi H , (3.20)
where αi are as usual the simple roots, and H is an r -vector in the Cartan subalgebra of
rank r, which coincides with the rank of the Cartan matrix aij = αi αj . The H is always
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bosonic, while ei are either bosonic or fermionic. Now we can introduce a real supereld
 in the r -dimensional representation, and put








exp(βαi  )e−i .
(3.21)
Insertion of these into the supereld equation F
θθ˜
= 0 produces the N = 1 supersymmetric





αi exp(βαi  ) = 0 . (3.22)
Here F is for the fermionic grading indices F  f1, 2, , rg. Other components in FAB = 0 also
vanish under (3.19).
We can take a similar procedure for N = 2 supersymmetric Toda eld theory [12], but
we skip it in this Letter, because its pattern is essentially the same, while it costs more space
for notational arrangements.
4. Concluding Remarks. In this Letter we have shown that the SDSYM theory in D =
(2, 2) [2-5] can embed soluble systems in D = 2 after appropriate DRs. As typical
examples, we gave the cases of N = 2 SKdV, N = 1 supersymmetric Liouville equations
and N = 1 supersymmetric Toda gauge theories. We gave the N = 2 SKdV as an example
of our DR of the rst type, while the others for the DR of the second type.
The DR schemes we have given in this Letter are by no means the most general ones. We
can perform an alternative scheme, where the Ax and At are not gauged away. We stress
that the examples we gave form only a small subset of a much wider class of supersymmetric
soluble systems, that are generated by the D = (2, 2) SDSYM theories. For example, we
could have embedded the SKdV in the non-Abelian SL(n) group [5] in the SDSYM.
The SKdV and supersymmetric Toda theories are just examples of our embedding, and
we stress the importance of our results (2.9), (2.10), (2.14) - (2.16) for the DR of the rst type,
which are most likely to have more applications in the future, because they can potentially
generate other exactly soluble models. We also emphasize the point we have made about the
superspace eld equation FAB = 0 (3.3) that can embed the N = 2 (and N = 1 as its
sub-case) SKdV equations, which has never been presented in the literature to our knowledge.
We have started with the D = (2, 2), N = 2 SDSYM theory. However, we can go further
to the N = 4 extended SDSYM theories in D = (2, 2), as constructed in our recent paper
[4]. We can apply similar DR rules, which create N = 4 heterotic supersymmetric soluble
10
systems in D = 2. It is also interesting to notice that the SDSG theories are supposed to
generate the W1 -algebra in D = 2 [16]. The exact solutions for the coupled system of
SDSYM + SDSG given in a recent paper [17] may have interesting signicance related to
compactications.
The master supereld equation FAB = 0 (3.3) indicates a relation to topological eld
theory, and to the Chern-Simons theory [18] in D = 3. This is because the supereld strength
vanishes, and the only observables in such a system are super-Wilson loop integrals, e.g., for











(dx− dθiθi)0 + dθiDi
+
(







If the supereld equation (3.15) is used, the integrand is exact:
∮
d. Moreover, a simple
consideration of DR gives the link between D = 3 supersymmetric Chern-Simons (SCS)
theory [19] and the D = 4 SDSYM. These viewpoints strongly support the idea of a close
relationship between the D = 2 supersymmetric soluble systems and the D = 3 SCS
theory.
Once our DR rules have been established, there are many applications. One good example
is to seek the corresponding four-dimensional signicance for the conserved charges in two-
dimensional soluble systems [6-8,10]. The fact that the N = 2 SKdV system is described
by pure gauge supereld strength suggests the close relationship between supersymmetric
integrability in D = 2 and supersymmetric SD in D = 4.
The N = 2 SDSYM theory is the maximal one in D = (2, 2) due to the barrier
described in Ref. [5] beyond N = 2, unless we introduce propagating multiplier elds [5,20].
It is likely that there is also a similar barrier for extended supersymmetric soluble systems
in D = 2. In the case of SDSG, the barrier exists between N = 4 and larger N . We
can nd a good example about corresponding barriers (after DR) in the D = 2 extended
superconformal theories, that exists only up to N = 4 due to the involvement of conformal
compensators [21], indicating the obstruction for nding soluble (free eld) systems beyond
N = 4 in D = 2.
6The combination (dx− dθiθi) is needed to comply with dZMAM = dZMEM BAB.
11
References
[1] H. Ooguri and C. Vafa, Mod. Phys. Lett. A5 (1990) 1389; Nucl. Phys. B361 (1991) 469;
ibid. 367 (1991) 83; H. Nishino and S.J. Gates, Jr., Maryland preprint, UMDEPP 92{137
(Jan. 1992), to appear in Mod. Phys. Lett.
[2] S.V. Ketov, S.J. Gates and H. Nishino, Maryland preprint, UMDEPP 92{163 (February
1992).
[3] H. Nishino, S. J. Gates, Jr. and S. V. Ketov, Maryland preprint, UMDEPP 92{171
(February 1992).
[4] S. J. Gates, Jr., H. Nishino and S. V. Ketov, Maryland preprint, UMDEPP 92{187 (March
1992), to appear in Phys. Lett.B.
[5] S.J. Ketov, H. Nishino and S.J. Gates, Jr., Maryland preprint, UMDEPP 92{211 (June
1992), to appear in Nucl. Phys. B.
[6] A.A. Belavin, A. M. Polyakov, A. Schwartz and Y. Tyupkin, Phys. Lett. 59B (1975) 85;
R.S. Ward, Phys. Lett. 61B (1977) 81; M.F. Atiyah and R.S. Ward, Comm. Math. Phys. 55
(1977) 117; E.F. Corrigan, D.B. Fairlie, R.C. Yates and P. Goddard, Comm. Math. Phys. 58
(1978) 223; E. Witten, Phys. Rev. Lett. 38 (1977) 121; A.N. Leznov and M.V. Saveliev,
Comm. Math. Phys. 74 (1980) 111; L. Mason and G. Sparling, Phys. Lett. 137B (1989)
29; I. Bakas and D.A. Depireux, Mod. Phys. Lett. A6 (1991) 399; ibid. 1561; 2351.
[7] M. F. Atiyah, unpublished; R. S. Ward, Phil. Trans. Roy. Lond. A315 (1985) 451; N. J.
Hitchin, Proc. Lond. Math. Soc. 55 (1987) 59.
[8] G. Segal and G. Wilson, Publ. Math. IHES 61 (1985) 5; V.G. Drinfeld and V.V. Sokolov,
Sov. Math. Dokl. 23 (1981) 457; Jour. Sov. Math. 30 (1985) 1975; For a review see
Yu.I. Manin, J. Sov. Math. 11 (1979) 1.
[9] Yu.I. Manin and & A.O. Radul, Comm. Math. Phys. 98 (1985) 65; P. Mathieu, Jour. Math.
Phys. 29 (1988) 2499; C.A. Laberge and P. Mathieu, Phys. Lett. 215B (1988) 718; T. In-
ami and H. Kanno, YITP-Kyoto preprint YITP/K-929 (July 1991).
[10] l.J. Mason and G.A.J. Sparling, Phys. Lett. 137B (1989) 29; L.J. Mason, Twist. Newslett. 30
(1990) 14; I. Bakas and D. Depireux, Maryland preprints, UMDEPP 91{088 UMD-PP
91-111 (Nov. 1991).
[11] A.V. Mijailov, JETP Lett. 30 (1980) 414; A.N. Lezanov and M.V. Saveliev, Lett. Math. Phys.
3 (1979) 489; C.A. Bulgadaev, Phys. Lett. 96B (1980) 151; V.A. Fateev and A.B. Zamolod-
chikov, Int. Jour. Mod. Phys. 5 (1990) 1025; T. Eguchi and S.K. Yang, Phys. Lett. 224B
(1989) 373; T.J. Hollowood and P. Manseld, Phys. Lett. 226B (1989) 73.
[12] L.A. Leites, M.V. Saveliev and V.V. Serpukgov, \Embeddings of of OSp(N/2) and Asso-
12
ciated Non-linear Supersymmetric Equations", in Proc. Third Yurmala Seminar (USSR
22-24 May 1985); M.A. Olshanetsky, Comm. Math. Phys. 88 (1983) 63; J. Evans and
T. Hollowood, Nucl. Phys. B352 (1991) 723.
[13] J. Scherk and J.H. Schwarz, Nucl. Phys. B153 (1979) 61.
[14] A. Das and C.A.P. Galv~ao, Rochester preprint, UR-1274, ER-40425-260 (1992).
[15] See, e.g., J.F. Arris, Nucl. Phys. B212 (1983) 151, ibid. 218B (1983) 309; H.C. Liao and
P. Manseld, Nucl. Phys. B344 (1990) 696.
[16] Q.-H. Park, Cambridge preprint, DAMTP R-91/12 (Oct. 1991).
[17] H. Nishino, Maryland preprint, UMDEPP 93{52 (Sept. 1992).
[18] A. Schwarz, Lett. Math. Phys. 2 (1978) 247; W. Siegel, Nucl. Phys. B156 (1979) 135;
J. Schonfeld, Nucl. Phys. B185 (1981) 157; R. Jackiw and S. Templeton, Phys. Rev. D23
(1981) 2291; C.R. Hagen, Ann. of Phys. 157 (1984) 342; Phys. Rev. D31 (1985) 331; E.
Witten, Comm. Math. Phys. 121 (1989) 351.
[19] S.J. Gates, M.T. Grisaru, M. Rocek and W. Siegel, \Superspace", (Benjamin/Cummings,
Reading MA, 1983), page 27; H. Nishino and S.J. Gates, Maryland preprint, UMDEPP
92{060, to appear in Int. Jour. Mod. Phys.
[20] W. Siegel, Stony Brook preprint, ITP-SB-92-24 (May, 1992).
[21] E. Bergshoe, H. Nishino and E. Sezgin, Phys. Lett. 185B (1987) 167.
13
