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ABSTRACT
Motion planning and controller design are essential in many autonomous appli-
cations, such as self-driving cars, surveillance with drones, and assistive robotics
for home or medical applications. In these areas, the dynamical systems can be
characterized as cyber-physical systems, in which the physical parts can be mod-
eled by differential equations in continuous time, while digital computers are used
to perform discrete state sampling and control updates. However, many existing
frameworks were developed solely for the cyber part of the system. Ignoring con-
tinuous phenomena during discrete-time implementation could render undesired
and even unsafe behavior. In this dissertation, I developed a motion planning and
control framework for safety-critical systems to satisfy spatial and temporal con-
v
straints under a zeroth-order hold control implementation.
In the first part of the dissertation, I introduce a self-triggered controller, with
control barrier functions constraints for safety and control Lyapunov functions
constraints for stability. The controls are generated by solving quadratic programs
sequentially over time. Instead of using a periodic control mechanism, where the
controls are updated at a constant rate, I proactively calculate the next update time
instant, given the constraints, to ensure continuous-time safety and stability.
In the second part of the dissertation, I introduce a correct-by-construction con-
trol synthesis framework where the system is required to satisfy Signal Temporal
Logic formulas. I utilize the lower bounds of the control barrier functions and the
predicate functions over a time interval to ensure continuous-time satisfaction of a
formula.
The focus of the third part of the dissertation is a sampling-based motion plan-
ner. The motion planner is based on Rapidly-exploring Random Trees. I introduce
a function that generates collision-free trajectories and controls on-the-fly to avoid
separate collision checks during edge extensions. The developed motion planner
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Motion planning and controls are essential for autonomous systems, which in-
volve control synthesis and trajectory planning under mission specifications. As
an embedded systems and onboard computers become widely available in cyber-
physical applications, many computations and sensing can be achieved onboard,
which directly to reduce latency and interference in communications. While the
physical phenomenon of the system can be captured through differential equa-
tions, it is not automatically ensured that the desired mission objective and safety
properties can be maintained when the control actions and sensings are in dis-
crete time. Besides, the onboard digital systems are often constrained in resources
such as battery life and computation power, which means frequent computation
and control updates are not favored. Therefore, the ability to design and imple-
ment controllers and motion planners become critical for systems that have both
spatial and temporal constraints. In a robot manipulator application, the safety
requirement could be ensuring the robotic arm never exits the safe regions. In ad-
dition, mission requirements could include time constraints. For example, a drone
surveillance mission require the autonomous agent to visit regions of interest with
logical orders with deadlines for each task, while always avoiding unsafe regions.
In this dissertation, we establish an optimization-based framework for both con-
trol and motion planning problems for safety-critical systems, such that the system
satisfies mission specifications with both spatial and temporal requirements.
2
1.2 RELATED WORK
1.2.1 Control Barrier Functions
Control Barrier Functions (CBFs), first introduced in (Wieland & Allgöwer, 2007)),
are related to Control Lyapunov Functions (CLF). But, instead of stability, they
guarantee that the trajectories of a system remain in a pre-defined forward invari-
ant set, i.e., if the state trajectory starts within the set, it will never leave the set.
This property can be used to satisfy safety requirements in a feedback controller.
There are various forms of CBFs for systems with relative degree one, such as Re-
ℎ 𝑥 < 0
ℎ 𝑥 > 0
𝑥(𝑡!)
𝑥(𝑡)
Figure 1.1: State trajectory x(t) is Forward Invariant in a set defined
by h(x)
ciprocal CBF (Ames et al., 2014b) and Zeroing CBF (Xu et al., 2016). CBFs have
been extended to Exponential CBFs (Nguyen & Sreenath, 2016) and High Order
CBF (HOCBF) (Xiao & Belta, 2019a) for systems with a relative degree higher than
one. A discrete version of CBF is introduced in (Agrawal & Sreenath, 2017), but
safety sets can only be defined with functions that are linear in terms of states.
Recently, there are more works focus on developing CBFs on stochastic systems
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(Clark, 2020),(Santoyo et al., 2019) and (Takano et al., 2018).
Considerable works have been done on generating control strategies for safety
critical systems using CBFs. A popular formulation is to combine CBFs and Con-
trol Lyapunov Functions (CLFs) in a Quadratic Program (QP) where the CBF en-
sures the safety and the CLF provides stability. This approach has been success-
fully applied to applications such as adaptive cruise control (Ames et al., 2014b),
bipedal robot walking (Hsu et al., 2015), and swarm control (Borrmann et al., 2015).
The work has also extended to a learning-based controller (Wang et al., 2018),
where system dynamics is modeled as a Gaussian process. The CBFs are used to
limit the sampling space during the learning process. The initial sampling region
is restrictive since the dynamics are mostly "unknown." The sampling region then
gradually increases as the confidence interval increases. The QP based formulation
works well when the desired equilibrium point is well-defined, and there exists a
feasible control sequence for the given problem. Under certain conditions, how-
ever, the QP may be infeasible due to the environment or dynamical constraints.
Work has also been done, in Herbert et al. (2017), in designing a safe controller
that follows a pre-planned path but does not include a path-planner that explic-
itly explores the environment, and therefore it could lead to infeasibility in finding
a solution. Some techniques aim to solve this problem by introducing relaxation
variables for CLF constraints (known as a soft constraint) while minimizing a cost
function. The reasoning is always to ensure the satisfaction of the CBF constraints
(known as a hard constraint) for safety while maintaining stability as much as pos-
sible.
A typical CBF formulation involves a continuous-time system and results in a
Quadratic Program (QP) that needs to be solved at every control update. For real-
4
world systems with discrete-time updates, the computed controls are applied in a
zeroth-order hold manner. The QP assumes the initial state for the QP is within
the interior of an invariant set Int(C), i.e., x[tk] ∈ Int(C). We use square brackets
to emphasize the control u[tk] and state x[tk] are obtained at a time instant tk. The
control u ∈ U is bounded and the QP is solved at discrete time points. The CBF and
CLF constraints are used to enforce safety and stability, respectively. The solution











Figure 1.2: The Quadratic Program is solved at the beginning of each
discrete period, and then held constant until the new update.
of the QP, i.e., u, only guarantees that CBF and CLF constraints are satisfied at
those sampling instances, and these constraints might not hold true in between
the two control updates. (Ghaffari et al., 2018),(Yang et al., 2019). A naive way to
approach the problem is to solve the QPs infinitely often, such that all time points
guarantee to satisfy the constraints. But this approach is infeasible in terms of
limited computational power and update frequency of the physical actuators. One
method to address this problem is to use a self-triggered controller, which will be
introduced in a later section.
Recently, CBFs have been widely used in the context of machine learning. In
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(Chen et al., 2017), the authors combine a machine learning framework with gaus-
sian process as part of the dynamics and use CBFs to synthesize the controller
with provable safety. The algorithm is demonstrated in an application with truck
lateral control. Furthermore, authors in (Cheng et al., 2019) combine model-free
Reinforcement Learning (RL) based controller with a model-based CBF controller
for an unknown system dynamics. The CBF is used to ensure safety and guide
the learning process during the exploration phase in the RL. A similar approach
can also be found in (Li et al., 2019), where an Automata-guided learning frame-
work is used in conjunction with the CBF controller to prevent unsafe actions in
humanoid robots. Note, many existing works assume a well-known transition
system exits and can be utilized directly to obtain CBFs. In reality, it is not the
case given the noisy environment and physical wearing off on the robot itself. A
different approach is explored in (Wang et al., 2018) to accommodate model un-
certainty, where the system dynamics of a quadcopter is modeled as a Gaussian
Process (GP). The controller is learned over time through sampling in regions that
are judged sufficiently safe and expands the barrier certified safe regions and can
be used for online learning.
1.2.2 Self-triggered and Event-triggered Control
In contrast to standard periodic control with regular updates, an event-triggered
and self-triggered control mechanism can be used to determine the exact sampling
and control update instances in a feedback control scenario. The princile is widely
used in cyber-physical systems. The significant advantages of self-triggered and
event-triggered control include: 1. maintaining safety and convergence properties
2. reducing actuation and sensor updates to wear out of the physical plants 3.
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reducing computation requirements that free up resources for other tasks.
Self-triggered controllers are proactive and consist of two parts. First, a de-
signed feedback controller computes the control input at a given time instance.
Second, it determines the next controller update time instance based on the cur-
rent state and control objective. On the other hand, an event-triggered controller is
reactive and only performs updates and samplings when pre-defined conditions
are met (e.g., an error threshold). Self-triggered control was introduced in (Velasco
et al., 2003), and related works include (Mazo & Tabuada, 2009), (Mazo Jr et al.,
2010),(Wang & Lemmon, 2009) and (Anta & Tabuada, 2010). The event-triggered
control have also been extensively researched in (Wu et al., 2014), (Heemels et al.,
2012),(Donkers & Heemels, 2011) and (Girard, 2014).
The ability to reduce unnecessary computation is essential in network controls,
where multiple plants are involved. In this type of application, energy consump-
tion is directly related to the frequency of information capturing and data trans-
mission. The overall goal is to maintain the same level of control performance
while reducing energy consumption as much as possible.
An example usage is in a network of sensors and actuators. The authors utilize
event-triggered strategy (Mazo & Tabuada, 2008) to determine when to perform
transmission and self-triggered strategy to determine the time in which sensing
nodes need to sleep before collecting and transmitting new measurements. A sim-
ilar self-triggered control strategy is used in (Akashi et al., 2018), but with perfor-
mance that is captured by a quadratic cost function.
Another field of applications with self-triggered and event-triggered controls
are in multi-robots formation. Similar to the networked control problems, multi-
robot formation control also relies heavily on efficient communication. In (Yi et al.,
7
2018), authors propose event-triggered control laws to solve the average consen-
sus problem for multi-agent systems that have linear dynamics. Self-triggered for-
mation control for non-holonomic robots is also explored in (Santos et al., 2019),
where a Lyapunov-based controller is designed. The controller guarantees asymp-
totic stability and can be used in both centralized and decentralized fashion.
1.2.3 Temporal Logic Guided Motion Planning
Temporal Logic (TL) has originated from formal methods (Baier & Katoen, 2008)
for system verification. In recent years, it has been used to describe specifications
for a variety of system behaviors, as attested by the proliferation of many differ-
ent specialized languages (such as Linear Temporal Logic (Pnueli, 1977), Compu-
tation Tree Logic (Clarke & Emerson, 1981) and Time Window Temporal Logic
(Vasile et al., 2017). For applications that require to define propositions over real-
valued signals with bounded time constraints, Signal Temporal Logic (STL) (Maler
& Nickovic, 2004) and Metric Temporal Logic (MTL) (Koymans, 1990) are intro-
duced.
The idea of controlling mobile robots to satisfy complicated tasks with Linear
Temporal Logic (LTL) was first introduced in (Fainekos et al., 2005). The objec-
tive is to extend a simple mission specifications, such as reaching an area, while
avoiding obstacles, to specification with sequencing and temporal operators. The
temporal logic can specify mission specifications in robot motion planning. For
example, the natural language version of a surveillance task could be "visit region
π infinitely often." The equivalence of the LTL is GFπ, i.e., always eventually π.
The LTL can also specify sequencing, such that we can ensure robots visit differ-
ent regions in order. For example, consider the following mission specification:
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"robot visits region π1, π2 and π3 sequentially". The equivalence of the LTL for-
mula is F(π1 ∧ F(π2 ∧ Fπ3)). Once we have the LTL formula, it can be converted
to the equivalent automata for model checking (Belta et al., 2017b). In summary,
the automata-based motion planning consists of the following parts: 1. Perform
workspace abstraction to generate discrete polygons (Van Kreveld et al., 2000). 2.
Perform model checking using automata and generate a discrete plan that satisfies
the LTL formula. 3. Generate low-level controls for autonomous agents given the
discrete plan (Belta & Habets, 2004), (Conner et al., 2003), (Habets & Van Schup-
pen, 2004). It is not difficult to observe the abstraction plays an important role, as
the complexity of solving a discrete plan scales exponentially with respect to the
number of polygons within a workspace. In addition to the automata-based ap-
proach, the author in (Shoukry et al., 2017) utilizes Satisfiability Modulo Theories
(SMC) to verify the discrete plans. However, this method also requires workspace
abstraction for generating a discrete plan.
A Quadratic Program (QP) based approach is developed to avoid performing
state abstraction, while still satisfying constraints. In (Srinivasan & Coogan, 2019),
the CBFs are encoded based on Linear Temporal Logic constraint, which later is
added into a QP based controller. In contrast to the approaches above, these ap-
proaches do not require abstraction on the state space or system dynamics.
Another TL based motion plannings utilize STL, where specific time bounds
are associated with each temporal operator. In Figure 1.3, it shows an example of
signal x(t) satisfies STL G[0,5]x(t) ≤ 2 ∧ x(t) ≥ −2 because the signal never exits
the bounds from STL constraint ∀t ∈ [0, 5]. For the demonstration of eventually
operator (Figure 1.4), the signal x(t) reaches and go beyond x = 1.5 between t = 2




𝑡 = 0 𝑡 = 5
𝑥=2
𝑥=-2
𝐺 !,# 𝑥 𝑡 < 2 ∧ 𝑥 𝑡 > −2
Figure 1.3: Always G Temporal Operator Example
the robustness function of a formula into the constraints of a Mixed Integer Pro-
gram (MIP), thus allowing for relatively efficient control synthesis (Raman et al.,
2014, 2015; Sadraddini & Belta, 2015; Liu et al., 2017). The complexity of solving
a MIP is dependent on the size of the problem. The size of the problem increases
because of the following: 1. as the length of the STL formula increase, the size
of the problem also increases. 2. The Always temporal operator requires multiple
integers in-between the defined time bounds. The number of integer variables can
quickly increase based on the sampling frequency. Therefore, an efficient encoding
method is essential to have a scale-able motion planning problem.
A different STL control synthesis strategy is introduced in (Lindemann & Di-
marogonas, 2019b), where a QP controller is used with time-dependent CBFs. By
solving and tracking each QP point-wise in time, the CBFs evolve based on both
state and time to produce controls that satisfy predicates with Eventually F and
Always G operators. Later, more works have done in (Lindemann & Dimarogo-
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Figure 1.4: Eventually F Temporal Operator Example
both works do not consider the logical OR (∨) operator; thus, the control synthesis
strategy is restricted. Moreover, the time-dependent CBFs that are used. The result
could vary widely when different variables are used. Furthermore, the work still
does not guarantee to satisfy an STL in continuous-time.
In contrast to the space robustness of STL, there is another notion of robustness
developed in (Mehdipour et al., 2019) called Arithmetic-Geometric (AGM) Mean
Robustness, which prioritize the time of satisfying a given STL specification. The
STL motion planning problem is formulated as a non-convex optimization prob-
lem and solved with a gradient ascent method. In this work, we only consider the
space robustness for encoding the STL.
1.2.4 Sampling Based Motion Planning
Sampling-based motion planning is a fundamental research topic in robotics. The
planner generates collision-free samples within the configuration space of a robot
and then connect generated samples with feasible trajectories under dynamics
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constraints and corresponding controls. In contrast to the methods above, the
sampling-based motion planning algorithms do not require workspaces abstrac-
tion and can work directly on the original configuration space. Sampling-based
methods have been shown to be effective in a wide range of problems, and have
represented a significant step forward with respect to previous methods.(Choset
et al., 2005).
In contrast to motion planning, much of the literature focuses on either high-
level path planning or lower-level control and trajectory planning. Motion plan-
ning in real-world applications often considers high-level path planning and low-
level control synthesis, given safety requirements and dynamical constraints. Sam-
pling based motion planning algorithms, such as Probabilistic Road Map (PRM)
Kavraki et al. (1994), Rapidly-exploring Random Trees (RRT) LaValle (1998), have
been widely explored and are efficient strategies for high dimensional kinematic
planning; however, these algorithms generally assume that a low-level controller
exists to generate collision-free trajectories at run time. In recent years, there has
been considerable effort to bridge the gap between path planning and control syn-
thesis by designing a controller that steer the system in between two generated ver-
tices, such as Kinodynamic RRT* (Webb & Van Den Berg, 2013), LQR-RRT* (Perez
et al., 2012) and its variants in (Goretkin et al., 2013) and (Schouwenaars et al.,
2004), however, these approaches are limited to linear systems and static environ-
ments. The CBF-RRT takes a different approach compared to the work in (Webb &
Van Den Berg, 2013), (Perez et al., 2012), and (Goretkin et al., 2013). Instead of first
generating paths with a fixed number of vertices and then treating control synthe-
sis as a two-point boundary value problem (as in Perez et al. (2012)), we generate







Figure 1.5: RRT Algorithm
planning in dynamical environments has been studied in (Adiyatov & Varol, 2017)
but requires additional re-planning when obstacles cause collisions.
1.3 CONTRIBUTION
The contributions of this dissertation is summarized as follows.
• Many of the existing controllers are developed on the continuous-time dy-
namic systems, while in-world applications, only discrete samplings and
controls are allowed due to the nature of digital computers. Therefore, the
guaranteed convergence and safety properties could fail during implementa-
tion. In the first part of the dissertation, a real-time control strategy that com-
bines self-triggered control with Control Lyapunov Functions and Control
Barrier Functions (CBF) is introduced. The controller enforces continuous-
time stability and safety by pre-computing the next update time instant given
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the current state, control objective, and safety requirements.
• One of the approaches to solve the motion planning problem with a Sig-
nal Temporal Logic (STL) specification is using Mixed-integer Programming.
The significant drawbacks of the existing implementations include I. The in-
ability to determine the appropriate sample and control update instants au-
tomatically. II. The produced state trajectories do not guarantee continuous-
time satisfaction of the STL formula due to discretization. In the second part
of the dissertation, we developed a mixed-integer based motion planner that
satisfies a continuous-time STL. We introduced a novel approach to directly
encode lower bounds of CBFs and predicates given a fixed time interval and
ensure the planner is correct-by-construction.
• The sampling-based algorithm, Rapid-exploring Random Tree (RRT), is used
in many robotic applications. However, it requires explicit collision checks
during edge extension that are expensive and conservative. The third part
of the dissertation introduces a new motion planner called CBF-RRT. We de-
velop a new function SafeSteer that utilizes CBFs to generate collision-free tra-
jectory and discrete controls during edge extension. In addition, it removes
the nearest-neighbor check to improve efficiency further to achieve the speed
to perform online planning. The CBF-RRT is demonstrated in both static and
dynamic environments.
1.4 ORGANIZATION AND HIGHLIGHTS
The dissertation is organized as follows.
Chapter 2: Preliminaries The required technical materials are introduced in
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Chapter 2. This chapter provides background knowledge on mixed-integer pro-
gramming, Linear Temporal Logic and Signal Temporal Logic.
Chapter 3: Self-triggered Control with Control Barrier Functions In Chap-
ter 3, a self-triggered controller is studied. In general, a controller has to render
safety and stability for a given system. One of the approaches to design the con-
troller is through the Control Lyapunov Function - Control Barrier Function (CLF-
CBF) framework, which results in a Quadratic Program for minimizing a quadratic
control effort criterion subject to linear convergence and obstacle avoidance con-
straints. The QP controller is solved pointwise in time, and the generated control is
then applied to the system. The major issue of the implementation appears when
the control is applied discretely using a zeroth-order hold. The constraints might
be violated if the holding period is too long, and thus fail to fulfill the safety re-
quirements. Therefore, We focus on addressing the issue. For safety, we use the
Control Barrier Function (CBF) to enforce safety and Control Lyapunov Functions
(CLF) to enforce stability. Both constraints then added to a QP and solved for opti-
mal control at a time instant. The central component of the self-triggered controller
is to track how CBFs and CLFs evolve over time under a constant control input.
Subsequently, the controller uses bounds of CBF and CLF constraints to determine
when they will be violated in the future, and perform new updates accordingly.
The approach can be implemented on similar CBF-CLF based QP controllers, e.g.,
(Ames et al., 2017),(Nguyen & Sreenath, 2016),(Wang et al., 2016).
Chapter 4: Motion Planning with Continuous-time Signal Temporal Logic
In Chapter 4, we introduce a mixed-integer program based motion planner that
satisfies continuous-time Signal Temporal Logic (STL). Our mixed-integer pro-
gram based motion planner is able to satisfy richer specifications (Belta et al.,
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2017a). STL specifications allow the composition of constraints on the states of
the system trough both logical (and, or, not) and temporal (eventually, always)
operators. Moreover, the mission requirement can be encoded using temporal
operators, such as Eventually and Always, with time constraints. For example,
a mission requirement that can be expressed in STL is "an agent eventually vis-
its region A within 5 seconds and then eventually visits region B or region C in
the next 10 seconds, while always avoiding region D". The proposed approach
is based on the previous idea of using mixed-integer encoding (Haghighi et al.,
2019),(Sadraddini & Belta, 2015). However, existing approaches only consider the
quantitative semantics in discrete-time and could be computationally expensive as
decision variables increase. In contrast to the existing approaches, we develop a
novel mixed-integer encoding method that is capable of performing non-uniform
state samplings and control updates. Most importantly, we introduce the notion
of predicate set, as well as their corresponding lower bounds with respect to time
as part of the MIP constraints. In the end, we significantly reduce the required
integers compare to the original formulation while maintaining continuous-time
satisfaction of the STL.
Chapter 5: Sampling based Motion Planning with Control Barrier Functions
In Chapter 5, we present a sampling-based motion planner called CBF-RRT
that uses CBFs to perform implicit collision avoidance in a dynamical environ-
ment. Sampling-based motion planning has been widely used in many real-world
applications, ranging from autonomous driving to aerial surveillance. Our novel
approach avoids the explicit collision checking compared to the classical sampling-
based motion plannings (LaValle, 1998),(Rodriguez et al., 2006),(Perez et al., 2012).
A Quadratic Program based controller is iteratively calculated while generating
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new state trajectory, which always results in a safe trajectory. Moreover, we re-
move the nearest neighbor checking from the traditional RRT algorithm (LaValle,
1998) to reduce computational cost. The effectiveness of CBF-RRT is tested in a
simulated environment with unicycle dynamics and is efficient enough to perform
online re-planning (Otte & Frazzoli, 2016).
Chapter 6: Conclusion The chapter summarizes all the approaches and results





As customary, we use Rn to denote the set of real numbers in n dimensions and
Z for the set of integers. We denote the Lie derivative of a continuously differen-




f(x(t)). We use £rbf h(x) to define a Lie derivative of higher order
rb with rb ≥ 0. We call a function f : Rn 7→ Rm Lipschitz continuous on Rn if there
exists a Lipshtiz constant L ∈ R+, such that ‖f(y) − f(x)‖ ≤ L‖y − x‖,∀x, y ∈ Rn.
We also denote h : Rn 7→ R, we use hrb to denote its rb-th derivative with respect to
time t.
2.2 MIXED-INTEGER PROGRAMMING
A MIP problem is an optimization problem that some of the decision variables
are restricted to be integers. The variations include Mixed-integer Linear Program
(MILP), Mixed-integer Quadratic Program (MIQP) and Mixed-integer Quadrati-
cally Constrained Program (MICQP). To solve these problem, branch-and-bound




s.t. Ax ≤ b
xi ∈ Z,∀i ∈ I
xl ≤ x ≤ xu,
(2.1)
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An MILP is formulated in (2.1), we denote x ∈ Rn to be the decision variables and I
is a non-empty subset of the set {1, . . . , n}. The x ∈ Rn is the coefficients of the cost
function, with A ∈ Rm×n and b ∈ Rm. The xl ∈ Rn and xu ∈ Rn corresponds to the
lower bounds and upper bounds on variables, respectively. A different variation




s.t. Ax ≤ b
xi ∈ Z, ∀i ∈ I
xl ≤ x ≤ xu,
(2.2)
where the cost function is a quadratic function, with Q ∈ Rn×n and q ∈ Rn. The
MIQCP has a similar form of (2.2), but with quadratic constraints.There are a wide
range of applications that model problems as MIPs, such as scheduling (Floudas &
Lin, 2005), (Chakrabarty, 2000), telecommunication networks(Camino et al., 2016),
(Gersht & Weihmayer, 1986) and robot motion plannings (Schouwenaars et al.,
2001),(Ding et al., 2011). Although the MIPs are NP-Complete, there are commer-
cially available software (Gurobi Optimization, 2018), (Manual, 1987) that include
heuristic to solve these problems in time frames that are reasonable in the context
of motion planning. In this dissertation, we only consider the MILP and the MIQP
that contain linear constraints.
2.3 LINEAR TEMPORAL LOGIC
Traditionally, the propositional logic consists negation (¬), conjunction (∧), dis-
junction (∨), implication ( =⇒ ) and equivalence ( ⇐⇒ ). LTL is an extension of
propositional logic whose semantic can be recursively defined with the following
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syntax:
φ ::= >|π|¬φ|φ1 ∧ φ2|φ1 ∨ φ2|φ1Uφ2|Fφ|Gφ|Xφ,
where > is the logical true, π is the atomic proposition. φ1 ∧ φ2 means the formula
is true if φ1 = > and φ2 = >. The φ1 ∨ φ2 is true if φ1 = > or φ2 = >. The φ1Uφ2
stands for φ2 is true at some point, while φ1 is true until that time. The Fφ means
eventually φ = > and Gφ means always φ = >. Lastly, The symbol X is next
operator and Xφ means φ = > on the next step. Formally, the LTL semantics can
be defined as
(σ, t) |= π ⇔ σ ∈ σt;
(σ, t) |= ¬φ⇔ ¬((σ, t) |= φ));
(σ, t) |= φ1 ∧ φ2 ⇔ ((σ, t) |= φ1) ∧ ((σ, t) |= φ2);
(σ, t) |= Xφ⇔ (σ, t+ 1) |= φ;
(σ, t) |= φ1Uφ2 ⇔ ∃t′ ≥ t, s.t.(σ, t′) |= φ2, (σ, t′′) |= φ1∀t′′ ∈ [t, t′);
(2.3)
where it is interpreted over suffixes of infinite words over 2Π. The linear temporal
property induced by φ is
L(φ) = {σ ∈ (2Π)ω|σ |= φ},
with L(φ) as the language of an LTL formula. More relations between Boolean and
temporal operators are shown as follows:
• Disjunction: φ1 ∨ φ2 := ¬(¬φ1 ∧ ¬φ2)
• Eventually: Fφ := >Uφ
• Always: Gφ := ¬(F¬φ)
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2.4 SIGNAL TEMPORAL LOGIC
The notion of STL robustness over real-valued signals (Fainekos & Pappas, 2009),
also known as space robustness, provides a quantitative semantics of how well a
signal satisfies a given STL formula. The syntax of STL is recursively defined as:
ϕ ::= >|µ|¬ϕ|ϕ1 ∧ ϕ2|ϕ1 ∨ ϕ2|F[a,b]ϕ|G[a,b]ϕ|ϕ1U[a,b]ϕ2
,where > is the Boolean constant true, and µ is a predicate. The temporal operator
F means eventually and G means always. We consider predicates µi of the form
µ := h(x) ≥ 0,
The Eventually temporal operator F[a,b]ϕ specifies that ϕ holds true at some time
step between [a, b]. The Always operator G[a,b]ϕ states that ϕ must holds true ∀t ∈
[a, b]. To state that a signal h satisfies a specification (formula) ϕ at time t we use
the notation x(t) |= ϕ. The STL semantics is the defined as follows:
(x, t) |= µ⇔ h(x) ≥ 0
(x, t) |= ¬µ⇔ ¬((x, t) |= µ)
(x, t) |= µ1 ∧ µ2 ⇔ (x, t) |= µ1 ∧ (x, t) |= µ2
(x, t) |= F[a,b]µ⇔ ∃t′ ∈ [t+ a, t+ b]s.t.(x, t′) |= µ
(x, t) |= G[a,b]µ⇔ ¬F[a,b](¬µ)
(x, t) |= ϕ1U[a,b]ϕ2 ⇔ ∃t′ ∈ [t+ a, t+ b]
s.t.(x, t′) |= ϕ2 ∧ ∀t′′ ∈ [t, t′], (x, t′′) |= ϕ1.
(2.4)
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All STL temporal operators have bounded time intervals in continuous time. The
horizon of an STL formula is the minumum time needed to decide its satisfaction.
For an STL formula that has no nested operators, its horizon is determined by the
largest upper bound in all operators; e.g., F[0,2]µ1∧F[2,3]µ2, has horizon 3. We denote
the robustness of ϕ as ρϕy (t). The state trajectory satisfies the spec ϕ if and only if
ρϕy (t) ≥ 0,∀t ∈ [0, tf ], where tf is the end time of the STL horizon. The robustness
for each predicate is defined as the following
ρµ(h, t) =h(t)
ρ¬ϕ(y, t) =− ρϕ(h, t)
ρϕ1∧ϕ2 = min(ρϕ1 ∧ ρϕ2)








Self-triggered Control with Control Barrier Functions
3.1 PROBLEM FORMULATION
We propose a self-triggered controller that uses a Quadratic Program (QP) to com-
pute the control signal, and that actively computes the next update instance given
the safety constraints and control objective. In particular, we introduce the notions
of a safe period for the safety constraints (τCBF) and for the stability constraints
(τCLF). These safe periods are computed by means of a lower bound on the ECBF
constraints, upper bounds on the CLF, and bounds on the trajectories of the system
(i.e., we do not require an explicit integration of the dynamics (3.1). Formally, we
can define the problem as
Problem 1 Let the continuous dynamical system defined in (3.1) with an initial state
x0 ∈ Int(C). Stabilize the system to a desired state xd ∈ Rn under discretized control
input while guaranteeing forward invariance of the safety sets (3.4).
3.2 SAFETY SET AND CONTROL BARRIER FUNCTIONS
Consider a continuous time dynamical control system
ẋ = f(x) + g(x)u, (3.1)
where x ∈ Rn, u ∈ Rm, and f(x), g(x) are locally Lipschitz continuous. Let
x0 := x(t0) ∈ Rn denote the initial state. For any initial condition x0, there ex-
ists a maximum time interval I(x0) = [t0, tmax) such that x(t),∀t ∈ I(x0) is a unique
solution.
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3.3 HIGHER ORDER CONTROL BARRIER FUNCTION
We define an invariant set using time-varying function h : Rn× [t0,∞) 7→ R that is
rthb order differentiable in the form
Ψ0(x, t) = h(x, t), (3.2)
Ψ1(x, t) = Ψ̇0(x, t) + α1(Ψ0(x, t)), (3.3)
. . .
Ψrb(x, t) = Ψ̇rb−1 + αrb(Ψrb−1(x, t)).
To ensure the state trajectory remain within the set, we denote a series of safety
sets with functions Ψi as
C0 = {x ∈ Rn|Ψ0(x, t) ≥ 0}, (3.4)
C1 = {x ∈ Rn|Ψ1(x, t) ≥ 0},
. . .
Crb = {x ∈ Rn|Ψrb(x, t) ≥ 0}.
Definition 1 (Xiao & Belta, 2019b) Given the functions defined in (3.3) and safety sets
(3.4), the rthb order differentiable function h : Rn× [t0,∞) 7→ R is a Higher Order Control
Barrier Function (HOCBF) for system (3.1) if there exists class K functions α1, . . . , αrb
such that
Ψrb(x(t), t) ≥ 0 (3.5)
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for all (x, t) ∈ C0 ∩ · · · ∩ Crb × [t0,∞). The set is forward invariant with respect to the
system.
The Exponential Control Barrier Function (ECBF) (Nguyen & Sreenath, 2016)
can be categorized as a special case of HOCBF. Let us consider a continuously
differentiable h : Rn 7→ R, and dynamics (3.1), the relative degree rb ≥ 0 is defined
as the smallest natural number such that £g£rb−1f h(x)u 6= 0. The time derivative of
h are related to the Lie derivatives by:
hrb(x) = £rbf h(x) + £g£
rb−1
f h(x)u. (3.6)
To ensure forward invariance for systems with higher relative degrees, Nguyen
& Sreenath (2016) introduced the notion of Exponential Control Barrier Function










together with a virtual control





u∗(x) = −(£g£rb−1f h(x))
−1£fh(x)
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The input-output linearized system corresponding to (3.1) is
ξ̇b(x) = Abξb(x) +Bbµ,




0 1 · · 0
0 0 1 · 0
· · · · ·
0 0 0 · 1











Cb = [1 · · · 0] . (3.9)
Proposition 1 (Exponential Control Barrier Function) Given the system (3.1), the safety
sets defined in (3.4) and h(x) with relative degree rb ≥ 1. Then h(x) is an Exponential




[£rbf h(x) + £g£
rb−1
f h(x)u+Kbξb(x)] ≥ 0, ∀x ∈ Int(C), (3.10)
where the row vector Kb must be selected such that the matrix Ab −BbKb has eigenvalues
with negative real parts.
The proof can be found in (Nguyen & Sreenath, 2016).
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3.4 CONTROL LYAPUNOV FUNCTION
Proposition 2 (Exponentially-Stabilizing Control Lyapunov Function) Given the
system (3.1), a continuously differentiable function V : Rn 7→ R is an Exponentially-
Stabilizing Control Lyapunov Function (ES-CLF)(Ames et al., 2014a) if there exist positive
constants c1, c2, ε ≥ 0, such that
c1‖x‖2 ≤ V (x) ≤ c2‖x‖2,
infu∈U [£fV (x) + £gV (x)u+ εV (x)] ≤ 0, ∀x ∈ Rn.
(3.11)
The existence of a ES-CLF implies that there exists a set of controllers
KES−CLF = {u ∈ U : £fV (x) + £gV (x)u+ εV (x)] ≤ 0},








t‖x0‖, ∀t ≥ 0 (3.12)
3.5 CBF-CLF QUADRATIC PROGRAM FORMULATION
The CLF-CBF Quadratic Program for our controller is defined in this section. The
CBF is used to ensure safety of the system and CLF is used to for stability. Given




s.t. £rbf h(x) + £g£
rb−1
f h(x)u+Kbξb ≥ 0, (CBF )




The control input is constrained to be in a convex set U , which can be used to
model practical actuation limits (e.g., for u ∈ R, we might have lower and upper
bounds ul and uu, respectively). At every update instance tk, we solve (3.13) to
compute the optimal control input uk while minimize a quadratic cost function
on controls to minimize control efforts. This control is applied in a ZOH manner
until the next update instance tk+1. At a high level, the strategy used by our self-
triggered controller is to evaluate whether with uk applied in a ZOH manner, the
ECBF constraint in (3.13) will still hold in the interval tk+1 ≥ t ≥ tk, and whether
the CLF will decrease after at the end of the same period.
3.6 DISTANCE BOUND ON A SYSTEM TRAJECTORY
For the computation of the safe periods for the ECBF constraints, we rely on bounds
for the inequalities in (3.13). Since these inequalities are dependent on states, we
need a simple way to describe the trajectory of the system (in general, an exact
integration of the dynamics might be computationally infeasible for a controller in
real time). More specifically, we propose to find a bound on the system trajectory
that exclusively depends on the general properties of the system dynamics. Since
we evaluate the trajectory bound at every tk, we denote rtk(t) = r(t + tk), ∀t ≥ tk.
The upper bound of rtk is defined as rtk .
Proposition 3 Given the dynamical system defined in (3.1), starting at x(tk) the distance




g(x(tk))uk‖, ∀t ≥ tk.










Since (x(t+tk)−x(tk))‖x(t+tk)−x(tk)‖ is a unit vector, we have
ṙtk ≤ ‖f(x(t+ tk), u)‖
≤ ‖f(x(t+ tk), u)− f(x(tk), u) + f(x(tk), u)‖
≤ ‖f(x(t+ tk), u)− f(x(tk), u)‖+ ‖f(x(tk), u)‖,
(3.14)
where we used the triangular inequality.
Because of the assumption on the Lipschitz continuity of the system dynamics, the
following condition holds
‖f(x(t+ tk), u)− f(x(tk), u)‖ ≤ L‖x(t+ tk)− x(tk)‖,
with L as the Lipschitz constant for f . By plugging the inequality into (3.14), we get
ṙtk(t) = L‖x(t+ tk)− x(tk)‖+ ‖f(x(tk), u)‖
≤ Lr(t+ tk) + ‖f(x(tk), u)‖. (3.15)
In this case, the right hand side of the system dynamics become ‖f(x(tk)) + g(x(tk))uk‖.




‖f(x(tk)) + g(x(tk))uk‖. (3.16)






We then have rtk < r(tk), thanks to the comparison theorem (Khalil & Grizzle, 2002).
Once we have rtk(t), we can define a ball that bounds the trajectory under system
dynamics (3.1) as
Brtk = {x ∈ R
n : ‖x(t)− x(tk)‖ ≤ rtk}.
3.7 CBF SAFE PERIOD AND CLF UPDATE PERIOD
To solve this problem, we introduce the notions of a safe period for the safety con-
straints (τCBF) and for the stability constraints (τCLF). These periods are computed
by means of a lower bound on the ECBF constraints, upper bounds on the CLF,
and bounds on the trajectories of the system (i.e., we do not require an explicit
integration of the dynamics (3.1)).
Definition 2 (Safe Period) For the system in (3.1), starting at x(tk) ∈ Int(C), if there
exists a τCBF such that x(tk+τCBF) ∈ Int(C) for all t in the safe time window [tk, tk+τCBF]
under a constant control input uk, then τCBF is a safe period for this system and control at
tk.
Based on (3.10), we define the ECBF constraint as
ζECBF(x(t)) = £
rb
f h(x) + £g£
rb−1
f h(x)u+Kbξb(x) (3.17)
for x ∈ Int(C). Based on (3.10), the system is forward invariant if and only if
ζECBF(x(t)) ≥ 0. We can determine the safe period τCBF by using rtk(t) to ob-
tain lower bound ζ
ECBF
(x(t)), so that we do not need to rely on the closed-form
solution of x(t); in other words, we will rely on the implication
ζ
ECBF
(t) ≥ 0 =⇒ ζECBF(x(t)) ≥ 0,∀tk ≤ t ≤ tk+1.
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At an update instance tk, we define the initial condition ζECBF(tk) = ζECBF(x(tk)).
To simplify the notation for the remainder of the section, we define ζ(x(t)) :=
ζECBF(x(t)) (with a similar definition for ζ). Then ζ(t) can be obtained by another
application of the comparison theorem to the following:
ζ(t) = ζ̇(t)t+ ζ(tk), (3.18)










g(x(t))u, we will get an
expression in terms of state x(t) and control u. Since the control u is constant under
ZOH, we only need to consider the bound on the state. By using proposition (3),
we can use rtk(t) to bound the state and use the Lipschitz conditions ζ , f and g to
get ζ(t).
Remark 1 Notice ζ(t) is time dependent because we replace state x(t) with r(t) in our
original safety constraint ζ(x(t)). We do not need to calculate a closed-form solution from
(3.1) to evaluate the safety constraint.
With the lower bound ζ(t), we can determine the safe period τCBF, such that ζ(tk +
τCBF) = 0. The problem is equivalent to finding a root for ζ . If the closed-form so-
lution of (3.18) in terms of t is difficult to obtain, we can use algorithms such as the
secant method Brent (2013) to find its roots. If there are multiple CBF constraints,
we denote the i-th constraint to be ζi and the corresponding safe period τCBF,i. The
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safe period that satisfies all CBF constraints is
τCBF = min(τCBF,i),∀i. (3.19)
Definition 3 (CLF Update Period) For the dynamical system defined in (3.1), the τCLF
is a CLF update period, if V (x(tk + τCLF))− V (x(tk)) ≤ 0.
For systems that do not have a closed-form solution for their trajectories, we need
to find an upper bound V (t) such that V (t) ≥ V (x(t)),∀tk ≤ t ≤ tk+1,
V (t) ≤ 0 =⇒ V (x(t)) ≤ 0,∀tk ≤ t ≤ tk+1. (3.20)
The upper bound for V (x(t)) can be found using the descent lemma (Bertsekas,
1999). The following inequality holds ∀tk ≤ t ≤ tk+1




= V (t). (3.21)
where D := maxx∈Int(C) V ′′, and we used the notation V (t) = V (x(t)); see (Bert-
sekas, 1999) for a proof.
Remark 2 We can get sharper bounds on D by maximizing the second derivative on C ∩
{x : V (x) < V (x(tk))}.
Remark 3 We use different bounds for computing τCBF and those used for τCLF because
otherwise in many common situations we would start with a bound very close to zero near
the equilibrium, thus implying a vanishing τCLF .
Since V (t) is a quadratic function in terms of t, there exists a closed-form solu-
tion for the roots. The condition that we want to enforce when determining τCLF
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Assumption 1 By using the following inequality constraint V ′(x(t)) ≤ −εV (x(t)) de-
fined in (3.13), we assume there is a neighborhood of the equilibrium such that for the op-
timal solution from solving the QP, the inequality above becomes the equality V ′(x(t)) =
−εV (x(t)). We expect that this assumption is valid given the nature of the cost and con-
straints of the QP, i.e., satisfying the CLF constraint while minimizing the control effort.
As the system approaches equilibrium, the Lyapunov Function V (x) decreases toward zero,
and optimal control input u will also converge to zero, so the CLF constraint will be the
only active constraint, while all the others become inactive.
Proposition 4 Given the continuous-time system (3.1),
lim
x→xd
τCLF > 0, (3.23)
that is, as the system converges the sequence of τCLF is bounded away from zero, thus
avoiding Zeno behaviour.
Proof 2 We show that the limit (3.23) becomes a constant strictly greater than zero as the








In addition, there exits a closed-form solution for control u with respect (3.13). Given the






Algorithm 1 Self-Triggered Controller
1: procedure SELFTRIGGERED(x0,Kb,h(x))
2: x(tk) := x0, ∀x0 ∈ Int(C)
3: while x(tk) /∈ Goal do
4: Calculate optimal uk by solving the QP
5: Calculate the safe period τCBF
6: Calculate the CLF update period τCLF
7: tk+1 := tk + min(τCBF, τCLF)
8: For system (3.1), hold uk between [tk, tk+1]
9: end while
10: end procedure
Since V ′′(x(t)) depends on both state x and control u. By using the closed form of optimal
control input (3.25), the numerator and denominator of (3.24) have the same order in
terms of V (x(t)). Therefore, τCLF becomes a constant as the system approach the desired
equilibrium.
3.8 APPLICATION: DOUBLE INTEGRATOR SYSTEM
In this section, we concretely apply the previous theory to the case of a simple













Given the dynamic system (3.26), we define safety sets h1(x) = x1(t) − x1,min,
h2(x) = −x1(t) + x1,max, h3(x) = x2(t) − x2,min, h4(x) = x2,max. We also de-
fine x1,min, x1,max, x2,min, x2,max as constants. The goal is to stabilize our system to
a desired state [x1,d, x2,d]T , while maintaining forward invariance of the set C =
x ∈ R2 : hi(x) ≥ 0, i ∈ {1, . . . , 4}}.
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3.8.1 CBF-CLF formulation
Given (3.26), and setting α(h(x)) = kh(x), where k is a relaxation constant, we have
the following four CBF constraints,
ζ1 = u+ k1x2 + k2(x1 − x1,min),
ζ2 = −u+ k1(−x2) + k2(−x1 + x1,max),
ζ3 = u+ k(x2 − x2,min),
ζ4 = −u+ k(−x2 + x2,max).
If ζi ≥ 0, i = 1, ..., 4 holds, then our system is forward invariant. We define the
control objective to be x1,d = 5 and x2,d = 0. The Lypaunov Function candidate for











Remark 4 We choose the matrix that contains cross-diagonal terms to prevent the zeno
effect when determining τCLF .
Given (3.11), we have the following CLF constraint to be
η(x) = [2x2 + (x1 − x1,d)]u+ x2(2(x1 − x1,d) + x2) + εV. (3.28)





s.t. ζi ≥ 0, i = 1, ..., 4, η ≤ 0
ul ≤ u ≤ uu.
(3.29)
3.8.2 Computation of the CBF safe period
To obtain the lower bounds for ζi, we first calculate the derivatives ζ̇i: ζ̇1 = k1x2 +
k2uk, ζ̇2 = −k1x2 − k2uk, ζ̇3 = uk and ζ̇4 = −uk. Given the trajectory bound rtk(t),
we can obtain derivative bounds ζ̇i for ζ̇i.
Remark 5 Note ζi, i = 1, ..., 4 only determines constants x(tk), uk. We can therefore
obtain safe period τi by directly finding the roots of ζi, i.e. ζi(tk + τi) = 0.
The resulting CBF constraint bounds are shown as the following:
ζ1 = (k1(x2(tk)− rtk(t))− k2‖uk‖)t+ ζ1(tk),
ζ2 = (−k1(x2(tk) + rtk(t))− k2‖uk‖)t+ ζ2(tk),
ζ3 = −k‖uk‖t+ ζ3(tk),
ζ4 = −k‖uk‖t+ ζ4(tk).
3.8.3 Computation of CLF update period
For an update instance tk, the V (t) is obtained from Taylor-expansion at tk. Given
V (x(t)) defined in (3.27), and letting x2 := x2(tk), x1 := x1(tk), its first derivative
with respect time is
V ′(x(tk)) = 2x2(x1 − x1,d) + x22 + ((x1 − x1,d) + 2x2)uk
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Moreover, to find an appropriate value D, we obtain the second derivative as
V ′′(x(tk)) = 2x
2
2 + 2uk(x1 − x1,d) + 3x2uk + 2u2k,
where control input uk and desired states x1,d are constants.
Lemma 1 Given the candidate Lyapunov Function (3.27), the following inequality holds
‖x1(t)− x1,d‖ ≤
√
V (x(t)), ‖x2(t)‖ ≤
√
V (x(t)).
We use Remark 1 to find the maximum value of V ′′(x(t)).
Given xtk = [x1(tk), x2(tk)]
T ,the D is chosen as
D = maxV ′′(x(t))
= 2V (xtk) + 2|uk|
√
V (xtk) + 3|
√
V (xtk)||uk|+ 2|uk|2 (3.30)
Next, we would like to show that τCLF is finite as the system approaches the
equilibrium so that the controller does not update infinitely fast as we approach








substituting u∗ from (3.25), it can be shown that the numerator and denominator
have the same rate of convergence as x1 → x1,d and x2 → 0. Therefore, lim τCLF is
a constant when the system approaches the equilibrium. Now we can obtain V (t)
that is defined in (3.21), where D is calculated using (3.30) at each update instance.
The CLF update period is
τCLF =





Given the double integrator system (3.26) and an initial state x0, the objective is to
reach x1,d = −7, x2,d = 0. The two approaches: self-triggered and periodic controls,
are both used for comparison. We define self-triggered control updating interval as
ts and periodic control updating interval as tp. At each controller update instance
tk, the CBF-CLF Quadratic Program (3.29) is solved using quadprog() function in
Matlab 2018a with Core i5-8259U CPU. The elapsed time for solving each QP prob-
lem is around 0.0019s, which is much smaller than the required update interval. In
Table 3.1, the experiment parameters are defined.











[ul, uu] [-20, 20]
tp 0.75
ts min(τCBF, τCLF)
The result is illustrated in Figures 3.3(a) and 3.3(b). In the case of self-triggered
control, it is clear that the controller only updates when the system is about to
violate CBF constraints, or the system is deviating away from the desired states.
Notice that the update interval for the self-triggered controller becomes a lot faster
as the system approaches the unsafe region (x1 < x1,min) in order to prevent vio-
lation of safety constraint. Moreover, the CLF update period converges to 0.3166s
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Figure 3.1: Optimal Control u given state x1 and x2
and remains as a constant as system approaches to equilibrium, which validate the
proposition (4). In the periodic controller case, the position x1 violates x1,min con-
straint for t ∈ [3, 4]. (See Figure 3.2 for a different perspective). It clearly demon-
strates the issues with the periodic controller in real-world situations, i.e., the con-
troller neither knows the correct sampling rate in-advance nor has the ability to
adjust its real-time. All the safety and convergence properties from CBF and CLF
formulation could fail when applying the controller in this manner. The optimal
control u from solving (3.29) is plotted against state x1 and x2 in Figure 3.1.
3.9 DISCUSSION
The self-triggered controller is designed to obtain the safety property from CBFs
while stabilizing a system asymptotically. In addition, we use the ECBF frame-
work to ensure the controller works for a system with high relative degrees. In
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this example, since we cannot directly control the state x1, the use of ECBF be-
comes necessary. The proposition 4 guarantees that the controller can be applied
in a real-world situation where the update frequency cannot be infinitely fast, and
it is numerically validated in the experiment. Although the example study focuses
on a simple double integrator system, we believe that the idea can be applied to
the nonlinear system in general. That being said, the calculation of lower bounds
for CBFs and upper bounds for the Lyapunov function might not be trivial. More-
over, like all model-based controllers, the CLF-CBF controller relies on an accurate
system model to work well.
3.10 CONCLUSION
In this chapter, we proposed a self-triggered controller with CBF-CLF based QP
formulation guarantee the safety of our system under a Zeroth-order holds control
mechanism. It is a starting point to bridge the gap between theoretical work and
real-life implementation with the involvement of digital computers. This novel
approach has been successfully validated on double integrator dynamics. In addi-
tion, the theoretical contribution includes trajectory bound with system dynamics
and proof of a fixed update interval as the system approaches equilibrium. For fu-
ture work, we would like to look into problems with more complicated dynamics,
such as quad-copters and manipulators. In addition, the effect of external distur-
bances will also be studied.
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Figure 3.2: System trajectories for the two types of controllers.

















































Control u over time
Self-Triggered Control
(a) Self-triggered control with variable time step.


















































Control u over time
Fixed Time Control
(b) Periodic control with constant time step (the trajectory is interrupted from safety violation).
Figure 3.3: Position, velocity, and control inputs for the two types
of controller. The result in (a) is the self-triggered control where the
zeroth-order hold period depends on the CBF and CLF constraints.




Motion Planning with Continuous-time Signal Temporal Logic
4.1 PROBLEM FORMULATION
In this chapter, a motion planning problem for a continuous-time linear system is
considered. The objective is to steer a system trajectory that satisfies a continuous-
time STL by formulating and solving a Mixed-integer Program (MIP). Formally,
we define the problem as
Problem 2 Given a linear system (4.1) with initial state x0 ∈ X ⊆ Rn and a continuous-
time STL formula ϕ with horizon tf , find sampling and control instants tk and synthesize
a sequence of discrete control inputs u[tk], k = 1, ..., N , that minimizes a cost function
J(u) over the horizon, while the trajectory satisfies the formula ϕ.
4.2 SYSTEM DISCRETIZATION
For continuous-time linear system, we can rewrite (3.1) as:
ẋ(t) = Ax(t) +Bu, (4.1)
where system matrices are A ∈ Rn×n, B ∈ Rn×m, while x ∈ Rn and u ∈ Rm
represent the state and control inputs. We assume that we are only able to update
the control inputs only at given discrete sampling instants. We denote tk as the
k-th sampling time instant, and the time interval between control updates as τk =
tk+1 − tk, k = {1, 2, . . .}. For t ∈ [tk, tk+1), we implement the Zeroth-order Hold
control which holds a control signal at tk constantly until tk+1. For each update
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interval, the linear dynamics (4.1) can be exactly integrated as




for tk ≤ t < tk+1. Let V −1QV be the Jordan decomposition of A, where V an
invertible matrix, and Q is a block-diagonal matrix containing κ Jordan blocks.
We denote s(i) and λi the size and eigenvalue associated with i-th Jordan block,
respectively, with i ∈ {1, . . . , κ}. With this decomposition, we can rewrite (4.2) as:





The closed-form solution x(t) is linear in terms of each state variable and control
variable.
4.3 MIXED-INTEGER PROGRAMMING FOR STL ENCODING
In this section, we review the binary encoding of STL robustness using mixed-
integer constraints proposed in (Sadraddini & Belta, 2015). This encoding is based
on the big-M method, where a sufficiently large numberM is introduced to enforce
logical constraints. For the i-th predicate µi and the corresponding binary variable




to establish the relation
hi(x(tk)) ≥ 0 ⇐⇒ zµ[tk] = 1
at time tk. For an STL formula ϕ with horizon N , we denote zϕ[tk] ∈ {0, 1}, with
(x, t) |= ϕ ⇐⇒ zϕ[t] = 1. We also denote zϕi [tk] ∈ {0, 1} for the i-th subformula
which is recursively defined based on the STL semantics (2.4). Given an STL for-
mula ϕ, we can recursively encode the rest of the logical operators by using the
binary variables of subformula and predicates as shown in Table 4.1 (we dropped
the k for simplicity in the table). This encoding guarantees satisfaction of the entire
Definition Encoding Rule




∨ ztϕ = ∨
p




¬ zϕ[t] = ¬zψ[t] zϕ[t] = 1− zψ[t]








U ϕ = ψ1U[a,b]ψ2 G[0,a]ψ1 ∧ F[a,b]ψ2 ∧ F[a,a]ψ1Uψ2
Table 4.1: STL Encoding with Mixed-integer
STL formula over a horizon N only at the sampling time instants tk, k = 1, ..., N ,
and for temporal operators having the boundary of each time interval (e.g., a and
b in G[a,b]) coincide with update instants tk. In other words, this encoding method
does not guarantee any continuous-time behavior of the system trajectory, as well
as for deciding sampling and control updates automatically. To demonstrate the
encoding process, we first look at an example that has an STL formula with Even-
tually operator, i.e., F[2,3]x(t) > 1.5. Assume fixed updates N = 15; the predicates
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𝐅 2,3 𝑥 𝑡 > 1.5
𝑡 = 3
Figure 4.1: Mixed-integer Encoding for Eventually operator. The
predicate is checked at sampling instants between time [2, 3] (high-
lighted in green)
is checked at time instants t4, t5, t6 and t7. In this case, the predicate is satisfied at
all update instants in-between time [2, 3].
An illustration of the Always can be found in Figure 4.2. In this example, the
system trajectory x(t) needs to satisfy an STL formula G0,5(x(t) < 2 ∧ x(t) >
−2). Due to the nature of the encoding, the optimization problem only consid-
ers discrete-time robustness for evaluation of the correctness of the formula. It
does not provide guarantee satisfaction of the given predicates in-between up-
dates, which leads to the violation of the STL formula in continuous time. Given
the existing encoding rules, the system requires infinite number of control update
and sampling instants to guarantee continuous-time satisfaction. This approach is




# = 0 # = 5
!=2
!=-2
- !,# " # < 2 ∧ " # > −2
Figure 4.2: Mixed-integer Encoding for Always operator
fore, an alternative encoding method is required.
4.4 PREDICATE SET
To ensure our planned trajectory maintains the continuous-time property, we first
encode each linear predicate as a predicate set. Let us define a predicate set Cφ
Cφ = {x ∈ Rn|h(x) ≥ 0}, (4.4)
and use ∂Cφ and Int(Cφ) to denote the boundary and the interior of Cφ. In this
work, we consider affine predicate as a smooth function in the form




𝑡 = 0 𝑡 = 5
𝑥=2
𝑥=-2
𝐆 0,5 𝑥 𝑡 < 2 ∧ 𝑥 𝑡 > −2
Figure 4.3: Mixed-integer Encoding for continuous-time Always op-
erator
where ν ∈ Rn and γ ∈ R. Given the linear system and the time derivative, we can
obtain
h(rb)(x) = νT (A)rbx+ νT (A)rb−1Bu, (4.6)
where (A)rb is the rb-th power of A.
4.5 CONTROL BARRIER FUNCTION FOR LINEAR PREDICATE
From the closed form solution for the dynamical system and predicate (4.5), we
can write the CBF constraint (3.5) at the k-th update instant as












ζk(t) ≥ 0,∀t ∈ [tk, tk+1].
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where c(x)k,i,j ∈ Rn, c
(u)
k,i,j ∈ Rn, and σ ∈ R are constants obtained by solving the matrix
exponentials in (4.3) and carrying out the subsequent matrix-vector calculations.
In addition, (4.7) is linear in x and u.
From a computational standpoint, the main difficulty in enforcing (4.7) is the
fact that inequality needs to hold on an entire interval of τ . An equivalent con-
straint could be obtained by taking the minimum of ζ(t) over the same interval,
and then enforcing the inequality on this minimum. However, analytically com-
puting such a minimum is not trivial. To sidestep this difficulty, we decompose the













i = 1, . . . , κ,
j = 0, . . . , s(i)− 1,
and we introduce a set of slack variables β(x)ij , β
(x)










k,i,j = σ. (4.9)











i = 1, . . . , κ,
j = 0, . . . , s(i)− 1,∀t ∈ [tk, tk+1].
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To simplify the notation, we will drop the subscript k for the remainder of this
section. The transformation of the constraints is justified by the following propo-
sition.
Proposition 5 There exist a set of {β(x)i,j , β
(u)
i,j } such that (4.9) and (4.10) hold if and only
if inequality (4.7) holds.
Proof 3 To prove that (4.10) implies (4.7), we can simply sum all the inequalities in (4.10)
over i and j, and then simplify the summation of the β’s using (4.9). To prove that (4.7)



































i ∈ {1, . . . , κ}, j ∈ {0, . . . , s(i)− 1},





























To show that the constructed β’s also satisfy (4.10), first notice that by substituting
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(4.11) into (4.7), we have δ + σ ≥ 0; then we have
ζ
(x)








for all i, j, and with an analogous expression for ζ(u)ij (t), β
(u)
i,j . This completes the proof.
4.6 CBF LOWER BOUND FOR SET INVARIANCE
As briefly anticipated in the previous section, the constraints in (4.10) need to hold
for every time instant in a given interval, resulting in an infinite number of con-
straints. To include such constraints in the MIQP formulation, we need to drop the
dependency on t while maintaining linearity in terms of x and u. We perform one
additional transformation by defining new variables that capture lower bounds















i ∈ {1, . . . , κ}, j ∈ {0, . . . , s(i)− 1}.











i ∈ {1, . . . , κ}, j ∈ {0, . . . , s(i)− 1}.
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There is a finite number of such constraints, as they do not depend on continuous
time anymore. We incorporate them into our MIP formulation in two steps.
The first step is to use the Big-M encoding method to remove all the terms that
are either monotonically increasing or bounded below by zero, and so they cannot
be active at the current solution. This will be next discussed in detail. We define
sets of binary variables z(x)k,i,j, z
(u)
k,i,j ∈ {0, 1} for each one of the inequalities in (4.16).
We then associate desired values of ζ(x)k,i,j(t) or ζ
(u)








k,i,j x[tk] ≥ 0 ∧ λi ≥ 0
0, c
(x)T








k,i,j u[tk] ≥ 0 ∧ λi ≥ 0
0, c
(u)T
k,i,j u[tk] ≥ 0 ∧ λi ≤ 0 ∧ σ ≥ 0
1, otherwise
These rules are motivated by the fact that when zk,i,j = 0, the corresponding in-
equality in (4.10) is automatically satisfied, and hence it can be ignored. The rules
are transformed into mixed-integer linear constraints using the big-M method. For
example, if we want to enforce c(x)Tk,i,j x[tk] ≥ 0 ⇐⇒ z
(x)
k,i,j = 0 and c
(u)T
k,i,j u[tk] ≥ 0 ⇐⇒
z
(u)
k,i,j = 0 , the following mixed integer encodings are used:
c
(x)T
k,i,j x[tk] ≤M(1− z
(x)
k,i,j),









− c(u)Tk,i,j u[tk] ≤Mz
(u)
k,i,j,
For λi ≥ 0 ⇐⇒ z(x,u)k,i,j = 0, we have the following
λi ≤M(1− z(x,u)k,i,j ),−λi ≤Mz
(x,u)
k,i,j ,
where M is a sufficiently large number. For all terms such that z(x,u)k,i,j = 1, we need
ζ
(x)
k,min(x[tk], τ) and ζ
(u)
k,min(u[tk], τ) to be positive. Consider the CBF lower bound
(4.15), for ∀t ∈ [tk, tk+1]. The idea is that ζk(t) converges to a value monotonically
when j = 0 (simple eigenvalue) and has a minimum stationary point when j ≥ 1
(Jordan block of dimension greater than one). Thanks to their simple forms, how-
ever, we can compute such lower bounds analytically in different cases in Table






≥ 0 ≥ 1 ζ(x)k,i,j(τ) ζ
(u)
k,i,j(τ)
> 0 = 0 c
(x)T




k,i,j u[tk] + β
(u)
k









< 0 = 0 c
(x)T




k,i,j u[tk] + β
(u)
k
Table 4.2: CBF Lower Bound with c(x)Tk,i,j x[tk] ≤ 0, c
(u)T
k,i,j u[tk] ≤ 0
x[tk], u[tk]. Therefore, these lead to linear constraints in our optimization problem.
4.6.1 CBF Lower Bound for Always Operator
The forward invariance property from the CBF can be carried over to ensure STL
satisfaction in continuous time. In short, we would like to enforce CBF constraints
on all subformulae containing G (always) temporal operator, such that the contin-
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uous state trajectory satisfies the subformulae. More specifically, we first use the
mixed-integer method to ensure the trajectory satisfies the formula at sampling
instants tk, k = 1, ..., N . Let us assume that we want to satisfy φ = G[t1,t2]h1 ≥ 0
where h1 := x2(t)− 3. Based on the integer encoding method above, assuming the
system starts at t = 0 and zφ[t = 0] = 1, we have
zφ[t] ≤ zh1 [t1],
zφ[t] ≤ zh1 [t2],
zφ[t] ≥ −1 + zh1 [t1] + zh1 [t2].
The formulation above ensures zh1 [t1] = zh1 [t2] = 1, which implies x2[t1] ≥ 3
and x2[t2] ≥ 3. However, we cannot draw a conclusion in between [t1, t2].
To overcome this issue, we propose the following method: given a formula of
the form ϕ = G[a,b]h(x) ≥ 0 for some affine predicate h(x), we can directly define
the CBF constraint using the predicate. The idea is to ensure the state trajectory
will stay within the set defined by predicate h(x),∀t ∈ [a, b].
4.6.2 Predicate Lower Bound for Finite Time Reachability
Let us recall the superlevel set of h(x), C = {x ∈ Rn|h(x(t)) ≥ 0}. Given a predicate
with eventually operator i.e., F[tk,tf ]h(x) ≥ 0. Formally, given the system (4.1) and
initial state x(tk) 6∈ C, find a control u, such that there exists a t with x(t) ∈ C, tk ≤
t ≤ tf . To ensure finite time reachability, we denote a lower bound of h(x(t)) with
respect to time, such that
h(t) ≤ h(x(t)),∀tk ≤ t ≤ tf . (4.17)
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It is easily to see the following implication: h(t) ≥ 0 =⇒ h(x(t)) ≥ 0,∀tk ≤ t ≤ tf .
The main idea is to find a lower bound h(t) that linearly depends on decision
variables x and u, such that we directly enforce h(t) ≥ 0 as a constraint in the
mixed-integer program. In contrast to the CBF lower bounds, we take a less con-





λittj are not removed from the constraint.
4.6.2.1 Lipschitz Constant Approach
Given the initial time tk, we can obtain a lower bound h(t) using descent lemma
Bertsekas (1999):




for t ≥ t0 and Lipshtiz constant L := max ḧ; see Bertsekas (1999) for a proof. Let us
recall the linear predicate h(t) = νTx(t) + γ. With some resue of notation, we can
further expand it into












which has the same form of the continuous-time CBF (4.7). However, the coef-
ficients c(x)k,i,j, c
(u)
k,i,j, σ are different since they depend on the predicate directly, in-
stead of the CBF inequality constraint (3.5). For simplicity of notation, define
















k,0 xk + c
(u)T













k,2 xk + c
(u)T
k,2 uk
To find the Lipschitz constant, we could utilize the state bound xmax and control
bound umax to obtain L = max ḧ = c
(x)T
k,2 xmax + c
(u)T
k,2 umax. Note the h(t) is linearly
dependent on both x and u, hence it can be used as a MIP constraint. The terms for
(4.18) are expressed in the rest of the section. In the case where system has higher




















































Remark 6 The Lipschtiz constant approach assumes that there exists a state bound and a




We introduce another approach to obtain the lower bound h(t), which removes
the dependency on state and control bounds. The lower bounds can be obtained





k,i,j u[tk] λi j Lower Bound




































< 0 < 0 ≤ 0 ≥ 0 h(x)k (x[tk]) = c
(x)T
k,i,j t








k (u[tk]) = c
(u)T
k,i,j t






















> 0 > 0 > 0 = 0 h
(x)
k (x[tk]) = c
(x)T







k (u[tk]) = c
(u)T















> 0 > 0 > 0 = 2 h
(x)
k (x[tk], τ) = c
(x)T
k,i,j λj(j − 1)x[tk]t2
h
(u)
k (u[tk], τ) = c
(u)T
k,i,j λj(j − 1)u[tk]t2
Table 4.3: Predicate Lower Bound
provide proofs for the predicate lower bounds that contain xk. The same proofs can










t for t0 ≤ t ≤ t0 + τ using Jenseng’s inequality (Boyd et al., 2004). The
same technique can be carried over for c(x)Tk,i,j xk ≤ 0, λ ≥ 0 and j = 0. The lower








k,i,j xk. For c
(x)T
k,i,j xk ≤ 0, λ ≤ 0 and j ≥ 0, the
lower bound is h(t) = c(x)Tk,i,j t






Proof 4 We assume λ = −1 and c(x)Tk,i,j xk = −1, next we can expand out e−t as




t3 + . . .
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≤ 1− t+ 1
2
t2
given h(t) = −e−ttj , we have




t3 + . . . )tj
≥ −(1− t+ 1
2
t2)tj = h(t)
In general, we have
h(t) ≥ c(x)Tk,i,j xkt





















k,i,j xk(1 + λt+
λ2t2
2
+ . . . )tj
≥ c(x)Tk,i,j xk(1 + λt)t
j = h(t)
For c(x)Tk,i,j xk ≥ 0, λ ≥ 0 and j = 0, the lower bound h(t) = c
(x)T












k,i,j xk(1 + λt+
λ2t2
2













By taking the Taylor expansion at tk, we have













The same method carries over for c(x)Tk,i,j xk ≥ 0, λ ≥ 0 and j = 2, assuming tk = 0,
we have h(t) = c(x)Tk,i,j λj(j − 1)xkt2.
4.6.3 Predicate Lower Bound for Eventually Operator
Similar to the approach from section 4.6.1, we can encode the lower bounds as
parts of the MIP constraints. Given an STL specification φ = F[a,b]h(x(t)) ≥ 0 and
predicate lower bound h(t), we have
h(x(tk)) ≥ 0 =⇒ x(t) |= φ,∀k = 1, ..., N. (4.19)
By enforcing the predicate lower bound, the trajectory satisfies φ.
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4.7 MIXED-INTEGER BASED OPTIMIZATION










k,i,j ∈ {0, 1},
ul ≤ uk ≤ uu,
k = 0, ..., N − 1
t ∈ [0, tf ], i = [1, ..., κ], j = [1, ..., s(i)].
(4.20)
Given N is the total number of controller updates and tf is the horizon of the for-
mula ϕ. The decision variables for the MIP are x[tk] and u[tk] that are evaluated
active time instants tactive. The ul and uu are the lower bound and upper control
bounds, respectively. To ensure x(t) |= ϕ, we enforce the mixed integer constraints,
as well as CBF lower bound and predicate lower bound. The Ak and Bk are dis-
cretized system matrices. The cost function J(u[t]) can be selected either using
quadratic cost i.e., J(u[t]) = u[t]Tu[t] or L1 norm cost i.e., J(u[t]) = |u[t]| to min-
imize the control efforts. Note the cost function will greatly change the control
sequence. For example, L1 induce sparsity of control output, and can be used to
reduce the number of control updates.
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4.8 ASYNCHRONOUS CONTROL UPDATES
Recall that we discretize system (4.1) with sampling interval τk. Assume all τk
are fixed, if a time boundary of a temporal operator (i.e., a or b in [a, b]) coin-
cides with some sampling time instant tk, we can directly encode the CBF con-
straints at tk. However, temporal operators could have time boundaries falling
between sampling intervals (i.e., a, b ∈ (tk, tk+1) for some k) e.g., the STL for-
mula φ = G[0.63s,0.80s]µ for some predicate µ. Assume that the system can only
sample at the tk ∈ {0, 0.2, ..., 2.0} time instants. In this case, we need solve the
mismatch between the system sampling instants and the time intervals from STL
predicate. We approach this issue by using two time scales, namely the Simu-
lated System, {tsimks }
Ns−1
ks=0
, and the Real System, {trealkr }
Nr−1
kr=0
⊂ {tsimks }. we define the
two control sequences as {usim[tks ]} and {ureal[tkr ]} accordingly. Notice that under
Figure 4.4: Time Scales for Real and Simulated Systems
the system update constraint, we can only control the system at the real sampling
times (e.g., t = 0.2s, 0.4s, ..., 2.0s). To solve the mismatch, we formulate the MIQP
with the simulated control sequence {usim[tks ]}, but then add additional constraint
usim[tks ] = usim[t
′
kr




be the closest preceding real sampling time; for instance, in our example we set
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usim[t = 0.63] = usim[t = 0.6]. In this way, usim can be applied to the real system
while satisfying the required time discretization.
4.9 NON-UNIFORM CONTROL UPDATES
In this formulation, both the number of control updates N and update time in-
stants tactive need to be predetermined, which also effects the feasibility of 4.20.
We propose an heuristic approach to determine these parameters. First, we ini-
tialize a minimum number of control update Nmin based on the number of unique
time instants appearing from the predicates and decide the specific time instants,
called active time instants, in which controls will be applied. For example, with
ϕ = F[0,2.1]x1 ≥ 2 ∧G[0,3.5]x2 ≤ 5, we have N = 3 with active time bounds {0, 2.1}
for F[0,2.1]x1 ≥ 2 and time bounds {0, 3.5} for G[0,3.5]x2 ≤ 5. Therefore, we initial-
ize the active time instants tactive = {0, 2.1, 3.5}. We add all the initial constraints
into (4.20) and try to obtain a feasible solution. If the problem is not feasible, we
perform bisection by adding additional update time instant in between all existing
tactive and solve again, the process continues until we obtain the solution or reach
a pre-defined maximum number iterations.
4.10 APPLICATION 1: CONTINUOUS-TIME ALWAYS OPERATOR
Consider a double-integrator system with x = [x1, x2, x3, x4], where x1, x3 are po-
sitions and x2, x4 are velocities and control u = [u1, u2]T are the accelerations. The
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Algorithm 2 Continuous STL Motion Planner
Input: STL Formula ϕ
Output: {x[tk]}, {u[tk]}, k = 1, . . . , N ,
1: Initialize active instants tactive from ϕ
2: Initialize control updates N
3: Initialize MIP (4.20)
4: for N ≤ Nmax do
5: Solve for MIP
6: if MIP is feasible then
7: return {x[tk]}, {u[tk]}, k = 1, . . . , N
8: end if
9: tactive = bisection(tactive)
10: N = 2N − 1
11: end for
12: return Failure
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Given the following STL formula with horizon tf = 1s:
ϕ2 :=F[0.1s,0.6s](x1(t) ≤ −0.5 ∧ x3(t) ≥ 0.5)
∧ F[0.7s,1s](x1(t) ≥ 1 ∧ x3(t) ≥ 1) (4.22)
∧G[0s,1s](x1(t) ≥ 0 ∨ x3(t) ≥ 0),
t ∈ [0, tf ].
We define two new safety sets with h1(x) = x1 and h2(x) = x3 as C1 = {x1 ∈
R|h1(x) ≥ 0}, C2 = {x3 ∈ R|h2(x) ≥ 0}. In this example, we demonstrate that
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a formula with an always temporal operator G[0s,1.0s]x1(t) ≥ 0 ∨ x3(x) ≥ 0 can be
expressed as a union of the two safety sets, i.e., C3 ∪ C4. Note that, since h1 and
h2 have relative degrees of rb = 2, we define ECBF constraints: ζh1(t), ζh2(t) based
on (3.10). Next, we obtain the CBF lower bounds ζmin,h1 , ζmin,h2 using our proposed
mixed-integer encoding method from Section 4.6 and enforce the following condi-
tion:
ζmin,h1(x1[tk], u[k], τ) ≥ 0 ∨ ζmin,h2(x3[tk], u[tk], τ) ≥ 0
tk ≤ t ≤ tk+1, k = 0, ..., N − 1.
Note we can encode logical OR (∨) using Big-M encoding to achieve C1 ∪ C2.
In Case 1, STL formula ϕ2 is encoded with the mixed integer encoding method.
Note that the discrete state trajectory satisfies ϕ2 in Figure 4.6, but the continuous
state trajectory clearly violates the formula. In Case 2, the CBF constraints are used
in the MIQP and the resulting trajectory (Figure 4.5) satisfies ϕ2 in continuous time.
The optimization problems in Case 1 and Case 2 are solved in 0.063s and 0.12s
respectively. The hyper parameters are x(t0) = [1, 0,−0.5, 0]T , [k1, k2] = [30, 30],
tf = 1.0s,[ul, uu] = [−40, 40] and N = 10.
4.11 APPLICATION 2: CONTINUOUS-TIME EVENTUALLY OPERATOR
In this example, we encode the F operator with continuous predicate bound. Let














Figure 4.5: Case 2 with CBF
where x1 is the position and x2 is the velocity. We would like the system to satisfy
the following specification:
ϕ2 := F[0s,1.0s](x1(t) ≥ 3) ∧ F[2.0s,4.5s](x1(t) ≤ −2)
We can interpret ϕ2 as a finite-time reachability problem with discrete control
updates. The position has to be greater or equal to 3 in between time [0, 1.0] and
less or equal to -2 in between time [2.0, 4.5]. The initial active time instants for this
example are tactive = {0, 1.0, 2.0, 4.5}. The formulated problem is solved in 0.026s
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Figure 4.6: Case 1 without CBF
with a single iteration. The initial state x(t0) = [0, 0]T with a total horizon tf = 4.5.
We set the control bounds to be [ul, uu] = [−10, 10].
Note, unlike discrete time F, where arbitrary number of active time instants
have to be placed in time bounds [0, 1.0] and [2.0, 4.5], our continuous predicate
bounds are only active at t = 0 and t = 2.0. The output trajectory x1(t) still sat-
isfy predicates F[0s,1.0s](x1(t) ≥ 3) and F[2.0s,4.5s](x1(t) ≤ −2). This approach greatly
reduce the number of integers and constraints, without the need of specifying up-
date instants.
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4.12 APPLICATION 3:MOTION PLANNINGS WITH NON-UNIFORM UP-
DATES
In this example, we demonstrate STL motion planning with both continuous Even-
tually F and Always G encoding method. Consider a two-dimensional double-
integrator system (4.21). We would like to satisfy the following STL formula with
horizon tf = 1s (demonstrated in Figure 4.10):
ϕ2 :=F[0.1s,0.6s](x1(t) ≤ −0.5 ∧ x3(t) ≥ 0.5)
∧ F[0.7s,1s](x1(t) ≥ 1 ∧ x3(t) ≥ 1) (4.24)
∧G[0s,1s](x1(t) ≥ 0 ∨ x3(t) ≥ 0),
t ∈ [0, tf ].
The initial state x(t0) = [1, 0,−0.5, 0]T with CBF constants [k1, k2] = [30, 30]. We set
the control bound as [ul, uu] = [−40, 40] for both u1 and u2. The MIP is solved in
0.06 seconds. The result can be found in Figure 4.11.
4.13 APPLICATION 4: CONTINUOUS-TIME STL WITH ASYNCHRONOUS
TIME LINES
We illustrate that a given STL formula can be satisfied under the asynchronous
time scales between the real system and the simulated system.
Consider the following example with the same double integrator system (3.26).
The system can only update at the time instants [tkr ]real = {0, 0.2, ..., 2.0}with Nr =
11. We would like the system trajectory to satisfy the following STL formula:
ϕ3 = G[0.63s,0.8s](x2(t) >= 3) ∧ F[1.4s,2s](x2(t) <= −4). (4.25)
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We can directly encode F[1.4s,2s](x2(t) <= −4) with the mixed-integer method be-
cause the time bound [1.4, 2] is defined on the sampling instants [tkr ]real. However,
we cannot enforce
G[0.63s,0.8s](x2(t) >= 3)
using the previous method due to the asynchronous time scales. To resolve this
issue, we define a simulated time scale based on ϕ3 with Ns = 12, [t3]sim = 0.6,
[t4]sim = 0.63 (See Fig. 4.4) and safety set
C5 = {x2 ∈ R|h5 = x2 − 3}. (4.26)
To ensure the system stays within C5 at treal = 0.63s, the following CBF constraint
is applied at [t4]sim:
ζmin,h5(x2[t4]sim, usim[t4], τ) ≥ 0, (4.27)
with τ = 0.8s − 0.63s = 0.17s and additional constraint u[t4]sim = u[t3]sim. Finally,
we can directly apply the synthesized control sequence {u[tks ]sim} in treal by setting
u[t3]real := u[t4]sim.
In Fig 4.12, we demonstrate that G[0.63s,0.80s] is satisfied by defining an unsafe
region (Red) using Eqn. (4.27). The resulting trajectory from the real system still
satisfies ϕ3 in continuous time. The MIQP is solved in 0.042s.
4.14 APPLICATION 5: NESTED TEMPORAL OPERATORS
In this example, we perform motion planning under an STL specification with
nested temporal operators: ϕ4 = F[0,10]G[0,1](x1 ≥ 3) ∧ F[0,10](x1 ≤ −2) for system
(3.26). In other words, we would like the state x1 to eventually reach x1 ≥ 3 hold
there for 1 time units, and eventually reach x1 ≤ −2 between the entire interval
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[0, 10]. The idea behind the encoding is the following: 1. The integer constraints for
Eventually are checked at a given interval; 2. Whenever the predicate is satisfied,
the CBF is then active given the time bound in Always operator.
The total number of control updates N = 20 and control is bounded with −1 ≤
u ≤ 1. The MIQP is solved in 0.0459s and result is shown in Figure 4.13.
4.15 CONCLUSION
In this chapter, we developed a novel framework for trajectory planning under
real-valued space and time constraints from an STL formula. Motivated by the
fact that current control approaches using STL cannot guarantee satisfaction in
between discrete-time instants, we introduce an encoding of the always temporal
operator by using the lower bound of a CBF. We further ensure the satisfaction of
safety properties through the STL formulation to be satisfied in continuous-time
by adding CBF constraints. For future work, we will investigate adaptive control
frameworks, where the control update intervals vary based on system states and
CBF constraints, such that the STL formula is satisfied in continuous-time but with
non-uniform controller updates. For future works, we would like to implement
MPC and perform experiments on quad-copters to simulate real-world scenarios.
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State Trajectory for Position




Figure 4.7: Discrete-time Robustness Encoding for Eventually F
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State Trajectory for Position




Figure 4.8: Lipshtiz constant based encoding for continuous Eventu-
ally F
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State Trajectory for Position













Figure 4.10: Mission Specification for ϕ2. Starting at x(t0), the trajec-
tory is required to enter the blue region between t = [0.1s, 0.6s] and
then enter the green region between t = [0.7s, 1.0s], while always








Figure 4.11: State Trajectories over time (Left), Workspace Trajectory
(Right)
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Figure 4.12: Formula with always temporal operator encoded with
CBF under asynchronous time scales
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Figure 4.13: Formula with nested temporal operators ϕ4
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CHAPTER 5
Sampling based Motion Planning with Control Barrier Functions
In this chapter, we introduce a CBF guided Rapidly-exploring Random Tree, a mo-
tion planning algorithm that uses sampling techniques to explore the state space
and a QP based controller with CBF constraints to generate intermediate con-
trols and trajectories between samples. From the sampling-based motion planning
point of view, this approach provides formal guarantees for collision-free contin-
uous trajectories between samples. From the formal method point of view, this
paper offers a partial solution to infeasibility in finding a solution in CBF/CLF QP
based controller formulations. The proposed framework handles obstacles with
known dynamics, and its internal control synthesis can be utilized as the low-level
controller at run-time.
5.1 PROBLEM FORMULATION
We consider a motion planing problem for a continuous-time control system
ẋ = f(x) + g(x)u, (5.1)
where x ∈ X ⊂ Rn is the state and u ∈ U ⊂ Rm is the control input, where U is a set
of admissible controls for system (3.1). The functions f(x) and g(x) are assumed
to be locally Lipschitz continuous. The initial state is denoted as xinit := x(t0) ∈ X
and the goal region is defined as Xgoal ⊂ X . Obstacles are assumed to be non-
stationary with known dynamics and move according to the equation
ẋobs = fobs(xobs), (5.2)
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where xobs ∈ Xobs ⊂ X is the state variable for the obstacles (e.g., center of mass).
We assume initial state xobs(t0) ∈ Xobs,init ⊂ X The function fobs is again assumed
to be locally Lipschtiz continuous.
Problem 3 Consider a nonlinear system (5.1), with initial state xinit ∈ Xinit ⊂ Rn, where
Xinit is an initial obstacle free set, and a bounded goal regionXgoal, generate feasible control
inputs u(t) that steer the system to Xgoal while avoiding dynamical obstacles.
To approach the problem, we combine both obstacle dynamics and system dynam-
ics into a composite system. By treating the obstacles’ state as part of the composite
system, we can effectively construct the CBF constraints for the QP controller.
5.2 CBF-RRT
The CBF-RRT algorithm is different from other RRT variants in that there is no ex-
plicit collision or nearest neighbor checks. Instead, we introduce the notion of safe
steering that encodes collision avoidance as staying within the safety sets (3.4). We
define a tree T = (V ⊆ X × R, E), where V is a set of vertices and E is a set of edges.
The nearest neighbor check is implicitly handled by sampling the vertices in V . Be-
fore we formally introduce the algorithm, we define the following components:
• State Space: A topological space X ⊂ Rn, and Xgoal, Xobs ⊂ X .
• Inputs: A set of admissible controls U for steering the state x.
• Safe Steering: A function that generates both safe controls and trajectories
in a time interval th, given the system dynamics (5.1) and obstacle dynamics
(5.2).
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In general, the vertices are sampled points of the state space, V ⊆ X ×R and we
assume the set of goal region is in disjunction of the set of obstacles, i.e., Xgoal\Xobs.
To account for the time-varying obstacles, the vertices need to store an additional
parameter that determines when, in time, the vertices are safe. In other words
V ⊆ X × R where the additional parameter is time and an element v = (x, t) ∈ V .
5.2.1 Vertices
The function VerticesSample : vs ∈ V samples, with a desired probability dis-
tribution, pv(V), on the existing vertices of the tree T . By varying the probability
distributions, the behavior of the tree expansion, as well as convergence speed,
will be drastically different.
5.2.2 State Space
Depending on the problem, some state variables may not play an essential role in
the task requirements and/or dynamical system constraints. We denote these vari-
ables as free state variables that can be arbitrarily chosen to increase the probability
of finding a path that satisfies the dynamics and safety constraints. We define the
function StateSample: vs 7→ ve that updates the free state variables of a given ver-
tex with a probability distribution. We denote the state distribution pstate(x) and
define ve as the expanding vertex. For example, if the task is to steer a nonholo-
nomic first-order planar robot, such as a unicycle, from one position to another, the
final orientation will not matter. Then, the vertices only need to contain informa-
tion relevant to the position of the robot, i.e. V ∈ R2 × R ⊂ R3 × R.
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5.2.3 Control Reference
The uref value must be sampled from a distribution puref in order to maintain the
probabilistic nature of CBF-RRT. We define a function ReferenceSample : uref ∈ U
that updates the uref for the chosen sample from puref .
5.2.4 Safe Steering
We define a function SafeSteer(v0, th, uref ) that contains two components: con-
trols synthesis and collision-free trajectory generation. Given an initial vertex v0
which includes an initial state x0 and time element t0, a fixed time horizon th, a con-
trol reference uref , obstacle dynamics (5.2) and system dynamics (5.1), SafeSteer
solves a sequence of QPs (Section 5.3) with CBF constraints and generate a se-
quence of control inputs u(t). The control inputs generate a collision-free trajectory
to xnew at time t0 + th which is added to the tree T as a new vertex.
Remark 7 The control reference uref defines how the robot explores the space, and the QP
ensures the robot’s safety while doing so by modifying uref as necessary. For example, if
the reference command uref is defined as going forward in the body-fixed frame, then the
QP’s job is to steer the robot away from obstacles when necessary. If there are no obstacles,
the robot should move in a straight line.
5.2.5 Goal Check
Given a desired goal xgoal, we define a goal region Xgoal = {y ∈ Rn : d(y, xgoal) ≤
ε}, where ε is a positive constant assuming Xgoal is obstacle free. If the trajectory
x(t) ∈ Xgoal, then the algorithm terminates and a path is found. Otherwise, the
algorithm continues.
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Figure 5.1: Illustration of CBF-RRT for a system with states x =
[x1, x2, θ]
T where θ is a free variable: The algorithm picks a random
vertex within tree T and sets it as the sampled vertex vs. Next, it
performs another sampling on the state variable θ under state dis-
tribution pstate. The steering function then generates a sequence of
controls u to steer the system while avoiding collisions. (a) Selec-
tion of a random vertex in V . (b) Selection of random state θ. (c) Safe
steering trajectory when no nearby obstacle present. (d) Safe steering
trajectory with dynamic obstacle present.
5.3 QUADRATIC PROGRAM FORMULATION
The QP based controller takes in a reference control uref , current state of the system
x(t) and obstacle xobs(t) as inputs and finds a feasible control u(t) point-wise in time
that tries to follow uref while maintain safety, as shown in Figure 5.1. Additional
linear constraints (with respect to u) may be considered, such as control bounds.
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s.t. ζi(x) ≥ 0, i = 1, ..., Nobs
u ≤ u ≤ u,
(5.3)
where u, u are the lower and upper control bounds, respectively. The CBF con-




1: V ← {(xinit, tinit)}; E ← ∅ ; . Initialize first vertex to initial state.
2: Xgoal ⊂ X . Define goal region.
3: while x 6∈ Xgoal do
4: vs← VerticesSample(V , pv) . Sample a vertex in V
5: ve← StateSample(vs, pstate) . Sample the state at vertex xs (i.e. θ)
6: uref ← ReferenceSample(puref ) . Sample reference control if needed
7: utraj , xtraj , xnew, tnew ← SafeSteer(ve, th,uref ) . Solve CBF QP
8: if xnew 6= ∅ then . If QP was feasible
9: V ← (xnew, tnew),E ← xtraj . Update the tree
10: end if
11: end while return T = (V , E),utraj
Algorithm 4 SafeSteer
Given ve, th, uref
2: ζi← i-th CBF constraint, ∀i;
utraj , xtraj , xnew, tnew ← Integrator(xe, te, th,QPcontroller(x, xobs, uref ));
4: return utraj , xtraj , xnew, tnew
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5.5 DIFFERENTIAL DRIVE MODELS AND SAFETY SETS
Consider a unicycle model for a two-wheeled differential drive robot
ẋ1 = v cos(θ), (5.4)
ẋ2 = v sin(θ),
θ̇ = ω,
where the state x = [x1, x2, θ]T ∈ R3 corresponds to the location (x1, x2) in work
space Xwork ⊂ R2 and heading θ with respect to the inertial frame. The control
input u = [v, ω]T ∈ R2 consists of the translational and angular velocity that are
bounded, respectively. The equations of motion (5.4) can be written in control















We consider rigid body obstacles and model them as the union of circles with cen-
troids that are defined as (xobs,i,1(t), xobs,i,2(t)) and fixed radii robs,i where each ob-
stacle is inscribed by the union of their respective circles. We denote the i-th safety
set as
Ci = {x ∈ R2 : hi(x) ≥ 0}, (5.6)
where
hi(x) = (x1(t)− xobs,i,1(t))2 + (x2(t)− xobs,i,2(t))2 − r2obs,i. (5.7)
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Each circle has the following dynamics
ẋobs,i,1 = vobs,i,1, (5.8)
ẋobs,i,2 = vobs,i,2,∀i.





The i-th ECBF constraint with rb = 2 is
ζi(x) = £
2
fhi(x) + £g£fhi(x)u+ k1hi(x) + k2£fhi(x) (5.10)
where
hi(x) = (x1 − xobs,i,1)2 + (x2 − xobs,i,2)2 − r2 (5.11)
£fhi(x) = 2v(x1 − xobs,i,1) cos θ + 2v(x2 − xobs,i,2) sin θ
−2(x1 − xobs,i,1)vobs,i,1 − 2(x2 − xobs,i,2)vobs,i,2,
£2fhi(x) = 2x1v
2 cos2 θ + 2x2v
2 sin2 θ
and k1, k2 are positive constants that are selected appropriately to ensure forward
invariance, as mentioned in Nguyen & Sreenath (2016). The resultant ECBF con-
straint is
ζi(x) = 2x1v
2 cos2 θ + 2x2v
2 sin2 θ (5.12)




obs,i,2 + k1h(x) + k2£fh(x) ≥ 0.
Remark 8 The inequality (5.12) is linear with respect to ω but not v, therefore it cannot be
added directly into the QP as a linear constraint. This is due to the mixed-relative degree of
the control inputs. To overcome this limitation, we set the translational velocity v = c ∈ R,
which becomes part of the system dynamics function f(x) in (3.1).
Remark 9 The relative degree is 1 for translation velocity v and 2 for angular velocity
ω, with respect to system dynamics (5.4) and CBF constraint (5.7). Therefore, we have a
nonlinear system with mixed-relative degrees control inputs. Therefore, the system requires
special treatment to apply CBF constraints.
5.6 SAMPLING DISTRIBUTIONS
Vertex Sampling: Given a set of vertices V in T , we define a discrete uniform





where Nv is the total number of vertices in V ; therefore, each vertex has an equal
probability of being selected as an expanding vertex. State Sampling: Given the
state of the sampled vertex [x1,s, x2,s, θfree]T , we first calculate the desired heading















where σ2 is the variance and we set θgoal as the mean.
5.7 APPLICATION 1: CBF-RRT WITH STATIC ENVIRONMENT
In the first example, we consider an environment withNobs = 3 static obstacles, i.e.,
vobs,i,1 = vobs,i,2 = 0,∀i = 1, ..., Nobs, which implies xobs,i,1 and xobs,i,2 are constants.
The initial state is xinit = [−0.5,−0.5, 1]T and the goal state is xgoal = [2, 2, ·]T . We
define three obstacles with centroids: (0.3, 1.2), (1.0, 0.5), (1.7,−0.5) and a radius
ri = 0.2,∀i. The hyper parameters in Table 5.1 include ECBF coefficients k1, k2,
variance σ2 for state distribution pstate, radius of the goal region ε and time horizon
th.
Table 5.1: Hyper Parameters for Example 1
Case k1 k2 σ2 ε th v Run Time
1 2.0 4.0 0.2 0.15 0.5 1.0 20.37s
2 2.0 4.0 0.6 0.15 0.5 1.0 1.81s
In Figure 5.2, the generated tree curves around the obstacle as the SafeSteer
function ensures the generated trajectory never enter the obstacle regions. Note-
case 2 has a higher variance (σ2 = 0.6), which results in more exploration in the
workspace before finding a path to Xgoal.
5.8 APPLICATION 2: CBF-RRT FOR DYNAMIC ENVIRONMENTS
In this example, without the loss of generality, we consider multiple obstacles with
constant velocity vobs,i,1, vobs,i,2 for the i-th obstacle. We formulate a composite sys-
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i = 1, ..., 4. (5.16)
Remark 10 The composite system (5.15) can be easily extended to multi-agents path plan-
ning problems. In this example, we only consider path planning problem for a single agent.
The four obstacles are initially located on the edge of the workspace and gradually
move toward the center. We set vobs,1,1 = vobs,2,1 = 0.08,vobs,1,2 = vobs,2,2 = 0.3,
vobs,3,1 = vobs,4,1 = −0.08,vobs,3,2 = vobs,4,2 = −0.3.
Table 5.2: Hyper Parameters for Example 2
k1 k2 σ
2 ε th v Run Time
1.0 1.9 1.0 0.15 0.5 1.0 32.4s
5.9 COMPARISON WITH RRT AND RRT*
One of the major advantages of CBF-RRT is to guarantee of collision-free trajec-
tory generation in continuous time. In RRT and RRT* path planning, an end-point
collision check function typically only checks if the end vertex xnew is within an ob-
stacle region. While it is computationally efficient, the generated trajectories have
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the potential to collide with intermediary obstacles that are smaller than the cho-
sen step size δd. We compare our proposed CBF-RRT algorithm with both RRT and
RRT* in the same static environment from Example 1 and Fig. 5.5 highlights how
trajectories have the potential to collide with the obstacles when δd is chosen to
be too large. CBF-RRT, however, does not suffer from this issue since it considers
continuous trajectories and has no such explicit collision check. Table 5.3 shows
the run time and number of vertices comparisons between the CBF-RRT, RRT, and
RRT* algorithms. CBF-RRT preforms between RRT and RRT* in terms of both com-
putation time and number of vertices generated. This illustrates that CBF-RRT is
able to guarantee collision-free trajectories for non-linear dynamics without exces-
sive increases in computation time over less-safe RRT and RRT*. Furthermore, we
expect CBF-RRT to outperform RRT and RRT* in highly complex (crowded) envi-
ronments because it does not need to perform a collision check explicitly.
Table 5.3: Comparison of CBF-RRT, RRT, and RRT*
Alg. Step Size Run Time (s) Number of Vertices
CBF-RRT 0.25m 2.98 496
RRT 0.25m 0.00125 39
RRT* 0.25m 2.109 488
CBF-RRT 1m 0.281 26
RRT 1m 0.00027 9
RRT* 1m 1.480 494
5.10 HARDWARE IMPLEMENTATION AND COMPARISON
The objective of this section is to compare different implementations on different
hardware. The previous examples are both using commercially available solver
Gurobi Gurobi Optimization (2018), which performs well from laptops to desk-
tops. That being said, a lot of robots run on the embed system and efficient ARM
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processors. A recent study shows the efficiency of the ARM processor in terms
of computing to energy ratio.(Kalyanasundaram & Simmhan, 2017) The problem
with Gurobi is its incompatibility with an ARM processor. Therefore, we seek al-
ternatives that can match a similar performance while being energy efficient. The
essential part of CBF-RRT is to solve a sequence of Quadratic Programs quickly. We
compare the result between two hardware: MacBook Pro 16 with i7-9750H proces-
sors and a Raspberry Pi 4 with a quad-core ARM Cortex-A72 processor. While
Gurobi runs well on x86-64 processors, it is incompatible with any ARM proces-
sors. Fortunately, there exists an open-sourced solver for the ARM processor (Beal
et al., 2018) as an alternative.
The experimental setting is the following: 1. MacBook Pro with Gurobi 2. Mac-
Book Pro with Gekko 3. Raspberry Pi with Gekko. All three settings are able to
find a solution in an example problem. The results can be found in Figure 5.6,
Figure 5.7 and 5.8. The run time for each setting is 14s, 100s, and 128s. It is notice-
able the Gekko alternative does not perform well regardless architectures of the
CPUs. More research can be done to increase the QP Solver performance on ARM
processors.
5.11 CBF-RRT BASED MOTION PLANNING WITH TIME WINDOW TEM-
PORAL LOGIC
In addition to Signal Temporal Logic from Chapter 4, there is another useful Tem-
poral Logic, called Time Windowed Temporal Logic (TWTL) (Vasile et al., 2017).
The TWTL is a linear-time logic for discrete-time sequences. The syntax is
φ ::= Hds|Hd¬s|φ1 ∧ φ2|φ1 ∨ φ2|¬φ1|φ1 · φ2|[φ1][a,b],
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where s can be either > or atomic proposition π ∈ Π. The symbol Hd is a hold
operator with d as a positive integer. The [ ][a,b] is a within operator with time
steps a < b. The semantics are defined over finite words of the set 2Π. Let o =
o0, o1, . . . , ok be a sequence of symbols, and ot1,t2 be a subsequence of o starting at
time t1 ≥ 0 and ending at time t2 ≥ t1. Moreover, the hold operator Hds requires
s ∈ AP be repeated for d time units.
Definition 4 (Concatenation Form Penedo Álvarez et al. (2016)). A TWTL formula is in
concatenation form if and only if φ = φ1 · φ2 · . . . · φn, where φi are TWTL subformulae
that do not contain concatenation operators themselves.
The within operator [φ1][a,b] requires that φ be satisfied within oa,b. The concatena-
tion operator φ1 · φ2 must first satisfy φ1 then immediately satisfy φ1. An example
for the TWTL in an inspections task could be "Inspect region A for 2 time unit
within time [2, 5] and region B for 3 time units within time [4, 9]". The correspond-
ing TWTL is
φ1 = [H2A][2,5] ∧ [H3B][4,9]
As mentioned in Chapter 2, the motion plan can be obtained through a sampling-
based approach. Similar to (Vasile & Belta, 2014),(Penedo et al., 2016), the Temporal
Logic is converted into to a Deterministic Finite-state Automata (DFA). Then, the
high-level state transitions are generated through a sampling algorithm, such as
RRT, RRT*, and RRG, to avoid state space abstraction. The state transition is then
checked with the DFA to ensure the satisfiability of the TL specification. In this
application, we introduce a framework that utilizes CBF-RRT (Yang et al., 2019)
to generate motion plans and controls that satisfy TWTL specifications. The al-
gorithm is required to handle dynamic requests, as well as dynamic obstacles. In
Figure 5.9, it demonstrates the workspace of the simulated environment: The agent
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has to visit region A,B,C,D,E given a TWTL specification, while always avoiding
static obstacles (red rectangles) and dynamical obstacles (red circles). The yellow
circle represents the dynamic requests that require the agent to re-plan to complete
the visit requests. Formally, the specification for the global trajectory is
ψ = [H2A][0,10] · [H3B ∨H3C][0,20] · H3D[0,10] · H3E[0,30]
Note, the agent has a sensing range (grey circle) with a fixed radius to detect dy-
namic requests and obstacles. The experimental platform is a custom made drone
with Odroid XU4 computer and Pixhawk flight controller, which is capable for on-
board computation. The drone successfully fly over a sequence regions that satisfy
ψ.
5.12 CONCLUSION
In this chapter, we present CBF-RRT, a motion planning algorithm that successfully
generates collision-free trajectories and control strategies for a nonlinear system
under both static and dynamic environments. The algorithm runs efficiently with
commercially available solver and is capable of online planning. The CBF-RRT
can be extended to a multi-agents planner. In the future, we can add rewiring
technique to further optimizing existing solutions. Last but not least, we can use
bounds of CBF constraints to ensure continuous-time safety by implementing the
controls in a self-triggered manner.
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Figure 5.2: Example 1: CBF-RRT for Static Environment
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Figure 5.3: For Application 2, the figure shows the generated tree
from CBF-RRT under dynamical environment with 4 moving ob-
stacles. The green lines are all the explored tree edges within the
workspace, and the blue line is the final solution from CBF-RRT
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Figure 5.4: CBF-RRT snapshots for multi-dynamical obstacles (σ2 =
1.0): The plots demonstrate how the robot (blue dot) progress as
the obstacles (red circles) crosses its path. The SafeSteer function
steers the robot away from the obstacle such that it can reach the goal
without collision.
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Figure 5.5: Comparison between CBF-RRT, RRT and RRT* with End-
point collision check. (a) CBF-RRT with th = 0.25s. (b) RRT with
δd = 0.25m. (c) RRT* with δd = 0.25m. (d) CBF-RRT with th = 1.00s.
(e) RRT with δd = 1.00m. (f) RRT* with δd = 1.00m.
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Figure 5.6: CBF-RRT solved on a x86-64 CPU with Gurobi
Figure 5.7: CBF-RRT solved on a x86-64 CPU with Gekko
Figure 5.8: CBF-RRT solved on an ARM CPU with Gekko
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Figure 5.9: Workspace with dynamical obstacles and requests for ψ





This dissertation establishes a control and motion planning framework that is de-
fined for safety-critical systems. Most importantly, we focus on cyber-physical sys-
tems that are used in applications with the constraints of implementing controls in
discrete time. It narrows the gap between the theoretical works and real-world
implementations.
In Chapter 3, we developed a self-triggered control framework with Control
Barrier Function (CBF) and Control Lyapunov Function (CLF) to satisfy safety and
stability, respectively. Moreover, we provide a way to compute the zeroth-order
hold period while still satisfying safety and stability constraints in continuous-
time. To achieve continuous satisfaction, we find lower bounds for both CBF and
CLF with respect to time using a trajectory bound given the system dynamics.
During implementation, the controller uses the lower bounds to determine the
next update period and solve the corresponding Quadratic Program.
In Chapter 4, we presented a motion planning framework to satisfy STL speci-
fications based on a mixed-integer approach. Differently from the previous works,
we ensure satisfaction of the specification while reducing the required integer con-
straints. We introduce a novel encoding method that exploits the property of CBF
to ensure set invariance within a given time. In addition, we utilize a bi-section
sampling method to determine the sampling instances that provide a feasible so-
lution automatically.
In Chapter 5, we develop a sampling-based motion planning algorithm that
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generates a safe trajectory on-the-fly. It removes the explicit collision check in con-
trast to the traditional RRT algorithm. Moreover, it provides a foundation that can
be used with a high-level path planning algorithm to satisfy richer mission speci-
fications.
6.2 FUTURE WORKS
6.2.1 Self-triggered Controller with CBFs
For the self-triggered controller, tighter bounds for CBF and CLF can be developed
to reduce the conservatives. It allows more extended zeroth-order hold periods,
which consequently reduces the number of necessary control updates. In addi-
tion, more work need to be done on finding the initial states and parameters within
CBFs and CLFs to improve the feasibility of Quadratic Programs. Finally, the al-
gorithm can be tested on physical hardware that demonstrate its effectiveness in
real-world applications.
6.2.2 Continuous-time STL Motion Planning
For continuous-time STL motion planning, a complete encoding software can be
developed for a more user-friendly interface. The existing implementation re-
quires the user to input all predicates manually. The CBF constraints also needed
to be computed before adding them into the Mixed-integer Program (MIP). On the
theoretical side, the control updates are generated through a bi-section cut. This
heuristic approach does work, but it is implemented naively. The current imple-
mentation doubles the number of control updates whenever an infeasible solution
occurs in the MIP. A more efficient algorithm could be developed, given each pred-
icate to reduce the amount of computation time. For example, the algorithm could
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try to increase the number of sampling/control updates before a predicate is given
to increase the chance of finding a feasible solution.
6.2.3 CBF-RRT
Last but not least, the concept from the self-triggered control can be used in CBF-
RRT; the generated trajectory guarantees continuous-time safety. The current im-
plementation requires to determine a fixed number of control updates for extend-
ing each edge, which implicitly defines the zeroth-order hold period because the
time horizon is fixed. There are two benefits of implementing non-uniform up-
dates: I. The continuous state trajectory is guaranteed to be safe. II. The required
computation can be greatly reduced as the number of QPs is diminished. This is
extremely important for running CBF-RRT on a single-board computer. Moreover,
the algorithm’s performance can be further increased by utilizing Graphics Pro-
cessing Units (GPU). By parallelizing the sampling through a commercially avail-
able library (such as CUDA), the CBF-RRT will improve its speed, which is critical
when it is used for on-line re-planning.
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