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INTRODUCTION 
In 1903, Georg Faber (see Curtiss [5]) proved that if îî is a bounded, simply 
connected domain in C with analytic boundary and if f(z) is analytic on Î2, then 
there exists a sequence of polynomials {pn(^)} (called the Faber polynomials), which 
depend on ft but not on f(z), so that f{z) can be represented by a convergent 
OO 
(Faber) series of the form ^ o,nPn( z )  where the coefficients a» depend only on 
n=0 
f { z ) .  Curtiss [5] states that the Faber polynomials have been successfully applied in 
the following areas: best polynomial approximation in the Chebychev sense; degree 
of polynomials approximation; asymptotic properties of polynomials on a Jordan 
curve; solutions of the Dirichlet problem by harmonic polynomial interpolation; 
necessary and sufficient conditions for an analytic function to be univalent; extremal 
problems in geometric function theory; and the Bieberbach conjecture. In Section 
1.1, we give a development of the Faber polynomials and we investigate a few of their 
fundamental properties. In Section 1.2, we discuss the Faber series of a function 
analytic on Q, where the boundary of 0 is an analytic curve. 
In Sections 1.3, we show that there is a natural mapping, utilizing the Faber 
series, from functions analytic on the unit disk A(0,1) (= H(A)) to functions an­
alytic on 0 (= H(Q,)) where the boundary of Q, is analytic. This natural mapping 
from H (A) to H{Q) is called the Faber transformation and is simply a "coefficient 
transplantation" from the Taylor series of f(z) in H{A) to a Faber series on ft. We 
show that the Faber transformation is a bijective, continuous, linear transformation. 
It is then of interest to determine the properties of H(A) which are "preserved" 
under the Faber transformation. In particular, we show that the Faber transforma­
tion preserves analyticity, polynomial and rational functions, analytic continuation 
2 
across an arc, and continuous extensions to the boundaries. 
In Section 1.4, we develop an "extension" of the Faber transformation. We show 
that the Faber transformation as defined in Section 1.3 can be utilized to define the 
Faber transformation relative to domains ft whose boundaries satisfy conditions 
weaker than analyticity. However, by enlarging the allowable domains ft, we must 
restrict our class of functions to the set of all f{z) which are analytic on the open 
unit disk and continuous on the closed unit disk (= i4(A)). We prove that this 
extension mapping from .4(A) to A(Çl) is injective, continuous, and linear. 
In Chapter 2, we consider the main problem of the thesis which is to determine 
the extent to which the Lipschitz class of a function in .4(A) is preserved under 
the Faber transformation. We find that the extent to which the Lipschitz class is 
preserved is dependent on the "smoothness" of the boundary of the domain ft. In 
Section 2.1, we discuss Lipschitz classes and some of their basic properties. We 
also use a classic result of Hardy & Littlewood (see Duren [6]) to show that if the 
boundary of ft is analytic, then the Lipschitz class is "precisely" preserved. 
In Section 2.1, we consider the well known theorems of Jackson & Bernstein. In 
1988, Anderson, Hinkkanen, & Lesley [2] proved that these results hold on domains 
other than the unit disk. We utilize their extension of Bernstein's theorem to show 
that the Lipschitz class of a function is "precisely" preserved when the domain 
under consideration is a "Bernstein domain". In particular, we prove that if g is the 
exterior Riemann mapping from the complement of the unit disk to the complement 
of ft and if g~^ is in the class Lip[l, 5ft], then the Lipschitz class is preserved under 
the Faber transformation. 
In Section 2.3, we relax the condition that the inverse exterior Riemann mapping 
is in the class Lip[l,5ft] and consider the preservation of the Lipschitz class under 
the less restrictive condition that g~^ is in the class Lip[jS, 5ft] where 0 < /? < 1. 
This weaker condition on g~^ is considered together with a new domain which we 
3 
call A'^^-domain and a special subclass which we call finite vision domains. We prove 
that under these less restrictive hypotheses the Lipschitz class is not "precisely" 
preserved. 
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CHAPTER 1 
BACKGROUND MATERIAL 
1.1. Faber Polynomials. 
In this section we discuss the Faber polynomials associated with a mapping 
g{z) = 12 6nA". 
n=0 
Definition 1.1.1. For r > 0 we define ^ = { g { z )  =  z +  22 9  analytic 
r 
and univalent in \z\ > r}. 
n=0 
oo 
Let g { z )  = be analytic in a neighborhood of oo and let w E C. The 
n=0 
function { g { z )  —  w )  f z  is also analytic in a neighborhood of oo, and its value at oo 
is 1. It follows that (g(z) — w)) /z is nonzero in a neighborhood of oo, and hence 
that we can define an analytic branch of 
(1.1.1) 
in a neighborhood of oo. We may select the branch of the logarithm so that (1.1.1) 
takes the value 0 at oo. Because (1.1.1) is analytic near oo, we can expand it in a 
Laurent series about oo: 
(1,1.2) = („))/,». 
The factor —1/fc is introduced for later convenience. Differentiating (1.1.2) with 
respect to z, setting po(w) = 1, and simplifying yields 
<1 1 31 '!>'(') _ V 
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Replacing g { z )  and g ' { z )  by their series expansions, (1.1.3) can be written as 
z - ^ kbkjz'' = lz + {bo-w) + ^ bk/z''j { 
&=i \ &=i / \fc=o 
Comparing coefficients of like powers of z, we find that p i { w )  =  w  —  B q  and 
t- i  
n 1 A \  P k + i i w )  = (w - bo)pki'w) - ^  bk-„Pniw) -ik + l)bk 
n=l 
(fc = 1,2,3,... ). 
It follows from (1.1.4) that p k ( w )  is a monic polynomial of degree k .  
Definition 1.1.2. The polynomial p k ( w )  (& = 0,1,2,... ) is called the k-th Faber 
p o l y n o m i a l  a s s o c i a t e d  w i t h  g { z ) .  
Using (1.1.4), it is easy to compute the first few Faber polynomials. In fact, if 
g ( z )  =  z - V Y ^ h k l z ^  then 
Jb=l 
Po(w)  = 1 
p i (u ; )  — w-bo  
P 2 ( w )  =  ( w -  6o)^ - 2bi 
= — 2bow + (6q — 26i) 
P3(w) = (w — bo)^ — 3bi(w — io) - 3^2 
= — Sbgw^ + 3(6Q — bi)to + (—6o "H 3bobi — 362) 
P 4 ( w )  = ( w  — 60)^ — 4 b i ( w  — 60)^ — 462 (w — b o )  + (261 — 463) 
= — 4bow^ + (660 — 4bi)w^ 
+ (—46o 4" 86061 — 462)10 
+ (6q — 46061 + 26j + 46062 — 463). 
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As these expansions of the first few Faber polynomials show, the relationship be­
tween the coefficients of the Faber polynomials and the coefficients of g(z) is very 
complicated. The following result of Johnston [11] gives an explicit formula for the 
coefficients of (w — bo)"^ in the Faber polynomials. 
Theorem 1.1.3. (Johnston) For & = 0,1,2,... 
k - 2  
Pt (w)  =  (w-  bo) '  +  x ;  -  bo)"  
n=0 
where for 1 < n < k — 2 
(1.1.5) cw = 
and  
n—l 
(1.1.6) CS" = ^  (5](-l)"'4n-, • • • 6r„-,) - kW-j. 
In (1.1.5), the sum is over all ordered m-tuples (ri,...,r„,) (m = 1,2,... ) of 
integers greater than or equal to 2 with ri 4 Vm =  k — n .  In (1.1.6), the inner 
sum is over all ordered m-tuples (ri,..., r^) (m = 1,2,... ) of integers greater than 
or equal to 2 with ri + rm = k — j. For convenience we take 
Cf ^  = 1 and = 0. 
Todorov [24] derived a formula for the coefficients of the Faber polynomials when 
the polynomials are expanded in powers of w. We will state the result of Todorov 
after we introduce some needed notation. 
For positive integer k ,  let f k i x )  denote the factorial polynomial 
x{x — l)(x — 2) " "  (z  — t  4-1) ,  and def ine  /o (x)  =  1 .  For  pos i t ive  integers  r  and s  
(r > a) we let 
CrAVU . . Vr-a+l) = ^ («/l )"'••• (j/r-a+1 )"-•+', 1 < ^  < r, 
7 
where the sum is taken over all nonnegative integers ui,... ,Ur-s+i satisfying ui + 
• • • + «r-a+i = 3 and vi + 2v2 H (r — s + l)ur_3+i = r. We also define 
C^r,o(yi) • • • j2/r+i) = 0 and (/o,0(7/1) = 1. 
Theorem 1.1.4. (Todorov) For & = 1,2,3,... 
m ^ 
P k i w )  =  - k d k  + 6^ 
n=l 
where 
k 
dk=Yj -  1)! Ck,m(^o, . . . ,  bk-m),  
m=l 
and 
k—n 
dk—niP") — ^ ^  /m( n,m(^0> • • • j n—m)* 
m=0 
The Faber polynomials arise in many surprising ways. The following theorem 
provides one example of this. 
Proposition 1.1.5. Let g(z} € for some r > 0, and suppose pkiw) is the k-th 
Faber polynomial associated with g(z). Then in a neighborhood of 00, 
Proof. Let r' > r be given. For w G {giz) | |z| > r'} there exists R  =  R ( w )  >  r '  >  r  
such that 
9 ' { ^ )  ^  P k { w )  L5L_ = 
holds for |z| > i2. Hence 
|z|=H |z|=R / 
dz =£p"w(é i  /  
"=0 V kl=A 
= Pfc(ty). 
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Let Tr' = {g{z) I |z| = r ' }  and T r  =  { g { z )  |  \ z \  = R}. Choose 8  <  niin{dist(w,rr'), 
dist(u;,rfl)} and let Fg = {z | |z — iu| = 6}. By Cauchy's Theorem, 
h! 27ri J ^ — w di w 2iTi 
rji Ts r. 
( — w d ( .  
Making the change of variable ^ = g ( z )  on the left hand side gives 
z''g'{z) 
|z|=A 
Next note that ml 
T^t 
^ è d%%7) "^here M = \g ^(01 and 
£(rr') is the length of Fr'. Since both of these quantities are independent of w, it 
follows that 
[ g  = p i k ( u ; )  +  0  
as w —y oo. • 
We conclude this section by considering a few specific examples of Faber poly­
nomials. 
Example 1.1.1. The function g { z )  =  z  +  a  E  ™aps the exterior of the circle 
|z| = r onto the exterior of the circle \z — a\ = r. For this generating function (1.1.3) 
becomes 
z 1 
{ z  +  a ) - w  1 -
_ ^ (u; — 
- 7^ t=o 
Hence the &-th Faber Polynomial is p k i w )  =  { w  —  a)*. 
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Example 1.1.2. Let a > 6 > 0 with a + 6 = 2 and r  = Then g ( z )  =  
2 + jz e This function maps the exterior of |z| = r onto the exterior of 
the ellipse (x/a)^ + (j//6)^ = 1. It follows from (1.1.4) that the Faber polynomials 
associated with g{z) = z + satisfy the recurrence relation 
P i i w )  =  w  
<  P 2 { w )  — w " ^  —  { a  —  b )  
,  P k { w )  = w p k - i { w )  -  [(a - b ) / 2 ] p k - 2 i w ) .  
In particular, if a = 5/4 and b  = 3/4, then g ( z )  =  z + l/4z and the associated Faber 
polynomials axe the monic Chebyshev polynomials for the open interval (—1,1). By 
considering a direct expansion of (1.1.3) using a partial fraction decomposition of 
the left hand side, we can compute the Faber polynomials as follows: 
z g ' { z )  ^  ( l  -
g { z )  -  w  
_ 4z^ - 1 
4z^ — Azw + 1 
Awz — 2 
= 1 + 
= 1 + 
4z^ — Azw + 1 
Awz — 2 
^ ^ (lu + y/w"^ — 1) (2 ^{w ~ y/w"^ — 1) /2 
'  U > + — 1  ^  ur —>/ur^ —1 ^  
= 1 + 
W+\/UJ^—1 
— I 
1 -  1  
2 — \/w^ — \ 
+ 
1 - • 
2 
t=l 
- — 1 
+Z 
A:=l 
1i>—•\/w^ —1 
2 
2 I [iw + — 1 * + [iw — y/w"^ — Ij * I 
fc=i 
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Hence po(w) = 1 and 
We can also use Theorems 1.1.3 and 1.1.4 to calculate the coefficients of the Faber 
polynomials when expanded in powers of w. Because 6i = and all other coeffi­
cients of g{z) are zero, Theorem 1.1.3 yields 
When = 1/4 the above give the coefficients for the monic Chebyshev polynomials. 
Example 1.1.3. The function g { z )  —  z  +  l/2z^ is in and maps the exterior of 
the circle |z| = 1 onto the exterior of the three cusped hypocycloid shown in Figure 
1. Since hi =1/2 and all other coefficients of g are 0, it follows from (1.1.4) that 
the Faber polynomials satisfy 
0 
i (_l)(fe-n)/2(^+pl)^fc-n 
if 6 — n is odd 
if fc — n is even 
and 
if k is odd 
if k is even. 
p \ { w )  =  w  
p^iw) = 
3 
P3(w) =  - -
P k + l { w )  =  w p k i w )  -  ^P k - 2 { w ) .  
As with the previous example, we can obtain a direct expansion of 
g { z )  —  w  —  w z ^  +  I  
11 
•Jl 
-03 
Figure 1 Three Cusped Hypocyloid 
12 
using a partial fraction decomposition to obtain the Faber polynomials explic­
itly. Applying Theorem 1.1.3 to find the coefficients of the 6-th Faber polynomials 
k—2 ,,v 
pjfe(z) =  ( w  —  b o )  + X!) (u; — 6o)" we see that 
k=0 
if3 X i h - n )  
if 3 !(*:_„) 
and 
if 3 1(6-2) 
y if 31 (6-2). 
1.2. Faber Series. 
Let f { w )  be analytic inside the open disk A(itfo,r) = {w | [w — wo| < r}. Then 
f(w) can be expressed as a Taylor series 
fc=0 
where the expansion is valid for all iw € A(iwo,r). We list some of the basic prop­
erties of (1.2.1): 
i) The Taylor series (1.2.1) converges to f { w )  uniformly on compact subset of 
A { w Q , r ) .  
ii) If 1 = limsup then p > r .  
k—*OQ 
iii) The coefficients in (1.2.1) are unique. That is, if /(w) = 
oo 
^ a k ( w  — u;o) is a power series for f ( w )  valid in A { w o , r ) ,  then (z& = 
6  =  0 , 1 , 2 , . . . .  
Properties i) and ii) follow from the Cauchy-Hadamard Theorem and iii) is a simple 
consequence of Theorem 3.7, p. 75 in Conway [4]. 
13 
Under the appropriate conditions, a function f ( w )  analytic in the interior of 
a domain bounded by a Jordan curve F can be expressed by a series of Faber 
polynomials that are associated with the one to one, analytic function g{z) mapping 
the exterior of \z\ = r (some r > 0) onto the exterior of F. This representation 
of f{w) by a series of Faber polynomials has many properties analagous to those 
previously listed for Taylor series. Some of these properties are given in the following 
theorem. See, for example, Schober [21]. 
oo 
Theorem 1.2.1. Let g{z) = z + ^  hkZ~ G let be the asso-
k=l 
dated Faber polynomials. Suppose that for some R > r, f(w) is analytic on the 
interior of Fg = {w = g(z) | |z| = JZ}. 
(i) Then for w in the interior ofTji, 
OO 
(1.2.2) f { w )  =  C o  C k P k ( w ) ,  
k=l 
where ct = ^  and r < p < R. 
I(l=f 
(ii) limsuplcfcl^/^ < i. 
fc—»oo 
(iii) The series given in (1.2.2) converges uniformly on campact subsets of the 
i n t e r i o r  o f F j t .  
Proof. Let w be a point in the interior of Fr. Choose p with r < p < R'm such a 
way that w is in the interior of Fp = {to = g{w) | |z| = p}. By the Cauchy Integral 
14 
Formula, 
1 f M dz 
z — w 
r. 
=àil 
= hj 
l(l=p 
- à j'"««(t'P) "• 
l ( l=f  
oo 
Since ^ converges uniformly on |^| = p, the above becomes 
fc=o 
\ l(l=p / 
= Co + CkPk(w) .  
k=l 
This completes the proof of (i). 
To prove (ii), first note that because is analytic in a neighborhood of 
1^1 = p (r < p < R ) ,  we have M p  = max |/(g(())| < oo. Thus, 
lfl=p 
I"'I - è / 
- pk 
^k+l 
l?l=P 
Mo 
m 
and 
limsup < limsup(Mp)^/''//9 = l / p .  
k—*oo k—oo 
Letting p —* R gives the desired result. 
Now, let % be a compact subset of the interior of Fyj. As in the proof of (i), 
choose p so that K Ç int(rp). As seen in the proof of Proposition 1.1.5, the Faber 
15 
polynomials have the representation 
l ( \=p  
g 'U)  Let Qp = max • The Qp < oo and if w ^ K, it follows that |pt(w)| < 
kl=p 
wÇK 
Let p' be chosen so that p < p' < R. Then by part (ii) there exists c > 0 
so that |ct| < -(fjir- Thus, |ctpt(w)| < cQpp{^-Ç^ • By the Weierstrass M-test, 
OO 
CkPki'w) converges uniformly on K. This establishes (iii). • 
k=o 
We call (1.2.2) the Faber series or Faber expansion of f(w) in the interior of 
Corollary 1.2.2. Let ÎÎ be the interior of an analytic Jordan curve F. Determine 
R so that g(z) € YIr ™aps {|z| > R) onto the exterior of F. If f{w) is analytic on 
fi, then 
OO 
f i ^ )  =  c k P k { w )  { w  e  0 )  
fc=0 
where {pt(w)}^Q are the Faber polynomials associated with g{z). 
Proof. An exterior version of the Riemann Mapping Theorem guaranteees the ex­
istence of a function 
g { z )  = c b i  , b  z + 6o + — 4—T + -
z z^ 
which is analytic and univalent on \z\ > 1 and maps the exterior of |z| = 1 onto the 
exterior of F. (The constant c is called the transfinite diameter of f2.) The function 
g(z) = g{zfc) 6 YIr — kl) and maps the exterior of \z\ = R onto the exterior of 
F. Because F is an analytic Jordan curve, g{z) can be extended both analytically 
and univalently to \z\ > r for some r < R. If are the Faber polynomials 
associated with g { z ) ,  then, by Theorem 1.2.1, 
OO 
f i ^ )  = ^tPfc(«') 
k=0 
16 
for all tw € ft. • 
We conclude this section with another corollary to Theorem 1.2.1. 
Corollary 1.2.3. Suppose g(z) E ft = C — { g { z )  \  \ z \  >  r}. I f  f ( w )  i s  
analytic on ft and if f{w) has an analytic continuation across the boundary of ft, 
then 
OO 
/ (w) =  ^  ckPkiw) {w e  ft)  
k=0 
where {pfc(t«)}^o Faber polynomials associated with g(z). 
1.3. Faber Transformation — Analytic Boundary Case. 
The objective of this section is to define and investigate some basic properties of 
the Faber transformation. 
Let G be an open subset of the complex plane C and let H { G ) h e  the collection of 
functions analytic on G. We endow H{G) with the topology of uniform convergence 
on compact subsets of G. Under this topology, Jf(G) is a metrizable locally convex 
space. 
Definition 1.3.1. Let g { z )  G and let {pit(u')}^o the Faber polynomials 
associated with g{z). If A is the open disk centered at the origin with radius 1 and 
OO 
f { z )  =  O k Z ^  G H { A ) ,  then we define the Faber tansformation T by 
&=:0 
OO 
{ T f ) { w )  =  ^  O k P k i w ) .  
k=0 
The Faber transformation simply "transplants" the coefficients of a Taylor series 
to a formal Faber series. 
Theorem 1.3.2. Let g{z) G Ylr {pk{w)}'^Q be the associated Faber poly­
nomials. If {afc}^o ^ sequence of complex numbers with 
limsup = 1/-R < 1/r, 
fc—»oo 
17 
oo 
then ^ oikPkiw) is analytic on the interior of {g{z) | \z\ = iî}. 
k=0 
oo 
Proof. Because limsup = l/i2, the function f{z) = ^ otkZ is analytic on 
k—*oo k=0 
\z\ < R. For each r < p < R, the function 
- 6 / Ë»') 
|z|=P 
is analytic in the interior of { g { z )  \  \ z \  =  p } .  Letting p  R  gives the desired 
result. • 
The above theorem illustrates yet another similarity between Taylor series and 
Faber series. 
Corollary 1.3.3. Let fi be a nonempty, open, bounded, simply connected subset 
of C with an analytic boundary F. Determine R so that g{z) E maps {|z| > R} 
onto the exterior of F. If limsup < 1/R and if {pk(w)}^Q are the Faber 
k—^oo 
00 
polynomials associated with g{z), then analytic in fi. 
t=o 
Proof. Because the boundary F of fi is analytic, we can continue g{z) analytically 
and univalently to |z| > r for some r < R. By Theorem 1.3.2, it follows that 
53 cikPki'w) is analytic in fi = int({^(z) | \z\ = R}). • 
k=0 
For the remainder of this section we will assume the fi is a nonempty, open, 
bounded, simply connected subset of C with an analytic boundary F. We will let 
g(z) = b-iz + ho ^hi/z + h2lz'^ + ••• denote an analytic, one to one function 
from \z\ > 1 to the exterior of 5fi. For the sake of simplicity we assume that 
6_i = 1. That is, we assume that g{z) E We will let {pfc(iw)}^o the Faber 
p o l y n o m i a l s  a s s o c i a t e d  w i t h  g { z ) .  
18 
For f ( z )  = in H { A )  we have limsup < 1 and so Corollary 1.3.3. 
k=0 k—*oo 
shows that the Faber transformation is a mapping from H  ( A )  into H(Q,). The next 
theorem is the main result of this section. It lists several important properties of 
t h e  F a b e r  t r a n s f o r m a t i o n  T :  H ( A )  — >  H { Q ) .  
Theorem 1.3.4. Let T: H{A) —> H(Çl) be the Faber transformation as defined in 
Definition 1.3.1. Then 
(i) T is a linear transformation; 
(ii) T is an injective mapping; 
(iii) T is a surjective mapping; 
(iv) T is continuous. 
OO OO 
PTOof. Let a € C and let f{z) = ^ and h { z )  = ^ dkz'' be functions in 
t=o t=o 
H { A ) .  S i n c e  { a f ) { z )  =  Y l { a a k ) z ' ' ,  
k—Q 
OO OO 
( T ( a f ) ) { w )  = ^(aafc)pfc(u;) = a ajtpfc(u;) = a { T f ) { w ) .  
k=0 k-O 
oo OO 
Because (/ + h ) ( z )  =  +  d k ) z ' ' ,  { T { f  +  h ) ) { w )  =  +  d k ) p k ( w )  =  
t=o fc=o 
X )  a k P k i w )  +  d k P k ( w )  =  { T f { w )  +  { T h ) { w ) .  This establishes (i). 
t=0 k~0 
oo 
To prove (ii) it is sufficient to show that { T f ) { w )  = ^2 otPt(w) = 0 implies 
k=0 
ajfe =  0,  fc =  0,1,2,3, . . . , .  Now, for each 6 > 1,  p* (ff(^))  is  analytic in \z\ > r for 
some r < 1. The Laurent series for pk {g{z)) has the form 
OO 
Pk  (g i z ) )  = •?'' + 
n=l 
= 2*^ + hk{z). 
(The coefficients {o!jtn}~n=i ^re called the Grvmsky coefficients of g { z ) .  See Pom-
merenke [17]). Let r < p < 1 and let m be a fixed nonnegative integer. Since 
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"fcPfc(^) = 0 for w € O, 
jk=0 
(1.3.1) "=2^ /  [E^'W^SW) 
\ A = p  
/z'"+^ dz. 
Because ^ o , k P k { g { z ) )  converges uniformly on \z\ = p, (1.3.1) becomes 
fc=o 
-£=/ QfcPfc i g j z ) )  gm+l dz 
|«|=p 
'tkL a k  { z ^  +  h k { z ) )  ,m+l dz 
=E 
fc=0 
\ z \=p  
J _J^±_dz 4-^m-k+i + 27ri \ A = p  
° °  " ' a k h k j z )  
,m+l 
h i  a k h k ( z )  ,m+l dz |z|=P 
' - 5 6 /  
dz 
l«l=p 
Since akhk{z)jis analytic on |z| > r, 
/ / O k h k i z )  ytn+l dz 
\z\=p |z|=R 
for all R > r. Because |/!t(z)| —> 0 as |z| —> oo, a k h k ( z )  zm+l — 0 ( flm+l ) R 
CO. It follows that / |:|=P 
0 as jR —> oo and so we conclude that 
J dz = 0. Thus, am = 0 for m = 0,1,2,... and we have established that 
l»l=p. 
T is injective. 
Let F { w )  be analytic on 0. By Corollary 1.2.2, for all w € O we have 
OO 
F { w )  =  C o  +  ^  C f c P j k ( i w )  
k=l 
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where limsup < 1. Thus, f ( z )  =  ^ c&z* is in H { A ) .  Further, { T f ) ( w )  =  
k—*oo k=0 
F ( t o ) .  Thus T is a surjective mapping from H ( A )  to H ( Ç î ) .  
Because H { A )  is a metric space, we establish the continuity of T  by showing 
that if 
f n i z )  =  - »  f { z )  = ^ a k z ^  in 
k=Q t=0 
then (r/n)(iw) —» ( T f ) { w )  in H ( Ç l ) .  Let if be a compact subset of 0. Choose 
r < / 9  <  1  s o  t h a t  K  i s  c o n t a i n e d  i n  t h e  i n t e r i o r  o f  F p  =  { g ( z )  |  | z |  =  p } .  F o r  w  E  K  
we have 
{ T f n ) { w )  -  { T f ) { w )  =  ^  a J , " V f c ( w )  -  ^  a k P k i w )  
k=0 k=0 
k=0 
fn{ z )  -  f i z )  
zk+1 
=P 
P k i w )  
=  è  /  
|z|=P / 
It follows that 
\ { T U ) { w )  -  { T f ) { w ) \  <  M n M ,  
where M„ = max |/»(z) — f { z ) \  and M p  = max • Since w  e  K  Ç  int( r p ) ,  |z|=f |z|=P ' 
M p  < oo. Because f n { z )  -» /(z) in H { A ) ,  M n  —» 0 as n -> oo. So, (T/n) { T f )  
uniformly on K. This establishes the continuity of T. • 
We observe that the Faber transformation T "preserves" analyticity and the 
radius of convergence. It is clear from Definition 1.3.1 that if f{z) is a polynomial 
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of degree n, then ( T f ) { w )  is also a polynomial of degress n. Given all that T 
seems to preserve it is natural to ask: if f(z) E H (A) has property P, then does 
{Tf){w) € H{Q,) retain any of the features of the peroperty P? Ellacott [8] has 
observed that T preserves rational functions. 
Theorem 1.3.5. (Ellacott) Let R{z) be a r a t i o n a l  f u n c t i o n  w i t h  n o  p o l e s  i n  A. 
Then r(w) = (TR)(w) is a rational function with no poles on Ô. 
Proof. Since R { z )  has no poles in Â, R { z )  is analytic in \ z \  <  p  for some p > 1. 
Thus, the function r (g(z)) is analytic in the annulus \ <\z\ < p and so it can be 
represented by a Laurent series there, say, 
+ 00 
(1.3.2) r { g { z ) ) =  ^ c&z* 
fc=—oo 
where ct = ^ f  d z ,  { 1  <  p '  <  p ) .  By Theorems 1.2.1 and 1.3.4 and 
|z|=p' 
oo 
Definition 1.3.1, it follows that R ( z )  = ^ for \ z \  <  p .  Thus r { g { z ) )  =  
fc=o 
OO 
R ( z )  +  G { z )  where G ( z )  = ^ c_t/z* is analytic in |z| > 1 and G(oo) = 0. Hence 
t=i 
{ T R ) { w )  =  r { w )  =  R  (g~^(w)) +G (g~^(w)) for all w E C — 0 and r(w) is analytic 
in Q by Corollary 1.3.3. We conclude that r(w) has no singularities other than poles 
in the extended complex plane. Hence, by Theorem 8.5.1 in Hille [10], r(w) is a 
rational function. • 
Johnston [12] has investigated the analytic continuation properties of ( T f ) ( w )  
given that f{z) can be continued analytically across an arc. 
Theorem 1.3.6. (Johnston) Let J be a subarc of\z\ = l. If f{z) € H(A) and f(z) 
has an analytic continuation across J, then (Tf)(w) has an analytic continuation 
a c r o s s  g ( J ) .  
Proof. Since the boundary of Q, is analytic, the one to one, analytic function g: 
|z| > 1 —> ext(5f2) can be continued analytically and univalently to \z\ > r for some 
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r < 1. So, if f { z )  = 0*2* on A, then for r < |^| < 1 we have 
k=0 
oo 
(1.3.3) (Î'/)(9(0) = E'"P'W0)-
k=0 
By the Cauchy Residue Theorem, 
PU.«)) = e' + è / 
|z|=P 
where r < p < |$|. Thus, (1.3.3) becomes 
(1.3.4) 
kl=p 
for r < /9 < 1^1 < 1. The last integral in (1.3.4) is analytic in |(| > r .  Hence, if /(^) 
has an analytic continuation across J, then {Tf){w) has an analytic continuation 
across g(J). •  
We note that the converse to Theorem 1.3.6 is also true by considering (1.3.4). 
In fact, consideration of (1.3.4) also yields the following result. 
Theorem 1.3.7. I f  f { z )  i s  a n a l y t i c  o n  A and if f ( z )  h a s  a  c o n t i n u o u s  e x t e n s i o n  
to \z\ = 1, then {Tf)(w) has a continuous extension toF = dO,. 
We conclude this section by considering the Faber transformation ( T f ) { w )  when 
oo 
/(z) = G k Z ^  G H ( A )  is continuous on A. Our goal is to obtain an integral 
k=0 
representation of ( T f ) { w )  in terms of f ( z )  and g { z ) .  
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Theorem 1.3.8. Let f(z) be axialytic on A and continuous on A. Then for w £ Q, 
we have 
\ z \ = l  
/(j-'{e)) 
^  —  w  
d Q  
d ( .  
oo 
Proof. Suppose f { z )  = ^ otz on A. Since f { z )  is continuous on A, 
t=o 
f { p e * ^ )  —>• /(e'®) uniformly a s p - *  1~. Thus, 
k \  
' ' M 
27ri J zt+i |zl=l 
Because is analytic, we have 
OO 
{ T f ) { w )  =  Y ^ a k P k i w )  
( 1 f M 
k=0 
oo 
(fz pjk(u;) 
•=Z""(s®) 
_ j_ /" y(z)/(z) _ 
27rz J 
N= 
g { z )  -  w  
lr|=l 
/ (3-'(0) 
^ — w 
an 
dC • 
Since differentiation under the integral sign is justifiable in the above setting, we 
observe that 
|z|=l ^ ^ 
24 
1.4. Faber Transformation — General Case. 
In the previous section we defined and investigated basic properties of the Faber 
transformation T: H{A) —» H{Q) when 0 is a nonempty, open, bounded, sim­
ply connected subset of C with an analytic boundary. We suppose now that the 
boundary of is not analytic and we investigate the mapping 
where the pjb(io) are the Faber polynomials associated with fZ. Unfortunately, even 
if dQ is rectifiable (but not analytic) then the function {Tf){w) need not be analytic 
on Q. In this section we shall see that even if dQ is not analytic, we can impose some 
weaker conditions on 9Î2 that ensure the Faber transformation does map H (A) to 
We first develop some background material. Let A = A(0,1) and let O be a 
nonempty, open, bounded, simply connected subset of C with boundary F that is a 
rectifiable Jordan curve. Let g{z) = c [z 4- 6o + 6i/z + 62/z^ + .. •] be the analytic, 
univalent function mapping C — A onto <C — Ù,. Withhout loss of generality we 
may assume that c = 1, so g{z) G Since ft is bounded by a Jordan curve, an 
e x t e r i o r  v e r s i o n  o f  t h e  C a r a t h e o d o r y  E x t e n s i o n  T h e o r e m  ( H i l l e  [ 1 0 ] )  i m p l i e s  g ( z )  
can be extended to a homeomorphism of |z| > 1 onto C — ft. Since the boundary F 
is also rectifiable, it follows that g(e'^) is absolutely continuous. Hence, for |z| = 1 
we have g'(z) E L^. (See Duren [6]). 
Definition 1.4.1. Let G be a subset of C. For n = 0,1,2,... we define Vn{G) = 
{f{z) I f{z) is a polynomial of degree at most n restricted to G) and we define 
n=0 
We now define the Faber transformation T on V ( Â ) .  
Definition 1.4.2. Let ft be a nonempty, open, bounded, simply connected subset 
o f  C  w i t h  b o u n d a r y  F  t h a t  i s  a  r e c t i f i a b l e  J o r d a n  c u r v e .  I f  g { z )  =  
Y^akPkiw) 
ir(ft). 
00 
V { G )  = U ^ n(G). 
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z + 6o + 6i /z 4 € maps C — A onto C — fi, then for p(z) E 'P(Â), the Faber 
transformation ( T p ) { w )  is a function defined for w G 0 by 
(1.4.1) (rp)(.) = ^  ^ ... 
|z|=l 
Theorem 1.4.3. I f  p ( z )  =  cq +  a i z  +  • • •  +  z„z" 6 7^(Â), t h e n  (1.4.1) can be 
written as 
n 
{ T p ) { w )  =  ' ^ a k P k i w )  
k=0 
where pk(tv) are the Faber polynomials associated with the exterior Riemann map­
p i n g  f u n c t i o n  g { z ) .  
Proof. (We assume the notation and conditions of Definition 1.4.2.) Let iw G Î2. 
Since F is a rectifiable Jordan curve, 
ita I f 1 f jz. 
R-*i+ 27rz J  g { z )  —  w  2?% J  g { z )  —  w  |z|=fl 1*1=1 
By the proof of Proposition 1.1.5, for each R >  1 ,  
éi I 
\z\=R 
It follows that 
n 
{ T p ) { w )  =  V  a k P k { w ) .  •  
t=o 
Corollary 1.4.4. Let T be the Faber transformation of Definition 1.4.2. Then T 
is a injective linear map from Vn{A) to 'P„(Ô). 
Proof. The linearity of T: T'n(A) —> 'Pn(^) follows from Theorem 1.4.3. The injec-
tivity follows from Theorems 1.4.3 and 1.3.4. • 
We now extend the Faber transformation of Definition 1.4.2 to all functions 
analytic on A and continuous on A. 
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Definition 1.4.5. Let G be an open subset of C. We denote the collection of all 
f u n c t i o n s  a n a l y t i c  o n  G  a n d  c o n t i n u o u s  o n  G  b y  A ( G ) .  
Definition 1.4.6. Let .4 be a vector space over C. 
1) If A is also a ring in which a { f g )  =  { a f ) g  =  f { a g )  for all f ,g E A and 
a € C, then we call A an algebra over C. 
2) ]£ A has a norm || • || such that A is complete with respect to the metric 
d{f,g) = 11/ - fill and ||flr/l| < ||/|| ||gr|| for all € A, then we call a 
Banach algebra. 
Proposition 1.4.7. Let G be a bounded open subset of C. If 
i) { a f ) ( z )  =  a  (/(z)) f o r  a J l  f  e  A { G )  a n d  a  E C; 
ii) i f  +  9 ) i z )  =  f { z )  +  9(z) f o r  a l l  f ,  g  e  A ( G ) ;  
iii) { f g ) ( z )  = /(z)g(z) for a l l  f , g  e  A { G ) ;  
iv) 11/11 = sup 1/(0)1, 
then A(G) is a Banach algebra. 
(The space A(A) is usually referred to as the disk algebra.) 
Theorem 1.4.8. If is an open simply connected subset of C such that the Faber 
transformation T from V(Â) into 7^(0.) is a bounded linear transformation, then T 
extends to a bounded linear transformation from A(Â) into A(fi). 
Proof. Let f{z) € A{Â). Since ft is an open simply connected subset of C, there 
exists a sequence of polynomials gn(z) with ?„(«) converging to f{z) in ^(Â). 
Because {çn(-?)}^i is a Cauchy sequence and T is a bounded linear transformation, 
it follows that the sequence {(Tgn)(^^)}^i is also a Cauchy sequence in A(Q,). 
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Hence, we define T: A(Â) —» A { Ç l )  by 
(1.4.2) { T f ) { w )  =  \ i ^ i T q n ) { w )  
= J_ / fiOa'iO de 
S t t î  J  g ( 0 - ^  
2 m j  ( - m  ^  I 
We now show that T: A(A) -+ A{Q,) as given by (1.4.2) is well-defined. Suppose 
that {^^(z)}™ and {r„(z)}i° are sequences of polynomials that converge to f(z) in 
i4(A). Then 
It follows that (T/)(w) = ^  is a well-defined mapping from •A(A) 
_ 1(1=1 
to A(fZ). The linearity and boundedness of T follows from (1.4.2). • 
In view of the above, we have the following definition. 
Definition 1.4.9. Let 0 be a nonempty, open, bounded, simply connected subset 
of C. If T: 'P(A) —> 'P(ÎÎ) is a bounded linear transformation, then we call 0 a 
Faber domain. In this case, we define T: j4(A) —+ A(0) by 
ll(rg)(«) - (Tr„)(»)|| = II (r(8„ - r„)) (u.)|| 
<imi k-r.ll 
= ||T|| ||g„ — f + f — rjiW 
<imi(llî»-/ll + ll/-'-n||)-
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where g{^) = ^ + bo+ bi/^ +... is the Riemann mapping function from C — A onto 
C-fi. 
What conditions on the boundary of 0 are sufficient for 12 to be a Faber domain? 
One sufficient condition is that the exterior mapping g{z) satisfy the following; 
(1.4.3) sup < 
1(1=1 / g i w ) - g { 0  w - (  
.^1=1 
jdiol > < oo. 
(See Anderson and Clunie [1]). The condition (1.4.3) is retrictive in that it does 
not allow the boundary of Cl to have any corners. In fact, (1.4.3) can be utilized to 
show that if dS2 is of class for some 6 > 0, then 0 is a Faber domain. 
We now investigate a less restrictive condition on the boundary of Q that also 
yields a Faber domain. 
Definition 1.4.10. Let 0 be an open Jordan domain with boundary F. The 
boundary F is said to be of bounded rotation if there exists a 27r-periodic function 
u{$) with the following properties: 
i) u(6 )  is of bounded variation; 
ii) F has one-sided tangents at every point and at the point g(e'^) the angle 
between the positive real axis and the right (respectively, left) tangent to 
F is equal to u(d~) (respectively, u(0+)). 
2ir 
The total variation of u is V = J \du{6\ and is called the total rotation of F. 
0 
Duren [7] gives the following equivalent formulation of bounded boundary rota­
tion. 
Theorem 1.4.11. Let fi be an open Jordan donaain with boundary F. If f(z) = 
z + aiz^ + a^z^ + ... is the univedent, ajialytic function mapping A onto Q, and if 
a = lim / I Re ^1 + j | z = re'^, then Q is of bounded boundary rotation 
if a < oo. Li this case, the total rotation of F is a. 
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We note that 
It follows that the total rotation V is greater than or equal to 27r and we have 
equality if and only if is a convex domain. Furthermore, if V" < 47r, then ft is a 
close to convex domain. (See Duren [7].) 
We now show that if the boundary of Ù is of bounded rotation, then fi is a Faber 
domain. 
Theorem 1.4.12. Let F (— be a rectifiable Jordan curve with total rotation 
Corollary 1.4.13. If ft is an open Jordan domain and F (= dù) is of bounded 
rotation, then ft is a Faber domain. 
The proof of Theorem 1.4.12 requires two lemmas. The first result is due to 
Pommerenke [17] and, among other things, it gives a characterization of the exterior 
mapping when F is of bounded rotation. The second result is due to Radon [19]. 
Lemma 1.4.14. (Pommerenke). Let ft be a domain of bounded boundary rotation 
V < oo. For p(z) S V { A ) ,  ||(Tp)(u,)|l^ < (1 +2l'/7r)||p(z)lU 
with F = ôft. Let 
9 ( 0  = C + to + y + ... 
map 1^1 > 1 onto the exterior of ft.For t,6 E [0,2 n ] ,  d e S n e  
^ - 5(6'")] , t ^ 9  
' \ jump in half tangent direction at t 
Then for \z\ > 1 
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Also, for each real d and fc > 1 
2n-
W (,(«"')) = ^  J e'"dtv( t , e )  
where pk is the k-th Faber polynomial associated with g. 
Proof. Let |z| > r > 1. By the Poisson Integral Formula, 
(1.4.4) log ' g { z ) - g { e ' ^ )  
2ir 
l±re<Zl 
1—re" 2-' is bounded and With \z\ > 1 fixed and letting r —» 1+, we find that 
axg [g{re**) — g{re'^)\ —> v{t,6). By Lebesgue's Dominated Convergence Theorem, 
we may take the limit inside the integral to obtain 
(1.4.5) log ' g { z ) - g { e ' ^ y  
2n 
I 
2? 
Since the limit of the left hand side of (1.4.5) is zero as z —» oo, by Lebesgue's 
Dominated Converegence Theorem we conclude that 
(1.4.6) 
2-ir 
0 =  J { v { t , 6 ) - t } d t .  
0 
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By (1.4.5) and (1.4.6) 
log \ 9 { z )  -  g ( e ' n  
z = i?/îT7HprW'. »)-'}* 
0 
2ir 
-  —  J { v { t ,  6 )  -  t ] d t  
0 
0 
= -log(l-e"z-:)M<,0)-<}|;' 
2n 
+ ^  J log(l - e*^z~'^){dtv{t, 6) - dt} 
0 
= — log(l — z~^) [u(27r, 0) — u(0, ^) — 27r] 
2it 
+ ~ J log(l - e'*z~^)dtv{t, 9) 
0 
27r 
—-Jlog(l — ^)dt 
0 
2n 
~ ~ J 1°S(1 — e'*z~^)dtv{t,6). 
0 
Exponentiating, we find that 
2K 
g { z )  -  g i e ' ^ )  = z exp / - [log(l - e'^z~^)dtv{t, 6) 
TT 
0 
> . 
Differentiation of (1.4.5) with respect to z yields, after simpHfication 
1 ( ~ / j z~''-
k=0 k=l \ Q 
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Equating coefficients of like powers of z gives 
27r 
P k { g ( e ' ' ) )  =  ^  J  e ' ^ ' d t v i t ^ e ) .  •  
0 
Lemma 1.4.15. (Radon) Given the hypotheses of Lemma 1.4.14, we have that 
2tt 
J  \dtv{ t , e ) \<v  
0 
where V is the total rotation of F = dil. 
Lemmas 1.4.14 and 1.4.15 give the following result concerning the Fabor polyno­
mials associated with g(0' 
Proposition 1.4.16. Given the hypotheses of Lemma 1.4.14, 
lbfc(t«)lloo < 
for &  =  1 , 2 , 3 , . . .  and w G Q. 
We now give the proof of Theorem 1.4.12. 
n 
Proof. Let p{z) = o-kZ^' By Theorem 1.4.3, 
t=o 
= à 
\z\=\ 
n 
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where {pt(u;)}^Q are the Faber polynomials associated with Q,. For w = G F, 
|(Tp)(u;)l = 
k=0 I 
Oq + I — J e**''div{t, 9) I a(. 
&=1 
< |ao|+ /(£"•••) 
2îr 
< IIPIIoo + ~ J 2||p||~l<iif(«,«)l 
< (i + ^ ) IIPIU-
d t v { t , 6 )  
Thus T: 'P(A) —» 'P(O) is a bounded linear operator. • 
By a refinement of the above proof, Anderson and Clunic [1] have shown that 
l|r|| < (l + ^ ). 
In Theorem 1.3.4 we showed that if is analytic, then the Faber transformation 
T is a bijective mapping from H (A) to The Faber transformation 
T: A { Â )  —> .4(0) given by 
|j|=i 
is a injective mapping but is in general not a surjective mapping. The injectivity 
of T is a consequence of the following theorem and the uniqueness of Taylor and 
Faber coefficients. 
Theorem 1.4.17. Let f{z) = ^ Okz'' G A(Â). Then the function {Tf){w) in 
t=o 
A(ft) has Faber coefficients of 
Proof. Let fr{z) = f { r z )  for |z| < 1 and 0 < r < 1. Then fr{ z )  - +  f { z )  uniformly 
o n  Â  a s  r  - +  1 ~ .  I t  f o l l o w s  t h a t  s i n c e  T  i s  a  b o u n d e d  o p e r a t o r ,  ( T f r ) { w )  - +  { T f ) ( w )  
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in i4(n). The difference in the r-th Faber coefficient of ( T f ) ( w )  and { T f r ) { w )  is 
However ||(T/r) — (T/)||oo —> 0 as r —» 1 . We note that fr{ z )  is analytic on 
A(0, l/r) and fri^) = ^ akr^z''. Hence the n-th Faber coefficient of Tfr is a„r". 
Letting r —> 1 it follows that the n-th Faber coefficient of T/ is On- O 
Anderson and Clunie [1] have constructed a domain Q, with bounded boundary 
rotation for which the Faber transformation is not surjective. The key feature of 
the domain ÇI is that its boundary contains an external cusp (i.e. an external angle 
of 2ir). Anderson and Clunie [1] have established the following sufficient condition 
for the Faber transformation to be surjective. 
Theorem 1.4.18. Let Î2 be a Jordan domain whose boundary is rectiSable and of 
bounded boundary rotation. IfT = dQ is free from cusps, then 
is a boimded linear transformation. 
Anderson and Clunie [1] conjecture that T is surjective if and only if F is free 
from cusps. 
OO 
r 
is surjective and T~^ : j4(î2) —> A(Â) given by 
1(1=1 
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CHAPTER 2. 
PRESENTATION OF RESULTS 
2.1. Lipschitz Classes and Hardy-Littlewood Type Theorems. 
Let f { z )  be a function analytic on A(0,1) and continuous on A(0,1) and T be 
the Faber transformation associated with a domain ft. In this chapter we address 
the following question: if f{z) satisfies a smoothness condition on \z\ = 1, then to 
what extent does (Tf){w) satisfy this smoothness condition? As we shall see the 
solution depends on the smoothness of dù. 
The smoothness condition we consider is given in the following definition. 
Definition 2.1.1. Let 0 < a < 1 and let S Ç C. We say that f: S C is in the 
class Lip(a, 5) if there exists a positive constant M so that for all 2:1,^2 G 5 with 
\z\ — Z2\<\ we have 
The elements of Lip(a, 5) are said to satisfy a Lipschitz condition of order a on S. 
The following is an immediate consequence of Definition 2.1.1. 
Proposition 2.1.2. Let S be a bounded subset of C. 
i) I f O < a < P < l ,  t h e n  Lip(y9,5) Ç Lip(a, S). 
ii) I f  f ( z )  6 Lip(a, S ) ,  t h e n  f { z )  i s  u n i f o r m l y  c o n t i n u o u s  o n  S .  
Let ft be a nonempty, open, simply connected subset of C. Since 5ft Ç ft, it is 
clear that if f{z) is defined on ft and if f{z) € Lip(a, ft), then f{z) E Lip(a:, 5ft). 
Rubel, Shields, and Taylor [20] have shown the converse is true when f{z) is suffi­
ciently well-behaved in ft. 
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Theorem 2.1.3. (Rubel, Shields, Taylor) Let Q be an open, simply connected 
subset of C and let f(z) be analytic on fi and continuous on 12. If 
1/(^1 ) — /(^2)| < M\zi — ZgT (zi,Z2 € 5ÎÎ) 
then 
—  / ( z g ) !  <  C M \ z i  —  2 : 2 ! ° '  ( z i , €  Î Î )  
where C is a constant independent ofù and f(z). 
Corollary 2.1.4. Let fl be an open, simply connected subset of C, and suppose 
f{z) is analytic on Q, and continuous on Q. Then f(z) 6 Lip(o;, dO.) iff f(z) 6 
Lip(a,ft). 
As a consequence of Corllary 2.1.4, any statement made regarding a function 
f{z) in Lip(û:, 9Î2) is also valid for f{z) in Lip(a:,fi) and conversely. 
We now restate the question of interest in terms of Lipschitz classes: if f { z )  is 
in the disk algebra and f{z) E Lip (a, \z\ = 1), then is the Faber transformation 
(Tf){w) € Lip(7,for some 7? In this chapter we consider several conditions 
on the boundary dO, of Çî which enable us to answer the above question in the 
affirmative. Furthermore, we shall obtain 7 as a function of a. 
We will now show that if the boundary of 0 is analytic, then 7 = 0:. The key 
result needed to establish this is a generalization of the following classical result of 
Hardy and Littlewood (see Duren [6]). 
Theorem 2.1.5. Let f(z) be analytic on A(0,1). Then f(z) is continuous on 
A(0,1) and f(z) G Lip ( a ,  |z| = 1) (0 < a < 1) if and only if 
C 
( i - k i r  
\ f ' iz) \  < 7,—a-a 
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for all z G A(0,1). The constant C is independent of z. 
Proof. The case with a = \ requires two technical results concerning spaces, so 
we only prove the case where 0 < a < 1. We observe that 
TT 
ifO < \d—T\ < 1. Hence/(z) E Lip (a, |z| = 1) if and only if/(e'®) G Lip (a, [0,2?]). 
Suppose f{z) G Lip (a, l^j = 1). Then f(z) E Lip A(0,1)^ and hence f(z) is 
(uniformly) continuous on A(0,1). By the Cauchy Integral Formula, for z = re'®, 
we have 
= éi j m) - A'") (Î - 4' 
1(1=1 
d( 
1 f  ( /(«") -  ,, 
Thus, 
— TT 
Since /(e'®) G Lip(a, [0,27r]) and 
1 — 2rcost + = (1— r^) + 4rsin^ ^ 
TT^ 
> ( l - r 2 )  +  ^  ( 0 < i < 7 r ) ,  
we find that 
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Malce the substitution u = f/(l — r) to obtain 
_ A 1 7' J 
~ TT (1 -r)i-« J 1 + ^  " 
<(7/1^1^''") (TT^-
Hence 
We now assume 
- (1 - M)'-" 
for all z E A(0,1). By Theorems 2.1.2 and 2.1.3 it is sufficient to prove that 
f{z) € Lip (a, \z\ = 1). To that end choose 6 and r with 0 < T — 6 < 1. Let 
p = \ — {t — 0) and let F be the piecewise smooth curve consisting of the radial 
segment from e'® to pe'®, the arc of the circle |z| = p from to /9e'^, and the 
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radial segment from pe"" to e'^. Then 
|/(e") - f(e">)\ = J ma 
< J l/'(''«")|dr + j |/'(re'OI<ir 
P P 
T  
+ J\f\l>e")\dt 
e 
- y (1 - r)'-" (1 - />)'-
p 
< c ( l  +  | )  7 r ° ' | e " ' - e ' ^ r .  
Hence \ f { z ) \  <  (i_[^)i-a implies f { z )  G Lip (a, \z\ = 1). • 
By conformai mapping, the above result of Hardy-Littlewood can be generalized 
to the situation where the region in question is a bounded, simply connected domain 
with an analytic boundary. For definiteness we state this result (see Sewell [22]). 
Theorem 2.1.6. Let ft be a bounded, simply connected domain with analytic 
boundary. A function f(w) analytic on Q, and continuous on ft satisfies a Lipschitz 
condition of order a on ft if and only if 
lAWI < 71: [dist(u;, ôft)] 1—a 
for all w G Q. The constant C is independent of w. 
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We now state and prove the main result of this section. 
Theorem 2.1.7. Let fl be a nonempty, open, bounded, simply connected subset 
of C with analytic boundary. Assume g{z) = z + bo + bi/z + H G maps 
°° 
the exterior of \z\ = 1 conformally onto the exterior of dO,. If f{z) = ^ OkZ is 
k=Q 
analytic in A(0,1) and f{z) E Lip (a, |z| = 1), then 
OO 
i T f ) { w )  =  C k P k i w )  
k=0 
is in Lip(a, fi) where are the Faber polynomials associated with g(z). 
Proof. Since the boundary of 0 is analytic, g{z) extends analytically and univalently 
to \z\ > r for some 0 < r < 1. Let w E 0 H {g{z) | \z\ > r}. Then 
OO 
(2.1.1) i T f ) { w )  =  ^  o k P k i w )  
t=0 
OO 
= ^  otPt { 9 ( 9 ' ^ i ^ ) ) )  
jfc=0 
°° ( °° /I 
fc=0 V. f=i J 
= 22°*: (w)] '' + 22^ (w)] ' 
jk=0 k—1 t=l 
=  f { 9  ^ { w ) )  + ^ ^ k a k a k e [ g  X " ) ) ]  t a k a k t  [ g • ( . « ' j j '  
fc=l /=! 
where the coefficients {oikt}'k',e=i are the Grunsky coefficients associated with g ( z ) .  
We now show that the last sum in (2.1.1) is an analytic function on \z\ > r 
[z = g~^(w)). Since g(z) is univalent, 
is analytic for \ z \ >  r  and \w\ > r. It follows that for each ri, with r < ri < 1 we 
have |7Jt<| = «(r*"^^). 
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By utilizing (1.1.3) in (2.1.2) we find 
OO OO / OO N 
P k  ( g ( z ) )  ^  f  ^  
Jb=0 &=1 \ t=\ J 
and so 
Pfc = •2*' + 
/=1 
oo 
= z'' + ^2 kotktz 
(=1 
Hence = l7fc<| = o(''i^') for each r < ri < 1. It follows that F ( z )  =  
22 akkakiZ~^ is analytic in \z\ > r. For r < i2 < 1, let B R  =  { Z \ R  <  \ Z \  <  \ ]  
k=\ (=1 
and let = { g { z )  | z € B R ) .  Since f { z )  6 Lip A(0,1)^, Theorem 2.1.5 implies 
that 
~ (1-1^1)^-°' 
For w € 0 n { g { z )  |  \ z \  >  r} we have 
(2.1.3) |(r/)'(«;)| < If (g-Hw)) (g-'r(w)\ + jF (g-'(w)) (g-'y(w)l 
< If (g~^(w)) \m + Mm 
where m = max Kg'^Yfw)! and M = max |J"(z)|. 
weB^ ^ zeBa ' ^ 
Let pe'® = g ~ ^ { w )  and let j e  be the curve given by w e { t )  =  g ( t e ^ ^ ,  p  < t  < 1 .  If 
L  =  max \ g ' ( z ) L  then 
«€Bh 
dist(iy, 9Î2) < \g{e^^) — w| 
= \9{e*^) - 9ipe'^)\ 
1 
< I y{te")\dt 
p 
<  L { 1  —  p )  
= L(l -  |g"Xm)|) .  
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So, for all 6 we have that 
1 — |g~^(io)| > à \ s i { w , d Ç î ) / L  
and hence (2.1.3) becomes 
(2.1.4) l(r/)'(t.)l < mcL" ^ 
[dist(w, 50)]^ 
K 
~ [dist(u;,aO)]^-°'' 
Since K is independent of w, (2.1.4) is valid for all tw € By the Maximum-
Modulus Theorem, (2.1.4) extends to all of ÇI. The desired result now follows from 
Theorem 2.1.6. • 
2.2. Bernstein Domains. 
In this section we begin to generalize Theorem 2.1.7. In paxticuleir, if O is a Faber 
domain that is also a Bernstein domain, and if the Faber transformation is as given 
in Definition 1.4.9, then Theorem 2.1.7 holds. A result by Anderson, Hinkkanen, 
and Lesley [2] is then used to show that Theorem 2.1.7 holds when the exterior 
mapping gx |z| > 1 —> C — O has an inverse in the class Lip(l,9î2). 
In this section we utilize two results from the area of approximation theory, 
namely, Jackson's Theorem and Bernstein's Theorem. We require the following 
definition to state these two theorems. 
Definition 2.2.1. Let S be a nonempty subset of C and let /: 5 —> C. Then for 
a positive integer n, the order of best approximation by a polynomial of degree n to 
f{z) on S is defined by 
Enif) = inf {11/ - qWa I g is a polynomial of 
degree less than or equal to n} 
where \\f -  g||a = sup\ f { z )  -  q { z ) \ .  
z€S 
We now state the classical formulations of Jackson's Theorem and Bernstein's 
Theorem. 
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Theorem 2.2.2. (Jackson's Theorem) I f  f ( z )  I s  a n a l y t i c  o n  A(0,1) and 
f(z) € Lip ^a, A(0,1)^ for some a G (0,1], then B„(f) = 0(l/n°') on A(0,1). 
Theorem 2.2.3. (Bernstein's Theorem) I f  f { z )  i s  defined o n  A(0,1) and En{f) = 
0(l/n") on A(0,1) for some a G (0,1), then f(z) E Lip (a, A(0,1)^. 
It is well known that the theorems of Jackson and Bernstein hold on domains 
other than A(0,1) (see Anderson, Hinkkanen, and Lesley [2]). Of interest to our 
work are the domains on which Bernstein's theorem holds. 
Definition 2.2.4. A Jordan domain is called a Bernstein domain if Bernstein's 
theorem is valid on 
We now state and prove a generalization of Theorem 2.1.7 for Bernstein domains. 
Theorem 2.2.5. Let Q, be both a Faber domadn and a Bernstein domain. If f{z) 
is analytic on A(0,1) and f(z) Ç. Lip ^a, A(0,1)^ (0 < a < 1), then the Faber 
transformation 
au 
is in the cJass Lip(a,fi). 
Proof. By the classical version of Jackson's theorem, we have 
Because A(0,1) is compact, for each n = 1,2,3,... there exists a polynomial qn{z) 
of degree less than or equal to n such that 
E n { f )  = sup \ f { z )  -  g n ( z ) |  
J€A(0,1) 
< M/n" 
(some M > 0). Thus, for a positive integer n 
m ) ( w )  -  ( T q „ ) ( w ) \  <  ||T|| 11/ - 5„|U 
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and so it follows that \ \ ( T f ) ( w )  —  (Tg„)(it;)|| < ||T||M/n". Hence E n { T f )  <  
0(1/71") on O. Since 0 is a Bernstein domain, we conclude that {Tf)(w) is in 
the class Lip(a, fi). • 
We now state a result of Anderson, Hinkkanen and Lesley [2] which gives sufficient 
conditions for 0 to be a Bemstin domain. 
Theorem 2.2.6. (Anderson, Hinkkanen and Lesley) Suppose that Q is a Jordan 
domain and that the exterior conformai mapping g~^ : C — Î2 —» C — A(0,1) is in 
the class Lip (l,C — 0). Then fl is a Bernstein domain. 
Theorems 1.4.13, 2.2.5 and 2.2.6 now yield the following result. 
Theorem 2.2.7. Let Q, he a Jordan domain with bounded boundary rotation and 
suppose the associated conformai mapping g: C — A(0,1) —> C — Î2 has an inverse in 
the class Lip(l, C—Q). Iff{z) analytic on A(0,1) and is in the class Lip ^a, A(0,1)^ 
(0 < a < 1), then the Faber transformation {Tf){w) is in the cleiss Lip(a,0). 
The above result suggests that the smoothness of the inverse of the exterior 
mapping plays a role in determining the smoothness of the Faber transformation. 
2.3. A"" Domains. 
Throughout this section we assume that is a Faber domain. Further, we shall 
assume that the exterior Riemann mapping function from the exterior of A(0,1) to 
the exterior of ft is denoted by g and that g~^ is in the class Lip(d, dQ) (0 < Û < 1). 
In this section we investigate the preservation of the Lipschitz class of / under the 
Faber transformation T: A (A(0,1)) —> yl(ft). 
We shall require the following preliminary definitions before we state the main 
theorem. 
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Definition 2.3.1. (Johnston) A domain D is a special Lip(a) domain (0 < a < 1) 
if there is a function : R —• R and a positive constant M such that 
D  =  { x  +  i y \ y  >  y ( z ) }  
and 
(2.3.1) - ip{x2)\ < M\xi -
for all 31,12 E R. The smallest M for which (2.3.1) holds is the hound for D. A 
special Lip(a) domain as described above is in standard position. Any rotation of 
a special Lip(a) domain is also a special Lip(a) domain. 
We note that special Lip(o:) domains are a generalization of Stein's special Lip-
schitz domain (see Stein [23]). 
Definition 2.3.2. (Johnston) A bounded, simply connected domain D is a local 
Lip(a) domain if there exist positive constants e and M and a sequence of 
open sets such that 
1) For each z  G d D ,  there is a U ,  with A ( z , e )  Ç U i .  
2) For each Ui, there is a special Lip(a) domain £),• with bound not exceeding 
M such that 
U i H  D i  —  U i f ]  D .  
We call M the bound for D. 
A local Lip(a) domain generalizes Stein's domains with minimally smooth bound­
aries. In fact, a local Lip(l) domain is a domain with minimally smooth boundary. 
Definition 2.3.2 imposes a "cusp-condition" on the boundary of D. To see this 
suppose w 6 dD. Then, after a suitable rotation and tranlation of D, there exist 
constants a < 0 < 6 so that 
1) w corresponds to the origin 
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and 
2) the boundary of D near w lies between the graphs of y = M\x\°' and 
y = —M|®1" on (a, 6). (See Figure 2.) 
When a = 1 this is the two-dimensional version of the "cone (or wedge) condition" 
that arises in the study of partial differential equations. 
We require some additional notation in order to state the following definition. 
Let D he a. bounded Jordan domain and let w E D. Define S^, to be the distance 
between w and dD. For fc = 2,3,4,... define 
Since D is bounded, there exists so that for k > we have Ak,w = 0. Finally, 
w e  define m(Ak,w) to be the Lebesgue measure of the set Ak,w' Intuitively, m{Ak,w) 
is a measurement of the "length" of dD contained between the two circles centered 
at w of radii kSj,, and {k + 1)6*. 
Definition 2.3.3. We say that the bounded domain D with rectifiable boundary 
is a A"^ domain (0 < 7 < 1) if for each /3, 0 < /? < 1, there exists a constant 
M = M{j3) so that for all w E D we have 
Ak,w = {( e I kSw < 1^ - •u'l < (fc + l)#w} 
and define 
A\,xt, = {^ e dD 11^ — u>| = (See Figure 3.) 
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Figure 2 Local Lipschitz Domain 
Figure 3 The Annulus A, Tc.w 
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For bounded domains D with reasonably "well-behaved" boundaries, one would 
expect D to be em -domain. To see this let L be the length of D, let c? be the 
diameter of D, and let 0 < < 1. Fix w £ D. Then there exists ky, so that 
7^ 0 but Ak,w = % ÎOV k > kxo. We note that "well-behaved" here means ky, 
where M depends only on ^ and not on w. We now state our main theorem. 
Theorem 2.3.4. Let fi be a domain such that 
1) ÎÎ is a Faber dowaJn; 
2) O is a local Lip(/3) domain (0 < < 1); 
3)  is  an A''-domain (0 < 7 < 1);  
4) the inverse exterior Riemann mapping function is in the class Lip(0, dfl) 
is approximately equal to <i/2(5u,. So when m { A n , w )  ^ L ,  it follows that 
= M ê y ,  
{ 0 < 9 < 1 ) .  
I f  f ( z )  i s  a n a l y t i c  o n  A(0,1) and if f{z) is in the class Lip 
^  <  a  <  1 ^ ,  t h e n  t h e  F a b e r  t r a n s f o r m a t i o n  
an 
is in the cleuss Lip(a^ + ^  + ^  — 2, fi). 
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To prove the above we require the following result of Johnston [13]. 
Theorem 2.3.5. (Johnston) Let Q, be a local Lip(/3) domain and let fi (0 < fi < 1) 
be given with /? + /z > 1. If F{^) is continuous on Q, analytic on Q and 
|f'(()| < c<|-' 
for aiJ  ^ € fi, then F(^) is in the class Lip(/3 + — 1, ÎÎ). 
Proof of Theorem 2.3.4- Let lu G Q and let rj E dO. with \w — T ] \  = <5u,. Then 
\ ( T f n w ) \  = JL [Ull 2%z J (( -
an 
1 f fjg-' iO) 
w)2 s  
1  f  f  { g  \ 0 ) - f { 9  H v ) )  
27rz / 
du 
oo 
=si. 
-  W)2 
/(g~HO) -  f {9~\v) )  
sup | / (<7 H O ) - f i g  H v ) )  
t=l  
oo 
=  l è E  
&=1 
(66* )2 
l / ( g " n ^ f c ) )  - f j g ' H v ) )  
m % 
where (k G Ajt.u, and 
l / (^ \^k) ) - f { g  ' (f?))  I =  sup 1/(5 \ 0 ) - f { g  X'?)) I-
^ € A k ,w 
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Since f { z )  € Lip A(0,1)^ and g  ^(z) G Lip(0,ôfî), 
F ' Si 
Because Î2 is an ^''-domain, there exists a constant Mae so that 
(2.3.2) i(T/ywi < 
It is clear (2.3.2) holds for all lo 6 fi. Finally, because 0 is a local Lip(/3) domain, 
by Theorem 2.3.4 we conclude that (Tf)(w) E Lip(a^ + 7 + ^  — 2, fi). • 
The requirement that < a implies that a 9 +  ^  +  l 3  —  2 > 0 .  
The following theorem is the first special case of Theorem 2.3.4. 
Theorem 2.3.6. Let CI be a domain such that 
1) Q, is a Faber domain; 
2) ÎÎ is a local Lip(l) domain with bound M; 
3) Q is an A''-domain (0 < 7 < 1). 
I f  f ( z )  i s  a n a l y t i c  o n  A(0,1) and f{z) is in the class Lip A(0,1)^ 
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I f„ „/  1 \  1 <  a < 1 ) ,  then the Faber transformation \[2-2(arctan^)7rJ - J' 
an 
is  in the class Lip{a6 + 7 — 1,  f2)  where 6 = [2 — 2 (arctan /tt] ^. 
Theorem 2.3.6 will follow from Theorem 2.3.4 after we develop and investigate a 
few additional concepts. 
Definition 2.3.7. Let F be a closed Jordan curve with interior fi. We say that F 
satisfies an interior a — r wedge condition ( exterior a — r wedge condition) if there 
exist r > 0 and a 6 (0,1) such that for every to € F a closed circular section of 
radius r, vertex w, and opening an lies in (C — Î2). If F satisfies both an interior 
and exterior a — r wedge condition, we say that F satisfies a a — r wedge condition. 
As one might expect, there is a relationship between domains that are local 
Lip(l) and domains which satisfy a — r wedge conditions. 
Proposition 2.3.8. Ifîî is a local Lip(l) domain with bound M, then satisfies 
a a — r wedge condition. 
Proof. Let 0 be a local Lip(l) domain with constants e' and M. Define e = 
min(e', J Dianieter(5fi)). For each z G let F, be the path connected sub­
set of A(2,e)n5fi contining z. After a suitable rotation, F^ is a subset of the graph 
of y = 9?(s), for some <p(x) where 
|y)(xi)  -  y(z2) |  < M \ x i  -  X 2 \  
for xi,X2 € R. 
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Thus, we have that the opening cutt for the a — r wedge is given by air = 2 arctan 
W e  n o w  m u s t  p r o d u c e  t h e  c o r r e s p o n d i n g  r .  D e f i n e  d :  d Q  — »  R  b y  d ( z )  =  
min Iw—z|. The function d ( z )  is well-defined by the choice of £. Since 9Î2—is 
wean-r, ' 
compact and z  ^  d Q  — F,, we conclude that d ( z )  >  0. We now claim d ( z )  >  0. 
On the contrary, suppose ii^ d(z) = 0. Then for each positive integer n there exists 
z„ G dQ with d(zn) < \/n. Since dQ is compact and hence sequentially compact, 
we may assume without loss of generality that the sequence converges, say 
Zn zo- Since ZQ E d Q  and d ^ z o )  > 0, there exists N  so that for n  >  N  w e  
have |zo — Zn\ < min(e,d(zo))/3 and so Zn must belong to Choose n* > N 
so that d{zn*) < 1/n* < min(e,(i(zo))/3. Then there exists Wn* E dQ — Tzn* 
with \zn* = tfn'l < min(£, c?(zo))/3. Since, after a suitable rotation, is the 
graph of a function, if iu„. 6 F,,, — Fj„,, then \ZQ — \ > 2e/3. However, since 
jw». — zo| < liWty* — Zn' I + |zn« — iuqI < £/3 + e/3 = 2e/3, it follows that u;„. ^ F;,. 
(See Figure 4.) Thus, is a point in dQ — F^g with |iw„* — ZQ\ < lu^n* — | + 
|z„. — zol < < d(zo). A contradiction. Hence, there exists 
iî > 0 so that d ( z )  >  2 R  for all z 6 dQ. Since dQ is locally the graph of a function 
and R < d{z) for all z € dQ, we have that A(z, R) H dQ is a closed connected arc of 
dD containing z. It follows that the closed circular sector with radius R, vertex z, 
and opening 2 arctan lies in both 0 and C — 0. Thus, Q satisfies a a — r wedge 
condition. • 
We now define and investigate two subsets of the collection of Jordan curves in 
C, namely, c-quasismooth curves and c-quasiconformal curves. We will see later 
that curves which satisfy a a — r wedge condition are c-quasismooth. 
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Figure 4 The Arcs r and r * 
2/1 
55 
Definition 2.3.9. Let F be a closed Jordan curve. 
1) Let wi and W3 be points on F and let W2 be on the arc of smaller diameter 
between Wi and W3. Then F is said to be c-quasiconformal if there exists a 
positive constant 8 such that 
|wi — W 2 \  + \W2 - Wsl ^ 
lî«l  -  W3I ~  
for any such wi^w^iWs with |wi — 103] < 6. 
2) We say that F is c-quasismooth if there exists a positive constant 6 such 
that if wi and W2 are points on F with \wi — W2\ < S and £(wiw2) is the 
length of the shorter arc between Wi and W2, then 
- W 2 \  ~  
A simple example of a c-quasiconformal curve is a polygonal curve F whose 
smallest interior or exterior angle is 2arcsin(l/c). However, requiring a Jordan 
curve F to be c-quasiconformal is a "mild" geometric condition which only eliminates 
"cusp-like" behavior. In fact, there exists c-quasi conformai curves which fail to be 
locally rectifiable and further have no tangent line at any point (see Pomerenke 
[19]). We note that if F is c-quasismooth, then F is c-quasiconformal. 
Fitzgerald and Lesley [9] have established the following theorem. 
Tiieorem 2.3.10. (Fitzgerald and Lesley) Suppose that F is a Jordan curve which 
satiSes a a — r wedge condition. Then F is rectiHable and there exists c > 0 so that 
F is c-quasismooth (and hence c-quasiconformal). 
The following sequence of theorems will enable us to show that a local Lip(l) 
domain Q with bound M has an inverse exterior Riemann mapping 
g~^ : C — Q —* C — A(0,1) in the class Lip ^(2 — 2 (arctan ^ ) /tt) ^, dOj. 
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Theorem 2.3.11. (Lesley [15]) Suppose that F satisfies an interior a — r wedge 
condition. If f{z) is the conformai mapping of A(0,1) onto the interior of F, then 
f(z) is in the class Lip A(0, l)j. 
Theorem 2.3.12. (Lesley [16]) Suppose F is a c-quasiconformal curve. Let f{z) 
be the conformai mapping of A(0,1) onto the interior of F and let g(z) be the 
c o n f o r m a i  m a p p i n g  o f  t h e  e x t e r i o r  o f  A ( 0 , 1 )  o n t o  t h e  e x t e r i o r  o f  F .  T h e n  i f  f { z )  i s  
in the class Lip A(0,1)^, ff~^(z) is in the class Lip (1/(2 — a),F). 
Theorems 2.3.8, 2.3.11, and 2.3.12 yield the following result. 
Theorem 2.3.13. If Q, is a local Lip(l) domain with bound M and g(z) is the 
conformai mapping of the exterior of A(0,1) onto C — ÎÎ, then g~^{z) is in the class 
Lip ^[2 — 2 (arctan /t] \ ôqJ . 
Theorem 2.3.6 now follows from Theorems 2.3.4 and 2.3.13. 
We now introduce "finite vision" domains and give a few simple examples of such 
domains. 
Definition 2.3.14. Let O be a simple connected domain and let g ( z )  be the con-
f ormal mapping of the exterior of A(0,1) onto the exterior of fi. We say that S2 has 
finite vision angles a< to 6 if a{9) = arg [g(e'^) — w] is of bounded variation on 
[0,27r]. Let TV{w) be the total variation of a{9) = arg [g(e'^) — w]. We say that 
0 is a finite vision domain if fi hcis finite vision angles at each iw € Î2 and if there 
exists V > 0 so that 
(2.3.3) T V { w )  <  V  
for all w G 0. The smallest V for which (2.3.3) holds is called the finite vision 
bound for 0. 
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Figure 5 Finite Vision Angles 
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For our purposes in this section, the notable feature of a finite vision domain is 
illustrated in the following. Let 0 be a finite vision domain, let to be a point in ÎÎ, 
and let zi,...,zn be ordered points on the boundary of Q, (see Figure 6). 
Let 6i be the angle of vertex w determined by zi, w, Z2, let 02 be the angle of 
vertex to determined by Z2,W2,Z3,..., let On be the angle of vertex w determined 
n 
by Z0,w,Zn. Then since 0  is a  finite vision domain,  is  less  than or equal to 
t=i  
the finite vision bound for 9. 
Example 2.3.1. If Q  is a Jordan domain which is starlike with respect t o  w  £  Ç Î ,  
then Î2 has finite vision angles at w and TV(w) = 2-k. In particular, if (1 is a convex 
domain, then 0 is a finite vision domain with finite vision bound of 2ir. 
Example 2.3.2. If fl is a domain bounded by a simple closed polygonal curve F, 
then Q is a finite vision domain with finite vision bound of at most TT (number of 
sides on F). 
Example 2.3.3. If ft is a simply connected domain bounded by a finite number 
of circular arcs, say JV, then ft is a finite vision domain with finite vision bounded 
of at most 27riV. (ft is called a curvilinear polygon.) 
If ft is a finite vision domain, then we have the following corollary of Theorem 
2.3.6. 
Theorem 2.3.15. Suppose 
1) ft is a Faber domain; 
2) ft is a local Lip(l) domain with bound M; 
3) ft is a finite vision domain. 
I f  f { z )  i s  a n a l y t i c  o n  A(0,1) and if f(z) is in the class Lip (a, A(0,1)), then the 
Faber transformation 
= à / 4^ 
an 
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is in the class Lip(a0, Q) where 0 = [2 — 2 (arctan /TT] ^. 
The above theorem is a consequence of Theorem 2.3.6 and the following lemma. 
Lemma 2.3.16. If is a loced Lip(l) domain and if S2 has finite vision angles 
(with Gnite vision bound V), then Î2 is an -domain. 
Proof. Since 0 is a local Lip(l) domain, we known from the proof of Proposition 
2.3.8 that there exists r > 0 so that for all ^ G 9ÎÎ, A(^,r) fl dO, contains one and 
only one path connected subset of dO,. (This path connected set "centered at 
is, after a suitable rotation, the graph of a function.) Set p = min(l, r/4) and let 
to € with 6^ = dist(w, ^ 0) < p. Define = A(w,p) (1 dO.. The choice of p 
implies that is a connected arc of dQ. Let N be the positive integer such that 
where m(Ai^w) is the Lebesgue measure of the set G 1= ^u,}, 7n(Ak,w) is 
the Lebesgue measure of  the set  6  9Î)  [ kS^ < w| < (fc+l)(5u,}  (6 = 2,3,4, . . .  )  
and L is the length of the boundary of Q. For 6u, 6 (0,p] and N as defined 
in (2.3.4) we have that £/ [(JV + 1)^~'^^„,] is bounded. To see this observe that 
(2.3.4) N d w  <  p  <  ( N  +  l ) S w  
Let j3, 0 < /3 < 1 he given. Then we consider 
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JV < pISxo < JV + 1 and so 
L8}.7^ 
8S Sya —^ 0. 
N . 
We now consider 2] • As noted earlier, Ô0„, = A ( w , p )  D d Q  is a con-
t=i  
nected arc of dO,. Further, since p < r, is a proper subset of 9Î2. For 0 € R. 
define G(9) = Since G~^ is an open mapping and dQ,w is connected, there 
exist a, 6 e R such that b — a <277 and G maps (a, b) bijectively to dQ,w.  Let be a 
point on dO,^ with \ri — w\ = 6»,, say rj = G(c) (a < c < b). For k = 1,2,3,4,..., JV, 
let Tfc = {f 6 (c, 6) I |G(<) — w| = (6 + 1)6^,} and let tk = sup Tit. Let to = c. 
Then for fc = 1,..., JV let be the arc of dQ from to G(<jk). Similarly, for 
k = 1,2, . . . ,  JV, let  7% = {t E (a,c)  |  |G(()  — w|  = (t  + 1)6»,}  and let  =  inf 2%. 
(See Figure 6.) Let <o = c. Then for & = 1,..., JV let Jj. be the arc of 5ft from 
G{t'k_i) to G(t'k). For j = 1,..., JV we have (J{ J* U Thus 
1 
m ='J2m(Ak,w) < m U 
= ^ { m i J k )  +  m ( J k ) }  
k=l 
for j = 1,..., JV. Using the summation by parts formula we have 
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Figure 6 Determination of the Arcs 
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E  =  ( E / ( ^ + i r - ' + E  ( E  
jfc=i  \ j fe=i  /  t=i  \jfc=i  /  
^ V&2-^ (fc +  l)2-^ 
/ N \ 
 
\k=l .k=l
+  E I E W A )  +  m W ) }  fc2-^ (fc + 1)2-^ fe=l \ fc=l  
^ [m(Jfc) + 
(Intuitively, we have "moved length inward" to be multiplied against larger terms.) 
Now, let 5i, 5i, 52, ^2,... be the chords determined by the endpoints of Ji, J [ ,  J2, 
Jj, Let 61 be the angle of vertex w determined by G(fo), w, G(fi) ,  let  62 be the 
angle of vertex w  determined by G { t \ ) ,  w, G { t 2 ) ,  . . . ,  l e t  b e  t h e  a n g l e  o f  v e r t e x  w  
determined by G(<n-i)j w, G(tn)- In a similar manner, let 0'i be the angle of vertex 
w  determined by G { t o ) ,  w ,  G(<'i), ..., let be the angle of vertex w  determined 
N 
by G(<'„_i), w, G(t'„). Since is a finite vision domain, (^t + ^t) < M. By 
k=l 
Theorems 2.3.8 and 2.3.10, dO, is c-quasismooth and so 
(2.3.5) 
^ ^ f k i S k ) S w  + /fc(^jfc)^u> 
-"=2^ jfc2-/3 
where f k { d )  = {2k^ + 2fc + 1 — 2k(k + l)cos0}^/2_ 
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For 0 6 [0,27r] we have 
f k i e )  =  { 2 P  +  2 k  +  l -  2 k { k  +  1) cos 
= {2k(k + 1)(1 - cos + 1}^/^ 
= {4k{k + l)sin^ ^  + 1}^/^ 
< { k ( k  +  l ) e ^  +  i y / ^  
<{(6 + l)V + (& + l)^}'/^ 
= (fc +  l){02^l}l /2 
< (6+ I){g2+2^ + 1)1/2 
= {k + 1)(0 + 1). 
For k  =  1,2,3, . . .  define 
F , ( e )  =  ( k  +  i ) ( 9  +  i ) / k ' - ^  
= i!L±}le + t±l 
k2-l3 ^ k2-0 • 
Let {o!i , . , . ,  a„} — {^1, , . . ,  0„} with ai  > 0:2 > • •  •  >  o;„.  Then since Fk is  a  l inear 
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function and F k { 0 )  >  F k + i i 6 ) ,  
(2.3.6) 
k=l k=l 
&=1 
( N \ N k=l J k=2 
N 
<F>(.v)+'£,m) 
&=1 
=  w ) + z W  
t=l  
= a/2-
In a similar manner, 
(2-3-7) E W -
&=1 
From (2.3.5), (2.3.6) and (2.3.7) it follow that 
t=l  
We conclude that 
^ M ^ k , w )  <  ( 2 C M 2  +  (JV 1 ) 2 - P S 2 ^  
and so Î2 is on -domain. • 
We conclude this section with three corollaries to Theorem 2.3.15. 
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Corollary 2.3.17. If Q is a polygonal domain whose smallest interior or exterior 
angle is Ott, and if f{z) is analytic on A(0,1) and f{z) G Lip A(0,1)^, then the 
Faber transformation 
= è / 4^ 
an 
is in the class Lip ^2^» • 
Proof. It is clear that ÇI satisfies conditions l)-3) of Theorem 2.3.15. By Theorem 
2.3.11, the interior Riemann mapping function is in the class Lip (a, \z\ = 1) and, 
by Theorem 2.3.12, the exterior Riemann mapping is in the class Lip 
Theorem 2.3.15 now yields the desired result. • 
The proofs of the following two corollaries are the same as the proof of Corollary 
2.3.17. 
Corollary 2.3.18. If ft is a curvilinear polygonal domain whose smallest interior 
or exterior angle is dir and if f(z) is analytic on A(0,1) and f(z) is in the class 
Lip ^a,A(0,1)^, then the Faber transformation 
an 
is in the class Lip ^2^' • 
Corollary 2.3.19. If fi is a bounded convex domain whose smallest interior angle 
is ÔTT and if f(z) is analytic on A(0,1) and f{z) G Lip A(0,1)^ then the Faber 
transformation 
/ (rXO) 
an 
is in the class Lip ^2^' • 
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