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Abstract—In this paper, our recently proposed mobile-
conductance based analytical framework is extended to the sparse
settings, thus offering a unified tool for analyzing information
spreading in mobile networks. A penalty factor is identified for
information spreading in sparse networks as compared to the
connected scenario, which is then intuitively interpreted and
verified by simulations. With the analytical results obtained,
the mobility-connectivity tradeoff is quantitatively analyzed to
determine how much mobility may be exploited to make up for
network connectivity deficiency.
I. INTRODUCTION
A. Motivation and Related Works
In many emerging large-scale networks, such as sensor net-
works, vehicular ad hoc networks and social networks, an
important application is to spread the information quickly
and efficiently over the network. Information dissemination
in static networks has been well studied in literature (e.g.
[1]). There are also many existing works on routing in
mobile networks, with emphasis on protocol and algorithm
development. Recently some interesting analytical results for
information spreading in dynamic wireless networks have
started to emerge (see [2], [5]–[12] and references therein).
However, it is observed that most existing analytical works fo-
cus on specific mobility models, in particular random-walk like
mobility models. In our recent work [11], a general analytical
framework is proposed for information spreading in mobile
networks, which is based on a newly proposed performance
metric, mobile conductance. Our analytical framework allows
separation of the mobility details from the study of mobile
spreading time, so it can address various types of mobility
models.
In [11], some relaxation on the the node transmission range
r was also made. Instead of assuming an always-connected
network, we only required the network remains connected
under mobility (more concrete discussion will be given below).
Nonetheless, such an assumption is still a limitation and hin-
ders our study in sparse networks. In this work, we endeavor
to extend our analytical framework to a general choice of r,
so long as the expected meeting time between the message
set and the non-message set is finite. Note that disconnected
networks are widely seen in networks with sparse population
and/or with secondary licence [3], [4] and/or under malicious
attack [14]. Our results conform with existing analysis in the
sparse regime (e.g. [7]), yet assume more generality and wider
applicability.
B. Summary of Contributions
1) We extend the evaluation of mobile conductance to a
general scenario for r, thus present a unified analytical
framework for information spreading in mobile networks
that can accommodate various choices of mobility pat-
terns, moving speed, and transmission range.
2) Closed-form analytical results are obtained for mobile
conductance of some popular mobility models in sparse
networks (when nr2 = o (1) for a network of size
n), exhibiting an interesting Θ(nr2) penalty factor as
compared to their counterpart in connected1 networks.
This performance gap is further justified with some
intuitive explanation and network simulations.
3) A quantitative tradeoff analysis between mobility and
connectivity in terms of information spreading effec-
tiveness is given, which provides insights into how
mobility may be exploited to compensate for network
connectivity deficiency.
II. PROBLEM FORMULATION
A. Network and Mobility Model
We briefly introduce the system model for completeness, and
more details can be found in [11]. Consider an n-node mobile
network on a unit square Ψ, modeled as a discrete-time
Markovian evolving graph Gt , (V,Et), where V , [n] is
the vertex set and Et, t ∈ N is the time-varying edge set. The
position of node i at time t is denoted by Xi(t). The speed
of node i at time t is defined by vi(t) = |Xi(t+ 1)−Xi(t)|,
assumed upper bounded by vmax for all i and t. A common
transmission range r is assumed for all nodes, and two nodes
are neighbors if they are within distance r at some time instant.
The moving processes of all nodes {Xi(t), t ∈ N}, i ∈
[n], are assumed to be independent stationary Markov chains,
each starting from its stationary distribution with the transition
distribution qi, and collectively denoted by {X(t), t ∈ N} with
the joint transition distribution Q =
n∏
i=1
qi. Our model allows
general forms of {qi}; in this paper, however, we will focus
on several popular mobility models further detailed below.
1Actually a weaker condition r = Ω(
√
1/n) would suffice.
B. Gossip-based Mobile Spreading
Without loss of generality, we consider the problem of single-
piece information dissemination through a natural random-
ized gossip algorithm [1], and adopt the “Move-and-Gossip”
paradigm first proposed in [11] to facilitate the analysis.
Specifically, each time slot is divided into two phases: each
node first moves and then gossips with one of its new neigh-
boring nodes.
Denote by S (t) the set of informed nodes (with S (0) =
{s}), at the beginning of time slot t. Note that the node
position Xi(t) changes in the middle of each time slot (after
the move step), while S(t) is updated at the end (after the
gossip step). Pij(t + 1) is used to denote the the probability
that node i contacts one of its new neighbors j ∈ Ni(t+1) in
the gossip step of slot t, set as 1/|Ni(t+1)| for j ∈ Ni(t+1),
and 0 otherwise. The metric of interest is the ε-spreading time,
defined as:
Tspr (ǫ) , sups∈V inf {t : Pr (|S (t)| 6= n |S (0) = {s} ) ≤ ǫ} .
(1)
Mobile conductance is defined for a stationary Markovian
evolving graph as
Φm (Q) , min
S′(t)⊂V
|S′(t)|≤n/2

EQ


∑
i∈S′(t),j∈S′(t)
Pij (t+ 1)
|S′ (t)|



 .
(2)
Some explanations are in order: (i) {Pij(t + 1)} depend on
the network topology after the move, so should be considered
as random variables; (ii) thanks to the stationary Markovian
assumption, their expected values are well defined with re-
spect to the transition distribution Q; (iii) minimization over
the choice of S′(t) essentially determines the bottleneck of
information flow in the mobile setting.
A careful examination of our derivation of Tspr in [11]
reveals that no connectivity requirement is imposed. Thus,
Tspr (ε,Q) = O
(
logn+ log ε−1
Φm(Q)
)
(3)
should hold for mobile spreading time in a general setting.
In this work, we endeavor to evaluate (2) for a general r.
For concreteness, we assume the celebrated random geometric
graph (RGG) model [1] for the initial node distributions, i.e.,
G0 = G(n, r).
III. RE-EVALUATION OF MOBILE CONDUCTANCE
In our previous work [11], it is assumed that the net-
work remains connected under mobility, i.e., at each in-
stant there exist some contact pairs between the message
set and non-message set after the move. Mathematically,
this means EQ[NS′(t + 1)] > 0, where NS′ (t+ 1) =∑
i∈S′(t),j∈S′(t) 1ij (j ∈ Ni(t+ 1))2. Under such an assump-
tion, the contact probabilities Pij(t + 1)’s are on the order
2In this section, S′ (t) intuitively takes the role of the message set,
conforming to the definition in (2)
TABLE I
HIGHLIGHTS OF KEY DIFFERENCES
Number of Contact Pairs Contact Probability
Connected
Graph
|Ni(t + 1)| ≈ npir2 ≫ 1 Pij(t + 1) ≈
1
npir2
Φm(Q) ∝ P (n, r)EQ [NS′ (t + 1)] [11]
Remark Indirectly calculating the number of contact pairs.
General
Graph
|Ni (t+ 1)| = {0, 1, ...} Pij(t + 1) =
1
|Ni(t+1)|
Φm(Q) ∝ EQ

 ∑
i∈S′(t),j∈S′(t)
Pij (t+ 1)


Remark Directly calculating the sum of contact probabilities.
of P (n, r) = Θ
(
1
npir2
)
for many popular random-walk based
mobility models (including what we discuss below) in RGG,
and mobile conductance admits a simpler expression [11]. In
sparsely populated networks, this fundamental assumption no
longer holds and the previous method fails. Hence, we develop
a new method to directly evaluate mobile conductance in (2),
which works for a general r; the results we obtain with this
method agree with those in [11] and reveals a penalty factor
of Θ(nr2) when nr2 = o (1).
The key differences between the connected and general
cases are highlighted in Table I and will be illustrated through
the derivation for the fully random mobility model in III.A.
In the interest of space, we simplify the derivations for three
other mobility models and refer the reader to [17] for details.
Besides, we characterize the “mobility intensity” for each of
these three mobility models with respect to the fully random
mobility model, which will facilitate our mobility-connectivity
tradeoff analysis in the following section.
A. Fully Random Mobility
Definition [13]: Xi(t) is uniformly distributed on Ψ for all
i ∈ V , i.i.d. over time. This idealistic model is adopted to
explore the largest possible performance improvement brought
about by mobility.
As shown in Table I, the main challenge lies in directly
calculating the expected sum of contact probabilities. For
this mobility model, the probability that an arbitrary node j
belongs to Ni(t+ 1), ∀i ∈ S′ (t) is given by
pi↔j = πr
2. (4)
The probability that i has m neighbors is
pi,m , Pr {|Ni (t+ 1)| = m}
=
(
n− 1
m
)
(pi↔j)
m(1− pi↔j)n−1−m. (5)
Among the m neighbors, the probability that b of them comes
from S′ (t) is
pm,b =
(
m
b
)(
pi,S′
)b(
1− pi,S′
)m−b
, (6)
where pi,S′ denotes the probability of meaningful-contact,
in which a uniformly and randomly chosen edge connects
i ∈ S′ (t) with another node from S′ (t) and thus offers
an effective information transfer. Thanks to the uniform node
distribution of S′ (t) and S′ (t) after the move, pi,S′ is identical
for all i’s and given by pi,S′ =
∣∣∣S′ (t)∣∣∣ /(n− 1).
With the gossip constraint, the expected sum of contact
probabilities related to node i ∈ S′ (t) is given by
EQ

 ∑
j∈S′(t)
Pij (t+ 1)

 = n−1∑
m=1
pi,m
m∑
b=1
(
b
m
pm,b
)
. (7)
By the uniformity of all nodes in S′ (t), the quantity of our
interest may be evaluated as
EQ

 ∑
i∈S′(t),j∈S′(t)
Pij (t+ 1)


= |S′ (t)|EQ

 ∑
j∈S′(t)
Pij (t+ 1)


= |S′ (t)|
n−1∑
m=1
1
m
pi,m
m∑
b=1
bpm,b
= |S′ (t)|
n−1∑
m=1
1
m
pi,mm
∣∣∣S′ (t)∣∣∣
n− 1
=
|S′ (t)|
∣∣∣S′ (t)∣∣∣
n− 1
(
1− (1− pi↔j)n−1
)
(8)
Combining (4), (8) and (2), we have
ΦFRm (Q) = min
S′(t)⊂V
|S′(t)|≤n/2


∣∣∣S′ (t)∣∣∣
n− 1
(
1− (1− πr2)n−1)


≃ 1
2
(
1− (1− πr2)n−1) (9)
=
{
Θ
(
nr2
)
, nr2 = o(1),
Θ(1) , nr2 = Ω(1).
(10)
As can be seen from (10), for sparse networks with r =
o(
√
1/n), information spreading can still be achieved (thanks
to the high node mobility), but with a penalty factor of Θ(nr2)
when compared to the connected scenario.
B. Velocity Constrained Mobility
Definition [15]: This is one generalization of the fully random
mobility model, with all node speeds bounded by an arbitrary
vmax = O(1). For this model, the maximum node velocity
vmax is considered as the mobility intensity as compared to
the fully random mobility model.
It can be shown that the bottleneck segmentation (i.e., the
cut that achieves the minimum in (2)) remains the same as in
[11], and a bisection of the unit square with S′(t) on the left
half-plane serves this purpose. Given this setting, each node
may move uniformly to any point within the circle of radius
vmax centered at its original position. The node distribution of
S′(t) and S′(t) after the move has been well studied in [11],
and the overall diffusion process may be illustrated in Fig. 1,
in which the darkness level of the area represents the density
of nodes belonging to S′ (t).
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Fig. 1. Calculation of the {l, r, vmax} meaningful-contact probability
The key differences with the fully random mobility is that,
pi,S′ , the probability of meaningful contact (see description
after Equation (6)), is different for different i’s, since the
distribution of nodes in S′(t) and S′(t) after the move is no
longer uniform. Instead, pi,S′ depends on node i’s position,
transmission radius r and node speed vmax, formally defined
as follows.
Definition: the {l, r, vmax} meaningful-contact probability,
pi,S′ (l, r, vmax), is the probability that, under transmission ra-
dius r and velocity constraint vmax, a uniformly and randomly
chosen edge of node i ∈ S′ (t) with X-coordinate l connects
i with another node in S′ (t).
The technical challenges we face are two-fold. First, we
need to calculate pi,S′ (l, r, vmax) for each position l under
non-uniform distribution. Second, calculating the expected
sum of contact probabilities (similar to the processes in (4) –
(8)) using pi,S′ (l, r, vmax) becomes mathematically involved.
Intuitively, pi,S′ (l, r, vmax) corresponds to the proportion of
nodes without message among all i’s neighbors (the r-radius
circle centered at i’s position after the move). Rigorously,
pi,S′ (l, r, vmax) may be calculated by integrating the density
of nodes belonging to S′(t) within the circle, and takes positive
value only when −vmax − r < l < vmax. As seen in Fig. 1,
it will be a piecewise integral that involves three or two
segments, depending on whether r < vmax and r > vmax,
denoted by case 1 and case 2, respectively.
Following a similar approach as in III.A, but with much
more tedious math, we can obtain the following results.
For sparse networks (nr2 = o(1)), the mobile conductance
scales as Θ
(
nvmaxr
2 + nr3 + nr
4
vmax
)
for case 1, and as
Θ
(
nvmaxr
2 + nr3 + nv3max
)
for case 2. After some simplifi-
cation, we have
ΦV Cm (Q) =
{
Θ
(
nr2max (vmax, r)
)
, nr2 = o (1),
Θ(max (vmax, r)) , nr
2 = Ω(1).
(11)
(11) unifies the results in [6] (for connected networks) and
[7] (for disconnected networks), and extends the study to the
general r scenario (c.f. r = Ω(
√
1/n) in [7]). The Θ(nr2)
penalty is again observed.
C. Partially Random Mobility
Definition [11]: k randomly pre-selected nodes are mobile,
following the fully random mobility model, while the rest n−k
nodes stay static. This is another generalization of the fully
random mobility model. For this model we consider kn , the
proportion of mobile nodes in the network, as an indicator for
mobility intensity, coined as the “mobility ratio”.
Following a similar approach as above, we can obtain the
following result:
ΦPRm (Q) =

(
n−k
n
)2
Θ
(
nr3
)
+Θ
(
k(2n−k)
n r
2
)
, nr2 = o (1) ,(
n−k
n
)2
Θ(r) + Θ
(
k(2n−k)
n2
)
, nr2 = Ω(1) .
(12)
For both sparse and connected scenarios, the mobile conduc-
tance in (12) comprises two components, the former corre-
sponding to static nodes while the latter corresponding to
mobile nodes; a Θ(nr2) gap is again observed between the
two scenarios.
D. One-Dimensional Mobility
Definition [16]: In this model among the n nodes, nV nodes
only move vertically (V-nodes) and nH nodes only move
horizontally (H-nodes). It is assumed that both V-nodes and
H-nodes are uniformly and randomly distributed on Ψ, and
the the mobility pattern of each node is “fully random” on
the corresponding one-dimensional path. For this model we
consider nV nHn2 as the “mobility balance” to represent the
degree of polarization in the nodes’ moving directions.
The following result can be obtained after some work:
Φ1Dm (Q) =
{
n2
V
+n2
H
n2 Θ
(
nr3
)
+Θ
(
nV nH
n r
2
)
, nr2 = o (1) ,
n2
V
+n2
H
n2 Θ(r) + Θ
(
nV nH
n2
)
, nr2 = Ω(1) ,
(13)
from which a Θ(nr2) gap between the sparse and connected
scenarios is again observed.
IV. VERIFICATION OF THE nr2 GAP
A. An Intuitive Explanation
The Θ(nr2) gap between the sparse and connected networks is
observed for all the above four mobility models, which is not
evident from the theoretical analysis. Here we offer an intuitive
explanation, relating it to the “edge use ratio”, coined by us
to indicate the proportion of available edges between a node
and its neighbors actually used for message spreading.
On the bottommost level, the conductance is determined
by the sum of contact probabilities, rather than the sum of
contact pairs. Roughly speaking, given the same bottleneck
segmentation, it is proportional to the product of the average
number of neighbors per node and the average edge use ratio.
A comparison of the two extreme cases is given in Fig. 2.
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Fig. 2. Intuition on the nr2 Gap
As can be seen, in fully connected networks, a node usually
has many neighbors, but can only contact one of them with the
gossip constraint. In contrast, in extremely sparse networks, a
node may have no neighbors with high probability; but in the
rare case that it does have a neighbor, the edge use ratio is
100%. With this intuition in mind, the results obtained in our
derivation may be better understood.
B. Simulation Results
We further confirm this performance gap through simula-
tions. Since mobile spreading time is inversely proportional
to mobile conductance, the gap can be observed through
the ratio of the spreading time in the fully connected and
sparse networks. The results for the fully random mobility
and velocity constrained mobility models are given in Fig. 3
and Fig. 4.
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Fig. 3. The gap v.s. nr2 in fully random mobility model
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In both figures, we can see that the gap grows roughly
linearly with nr2 in the disconnected zone and becomes
saturated in the connected zone. The Θ(nr2) gap turns out
to be quite accurate even for not-so-large network sizes.
V. MOBILITY-CONNECTIVITY TRADEOFF FOR
INFORMATION SPREADING
One striking observation from above study is that, even in a
network with transmission range r far below the connectivity
threshold, information can still be spread granted sufficient
mobility. A question naturally arises as to how much mobility
is needed to facilitate information spreading given a certain
degree of connectivity. Aided by our mobile conductance
evaluations, some quantitative tradeoff between network dy-
namism and connectivity is revealed below, where we focus on
a disconnected network with nr2 = o(1) (or r = o(1/√n)).
The performance benchmark we consider is the information
spreading time on a static ring graph. As indicated in [1],
the ring graph is essentially the most constrained graph in
communications, and its gossip time, Θ(n logn), can serve
as an upper bound for distributed information spreading time
3
. Note that other meaningful performance benchmarks may
also be used in our following discussion.
1) Velocity Constrained Mobility: In this case, we are inter-
ested in determining how much velocity can make up for the
deficiency in network connectivity due to small transmission
range. We mainly consider the vmax > r case4. By comparing
the result of (11) with the static conductance of a ring graph
Θ(1/n), we can obtain the following velocity threshold for
effective information spreading:
vthmax = Ω
(
1
n2r2
)
. (14)
Remarks: Since vmax = O(1) according to our model, a
further analysis of (14) reveals the following interesting points.
(1) When r = Ω(1/n), the above velocity is what is needed
to compensate for the connectivity deficiency so that the same
information spreading performance is achieved as in a worst-
case connected graph. In this case, there exists a tradeoff
between vmax and r, in which the effective velocity is inversely
proportional to the square of transmission range r. (2) When
r = O(1/n), even fully random mobility cannot recover the
spreading time of Θ(n logn). Nonetheless, information can
still be spread to the whole network given sufficiently high
velocity, only at a slower speed (see discussion in III.A).
2) Partially Random Mobility: Similarly, by comparing the
result of (12) with the static conductance of a ring graph
Θ(1/n) a necessary condition for achieving the same infor-
mation spreading performance as in a worst-case connected
graph can be obtained as
k(2n− k)r2 = Ω(1) . (15)
3In contrast, the gossip time on the complete graph, Θ(logn), may serve
as a lower bound.
4Intuitively, if node mobility is further limited by the transmission range,
one would not expect that it can compensate for the network connectivity
deficiency efficiently. In such scenarios, mobility may still be helpful for
information spreading, which will be further explored in our future work.
Remarks: There exists a tradeoff between the mobility
ratio k/n and r for effective message spreading. With the
reasonable assumption that k/n = o(1)5, the effective mobility
ratio is given by(
k
n
)th
= Ω
(
1
n2r2
)
= ω(1/n). (16)
3) One-Dimensional Mobility: Following the same ap-
proach as above, a necessary condition for effective message
spreading with this mobility model is
nV nHr
2 = Ω(1) . (17)
Remarks: There exists a tradeoff between the mobility
balance nV nHn2 and r for effective message spreading. Given
r, the effective mobility balance is given by(nV nH
n2
)th
= Ω
(
1
n2r2
)
. (18)
Given that nV + nH = n, we may further infer that both
nV and nH should at least remain growing with n when r =
o(1/
√
n).
VI. CONCLUSIONS AND FUTURE WORK
This study, together with our previous work [11], presents
a unified analytical framework for information spreading in
mobile networks that can accommodate various types of
mobility patterns and different combinations of transmission
range and moving speed. One future direction is to explore a
multi-step move-and-gossip model to deepen our study in this
area.
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