The finite-difference time-domain (FDTD) recurrence expressions are formulated, and the numerical algorithm developed for underwater acoustic scattering applications, based upon the basic motion equation and the equation of continuity. The boundary condition implementation for both soft and rigid surfaces, and the absorbing boundary conditions on the truncating surface are described. The algorithm simulates the sound wave propagation in the time domain. As the time-stepping proceeds, boundary conditions are satisfied naturally. The method is particularly suited for scattering from complex objects. Near-field distributions of waves scattered from cylinders with ideal boundary conditions, insonified by a plane incident wave, are first computed. Far-field directional patterns are then derived using a Fourier transform method. The method is then applied to some other objects, including a square cylinder with an arbitrary aspect angle, and wedges with either ideally soft or ideally rigid surfaces. A good agreement between the FDTD and the theoretical results is demonstrated, showing the potential of the method in the studies of underwater scattering problems.
INTRODUCTION
Since its introduction by Yee in 1966 1 , the finite-difference time-domain (FDTD) method has been used extensively in electromagnetism. The method involves discretization of the Maxwell's time dependent curl equations and simulation of wave propagation in the time domain. A set of explicit expressions are obtained from the first order difference equations in a form suitable for numerical computation. The FDTD concept is simple and straightforward, yet remarkably effective and accurate for a wide range of applications, including studies on antenna characteristics 2 , transient field phenomena 3 , interaction of EM waves with objects 4 , prediction of radar cross-sections (RCS) 5 , etc. With the recent advances of computer technology, FDTD is attracting even more attention in various areas of the EM theory and its practical aspects.
Applications of numerical solutions of time dependent partial differential equations using finite difference modeling can also be found in other fields, such as geoacoustics and seismology 6, 7, 8 , fluid dynamics 9 , etc. Some of these studies discussed elastic and compression waves in both homogeneous and heterogeneous media, associated with seismological phenomena. In underwater acoustics, J. A. Clark et al. 10 described a method using finite difference approximation of the Helmholtz integral equation to obtain the radiated field distribution from measurements around an immersed structure. J. R. Fricke 11 studied acoustic scattering from Arctic ice features. In his work, the quasilinear elastodynamic equations are solved using a Lax-Wendroff conservation law finite difference scheme. R. A. Stephen 12 reviewed a number of finite difference methods based on discretization of the second order wave equation for their applicability in dealing with seismic wave propagation in seafloor environments.
In this paper, we demonstrate the usefulness of the FDTD method in solving underwater acoustic problems, and in particular, scattering problems. The FDTD expressions are first formulated based on the basic motion equation and continuity equation, rather than the second order wave equation as in the seismological work mention above. This is followed by a discussion of the implementation of acoustic boundary conditions for ideally soft and rigid objects, and the absorbing boundary conditions on the outer boundary of the region. The acoustic field is simulated in the time domain, starting from an initial state where a plane wave is propagated into the region of concern; and the wave front is about to encounter an object. The wave is then scattered by the object as it advances; and the boundary conditions are satisfied in a natural way. The algorithm gives the instantaneous distribution of the field parameters. A typical case in which plane waves are scattered by a circular cylinder with ideal boundary properties is first studied in order to verify the computer algorithm. The near-field scattered wave is computed; and from it, the far-field directional pattern derived. The pattern is compared with the theoretical results obtained from a classic analytical solution. Some other examples are then given. These include field patterns of scattered waves by a rectangular cylinder with an arbitrary aspect angle, and by wedges with an arbitrary interior angle, both soft and rigid. The results of wedge diffraction are also compared with theoretical results. These have shown the potential scope of applications of the method in studying underwater acoustic scattering from complex objects.
I. FDTD FORMULATION IN ACOUSTICS

A. Basic difference expressions
Consider sound waves propagating in the water. In stead of the wave equation, we base our work on the basic Euler's equation and the equation of continuity. For simplicity, the discussion is confined to a twodimensional space. Generalization to three-dimension should be straightforward. In a 2-D Cartesian coordinate system, the sound pressure p and the particle velocity u satisfy the following equations:
where ρ is the density of the medium, and c is the sound speed. Figure 1 Lattice structure: boundary locations are approximated to the nearest lattice points.
To derive the finite difference form of these partial differential equations, both time and space need to be discretized. In the space, a square lattice with a grid size of δ is chosen. Any boundary locations are approximated to the nearest lattice points, as shown in Figure 1 . The lattice spacing δ should be sufficiently small, generally one tenth of the wavelength or less, to give an adequate space sampling. Therefore the firstorder partial derivatives of a field parameter f(x, y; t) with respect to x and y can be approximated as the following central differences:
[ ]
Central differences provide second-order accuracy compared to biased differences. Similarly, the partial derivative of f (x, y; t) with respect to t can be approximated as
Here we follow Yee's notations where i and j are the spatial indices representing discretized x and y respectively, and n is the temporal index. Substituting these difference expressions into Eqs. (1) − (3), the following recurrence relations are obtained:
[ ] 
The time step ∆t must be small enough to ensure stability of the algorithm 13 :
In electromagnetism, a staggered lattice structure is normally used so that E and H are evaluated at interleaved lattice points in the space. This is appropriate for the FDTD representation of many EM problems. The aim of the present work is to establish a framework for our future studies of scattering from objects with realistic boundaries. In these cases, both p and u will often appear concurrently in boundary condition expressions. Therefore we choose a non-staggered lattice structure so that both field parameters are evaluated at the same lattice points. However, staggered lattice structures may also be useful for some acoustic applications.
Eqs. (7) − (9) provide explicit recurrence relations between p and u. The present p value can be computed from the p value of the same lattice point two time-steps earlier, together with the u values of the neighboring points one time-step earlier.
The u values are computed in a similar way. The computer program can be written to update u and p alternately without solving any system of simultaneous equations.
B. Boundary conditions
The motivation of this study is to investigate back scattering of objects with complex shapes and realistic surface properties. Other approaches such as the geometrical theory of diffraction (GTD) are usually difficult to use for these applications. FDTD, on the other hand, solves the basic equations directly in the time domain, therefore is potentially advantageous in dealing with arbitrary shapes and surface impedances provided a suitable discrete form of the boundary conditions can be found. In the this work, however, we only study objects with different shapes and ideal impedance conditions.
Consider incident sound waves in the water propagated toward a solid object. In ideal cases, the surface may be either infinitely soft (pressure released surface), or infinitely rigid where the normal particle velocity must be zero. Since analytical solutions exist for some objects of canonical shapes with ideal boundary conditions, these cases are important for verification of the FDTD algorithm.
On an infinitely soft boundary, the sound pressure is set to zero in each recurrence cycle.
The particle velocity is then calculated to satisfy the motion equation. For a harmonic time dependence, the normal particle velocity on the surface is proportional to the normal component of the pressure gradient. Therefore in the infinitely rigid case, p satisfies the following:
where α is the angle between the surface normal and the horizontal axis. Substituting the first-order difference expressions, Eqs. (7) − (9), into Eq. (12), and assuming that (i, j) is a boundary point, and (i-1, j) and (i, j-1) are within the water, the following relation is obtained:
It is important to ensure the availability of every p value on the right side of Eq. (13) . Since (i+1, j) and/or (i, j+1) may be inside the solid object, biased differences are used here instead of central differences. For other boundary orientations, Eq. (13) should be modified accordingly. For example, if (i+1, j) and (i, j-1) are within the water, the following variation should be used.
Of the two components of u, u x and u y , one can be calculated from the recurrence relation, using biased rather than central differences, and the other should be calculated from the following constraint:
C. Absorbing boundary conditions
The computer modeling of wave propagation is only feasible in a finite spatial region. For scattering applications, this region should contain all the scatterers. The outer boundary of the region is assumed to be convex. The incident waves enter the region from outside, while the scattered waves can only travel outward at the truncating boundary and never come back. In other words, the outer boundary should be completely absorbent to the scattered waves, hence the term absorbing boundary condition (ABC).
Absorbing boundary conditions are an important research topic in the FDTD applications, and a number of approaches have been proposed 14, 15, 16 . The popular first-order ABC proposed by Mur is used in the present work. The second-order Mur's ABC may provide better results, but will require considerably more computer time and storage. Our recent studies on finding more accurate and numerically efficient absorbing boundary conditions for the underwater acoustics applications have resulted in a new method termed the least square (LS) ABC, described in a separate paper 17 . Figure 2 shows the geometry of the numerical model, where the object is a circular cylinder with a radius of R 0 , and centered at the center of the rectangular region. The cylinder is insonified by a plane incident wave from the left. A Cartesian coordinate system is chosen as shown. The first-order Mur's ABC is based on the statement that, at the boundary x = 0, there are only scattered waves traveling in the negative x-direction:
The field parameter f in this equation may be p, u x or u y . This leads to a difference expression that can be used in the FDTD algorithm:
As in the case of boundary conditions, biased differences are used because the field values outside the region are not available. At the opposite boundary x = the following expression should be used instead: 
II. CONSIDERATIONS IN NUMERICAL COMPUTATIONS
A. General procedure
The FDTD algorithm is first applied to a classical case in which an ideally soft or ideally rigid cylinder is insonified by a plane incident wave. Figure 2 shows that a plane wave enters the region from the left, and is about to hit the object. The instantaneous pressure values of the plane wave are visualized by different gray levels, with the intermediate gray shade representing zero, and the darker and brighter shades representing negative and positive excursions respectively. The total near-field distribution is obtained by time-stepping the wave field within the rectangular region. After the object is fully insonified by the incident wave, and a steadystate is established in the areas of concern, the incident wave is subtracted from the total field, yielding a distribution of the scattered wave in the near-field. A near-field to far-field transformation procedure is then performed to derive the far-field directional pattern of the scattered waves.
The directional pattern obtained can be compared with the theoretical result that is a solution to the wave equation using the method of separation of variables in a polar coordinate system. When the cylinder is absolutely rigid, the theoretical far-field directional pattern of the pressure is given by 
In studying the directivity of the scattered waves, a polar coordinate system is used. Here φ is the directional angle (φ = 0 corresponds to the direction of the plane wave propagation), k (=ω /c) is the wave number, a is the radius of the cylinder, ε 0 =1, and ε m =2 for m > 0.
Similarly, for an absolutely soft cylinder, the directional pattern is 
In scattering problems, an important consideration is to separate the incident and scattered waves properly. A method of dividing the lattice into total-field and scattered-field regions has been proposed 5 . This ensures natural satisfaction of the boundary conditions on the object surface, as well as provides a well-defined scattered-wave field permitting a near-field to far-field transformation in RCS studies. The present work, however, employs an alternative method. In addition to the total field computed in the whole region, the incident wave is computed using FDTD separately with the object removed. Subtracting the incident wave from the total field gives the scattered near-field. For a plane incident wave, the FDTD recurrence can be carried out in one dimension; therefore the additional computation needed is only a fraction of the total. On the truncating boundary, the ABCs are applied to both the incident and scattered waves. This method is easier to implement as it avoids extra treatments on the so-called connecting surfaces introduced in the proposed dualregion approach. Care must be taken though in identifying specific time instances of various components of the field when applying Mur's ABC at the outer boundary.
B. Near-field to far-field transformation
The far-field directional pattern of the scattered waves can be derived from the near-field distribution using Kirchhoff-Helmholtz integration 19 or the Fourier transform method 20 .
In this paper, we use the Fourier transform approach. In a polar coordinate system, the sound pressure can be expanded into a series of cylindrical harmonics:
The Hankel functions of the first kind are used since the scattered waves are divergent. Taking N samples within -π ≤ φ < π, with intervals δ φ = 2π /N, a discrete form is obtained:
assuming that N is an even number. The interval δφ should be sufficiently small to provide a proper sampling.
The truncation of the sum is permissible as our computations show that a n s are significantly different from zero only for |n| < 20. These numerical experiments also show that an adequate angular resolution can be achieved when N ≥ 128. Evaluate p(r ,φ ) on a circle with a radius r 0 that encloses all the scatterers: 
In the computation, a cubic spline interpolation is performed to obtain the uniformly angular-spaced samples p(r 0 , l) from the p values on the rectangular lattice, obtained from the FDTD recurrence. Thus the following discrete Fourier pair is obtained: 
From Eqs. (24) and (26), the coefficients a n s are found:
,
In the far field where kr>>1, Eq. (23) can be simplified by using the asymptotic form of the Hankel functions: 
It now becomes clear that the far-field directional pattern is the inverse Fourier transform of the data sequence a n j n : Figure 3 shows the scattering of an ideally soft circular cylinder insonified by a plane wave, where (a) and (b) are the instantaneous pressure distribution of the total and scattered field around the cylinder respectively. The geometry is the same as shown in Figure 2 . The plus signs in both plots indicate the location of the incident wave front. A frequency f 0 =1500Hz, therefore λ = 1m, was used. (The same frequency was used for all the numerical experiments in this paper.) The cylinder diameter R 0 = 1.6m. The size of the region was 10×10m, and a step size δ = λ/15 was chosen. It is clear from the plots that the scattered waves were emitted from the object, and interfered with the incident plane wave.
III. COMPUTER EXPERIMENT RESULTS
A. Scattering from ideal cylinders
(a) (b) Figure 3 Scattering of a soft cylinder with plane wave incidence. Distribution of pressure magnitude: (a) the total field, and (b) the scattered wave. The geometry and wave parameters are the same as in Figure 2 . Figure 4 shows the far-field directional pattern of the scattered pressure magnitude. Patterns of sound pressure rather than intensity are presented in order to give a better view of the back scattering. The solid curve is obtained by using the Fourier transform method from the near-field pressure distribution shown in Figure  3(b) . A 256-point FFT was used in the computation. The main lobe in the plot indicates that the strongest scattering was in the forward direction. It is in opposite phase with the incident wave, therefore canceling the incident wave to yield a shadow region. This pattern is compared with the dashed curve that is a theoretical result computed from Eq. (21) . The good agreement between the two curves provides a verification of the FDTD algorithm.
The near-field distributions of the total and scattered sound pressure around an ideally rigid cylinder are presented in Figure 5 . Figure 6 gives the comparison of the far-field directional patterns of the FDTD and the theoretical methods. All the wave parameters and the geometry are the same as the soft case. Figure 7 shows the near-field distributions of the total and scattered sound pressure around a soft rectangular cylinder, 1.5×3m in size. The cylinder was placed in the field such that the angle between one side and the horizontal axis was 45°. The step size used was δ = λ/12. Figure 8 presents two directional patterns.
B. Scattering from a rectangular cylinder
The solid curve corresponds to the case shown in Figure 7 , whereas the dashed curve is obtained with the rectangle rotated clockwise by 15°. Besides a mainlobe in the forward direction, there are two additional major lobes in each case. These clearly correspond to the specular reflection from the insonified sides of the object. This example shows that the FDTD method is readily applicable to various geometric shapes other than those manageable by most exact or asymptotic approaches. Figure 7 .
The main lobe in the forward direction corresponds to the geometrical shadow; and the other two major lobes in 90° and 270° directions correspond to specular reflection. The dashed curve is obtained with the rectangle rotated clockwise by 15°, therefore the specular reflections appear in 60° and 240°.
C. Edge diffraction by wedges
The FDTD result of diffraction from a rigid wedge with the same geometry is presented in Figures 11 and  12 . From these plots one can see that, in the case of a rigid wedge, the plane incident wave in the upper region is less perturbed by the diffracted waves compared with the case of a soft wedge. More diffracted energy enters the shadow area of a rigid wedge than that of a soft wedge. This is in agreement with the statements found in an earlier study using GTD 21 . Figure 9 Diffraction by a soft wedge: the total field around the edge. λ=1m, δ=λ/12. The wedge angle is 21°. The incident direction is perpendicular to the front face. The pressure magnitude on the chained line is compared with the theoretical result, and shown in Figure 10 . Figure 10 Distribution of the pressure magnitude along a line behind the soft wedge. The line and the front face are in parallel, and 2m apart (see Figure 9 ). The solid curve is the FDTD result, while the dashed curve is obtained from a rigorous solution. 
IV. CONCLUSIONS
The finite-difference time-domain method has found a wide variety of applications in many spheres, electromagnetism in particular, due to its simple concept, manageable yet robust numerical algorithm, and high accuracy. In a hope of leading to solutions to some difficult scattering problems, an effort has been made to implement the FDTD method in underwater acoustics. In this paper, the recurrence relations between sound pressure and particle velocity are formulated, and the discrete form of the boundary conditions for infinitely soft and infinitely rigid objects is presented. The FDTD algorithm is applied to several scattering problems with ideal boundary conditions. Mur's first-order absorbing boundary conditions have been used in the computation. A field distribution around the scattering object is produced; and the far-field directional pattern is derived by a Fourier transform approach.
Steady-state, single frequency situations were assumed; and ideal scattering objects were used in this study in order to make comparisons with some known solutions. In the cases where such comparisons are possible, the agreement is remarkably good. This provides confidence in applying the method to various aspects of underwater acoustics.
The method is also well suited for broad-band transient problems 3 that is part of our present research interests. Implementations of the method to realistic scatterers with various boundary properties are currently under investigation as well. These will include both opaque and penetrable objects. The latter may be dissipative or elastic.
It is worth noting that treatments of acoustic problems including scattering using conformal mapping techniques have been reported 22 . This may provide a method to simplify the FDTD algorithm in dealing with objects with complicated shapes.
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