We propose improvements under squared error loss to the maximum likelihood estimator for estimating the mean of a p-variate normal distribution when this mean lies in a ball of radius m centered at the origin and the covariance matrix is equal to the identity matrix. Our construction of explicit improvements relies on conditional risks and, although the potential gains over the mle vary, they are seen to be possible for all problems (m, p). We show that, for small enough m, a wide class of estimators, including all Bayes estimators with respect to orthogonally invariant priors, dominate the mle. When m is not so small, we establish general sufficient conditions for dominance over the the mle. We also study the resulting Bayes rules for orthogonally invariant priors, and obtain conditions of dominance involving the choice of the prior. As well, (i) we derive an alternative estimator which dominates the mle and we provide numerical evidence that is fares quite well in comparison to others ; (ii) we show that when m ≤ √ p the Bayes rule with respect to a uniform prior on the boundary of the parameter space dominates the mle, and that it is also minimax for p ≤ 50 thus extending the case p = 1 which was established by Casella and Strawderman (1981) ; (iii) we apply our results to the case of a uniform prior on the whole parameter space; and, (iv) finally, numerical comparisons of the risk functions are performed and commented upon.
Summary
We propose improvements under squared error loss to the maximum likelihood estimator for estimating the mean of a p-variate normal distribution when this mean lies in a ball of radius m centered at the origin and the covariance matrix is equal to the identity matrix. Our construction of explicit improvements relies on conditional risks and, although the potential gains over the mle vary, they are seen to be possible for all problems (m, p). We show that, for small enough m, a wide class of estimators, including all Bayes estimators with respect to orthogonally invariant priors, dominate the mle. When m is not so small, we establish general sufficient conditions for dominance over the the mle. We also study the resulting Bayes rules for orthogonally invariant priors, and obtain conditions of dominance involving the choice of the prior. As well, (i) we derive an alternative estimator which dominates the mle and we provide numerical evidence that is fares quite well in comparison to others ; (ii) we show that when m ≤ √ p the Bayes rule with respect to a uniform prior on the boundary of the parameter space dominates the mle, and that it is also minimax for p ≤ 50 thus extending the case p = 1 which was established by Casella and Strawderman (1981) ; (iii) we apply our results to the case of a uniform prior on the whole parameter space; and, (iv) finally, numerical comparisons of the risk functions are performed and commented upon.
Introduction
Historically, much of the work on estimating the mean of an univariate or a multivariate distribution has dealt with unconstrained parameter spaces. However, in many settings, there exists definite prior information concerning the values that the mean vector can take. In such settings, usual estimators for the unconstrained multivariate normal problem, such as the unbiased estimator δ 0 (x) = x, James-Stein type estimators and their derivatives are neither admissible nor minimax and number of alternatives that capitalize on the prior information are available. We consider such a restricted parameter space problem namely the problem of estimating, based on an observation x, the mean θ under squared error loss of X ∼ N p (θ, I p ), a random vector with θ ∈ Θ(m); Θ(m) = {θ ∈ IR p : θ ≤ m} for some m fixed, m > 0.
Several researchers have contributed to this problem with the evaluation of different estimators according to the minimax criterion. In the univariate case, Casella and Strawderman (1981) as well as Zinzius (1981) , proposed exact minimax solutions for small values of m, while Bickel (1981) and Levit (1980) found asymptotic solutions. For the multivariate version, Berry (1990) obtains minimax estimators for small m while, for large m, Bickel (1981) contributed to the the asymptotic solution. For small enough m, the minimax estimator is unique Bayes with respect to the least favourable prior distribution which is uniform on the boundary of the parameter space (i.e. the set {−m, m} for p = 1 and the sphere of radius m centered at the origin for p ≥ 2). This estimator, which is further described in Lemma 1, is given by
where for any r > 0, λ = θ ≥ 0,ḡ
An immediate alternative to the unbiased estimator δ 0 is the maximum likelihood estimator δ mle which is the truncation of δ 0 onto Θ(m) given by δ mle (x) = (m ∧ x ) x x . Although δ mle is eminently preferable to δ 0 , it has long been known that maximum likelihood estimators are often inadmissible under squared error loss for restricted parameter spaces ( e.g. Sacks, 1963) . Interestingly, for the univariate case with absolute value loss, Iwasa and Moritani (1997) showed that δ mle is a proper Bayes rule, and thus admissible.
The inadmissibility of δ mle for our problem also follows from the work of Charras and van Eeden (1991) who establish the inadmissibility of so called 'boundary' estimators within a quite general framework of compact parameter spaces. Although, their proof of the inadmissibility of δ mle does not involve the determination of dominating estimators, they do provide implicitely, for the case p = 1, dominating estimators. As well, Casella and Strawderman (1981) showed for p = 1 and m ≤ 1 that the estimator δḡ m is not only minimax but dominates δ mle . In this paper, we do provide for all pairs (m, p) explicit improvements to δ mle . Our work also extends to the much wider class of estimators which take values on, or too close to, the boundary of the parameter space Θ(m).
Other alternatives worth exploring are Bayes estimators and their frequentist performance in the hope of determining interesting alternatives to δ mle . Kempthorne (1988) presents, as a particular application of his general algorithm that yields an optimal estimator chosen according to the "maximin improvement" criterion, numerical examples of Bayes estimators that dominate the mle (p=1). For the unconstrained problem, several authors have studied the interesting question of the determination of admissible or Bayes improvements to the unbiased estimator δ 0 (see Brown (1971) , Strawderman (1971) , Berger and Robert (1990) as well as Fourdrinier, Strawderman and Wells (1998) among others). An estimator which is intuitively appealing is the Bayes estimator with respect to the uniform prior on Θ(m). For the univariate case, this estimator was studied by Gatsonis, MacGibbon and Strawderman (1987) who showed that is performs satisfactorily, dominating δ 0 and improving on δ mle over a large part of the parameter space. As well, the uniform Bayes estimator is for small enough m optimal according to a Γ-minimax criterion with unimodal and symmetric priors (see Vidakovic and DasGupta 1996) . In this paper, we obtain conditions, based on the triplet (m,p,prior) , that ensure that the resulting Bayes estimator dominates δ mle . We also apply our results to the particular case of the uniform Bayes estimator.
All the estimators considered below are orthogonally equivariant (i.e. since the orthogonal group is compact and the loss is convex, the class of orthogonally equivariant estimators is essentially complete) and it is convenient to express them as
x r , with r = x .
We measure the performance of an estimator δ g by its risk function R(θ,
The main focus of this paper is on establishing dominating estimators of δ mle . Our construction of explicit improvements involves modifying the functional form of δ mle separately on the regions {Y (X) = 1} and {Y (X) = 0} where Y (X) is the indicator function of the event {R(X) ≤ m} with R(X) = X . By considering conditional risks, where the conditioning is either on Y (X) or on R(X), we provide conditions on the multiplier g such that the unconditional risk of δ g is smaller than that of δ mle for all θ; θ ∈ Θ(m).
In Section 3, we shall consider δ g 's such that g is linear when Y (X) = 1 and g is constant when Y (X) = 0. These estimators, which include and most resemble δ mle , will be called linearconstant. By studying separately the conditional risks with respect to Y (X), we provide necessary and sufficient conditions on g for a linear-constant estimator to have smaller conditional risk than δ mle . This results in sufficient conditions for a linear-constant δ g to dominate δ mle . Such dominating estimators are established for all problems (m, p) and are given explicitely.
In Section 4, we shall consider more general estimators which are not linear-constant. We adopt two approaches. As in Section 3, the first approach involves the separate studies of the conditional risks with respect to Y (X), and necessary and sufficient conditions on g that ensure that an estimator δ g have smaller conditional risk than δ mle are provided. This results in sufficient conditions for an estimator δ g to dominate δ mle . Dominating estimators are seen to exist for all problems (m,p). The method of proof resembles that of Section 3 but covariance inequalities are introduced in order to extend the conditions for dominance outside the linear-constant class.
The second approach of Section 4 involves conditioning on R(X). We obtain necessary and sufficient conditions on g such that the estimator δ g has, for all values of R(X) > 0, smaller conditional risk than that of δ mle . The requirement of improvement on all conditional risks might seem restrictive but still leaves room for explicit improvements. In fact, we show that, whenever m ≤ √ p, the estimator δḡ m dominates δ mle and we verify numerically for p ≤ 50, using conditions given by Berry (1990) , that it is indeed minimax, thus extending Casella and Strawderman's (1981) p = 1 result. Whenever m > √ p, we present an explicit modification to δḡ m that guarantees dominance. We also propose an alternative dominating estimator and provide numerical evidence to suggest it fares quite well in comparison to others. In Section 5, we work on bayesian estimators δ π with orthogonally invariant priors π. Robert (1990) has worked specifically on the evaluation of such estimators. We provide characterizations, which we believe are novel, and which are not based on the formula: δ π (x) = x + ∇ log(m π (x)) where m π is the marginal distribution of X in the bayesian context ( see Stein, 1981 or Spruill, 1986 . By using the results of the previous sections, we show that, for small enough m (i.e. m ≤ m * (p)) all bayes estimators δ π dominate δ mle and, this, irregardless of π. For larger m, sufficient conditions for dominance of δ π bring into play conditions on π. We obtain, for a particular class of priors, sufficient conditions on π for dominance. We show how these conditions can be extended, if needed, by an explicit modification of a given bayes estimator. Our results apply to the uniform Bayes estimator and, as a corollary, establish that it dominates δ mle for small enough m.
Section 6 is devoted to a discussion and presentation of the numerical results obtained. Most importantly, we present and comment upon numerical comparisons of the risk functions of competing estimators. We now pursue in Section 2 by collecting some further notations, definitions and properties for later use.
Notation and Preliminaries
Lemma 1 (Berry, 1990; Robert, 1990) . . An explicit expression forḡ λ is given bȳ
where ρ ν (t) = I ν+1 /I ν ; ν > −1; I ν representing the modified Bessel function of order ν.
Thus, the ratio ρ p 2 −1 plays a key role and the next lemma recalls some useful properties, given by Watson (1983) for p > 1 and readily verified for p = 1 by using the representation ρ −1/2 = tanh.
Throughout the paper, we shall denote Φ and ϕ respectively as the cdf and pdf of a standard normal distribution. As well, we denote X and θ by R and λ respectively. For our problem, R 2 follows a χ 2 p (λ 2 ) distribution and the following properties will be of use. For convenience, we baptize S 2 as a random variable having a χ
Lemma 3. Let f R (·, λ) and f R 2 (·, λ 2 ) denote the pdf 's of R and R 2 respectively. Suppose that t > 0 and h is a function such that E θ [h(S)] exists. Then, we have
(d) and R has monotone likelihood ratio in R.
The next lemma has to do with the following function:
The function Y is related to the uniform Bayes estimator (see Remark 7) while the following properties, which may be of independent interest, play a key role below in Lemma 6.
is nonincreasing in λ 2 and nondecreasing in t 2 .
Proof. Let V be independent of R 2 with V ∼ χ 2 2 . We obtain
The density of R 2 has monotone likelihood ratio in R so, for fixed v, v > 0, the expression
is nonincreasing in λ 2 . Since this is true for all v > 0 and V is independent of R 2 then Y p,λ 2 (m 2 ) is nonincreasing in λ 2 . We also obtain
where, by virtue of Lemma 2, we have made use of the monotonicity of the function ρ p 2 −1 for the inequality, and, by virtue of Lemma 3, we have made use of the identity
Linear-Constant Estimators
We begin by establishing some useful properties of the functions β(m, λ) = E θ [ θ X λR | R > m] and β m = mβ(m, m). It is followed by Theorem 1 which gives a characterization of those linear-constant estimators with smaller conditional risk than that of δ mle , where the conditioning is on the event {R(X) > m}.
Lemma 5. β(·, ·) is an increasing function in both arguments (λ > 0) bounded strictly above by 1 and admits the representation
Proof. First, Cauchy-Schwarz's inequality tells us that β(m, λ) < 1. Now, let 0 < λ 1 < λ 2 . From Lemma 1 we obtain
where the first inequality follows from the monotone increasing property of ρ p 2 −1 and the second inequality follows from the fact that the density of R has monotone likelihood ratio in R. Alternatively, the increasing property of β(·, λ) may be seen from the monotone increasing property of ρ p 2 −1 and from the fact that the family of distributions {R: R > m} is stochastically increasing in m. The last result is obtained by direct computation for p = 1 leading to β(m, λ) =
Proof. The assertion B(m, p) = ∅ is inferred from Lemma 5. We also have
whenever 2β m − m < b < m ; with the first inequality having been derived from the monotone increasing property of β(m, ·). Finally, note that
2 for all 0 ≤ λ ≤ m thus establishing the result. Before characterizing those linear-constant estimators with smaller conditional risk on the event {R(X) ≤ m} than that of δ mle , we will require the following lemma which deals with the function
. This definition brings into play the first moments of the distributions of X and R 2 truncated by the event {R(X) ≤ m}, which might be interest on its own.
Lemma 6. Letā m = a m (m) and m LC = sup{m:ā t ≤ 1 for all t ≤ m}. Then, the following properties hold:
(a) a m is nondecreasing and given by a m (λ) = {
Proof.
(a) Coupled with Lemma 4, our initial representation of a m yields the nondecreasing property.
To obtain this initial representation of a m , we first compute directly
From this moment generating function we obtain:
which leads to the result.
(b) Integration by parts ( via the divergence theorem ) leads to
which gives the second expression for a m (λ). Finally, a direct evaluation for p = 1 leads to the stated result.
(c) For p = 1,ā
The proof for p > 1 is rather technical and is deferred to the Appendix.
(d) The inequality √ p < m LC follows from part (a) and Lemma 4, while the inequality m LC < ∞ follows from part (c).
(e),(f) These last two results are direct applications of the definition of m LC in the first two expressions of a m (λ).
Theorem 2. Let a be a constant and
is not empty iff m < m LC ; and, furthermore, if a /
Proof. The equivalence A(m, p) = ∅ ⇔ m < m LC follows from the definition of m LC in Lemma 6. We also have
whenever 2ā m − 1 < a < 1 ; with the first inequality following from the monotone increasing property of a m . Finally, note that
for all 0 ≤ λ ≤ m thus establishing the result.
Remark 1. Taken individually, both Theorems 1 and 2 provide necessary and sufficient conditions for a linear-constant estimator to improve on δ mle , as measured by the conditional risks given that {R(X) > m} and {R(X) ≤ m} respectively. Taken jointly, this leads to sufficient conditions for a linear-constant estimator to dominate δ mle . The same will apply throughout the remainder of this paper as the cases R > m and R ≤ m are presented separately.
Remark 2. For p = 1, Charras and van Eeden (1991) consider estimators of the form δ(x) = xI(|x| ≤ m) + (m + 1 )I(x < −m) + (m − 2 )I(x > m) and provide implicitely choices of ( 1 , 2 ) that guarantee dominance on δ mle ( for the normal model as well as more general models ). Whenever 1 = 2 these estimators are not equivariant; and whenever 1 = 2 , Theorem 1 applies.
One of the undesirable features of linear-constant estimators, including δ mle , is that δ g = g is constant for r > m ( in some cases linear-constant estimators have g's that actually decrease at r = m ). Let us call an estimator δ g plausible whenever its norm g is increasing. Plausibility is arguably, from a practical point of view, a desirable property and we even show in Theorem 9 that all Bayes estimators with respect to an orthogonally invariant (non-degenerate at 0) prior are indeed plausible. Nevertheless, the results above on linear-constant remain useful and pave the way for the search for more general and plausible estimators that dominate δ mle .
Nonlinear-Constant Estimators
Theorem 3. Let g be a nondecreasing function on (m, ∞).
where we have used the representation of β(m, λ) that appears in Lemma 5; and where the first inequality holds by virtue of the inequality Cov θ [ρ p 2 −1 (λR), g(R) | R > m] ≥ 0, which in turn is valid since both ρ p 2 −1 and g are increasing on (m, ∞). Before introducing a class of estimators with smaller conditional risk, on the event {R(X) ≤ m}, than that of δ mle , we will require the following lemma which deals with the function b m (λ) =
Lemma 7. Letb m = b m (m) and m CI = sup{m:b t ≤ 1 for all t ≤ m}. Then, the following properties hold :
(a) b m is nondecreasing, and may be expressed as
or alternatively for p > 1 as
(a) The nondecreasing property follows immediately from Lemma 2. On the other hand, the
. From Lemma 2, 
The condition (2b m − 1)r < g(r) < r is not vacuous if and only if m < m CI .
where the first inequality holds because r(r − g(r)) is nondecreasing in r on (0, m] and
is nonincreasing in r for r ∈ (0, m] which implies that Cov θ [R(R − g(R)),
Remark 3. If we set g(r) = (r − h(r)/r) then δ(x) = (1 − h(r)/r 2 )x and the condition saying that r(r−g(r)) is nondecreasing becomes h is nondecreasing, a familiar condition in shrinkage estimation. Figure 1 indicating how small the parameter space has to be for possible improvement on the region {R(X) ≤ m} with the linearconstant estimators of Theorem 2, and the more general estimators of Theorem 4 respectively. Note that the maximal sizes of the parameter spaces, for the above results to apply, seem to be nearly linear in p and are much larger than √ p. The fact that these values are close to each other (recall that on theoretical grounds m CI < m LC ) suggests that Theorem 4 is a near generalization of Theorem 2 ( Theorem 3 is a generalization of Theorem 1 ).
Theorems 3 and 4 will serve later for Theorem 7, as well as for Corollaries 2 and 3. For now though, we turn to searching for estimators that have smaller conditional risks than that of δ mle where the conditioning is on R(X).
Proof. We have
Here, the first inequality comes from the monotonicity of the function ρ p 2 −1 . To continue, note that
2 for all 0 ≤ λ ≤ m thus establishing the result.
Before introducing the analysis for the conditional risks given {R(X) = r} with 0 < r < m, we will require the following result which is concerned with the solution of the equationḡ m (t) − t = 0. In part (b), we rely on bounds on ρ ν given by Amos (1974) , and ψ p 2 −1 (t) → 1/p as t → 0. Part (a) now follows by expressing the set C(m, p) in terms of ψ, and invoking these properties above of ψ. Amos (1974) shows that
Let t be the solution in t to the equation mρ p 2 −1 (mt) = t and t be the solution in t to the
The remainder of the proof is similar to the one of the second part of Theorem 5.
In the remainder of this section, we discuss some implications of the above results. First, the following result highlights the unattractiveness of δ mle for "small" parameter spaces which is reminiscent of one of the central themes in the recent work of Marchand and MacGibbon (1998) on a constrained binomial p. It is useful to reunite Theorems 5 and 6 and obtain a characterization of all estimators with uniformly (in θ) smaller conditional risk for all R(X) > 0.
Theorem 8. Let δ be an orthogonally invariant estimator with smaller conditional risk than that of δ mle for all R(X) > 0. Then it is sufficient and necessary that δ be of the form δ g * with
and, with g satisfying, for all r > 0,
Furthermore, an essentially complete class within this class of dominating estimators δ g * 's is obtained by restricting g to be contained between 0 andḡ m .
The estimator δḡ * m (x) = {ḡ m (r)∧r} 1 r
x satisfies the conditions of Theorem 8 and, thus, dominates δ mle . The structure of this estimator, (as well as those of Theorem 8), is instructive as it consists in modifying Berry's estimator by forcing it to coincide with δ mle on the region δḡ m > x . As well, we have the following.
Remark 6. The class and subclass of δ g * given in Theorem 8 as C = {δḡ * m − γ(δ mle − δḡ * m ): −1 < γ < 1}, where γ depends on r, and C 0 = {[δḡ * m − γ(δ mle − δḡ * m )] ∨ 0 : 0 ≤ γ < 1}. Expressed this way, the central role of δḡ * m in the above classes of improvements on the δ mle is highlighted.
When m ≤ p, δḡ * m = δḡ m , and is thus a Bayes estimator. Is δḡ m minimax as well when m ≤ √ p?
For p = 1, the answer is affirmative and due to Casella and Strawderman (1981) . For general p, the risk function of δḡ m reaches its maximun at the point 0 or on the boundary of Θ(m). In fact, Berry (1990) did establish that there exists a constant m 0 (p) > 0 such that
and δḡ m is indeed unique minimax for m ≤ m 0 (p). Thus, to test whether δḡ m is minimax for
. We did verify numerically that this is true for p ≤ 50. To summarize, we have the following result.
Corollary 1. Whenever m ≤ √ p, the estimator δḡ m is a Bayes rule which dominates δ mle . The estimator is also unique minimax for p ≤ 50.
If θ = λ 0 is known then the best equivariant estimator is given by g =ḡ λ 0 . Intuition suggests that we consider an estimator of the form δ(x) = g(r)
1 r x with g =ḡλ ; for instance, with the choiceλ(r) = r. Marchand (1993) has illustrated that these type of approaches may well lead to an unsatisfactory estimator. Furthermore, when searching to improve on δ mle , such an approach may well fail, and may not fulfill the conditions of Theorem 8. Case in point, the choice g =ḡ r does not satisfy the conditions of Theorem 8. The estimator δḡ * m works but, according to Remark 6, it always takes the upper bound among the admissible values for g. Hence, we suggest an alternative, which we derived by examining the conditions of Theorem 8 and equal to
Lemma 9. The estimator δ alt satisfies the conditions of Theorem 8.
We conclude this section by remarking upon the fact that the methods above are directly applicable to more general estimators that take values on, or too close to, the boundary of the parameter space Θ(m) (2ḡ m (r) − g(r), g(r) ) on {r: g(r) >ḡ m (r)}. It is even preferable to add the following constraint: 0 ≤ h ≤ḡ m . This would arise in situations wishes to use the truncated version of an estimator suitable for the unconstrained problem, such as postive part James-Stein.
Bayesian estimators
In this section we consider orthogonally invariant prior distributions on Θ(m), m > 0. Let S(p) be the sphere of radius one on IR p . For θ ∈ IR p , θ > 0, there is a unique decomposition θ = tu with t > 0 and u ∈ S(p). Moreover, it is well known that : θ is distributed according to an orthogonally invariant probability measure on Θ(m) if and only if θ = T U with T and U being independent, T being distributed according to a probability measure σ on [0, m] and U being uniformly distributed on S(p). The next result gives a general characterization of the Bayes estimator δ π associated with a given orthogonally invariant prior π on Θ(m).
Theorem 9. For a given orthogonally invariant prior π on Θ(m) which is non-degenerate at 0, the Bayes estimator δ π is given by δ π (x) = g π (r)
1 r x where g π (r) = E[ḡ θ (r) | R = r]. An alternative representation of δ π is given by
Moreoever, g π is increasing with g π (r) → 0 as r → 0 ; and 0 ≤ g π ≤ḡ m .
Proof. For the prior distibution, we use the representation θ = T U where T is distributed according to a probability measure σ on [0, m] and U is uniformly distributed on S(p). Assume, without loss of generality, that x > 0. It implies that, conditionally on the event T = t, the posterior distribution of U is a Langevin distribution with parameters (κ, µ) where κ = rt and µ = 1 r x ( see Watson (1983) for details ) and the posterior distribution of T has a density, with respect to the measure σ, proportional to t 1−p f R (t, r), that is,
Since the Bayes estimator is given by E[θ | X = x] we obtain
where the fifth equality holds because the posterior distribution of T depends on x through r only. The alternative representation of δ π now is derived from Lemma 3. Since 0 ≤ḡ θ ≤ḡ m for all θ ∈ Θ(m) andḡ m (r) → 0 as r → 0 we obtain 0 ≤ g π ≤ḡ m and g π (r) → 0 as r → 0. Finally, for 0 < r 1 < r 2 we obtain
Remark 7. As mentioned above, the characterization of δ π is quite general. For instance, it applies to the cases where T is degenerate; in particular at m yielding Berry's estimator δḡ m . It also applies to the uniform Bayes estimator for which σ(dt) = (p/m p )t p−1 dt and yields the representation δ uniform Bayes (x) = Y p,x x (m 2 )x. Finally, the representation and the other results of Theorem 9 may be generalized by letting m → ∞, thus offering, what we believe to be a novel and potentially interesting characterization of Bayes estimators for the unconstrained problem. Proof. If m ≤ m * (p) then, from Theorem 7, m ≤ p/2 and g π (r) ≤ḡ m (r) ≤ r for all r > 0. To conclude, it suffices to observe that Theorem 9 now provides the necessary conditions for Theorem 7 to apply.
Note that, with this last result, once the conditions on (m, p) are fulfilled, dominance applies to all orthogonally invariant π. However, when m > m * (p) conditions on the choice of π will be required.
Our next results introduces a subfamily of orthogonally invariant priors and describes a critical feature of the behaviour of g π (i.e. nonincreasing g π (r)/r ) shared by the members of this subfamily. It is followed by Corollary 3 which gives sufficient conditions on (m, p, π) ; applicable to those π s with nonincreasing g π (r)/r ; for which δ π or (δ π ∧ δ mle ) dominates δ mle .
Theorem 10. If the prior on T has a density, with respect to the Lebesgue measure, of the form Kt p−1 exp(−h(t 2 )), where K is the normalizing constant and h is convex, then g π (r)/r in nonincreasing in r.
Proof. Let V be a χ 2 2 random variable with density f V . From Theorem 9 we have
where W is a random variable having density proportional to f R 2 (w, r 2 ) exp(−h(w)). This density has monotone likelihood ratio in W . Since h is convex, for v > 0 fixed, h (w + v) − h (w) is positive therefore, as a function of w with v > 0 fixed, h(w + v) − h(w) is nondecreasing. This shows that, as a function of w with v > 0 fixed, the function exp(−{h(w + v) − h(w)})I(w ≤ m 2 − v) is nonincreasing. Finally, similar techniques of proof as those used in the proof of Lemma 4 lead to the conclusion.
Remark 8. If the prior on T is a truncated normal distribution with mean 0 then the conditions of Theorem 10 are satisfied. More generally, if the prior density of T 2 is log-concave then the conditions of Theorem 10 are satisfied. Devroye (1986, page 287) provides a list of log-concave densities.
Corollary 3. Let δ π be a Bayes estimator and g(r) = g π (r) ∧ r for all r > 0. If the conditions of Theorem 10 are satisfied and g π (m) ≥ 2(β m ∨ mb m ) − m then δ g dominates δ mle .
Proof. It follows from Theorem 10 that g(r)/r in nonincreasing in r. This in turn implies that g(r) ≥ rg π (m)/m for all 0 < r < m. Since, by assumption, g π (m)/m ≥ 2b m − 1 we obtain (2b m − 1)r ≤ g(r) ≤ r which are the conditions of Theorem 4. We know that g π ≤ m and g π is nondecreasing. Since, by assumption, g π (m) ≥ 2β m − m, the conditions of Theorem 3 are also satisfied, and δ g thus dominates δ mle .
We conclude by illustrating and commenting upon some of our results as applied to the particular case of the uniform Bayes estimator.
Remark 9. Consider the uniform Bayes estimator given in Remark 7 and its performance in comparison to δ mle . Corollary 2 applies; but more interestingly, so does Corollary 3 (via Theorem 10) since g π (r) = rY p,r 2 (m 2 ) < r. Thus the inequality on g π (m) of Corollary 3 applies directly. We need to solve this numerically. For instance, when p = 1, we verified that the inequality reduces to m ≤ m 2 with m 2 ≈ 0.523012. On the other hand, the somewhat weaker conditions of Corollary 2 apply and yield the sufficient condition m ≤ m * (1) ≈ 0.483711. Finally, the work of Gatsonis, MacGibbon and Strawderman (1987) implies that the difference in risks R(θ, δ mle ) − R(θ, δ uniform Bayes ) has at most one sign change from positive to negative for θ ∈ (0, m]. Thus, comparison of the risks at θ = m is sufficient and δ uniform Bayes dominates δ mle whenever m ≤ m * * (p), where m * * (p) = sup{y: R(m, δ mle ) − R(m, δ uniform Bayes ) ≥ 0 for all m ≤ y}. As pointed out by Marchand and MacGibbon (1998) , m * * (1) > 0 ; and furthermore as a consequence of our above results m * * (1) ≥ 0.523012. Finally, we established numerically that m * * (1) ≈ 0.663585.
numerical comparisons
Figures 2 and 3 illustrate, for a sample of problems (m, p), Theorems 5, 6 and 8 which relate the functional form g of δ g to the corresponding risk R(θ, δ g ) ; 0 ≤ θ = λ ≤ m. Figure 3 also permits a comparison of the risks of δ mle , δ alt , δḡ * m , and δ uniform Bayes for different problems (m, p). In graphs (d),(e),(g),(h), and (i), the condition m > √ p implies that the graphs of the g's for δ alt , δḡ * m , δ mle , as well as the lower bound (lb) of Theorem 8 intersect at the point r = m N L described in Lemma 8. In these cases, the lower bound is of interest only on the interval (m N L , ∞), and Theorem 6 (or equivalently Theorem 8) forces us to set g(r) = r on (0, m N L ) ; as with the cases δ alt and δḡ * m ; to improve upon δ mle for all conditional risks R(X) > 0. Otherwise, when m ≤ √ p, the lower bound is of interest on all its range. Moreover, the vertical range between the lower bound and g mle suggests how much, or how little, latitude one has in the choice of g in order that δ g improve upon δ mle for all conditional risks R(X) > 0. For instance, consider cases (d), (g) and (h) where this range is very small. Consequently, if an estimator lies in such a small range, one would fully expect its risk function to be just a little bit smaller than δ mle . On the other hand, consider cases (a), (b), (c), (f), and to a lesser extent even (e), where both the range and the differences in risk with δ mle are quite significant. However, note that the range [0∨(g lb ∧g mle ),ḡ m ], in other words the range of the essentially complete class of Theorem 8, is much smaller. The estimator δ alt performs extremely well in comparison to δḡ * m with smaller risk over almost all of the parameter space. Moreover, the figures show that it seems that its maximum risk is just barely over the minimax risk in the cases where δḡ * m is minimax (and admissible) (i.e. m ≤ √ p).
In some cases, such as in (b), (c), and (f), it seems both the functional forms and risks of δḡ * m and δ uniform Bayes are close. Finally, note that in (e) g alt actually decreases on an interval which illustrates that δ alt is not always plausible. The uniform Bayes estimator is, in general, quite appealing, but fares poorly when θ is close to m. Its functional form is quite different from the others with a greater amount of shrinkage. Interestingly, for the case (m, p) = (2, 4), the uniform Bayes estimator dominates δ mle without satisfying the conditions of Theorem 8.
In summary, when m is large, δ mle is not a bad estimator in comparison to the estimators of Theorem 8 and is appealing due its simplicity. This does not preclude, of course, that other dominating estimators, such as those discussed in Section 5, might yield more important gains, but these are not to be found within the estimators of Theorem 8. On the other hand, when m is small, significant gains can be achieved by the choice of one of the competing estimators studied, among others, and the use of δ mle seems to be quite unattractive. There exists a constant C > 0 such that h m (u) < C 1 √ t ϕ( √ t) for all t ∈ (0, m) and all m > 6. Since h m (u) → 0 as m → ∞ for all u > 0, from the dominated convergence theorem, we obtain m
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