The Navier-Stokes equations are solved to obtain an exact description of the internal mean flow in a slab rocket motor having a rectangular cross section and two equally regressing porous walls. The scope is limited to two-dimensional incompressible and nonreactive laminar flow. In seeking an exact solution, similarity transformations are used in both space and time. Subsequently, the original problem is reduced to a single fourth-order differential equation with four boundary conditions. The exact similarity transformations involve a linearly varying axial velocity, an axially independent normal velocity, and a constant dimensionless regression ratio. The emerging nonlinear differential equation is solved both numerically and asymptotically, using regular perturbations in the injection Reynolds number R. Results are correlated and compared via variations in R and the dimensionless wall regression rate α. For hard blowing and moderate regression rates, the effect of varying α is found to be small. This justifies the use of Taylor's mean-flow profile in high Reynolds number applications. For small regression rates, the agreement between analytical and numerical solutions appears to be quite satisfactory. Since most physical problems correspond to small values of α, the analytical solution constitutes a practical equivalent to the numerical solution over a wide range of R. By way of verification, the governing equation we obtain is reducible to the classic Berman equation when regression is suppressed. Moreover, the asymptotic solution reduces to Taylor's classic expression for large injection. From the analytical formulation, closed-form expressions are produced for the velocity, pressure and shear stress distributions.
I. Introduction
ATHEMATICAL flow models of the internal gas dynamics in solid rocket motors have relied on subdividing the field into a mean and a time-dependent component. Recent analyses by Flandro, 1-3 Majdalani, 4, 5 and Majdalani and Van Moorhem 6, 7 have been successful in producing time-dependent solutions that could incorporate both viscous and rotational effects. At the outset, both viscous and rotational effects were shown to play important roles in prescribing the temporal flow behavior. In most of these studies, the mean-flow profile was based on Culick's inviscid solution 8 which coincided with Taylor's 9 and Yuan's 10 independently derived expressions for infinitely large injection. Culick's profile given in 1966 was a definite improvement over the one-dimensional potential flow approximation that was being used, at the time, for the circular-grain motor. Unlike its predecessor, Culick's approximation was more capable of mimicking the burning process. In addition to satisfying the no flow through the head end, Culick's solution 8 included the effects of boundary-driven vorticity and employed a uniform speed that was normal to the burning surface. Despite its omission of viscosity and grain regression, Culick's mean flow was shown to be surprisingly adequate both in numerical [11] [12] [13] and experimental [14] [15] [16] simulations of the hard-blowing process at the porous walls. However, for moderate cross-flow Reynolds numbers or fast regression rates, there may be occasions when more precise information is required. Also, since the mean-flow expressions must be fed into the time-dependent formulations, it would be desirable to retain viscous and rotational effects in both mean and unsteady components of the flow. In that spirit, the current article will focus on presenting a rotational mean-flow solution that incorporates both viscosity and the effects of wall regression. The outcome should be a field that is consistently rotational and viscous in both its mean and time-dependent components. The geometry that will be considered is that of the slab M
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The method to be utilized is as follows: The NavierStokes equations will be first reduced to one exact, fourth-order, nonlinear differential equation whose solution is prescribed by four boundary conditions. The approach follows similarity transformations in both space and time that evolve from the works of Berman, 17 Yuan and Finkelstein, 18 and Goto and Uchida. 19 The spatial transformations take advantage of flow similarity by presuming a linearly varying axial velocity, and a normal velocity that is independent of the axial coordinate. The temporal transformation assumes a constant dimensionless expansion ratio. As such, the chamber expands uniformly from the symmetry plane and the injected flow enters the chamber uniformly across, and normal to, the porous walls. Under these conditions, the two-dimensional Navier-Stokes equations collapse into a single nonlinear differential equation that can be solved both numerically and asymptotically.
The equation obtained will be shown to reduce to the classic Berman form 17 when the porous walls are made motionless. Additionally, the asymptotic solution that is constructed using regular perturbations in the injection Reynolds number will be shown to reduce to Taylor's 9 or Yuan's 10 for large injection in porous channels with stationary walls. From the asymptotic solution, closed-form expressions will be obtained for the velocity, pressure and shear stress at the wall. These will be used to characterize the flow. Furthermore, comparisons with the numerical solution will demonstrate the accuracy of the analytical formulations over a wide range of moderate-to-high Reynolds numbers. For high Reynolds numbers, the effect of varying the expansion rate will be shown to have little effect on the solution. Overall, the solutions precipitated from this study are hoped to improve our understanding of laminar flows in porous channels and tubes. In particular, the enhanced models are hoped to be later substituted into the temporal field expressions, and then implemented into the known Standard Stability Program (SSP). 20, 21 
II. Mathematical Model
The slab rocket motor is modeled as a channel of rectangular cross section. One side of the cross section, representing the distance ( 2a ) between the porous walls is taken to be smaller than the other two. This enables us to treat the problem as a case of twodimensional flow. Both sidewalls are assumed to have equal permeability and to expand uniformly at a timedependent rate a! . Inasmuch as the forthcoming similarity solution obviates the need to specify a finite body length L , one has the liberty to assume a semiinfinite length. 22 In order to accommodate expanding boundaries, the head end is closed by a compliant membrane which is allowed to stretch with channel expansion.
As shown in Fig. 1 , a coordinate system may be chosen with the origin at the center of the channel. Using the over-bar to denote dimensional variables, we use x and y to define the axial and normal coordinates. The corresponding axial and normal velocity components are defined as u and v , respectively. For even wall injection and no flow across the midsection plane, symmetry can identified at 0 y = . Thus it is sufficient to limit the investigation over half the channel, extending from the midplane to the wall, 0 y a ≤ ≤ .
For two-dimensional laminar and incompressible flow with no body forces, the differential expressions for mass and momentum conservation can be written as
where ρ , p , ν , and t are the dimensional density, pressure, kinematic viscosity, and time. The boundary conditions are:
At the wall, it is assumed that the fluid inflow velocity 
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-3-American Institute of Aeronautics and Astronautics expansion process that allows the fluid to be admitted into the chamber at a speed that is exactly equal to the rate of regression a − ! (see Eq. (4)). By applying mass conservation to a volume of fluid V extending from 0 x = to an arbitrary x , the average flow velocity m u can be determined at any position to be
where S is the surface area of the cross section at any location x . The corresponding average mass flow rate can be calculated from integration over the control volume
where
By substituting Eq. (7) into Eq.
At this point, the Stokes stream function can be introduced. This allows replacing the two velocity components by one single variable. This may be accomplished via
Following this transformation, the number of dependent variables is reduced by one. The number of equations is also reduced by one since the continuity equation becomes redundant to ψ . Pressure can also be eliminated from the momentum equation by transforming it into the vorticity transport equation. This can be accomplished by taking the curl of the momentum equation. This operation eliminates the pressure from the momentum equation and introduces, in its stead, the flow vorticity. Thus,
III. Reduction of the Flow Equations

A. Similar Solution in Space
A similar solution with respect to x can be developed from mass conservation. In fact, a simple mass balance suggests that / / v u x a = . Following Berman's classic approach, and in view of the boundary conditions given by Eqs. (4) and (5), a similar solution can be developed from the mean-flow stream function. Defining the dimensionless normal coordinate to be
the stream function can be written as
where ( , ) F y t is independent of the axial coordinate,
and ( ) h a is some subsidiary function. Inserting Eq.
(15) into Eq. (10), the axial and normal velocities can be expressed as
, and
where / y F F y = ∂ ∂ . Due to the linear spatial dependence, we have
As v is independent of x , the vorticity equation simply becomes
whereby Eq. (3) 
Therefore, without loss in generality, one must have
With this realization, the dimensional axial and normal velocities can be written as
B. Transformed Equation
In order to solve Eq. (19), one must start by evaluating its partial derivatives. For example, by applying the chain rule to Eq. (23) we obtain
Using / y y a = , Eq. (24) becomes
In turn, partial derivatives change into
Recalling that y and a are time-dependent, one may evaluate yt u as
Collecting terms, we arrive at
By substituting Eqs. (26)- (28) 
where α is the wall regression ratio defined by
Note that the regression ratio will be positive for expanding walls. A careful integration of Eq. (32) produces ( )
where λ is a constant. The boundary conditions given by Eqs. (4)- (5) can be updated into
where R is the injection Reynolds number defined by
Quantities expressed by Eqs. (15), (23), (32) and (35) can be normalized via
where F is the characteristic mean-flow function. When this dimensionless set is used, the normalized equations become 
and, finally,
C. Similar Solution in Space and Time
A similar solution with respect to space and time can now be developed. For constant α and ( ) F F y = , it follows that 0 yyt F = . To realize this condition, the value of the regression ratio α must be specified by its initial value
where 0 a and 0 a! denote the initial channel height and regression rate. The temporal similarity transformation can be achieved by integrating Eq. (43) with respect to time. Forthwith, a similar solution for the temporal channel height is produced. This is
From Eq. (4), an expression for the injection velocity variation can be determined, provided that the injection coefficient A in Eq. (4) is constant:
Under these provisions, Eq. (41) becomes ( )
where a prime denotes differentiation with respect to y . The exact solution of the problem becomes contingent upon finding an F that satisfies
Note that Berman's classic equation 17 is a special case of Eq. (46) that can be obtained by suppressing α .
IV. Analytical Solution
For moderate-to-large values of the Reynolds number, Eq. (46) can be solved asymptotically. For that purpose, we define
as our perturbation parameter. The problem becomes that of solving
where a small parameter multiplies the highest derivative. Evidently, a regular perturbation expansion of the form 
A. First-order Equation
Terms of ( ) O ε can be gathered and separated. The emerging first-order equation is
This needs to be solved while satisfying
Switching to θ as the independent variable, and using 0 sin F θ = , Eq. (50) becomes
with ( )
B. Solving by Variation of Parameters
The solution of Eq. (52) must be carefully constructed. First, one can attempt to solve the homogeneous equation,
To that end, one simple solution exhibited by Eq. (54) can be guessed to be
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where ( ) C θ is unknown. Differentiation gives
1 cos 3 sin 3 cos sin
Substitution into Eq. (54) yields
Thus C can be determined to be
where 0 K , 1 K , and 2 K are integration parameters.
This completes the expression for the general homogeneous solution
According to the method of variation of parameters, the three constants 0 K , 1 K , and 2 K must be allowed to vary with θ . At the outset, Eq. (62) becomes
This term needs to be differentiated three times before substitution into Eq. (52). The first differentiation yields
A procedural constraint binding the derivatives of the varying parameters is
Hence, by virtue of
Eq. (64) becomes
Differentiating a second time renders
Similarly, letting 0
Equation (67) becomes
Finally, differentiating a third time brings about
We now substitute 1 F and its derivatives, given by Eqs. 
Integrating for the variable parameters, one obtains
where 0 c , 1 c , and 2 c are constants and
Inserting Eqs. (75)- (77) into Eq. (63) yields 
The first-order solution is, therefore,
C. Complete Solution
The first-order corrections appearing in Eq. (81) can be added to the leading-order solution. For added clarity, the resulting function and its derivatives are reproduced below. Written at
. (85) Note that, following Eq. (52), primes have been used to denote differentiation with respect to θ . When reverting back to y , one must use
, etc. 
V. Flow Characterization
From the characteristic function F , all flow ingredients can be evaluated analytically, from the foregoing formulations, and numerically, from a Runge-Kutta solver. Our numerical results use a sufficiently small tolerance to the point of making them accurate in seven significant digits. We thus consider the numerical error to be insignificant.
A. Comparison at Constant Regression Ratio
Using a constant regression ratio of 10 α = , numerical and analytical solutions for F (or v − ) and / u x are illustrated in Fig. 2. From Fig. 2a , it may be inferred that Eq. (82) matches the numerical solution quite accurately, especially for 100 R > . In fact, for 500 R ≥ , results become indistinguishable. Even at a low injection Reynolds number of 50 , the analytical solution remains practical. Similar trends are observed in Fig. 2b where the normalized axial velocities are compared. It appears that Eq. (83) is an adequate approximation to the exact solution. As shown, the largest asymptotic error occurs in the vicinity of the core, and for relatively small values of R . These results are reassuring since they indicate an improvement in the accuracy of the analytical expressions at larger values of R . Thus they become ideally suited to model the hard-blowing process in cold-flow experiments or slab rocket motors with large injection Reynolds numbers.
B. Comparison at Constant Reynolds Number
Keeping the Reynolds number fixed at several discrete values (of 100, 500, and 1000), the regression ratio is now varied from 0 α = to a large value. Numerical and analytical solutions for / u x are depicted in Fig. 3 . Figure 3a indicates that, at a low value of 100 R = , the solution is more sensitive to the wall regression ratio than at higher Reynolds numbers. In fact, for 1000 R = , only small differences appear to exist between the 0 α = and 100 α = case. This justifies ignoring the wall regression rate in high Reynolds number applications. Since a value of R in excess of 1000 is not uncommon in reactive rocket motors, the assumption of a fixed boundary seems reasonable. However, for moderate R , Fig. 3a indicates that noticeable differences due to regression can occur. These need to be carefully accounted for by using, for instance, Eq. (83) in unison with Eq. (39).
It is clear from Fig. 3 that the accuracy of the analytical formulation deteriorates when the Reynolds number is small and the regression ratio is large. This can be explained by referring the reader to the coefficient of the second term in Eq. (48). In that regard, we also recall that the relevant perturbation solution was based implicitly on the condition that 1 αε % . Thus, as long as R α % , one can expect the solution to be quite accurate. Conversely, as R α → , the analytical formulation is expected to deteriorate. This should not be an alarming issue since, in practical problems, α is seldom larger than 20.
C. Flow Streamlines
In order to better visualize the resulting flow motion, streamlines emanating from several discrete points are shown in Figs. 4 and 5 for several values of R and α . In Fig. 4 , increasing the Reynolds number at constant regression rate is seen to increase the flow turning severity. This can be explained by resorting to mass conservation. As mass is injected more rapidly into the chamber, removal of added mass near the head end requires an increasingly larger axial velocity component. Hence, in order to produce the necessary downstream convection, the relative magnitude of the axial versus normal velocity must grow proportionately larger with successive increases in R . As expected from a perturbative standpoint, the agreement between Fig. 4a and Fig. 4b is excellent for 1000 R = , but deteriorates as R is reduced to 20. An opposite effect is observed when α is varied while holding R constant.
The streamline sensitivity to α is illustrated in Fig.  5 . There, it can be observed that the flow turning becomes delayed when the wall regression rate is increased. This can be attributed to the fact that, when the walls expand more rapidly, the ratio of axial to normal mean-flow velocities is diminished. In theory, the reduction in axial velocity can continue until reaching zero. That hypothetical case takes place when the relative fluid velocity at the wall is exactly offset by the speed of the expanding walls. If that condition were to occur, the streamlines would have to be parallel and confined to the neighborhood of the wall.
VI. Other Flow Properties
Having characterized the velocity field, the remaining flow properties, such as pressure and stress distributions, can be now examined.
A. Normal Pressure Distribution
The normal pressure gradient can be obtained by substituting the velocity components of Eq. (23) into Eq. (3). Due to the dependence of the normalized variables on time, one must proceed carefully with the chain derivatives. These include ( )
Following substitution into Eq. (3), a simple rearrangement yields ( )
The normal pressure distribution can now be determined by integrating Eq. Figure 6 below illustrates the pressure distribution for several levels of injection and regression. For every level of injection, the absolute pressure drop is largest near the walls. Increasing the regression ratio also increases the pressure drop. Comparing Fig. 6a to Fig.  6b , the sensitivity of the pressure to variations in wall expansion appears to be less significant at high Reynolds numbers. Due to the uniform agreement between analytic and numeric predictions, the two types can be hardly discerned except for small R and large α (Fig. 6a) . Also, for small εα , the normal pressure gradient is near zero at the wall.
B. Axial Pressure Distribution
Similar substitutions into Eq. (2) give rise to a closed-form expression for the axial pressure gradient. Using 
the pressure gradient can be derived from the axial momentum equation,
Equation (94) can, in turn, be integrated to obtain an axial pressure distribution at any spatial location:
( ) 
The character of the axial pressure distribution is similar to that of Eq. (92). Namely, small variations are detected for large R .
C. Shear Stress Distribution
Starting with Newton's equation for shear stress,
one may substitute the velocity into Eq. (96) and get 
To be consistent with the pressure, the shear stress may be normalized in a manner to read 
A plot of the wall shear stress is shown in Fig. 7 for a fixed value of α and a range of Reynolds numbers. As the Reynolds number becomes very large, the role of viscosity diminishes, and the shear at the wall becomes less appreciable. As expected, the agreement between asymptotics and numerics also improves with increasing R .
VII. Conclusions
In this article, an exact similarity solution to the Navier-Stokes equations is presented. The problem arises in the context of a fluid entering a porous channel with regressing walls. The similarity transformations in space and time change the momentum equation into a single, nonlinear, differential equation. The resulting equation reduces to the classic Berman equation for a channel with stationary walls. Closed-form solutions obtained using regular perturbations and the method of variation of parameters are shown to coincide with the numerical solution over a useful range of parameters. Due to their adequate accuracy, these explicit formulations are practically equivalent to the exact solution, provided that the ratio of regression and Their improved accuracy makes them suitable for modeling the hard-blowing process in cold-flow experiments and slab rocket motors. Increasing the Reynolds number is also found to accelerate flow turning and to increase the ratio of axial to normal velocities. Conversely, increasing wall regression seems to inhibit flow turning while diminishing the axial to normal velocity ratio. For Reynolds numbers in excess of 1000, our viscous solution approaches Taylor's inviscid profile, irrespective of the regression rate. This justifies the use of Taylor's profile in modeling the hard-blowing process in rocket motors.
