Purpose: We propose to estimate Value at Risk (VaR) using quantile regression and provide a risk analysis for defaultable bond portfolios.
Introduction
A corporate institution faces many types of risks. These risks affect its financial well being on a regular basis. In the extreme case, as a result of its exposure to such risks, the institution may not be able to survive as a going concern. In addition to the business risks that are specific to its market environment, a firm faces market risk and credit risk. Market risk arises from adverse movements in prices of financial assets such as equity, and market rates such as interest rates and exchange rates. Credit risk is the risk of loss arising from the failure of a counterparty to make a promised payments. Market risk and credit risk are not only intrinsically related to each other, but also nonseparable (Jarrow and Turnbull, 2000) . In this paper we provide a regression quantile method to estimate the Value-at-Risk (VaR), and apply the model to returns data on portfolios of Treasury securities and rated, defaultable corporate bonds, thus capturing the dynamics of market risk and credit risk 1 .
VaR has become a popular tool in the measurement and management of market risks (see Beder (1995) , Duffie and Pan (1997) , Dowd (1998) , and Saunders (1999) for reviews of literature on VaRs). It is viewed as the best measurement for market risk (Group of Thirty, 1993) . Specifically, VaR is the loss in market value that is exceeded with a certain probability over a given time horizon, such a probability is often set at 1% or 5%. In requiring all U.S. publicly traded corporations to report their quantitative market risk exposures, the Securities and Exchange Commission (SEC) (1997) lists VaR as a disclosure method "expressing the potential loss in future earnings, fair values, or cash flows from market movements over a selected period of time and with a selected likelihood of occurrence."
VaR disclosure communicates a single dollar amount for a public company's aggregate risk exposures, allowing for leverage, diversification of a variety of risk factors that affect the company's trading portfolios. Reporting VaR also forces companies to develop a systematic approach for risk measurement.
Given the importance of VaR in reporting market risk and its prominence in risk mea- 1 Liquidity risks may also be priced in the holding period returns. This paper focuses on bonds rated Baa and higher to reduce the problem of liquidity premium due to infrequent trading.
surement and risk management, it is not surprising that its estimation has attracted much attention from researchers. One popular approach to estimate VaR assumes a conditionally normal stock return distribution. The estimation of VaR is equivalent to estimating conditional volatility of returns 2 . Another popular method is to compute the empirical quantile nonparametrically, for example, rolling historical quantiles or Monte Carlo simulations based on an estimated model 3 .
However, these models are based on some restricted assumptions, such as normal, about the distributions of stock returns. There has been accumulated evidence that portfolio returns (or log returns) are usually not normally distributed. In particular, it is frequently found that market returns display structural shifts, negative skewness and excess kurtosis in the distribution of the time series. These market return characteristics suggest that more robust method in estimating VaR is needed. In this paper, we estimate VaR using a robust method based on quantile regressions. The quantile regression method is an extension of the empirical quantile methods. While classical linear regression methods based on minimizing sums of squared residuals enable one to estimate models for conditional mean functions, quantile regression methods offer a mechanism for estimating models for the conditional quantile functions, thus quantile regression is capable of providing a complete statistical analysis of the stochastic relationships among random variables (see Koenker and Bassett (1978) , Koenker (1999) ).
In this paper, we estimate VaR via a quantile regression model that allows for ARCH effect. VaRs estimated by this quantile regression approach display certain nice properties:
They track VaRs estimated from GARCH volatility models well during normal market conditions. However, during a market turmoil when market drops are followed by further drops or rebounds, GARCH volatility models tend to predict implausibly high VaRs. This is due to that GARCH models treat both large positive and large negative return shocks as indicators of higher volatility, while only large negative return shocks indicate higher value at risk.
Therefore, volatility and VaRs are not synonymous. VaRs estimated by the ARCH quantile regression model, while predicting higher volatility in the ARCH component, assigns a much larger weight to a big negative return shock than to a big positive return shock. The resulting estimated VaRs are therefore closer to reality: A large drop in market return is indicative of a high probability in both a further market drop and a market rebound.
Other methods that allow for more general distributional assumptions include Kiesel, Perraudin and Taylor (2000) and Engle and Manganelli (1999 2 The Model
Analyzing Risk by VaR
For ease of exposition, we define Value-at-Risk as the percentage loss in market value over a given time horizon that is exceeded with probability τ. That is, for a time series of returns on an asset, {R t } n t=1 , find V aR t such that
where I t−1 denotes the information set at time t − 1. From this definition, it is clear that finding a VaR essentially is the same as finding a 100τ % conditional quantile.
A natural way of modeling a return process is to use some type of autoregressive specification. If we consider the following regression model for the defaultable bond returns process
the 100τ % Value-at-Risk of R t is then determined by
where Q u (τ |I t−1 ) is the p-th conditional quantile of the residual process u t . More generally,
we may consider the following regression
where x t ∈ I t−1 is the vector of regressors. Usually x t include lag values of the dependent variable. In the case that x t = (1, R t−1 , · · ··, R t−k ), we get model (2) . To calculate V aR t , we need to model u t and calculate Q u (τ |I t−1 ).
An important property of financial time series is the presence of conditional heteroskedasticity. A natural way to capture this important characteristic in the returns process (3) is to let the variance of u t depend on its lagged values. If we specify u t in the following way,
we obtain an ARCH type model for defaultable bond returns process.
Improving Efficiency by Adding Covariates
In the context of evaluating asset prices in univariate time series, the convention is to ignore information in related time series. Sometimes, information contained in other time series can be quite helpful and ignoring this information may be costly. For this reason, we consider the following general model for u t by including useful covariates in the conditional mean and conditional heteroskedasticity specification:
where
where (z 1 , ...., z ν ) are covariates and
Here we assume that the innovations {ε t } have a general distribution F (·), including the normal distribution and other commonly used distributions in financial applications with heavy tails. This is a quite general setting that includes the popular ARCH model. Since an ARMA process we use the first log differences of the six-month T-bill yields and the 10-year Treasury note yields as covariates in the quantile regression. Table 1 reports the summary statistics of the intermediate-term bond return data and the T-bill data. We see that the means of returns increase as we move from Treasury notes to Aaa, Aa, A and Baa rated bonds, signifying increasing default premiums. The standard deviations also increase in general. It is interesting to note that all reported bond returns display positive skewness and moderate excess kurtosis. There are some evidence of positive serial AR(1) correlation and negative AR(2) and AR(3) correlation, indicating some persistence and mean reversion in monthly bond returns. Six-month T-bill yields display negative skewness and moderate excess kurtosis. The autocorrelation dynamics is similar to bond returns. Table 2 
The Estimation Method
The idea of quantile regression provides a natural way of estimating Value at Risk. Quantile regression was introduced by Koenker and Bassett (1978) and has received a lot of attention in econometrics and business statistical research in the past two decades. To introduce quantile regression we consider a random variable Y which is characterized by its distribution function F (y), the τ -th quantile of Y is defined by
Similarly, if we have a random sample {y 1 , · · ·, y n } from the distribution F, the τ -th sample quantile can be defined as
where b F is the empirical distribution function of the random sample. Note that the above sample quantile may be found by solving the following minimization problem:
Koenker and Bassett (1978) studied the analogue of the empirical quantile function for the linear models and generalized the concept of quantiles to the regression context.
If we consider a regression model
where x t is a k by 1 vector of regressors including an intercept term and lagged residuals, then, conditional on the regressor x t , the τ -th quantile of y
where F u (·) is the cumulative distributional function of the residual. Koenker and Bassett (1978) show that the p-th conditional quantile of y can be estimated by an analogue of (5):
is called as the regression quantiles. As a special case, the least absolute error estimator is the regression median, i.e., the regression quantile for τ = 0.5. The quantile regression theory can be extended to time series models with conditional heteroskedasticity. If we consider the following model with conditional heteroscedasticity
, then this is a time series with ARCH effect.
Estimating VaR for Defaultable Bond Portfolios
We use quantile regression method to estimate the Value at Risk of bond portfolios. Given 
and Q ε (τ ) = F −1 (τ ) is the quantile function of ε. By definition, V aR t , the conditional Value at Risk (V aR) at τ -percent level, is just the conditional quantile of R t in the model of (3) given information to time t − 1, i.e. I t−1 . Thus
In order to estimate the conditional Value at Risk, we need to estimate γ(τ ). In this paper, we use quantile regression method to estimate γ(τ ) and thus V aR t (τ ). In particular, the parameters that determine the conditional heteroskedasticity, i.e. γ(τ ), can be estimated by the following problem
In practice, we can replace u t and Z t by their (say, OLS) estimators
Under mild regularity conditions, it can be shown that the b γ(τ ) estimated based b u t is still a (root-n) consistent estimator of γ(τ ).
Computation and Properties of the Method
Quantile regression method has the important property that it is robust to distributional assumptions. This property is inherited from the robustness property of the ordinary sample quantiles. Quantile estimation is only influenced by the local behavior of the conditional distribution of the response near the specified quantile. As a result, the estimated coefficient
is not sensitive to outlier observations. Such a property is especially attractive in financial applications since many financial data such as portfolio returns (or log returns)
are usually heavy-tailed and thus are not normally distributed. Computation of the regression quantiles by standard linear programming techniques is very efficient. It is also straightforward to impose the nonnegativity constraints on all elements of γ.
Model Tests: Choosing the lags
An issue that arises with the implementation of the quantile regression and related inference is the choice of lags. The distribution of the quantile regression coefficient estimates facilitates significance tests based on t-ratios or Wald statistics. Notice that the estimated coefficients of the lagged differences are asymptotically normally distributed, a general-to-specific modelling strategy that chooses between a model with q lags and a model with r = q + k lags can be obtained based on a sequential test. Let b γ q+1,r (τ ) denote the vector of coefficients (b γ q+2 (τ ), ·· ·, b γ r+1 (τ )) 0 . We also define Γ k to be the lower-right k × k block of the covariance matrix.
The Wald statistic for the null hypothesis that the coefficients on the last k lags are jointly equal to 0 is then given by
where b Γ k is a consistent estimator of Γ k . Under the null hypothesis that the coefficients on the last k lags are zeros, b J q,k (τ ) converge to a chi-square distribution with k degrees of freedom. We now consider the following procedure for choosing q from a set of possible values {0, 1, 2, · · ·, q max }, where q max is an upper bound selected a priori: Starting with the most general model with q max + k lags and test whether the coefficients of the last lags are significant at given level θ. If they are, then choose q = q max ; otherwise, we consider regressions of order q max + k − 1 and perform the test again. We choose q to be q
is not significantly different from zero for all i = q max − 1, ...., 1, we choose q to be 0. The above test reduces to a t test on the last lag if the test is performed with k = 1 8 .
Empirical Results

Estimated VaRs
Using the model (3) and (9) proposed in the previous section, we analyse the intermediateterm and long-term bond indexes. For each series, we estimate the model with various lags in the mean equation and the ARCH equation. We also use short term interest rates as covariates to improve the model performance. In particular, we choose yield changes (with one period lag) in six-month T-bills and10-year T-note as the covariates. We choose the lag length based on the sequential t-test and report the estimated results of the optimal model (that uses the optimal lag length). The estimated model parameters are reported in Tables 8 An alternative way for choosing lags is to test the assumption of i.i.d. in the estimated residuals based on the spectral density estimates of the residual process. If the models (3) and (4) are correctly specified, we should have Pr{y t < −V aR t (τ )} = τ at the true parameter. As a result, {e t : e t = I[y t < −V aR t (τ )] − τ } should be i.i.d. In contrast, when the lags are incorrectly chosen, {e t } will be serially dependent. Therefore, to test the adequacy of lag choice, it suffices to check whether {e t } is i. We see from Table 3 In the ARCH equation, we find the coefficients on the covariates to be mostly significant.
The coefficients for the six-month Treasury bill yields (γ z,1 ) are all positive, indicating that higher volatility is associated with higher short term interest rates. However, the coefficients for the 10-year Treasury note yields (γ z,2 ) are negative. This indicates that increases in intermediate term Treasury yield reduce the conditional volatility of bond returns. Finally, Most preferred ARCH models have six lags. Typical of ARCH modeling, some of the coefficients are not significant. Table 4 reports the parameter estimates for the long term bond indexes.
The results are similar to those of the intermediate term bond indexes.
In Figure 1 , we plot the estimated 5% Our experience with estimating VaRs for rated bond portfolios suggest that information about the Treasury term structure of interest rates is important. Whenever available they should be used as covariates in the regression relations.
The Distribution of Bond Portfolio Returns
Although VaR or volatility estimates are the most common measures of risk, a more complete description of the conditional probability distribution is very useful and is also frequently required. Currently the common approach used in the previous literature is based on the conditional Gaussian assumption. Given the accumulated empirical evidence that the distribution of many return time series are heavy-tailed, a more robust method in estimating the conditional distribution of financial returns is of particular interest. In this paper, besides estimating VaRs at 5% level, we also estimated the distribution of the return series using the robust quantile regression method.
Quantile regression method is attractive because not only it is robust against nonGaussian errors in the way that least squares estimates are not, but also the models can be used to characterize the entire conditional distribution of a dependent variable. By considering the behavior of the regression at different quantiles, the quantile process conveys a more complete picture of the conditional distribution of the dependent variable than the single mean derived from a traditional approach. In our model, this provides an ideal way of estimating the conditional distribution of financial returns. In this section, we estimate the conditional quantile function (thus the conditional distribution function) for the last period and the average quantile distributions for each time series. 
VaR Confidence Bands
The above analysis provides point estimates of VaR at each period and specified τ . The distributional theory of the proposed model further facilitates the construction of confidence band for VaR estimates 9 . By a similar argument as Koenker and Zhao (1996) , it can be shown that, under regularity conditions, the solution b γ(τ ) of our optimization problem (10) is √ N-consistent and asymptotic normal:
As a result, the limiting distribution of b γ(τ ) 0 Z t can be obtained based on (12) , facilitating the construction of confidence intervals for the VaR estimates. Like the conventional approaches of confidence interval estimation, this approach requires that the covariance matrix
t is a natural candidate for the estimator of D, what we need is an estimator for Σ(τ ) = f (F −1 (τ ))H.
Fortunately there are quite a few methods in the existing literature on estimating Σ(τ ). In particular, Hendricks and Koenker (1992) studied estimation of Σ(τ ) based on sparsity estimation [see Siddiqui (1960) , Bofinger (1975) , Sheather and Maritz (1983) , and Welsh (1988) among others for related literature on estimating this quantity]. In our empirical analysis, we adopt this approach 10 in constructing the confidence interval.
We estimate confidence bands of the estimated VaRs using the asymptotic distribution 9 There are several approaches in estimating confidence intervals for regression quantiles: direct estimation of the asymptotic covariance matrix can be obtained based on an estimate of the reciprocal of the error density at the quantile of interest; inversion of rank tests by Gutenbrunner et al. (1993) provides an alternative approach of estimating confidence intervals for quantile regression without estimating the error density; several resampling/bootstrap methods have also been proposed for estimating confidence intervals for quantile-type estimators. 10 Another method was proposed by Powell (1989) based on kernel estimation. (12) . To estimate the covariance matrix Ω(τ ), we need first estimate
Following Hendrick and Koenker (1992), we estimate Σ(τ ) by
for the construction of 1−α confidence intervals and φ and Φ represents the standard normal density and distribution functions. 
Conclusions
The SEC has now listed VaR as one reporting alternative for quantifying companies' market risk exposures. Although the SEC (1998) stated that quantitative market risk disclosures provide "new and useful information" to the market, the quality of these disclosures, particularly the quality of VaR disclosures needs to be improved [Jorion (2002] . To improve the quality of VaR disclosure, a more robust estimation method is needed. In this paper
we estimate value at risk using the quantile regression approach pioneered by Koenker and Bassett (1978) . This method does not assume a particular conditional distribution for the returns. The model is applied to defaultable bond portfolios. We find that for defaultable bonds the use of information variables such as short term interest rates and term spreads as covariates improves the model performance significantly. We also find that confidence intervals constructed around the estimated VaRs can be very wide during volatile markets, making them less reliable when their accurate measurement is most needed. 
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