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09 AUTOMORPHISMES NATURELS DE L’ESPACE DE
DOUADY DE POINTS SUR UNE SURFACE
par
Samuel Boissie`re
Re´sume´. — On e´tablit quelques re´sultats ge´ne´raux relatifs a` la taille du groupe
d’automorphismes de l’espace de Douady de points sur une surface, puis on e´tudie
quelques proprie´te´s des automorphismes provenant d’un automorphisme de la surface,
en particulier leur action sur la cohomologie et la classification de leurs points fixes.
Introduction
Autant l’on sait dire beaucoup sur les automorphismes des surfaces K3, notamment
graˆce au the´ore`me de Torelli global, autant en dimension supe´rieure le groupe d’au-
tomorphismes des varie´te´s symplectiques holomorphes irre´ductibles est plus de´licat a`
e´tudier (voir [18]). Ce constat est la motivation premie`re de cet article, au sens ou`
si S est une surface K3, l’espace de Douady de n points sur S, note´ S[n], est une
varie´te´ symplectique holomorphe irre´ductible particulie`rement bien connue. Dans cet
article, on e´tudie ce groupe d’automorphismes pour une surface quelconque (le cas
des surfaces K3 est traite´ dans [4]).
Dans une premie`re partie, on re´pond a` quelques questions ge´ne´rales relatives a` ce
groupe d’automorphismes. Principalement, on montre que :
– pour toute surface S et tout n ≥ 1, dimAut(S[n]) = dimAut(S) ;
– si S est une surface K3 non alge´brique ge´ne´rique, pour tout n ≥ 1 on a
Aut(S[n]) ∼= Aut(S).
Ces re´sultats motivent la seconde partie ou` l’on e´tudie plus en de´tail, pour une sur-
face S quelconque, les automorphismes de S[n] provenant d’un automorphisme de S
(automorphismes dits naturels) : leur action sur la cohomologie, leurs nombres de
Lefschetz et la classification de leurs points fixes.
Je remercie Alessandra Sarti de m’avoir incite´ a` e´tudier ces questions et pour
son soutien lors de la pre´paration de cet article, et Arnaud Beauville, Serge Cantat,
Antoine Ducros et Manfred Lehn pour les re´ponses qu’ils m’ont apporte´es.
Classification mathe´matique par sujets (2000). — 14C05.
Mots clefs. — Sche´ma de Hilbert, automorphismes, points fixes.
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1. Espace de Douady de points sur une surface
1.1. Notations et de´finitions. — Soit S une surface analytique complexe
connexe, compacte et lisse. Pour tout entier n ≥ 0, notons S(n) := Sn/Sn le quotient
syme´trique de S, ou` le groupe syme´trique Sn agit par permutation des variables,
π : Sn → S(n) l’application quotient, ∆ =
⋃
i,j ∆i,j la re´union de toutes les diagonales
∆i,j = {(x1, . . . , xn) ∈ S
n |xi = xj} et D := π(∆) son image dans S
(n). La varie´te´
S(n) parame`tre les cycles analytiques de dimension ze´ro et de longueur n sur S, et
est singulie`re en chaque point de ∆. Notons S[n] l’espace de Douady (sche´ma de
Hilbert lorsque S est alge´brique) parame´trant les sous-espaces analytiques de S de
dimension 0 et de longueur n. S[n] est une varie´te´ analytique complexe compacte
lisse de dimension 2n (observons que S[0] est un point et S[1] ∼= S). Le morphisme de
Douady-Barlet (de Hilbert-Chow dans le cas alge´brique) ρ : S[n] → S(n) est projectif
et bime´romorphe, c’est une re´solution des singularite´s dont nous notons E := ρ−1(D)
le diviseur exceptionnel. Posons S[•] :=
∐
n≥0 S
[n]. Nous nous re´fe´rons a` Grothendieck
[17] et Fogarty [10, 11] dans le cas alge´brique, a` Douady [8] et de Cataldo&Migliorini
[6] dans le cas analytique.
1.2. Automorphismes naturels. — Soit un automorphisme f : S[•]
∼
−→ S[•]. Sa
restriction a` chaque composante connexe S[n] est un isomorphisme d’image une com-
posante connexe de meˆme dimension, donc f|S[n] =: fn est un automorphisme de
S[n]. Ainsi, la donne´e de f consiste exactement en la donne´e d’une famille (fn)n≥0 ou`
chaque fn est un automorphisme de S
[n].
Une manie`re naturelle de construire un automorphisme de S[n] consiste a` partir
d’un automorphisme de S : si f ∈ Aut(S), il induit pour tout n ≥ 1 un automorphisme
de S[n] note´ f [n] de´fini par f [n](ξ) := f(ξ) ou` ξ est vu a` gauche comme point de S[n]
et a` droite comme sous-espace analytique de S.
Pour ξ, ξ′ ∈ S[•], la notation ξ ⊂ ξ′ signifie que ξ est un sous-espace analytique de
ξ′ dans S.
De´finition 1. — Un automorphisme f de S[•] est dit naturel s’il ve´rifie pour tous
ξ, ξ′ ∈ S[•] :
ξ ⊂ ξ′ =⇒ f(ξ) ⊂ f(ξ′).
Notons Ξn ⊂ S × S
[n] la famille universelle, dont les points sont les couples
(x, ξ) ∈ S × S[n] tels que x appartient au support de ξ (nous noterons x ∈ ξ).
Pour tous entiers n ≥ 0 et k ≥ 1, notons S[n,n+k] la sous-varie´te´ de S[n]×S[n+k] dont
les points sont les couples (ξ, ξ′) ∈ S[n] × S[n+k] tels que ξ ⊂ ξ′. Pour k = 1, S[n,n+1]
est lisse de dimension 2n.
Lemme 1. — Soit f = (fn)n≥0 un automorphisme de S
[•]. Les assertions suivantes
sont e´quivalentes :
1. f est un automorphisme naturel.
2. f respecte les varie´te´s d’incidence : ∀n, k, (fn × fn+k)(S
[n,n+k]) = S[n,n+k] ;
3. f respecte les familles universelles : ∀n, (f1 × fn)(Ξn) = Ξn ;
4. f provient d’un automorphisme de S : ∀n, fn = f
[n]
1 .
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De´monstration. —
(1)⇒(2) Soit (ξ, ξ′) ∈ S[n,n+k]. On a ξ ⊂ ξ′ et puisque f est naturel :
fn(ξ) = f(ξ) ⊂ f(ξ
′) = fn+k(ξ
′),
donc (fn × fn+k)(ξ, ξ
′) = (fn(ξ), fn+k(ξ
′)) ∈ S[n,n+k].
(2)⇒(3) C’est imme´diat puisque Ξn = S
[1,n].
(3)⇒(4) Il suffit de ve´rifier l’e´galite´ fn = f
[n]
1 sur l’ouvert dense de S
[n] constitue´
des sous-espaces porte´s en n points distincts de S. Soit ξ = {x1, . . . , xn} un tel
sous-espace. Pour tout i, xi ∈ ξ et la condition (f1 × fn)(Ξn) = Ξn implique
f1(xi) ∈ fn(ξ). Puisque les points f1(x1), . . . , f1(xn) sont distincts, on obtient
fn(ξ) = f1(ξ) = f
[n]
1 (ξ).
(4)⇒(1) Soit (ξ, ξ′) ∈ S[n,n+k]. Avec les notations pre´ce´dentes :
f(ξ) = fn(ξ) = f
[n]
1 (ξ) = f1(ξ) ⊂ f1(ξ
′) = f
[n+k]
1 (ξ
′) = fn+k(ξ
′) = f(ξ′).
Observons que l’assertion (2) est e´quivalente a` l’assertion :
(2’) f respecte la varie´te´ d’incidence S[n,n+1] : ∀n, (fn × fn+1)(S
[n,n+1]) = S[n,n+1].
En effet, (2)⇒(2’) est imme´diat et re´ciproquement, si (ξ, ξ′) ∈ S[n,n+k], on peut
construire une tour de sous-espaces ξ0 = ξ ⊂ ξ1 ⊂ · · · ⊂ ξk−1 ⊂ ξk = ξ
′ avec
(ξi, ξi+1) ∈ S
[n+i,n+i+1] pour tout i = 0, . . . , k − 1. L’assertion (2’) applique´e a` cette
tour fournit :
fn(ξ) ⊂ fn+1(ξ1) ⊂ · · · ⊂ fn+k−1(ξk−1) ⊂ fn+k(ξ
′),
donc (fn(ξ), fn+k(ξ
′)) ∈ S[n,n+k].
2. Le groupe d’automorphismes de l’espace de Douady de points
2.1. Rappel sur les groupes d’automorphismes. — Soit X un espace analy-
tique complexe connexe, compact et lisse. SoitDX l’espace analytique des sous-espaces
analytiques compacts de X × X . D’apre`s Douady [8], l’espace des applications ho-
lomorphes de X dans lui-meˆme s’identifie – en prenant le graphe – a` un ouvert de
DX dont le groupe Aut(X) des automorphismes est a` nouveau un ouvert. D’apre`s
Kerner [19] et Bochner-Montgomery [3], Aut(X) est un groupe de Lie complexe loca-
lement compact. D’apre`s Fujiki [12], X ayant une base de´nombrable d’ouverts, c’est
aussi le cas de DX , donc Aut(X) est de´nombrable a` l’infini. En particulier, le nombre
de composantes connexes de Aut(X) est au plus de´nombrable. L’alge`bre de Lie de
Aut(X) s’identifie naturellement a` l’espace des champs de vecteurs globaux sur X ,
donc dimAut(X) = dimH0(X,TX) (note´ h
0(X,TX)) ou` TX de´signe le fibre´ tan-
gent de X , et toutes les composantes connexes ont meˆme dimension (finie). Si cette
dimension est nulle, Aut(X) est alors totalement discontinu et au plus de´nombrable.
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2.2. Groupe des automorphismes naturels. — Conside´rons la famille univer-
selle double Ξn × Ξn ⊂ S × S × S
[n] × S[n] (on a permute´ deux facteurs) :
Ξn × Ξn = {(x, x
′, ξ, ξ′) |x ∈ ξ, x′ ∈ ξ′}
munie des projections p et q vers S × S et S[n] × S[n] respectivement. A tout sous-
espace analytique compact Γ ⊂ S × S on associe alors l’espace analytique compact
q(p−1(Γ)) ⊂ S[n] × S[n]. Cette construction se faisant naturellement en famille, on
obtient une application holomorpheDS → DS[n] . Si Γ est le graphe d’un isomorphisme
f de S, q(p−1(Γ)) est le graphe de f [n] donc ce morphisme se restreint en un morphisme
de groupes de Lie injectif Aut(S) → Aut(S[n]) d’image ferme´e puisque ces groupes
sont localement compacts ([14, 1.3]). Avec un le´ger abus de langage, nous appellerons
ce groupe image le groupe des automorphismes naturels de S[n].
2.3. Dimension du groupe d’automorphismes. — Pour toute varie´te´ analy-
tique complexe lisse compacte X de dimension d, notons ΩX := T
∨
X le fibre´ vec-
toriel des formes diffe´rentielles de degre´ 1 sur X , pour 2 ≤ p ≤ d − 1 notons
ΩpX := ∧
pΩX et ωX := ∧
dΩX son fibre´ canonique. Les nombres de Hodge de X
sont par de´finition hp,q(X) := dimHq(X,ΩpX). Plus ge´ne´ralement, pour tout fibre´
inversible L sur X , nous introduisons les nombres de Hodge de X a` valeurs dans L :
hp,q(X,L) := dimHq(X,ΩpX ⊗ L). Par dualite´ de Serre, on voit qu’ils ve´rifient :
hp,q(X,L) = hq(X,ΩpX ⊗ L)
= hd−q(X, (ΩpX ⊗ L)
∨ ⊗ ΩdX)
= hd−q(X,Ωd−pX ⊗ L
∨)
= hd−p,d−q(X,L∨).
On observe que h0(S[n], TS[n]) = h
2n(S[n],ΩS[n] ⊗ ωS[n]). Rappelons la construc-
tion du morphisme de groupes naturel −n : Pic(S) → Pic(S
[n]). Notons pi : S
n → S
les projections sur les facteurs. Pour tout fibre´ L ∈ Pic(S), le fibre´
⊗n
i=1 p
∗
iL est
naturellement Sn-line´arise´ et descend en un fibre´ L ∈ Pic(S
(n)) puisque les groupes
d’isotropie des points agissent trivialement sur les fibres au-dessus. On de´finit alors
Ln := ρ
∗L. On peut montrer que ωS[n] = (ωS)n (voir par exemple Nieper-Wisskirchen
[24]), on a donc h0(S[n], TS[n]) = h
2n(S[n],ΩS[n] ⊗ (ωS)n).
La proposition suivante ge´ne´ralise le re´sultat de Go¨ttsche [15, Proposition 3.3]
relatifs aux nombres de Hodge usuels.
Proposition 1. — Pour toute surface analytique compacte lisse S et tout fibre´ in-
versible L sur S on a :
+∞∑
n=0
2n∑
p=0
hp,0(S[n], Ln)x
ptn =
(1 + xt)h
1,0(S,L)
(1− t)h0,0(S,L)(1− x2t)h2,0(S,L)
.
De´monstration. — Ce calcul est une ge´ne´ralisation directe de celui de Go¨ttsche
[15], donc nous expliquons simplement les points-cle´s de l’argument. Notons
S
(n)
∗ := S
(n) \ D l’ouvert lisse et j : S
(n)
∗ →֒ S
(n) l’inclusion. Pour p = 0, . . . , 2n
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de´finissons Ω˜p
S(n)
:= j∗Ω
p
S
(n)
∗
. Puisque ρ : S[n] → S(n) est une re´solution des singula-
rite´s, on peut montrer que ρ∗Ω
p
S[n]
= Ω˜p
S(n)
(voir Steenbrink [26]). On a alors :
H0(S[n],Ωp
S[n]
⊗ Ln) ∼= H
0(S
(n)
∗ ,Ω
p
S
(n)
∗
⊗ L) ∼= H0
(
Sn,ΩpSn ⊗
n⊗
i=1
p∗iL
)Sn
.
Par la formule de Ku¨nneth, H0 (Sn,Ω∗Sn ⊗
⊗n
i=1 p
∗
iL)
∼=
⊗n
i=1 p
∗
iH
0(S,Ω∗S ⊗L). Soit
ω1, . . . , ωm une base homoge`ne de H
0(S,Ω∗S ⊗ L) : pour tout i = 1, . . . ,m il existe
di ∈ {0, 1, 2} tel que ωi ∈ H
0(S,ΩdiS ⊗ L). Une base de H
0 (Sn,Ω∗Sn ⊗
⊗n
i=1 p
∗
iL)
Sn
est donc forme´e des
∑
σ∈Sn
σ∗η pour η de la forme p∗1ωi1 ∧ . . . ∧ p
∗
nωin avec∑n
j=1 dij = p. Un peu de combinatoire permet alors de conclure.
Corollaire 1. — Pour toute surface analytique compacte lisse S et tout n ≥ 1 on a
dimAut(S[n]) = dimAut(S).
De´monstration. — Observons que
h0(S[n], TS[n]) = h
1,2n(S[n], (ωS)n) = h
2n−1,0(S[n], ((ωS)n)
∨) = h2n−1,0(S[n], (ω∨S )n).
Un examen attentif de la formule donne´e dans la proposition 1 fournit :
h2n−1,0(S[n], Ln) = h
1,0(S,L)
(
n− 1
h2,0(S,L) + n− 2
)
.
Or, on calcule que h1,0(S, ω∨S ) = h
0(S, TS) et h
2,0(S, ω∨S ) = h
2,2(S) = 1, ce qui donne
h0(S[n], TS[n]) = h
0(S, TS).
Ce re´sultat implique que les composantes connexes de l’identite´ de Aut(S[n]) et
Aut(S) sont isomorphes, et de fac¸on intuitive : il n’y a “pas trop” d’automorphismes
non naturels. Il est notable que la dimension de Aut(S[n]) ne de´pende pas de n !
Remarque 1. — Si S est un tore ou une surface K3, le faisceau canonique ωS est
trivial et S[n] admet une structure symplectique [2, proposition 5] donc TS[n] ∼= ΩS[n]
et h0(S[n], TS[n]) = h
1,0(S[n]). La formule de Go¨ttsche cite´e plus haut donne
imme´diatement h0(TS[n]) = h
1,0(S) = h0(TS) (qui vaut 2 pour un tore complexe et 0
pour une surface K3).
La proposition 1 sugge`re la conjecture suivante ge´ne´ralisant la formule don-
nant les nombres de Hodge usuels conjecture´e par Go¨ttsche [15], de´montre´e par
Go¨ttsche&Soergel [16] (voir aussi Cheah [7]) dans le cas alge´brique et ge´ne´ralise´e
par de Cataldo&Migliorini [6] aux surfaces analytiques ka¨hle´riennes :
Conjecture 1. — Pour toute surface analytique ka¨hle´rienne compacte lisse S et tout
fibre´ inversible L sur S on a :
∞∑
n=0
hp,q(S[n], Ln)x
pyqtn =
∞∏
k=1
2∏
p=0
2∏
q=0
(
1
1− (−1)p+qxp+k−1yq+k−1tk
)(−1)p+qhp,q(S,L)
6 SAMUEL BOISSIE`RE
2.4. Cas particulier des surfaces K3. — Si S est une surface K3, le corol-
laire 1 dit que les automorphismes non naturels Aut(S[n]) \ Aut(S) sont au plus
de´nombrables. On en connaˆıt cependant tre`s peu, il semble que le seul exemple connu
soit celui-ci : soit S ∈ P3
C
une quartique ge´ne´rique ne contenant aucune droite. Pour
tout point ξ ∈ S[2] il existe une unique droite de P3
C
contenant ξ ⊂ S, qui recoupe S
en deux autres points, ce qui de´finit une involution birationnelle sur S[2] qui s’e´tend
en un isomorphisme (voir [2]).
Beauville [1] montre que si S est une surface simplement connexe, de groupe de Pi-
card nul et de groupe d’automorphismes trivial, alors pour tout n le groupe Aut(S[n])
est aussi trivial. Ce re´sultat se ge´ne´ralise :
Proposition 2. — Si S est simplement connexe, de groupe de Picard nul et telle que
h0(S, TS) = 0, alors Aut(S) ∼= Aut(S
[n]) pour tout n ≥ 1.
La condition de non existence de sections globales non nulles du fibre´ tangent
signifie que le groupe Aut(S) est totalement discontinu. S’il est en particulier trivial,
nous retrouvons le the´ore`me de Beauville cite´ ci-dessus.
De´monstration. — La de´monstration reprend au de´but celle de Beauville ([1, §5]) ;
nous en rappelons les arguments pour faciliter la lecture.
Soit n ≥ 2 et f un automorphisme de S[n]. Il induit un automorphisme de son
groupe de Picard. Puisque Pic(S) = {0}, Pic(S[n]) est engendre´ par un fibre´ L tel
que L⊗2 ∼= O(E), donc f pre´serve E (car E est rigide). f induit donc un auto-
morphisme de S[n] \ E. La compose´e du quotient par le groupe syme´trique Sn \
∆→ S(n) \ D avec l’isomorphisme S(n) \D ∼= S[n] \E est un reveˆtement fini et non
ramife´ π : Sn \ ∆ → S[n] \ E. Puisque S est simplement connexe est que ∆ est de
codimension 2 dans Sn, Sn \∆ est aussi simplement connexe donc π est le reveˆtement
universel de S[n] \ E. L’automorphisme f s’y remonte donc en un automorphisme f¯
de Sn \∆.
Soient s1, . . . , sn des points de S deux a` deux distincts. Conside´rons le morphisme
compose´ S \ {s2, . . . , sn} → S
n \ ∆ → Sn \ ∆ de´fini par x1 7→ f¯(x1, s2, . . . , sn).
L’une au moins de ses compose´es a` droite avec les projections p1, . . . , pn sur les
diffe´rents facteurs est non constante puisque f¯ est injective, et quitte a` permuter
les variables on peut supposer que p1 a cette proprie´te´. L’application rationnelle
x1 7→ p1◦ f¯(x1, s2, . . . , sn) e´tant non constante, c’est en fait un isomorphisme de S ([1,
Lemme 1]) qui de´pend continuˆment de s2, . . . , sn dans un voisinage de ces points ou`
cette compose´e reste un isomorphisme. Mais le groupe d’automorphismes de S e´tant
totalement discontinu, cet isomorphisme est inde´pendant localement de s2, . . . , sn :
notons-le φ1(x1). Continuons avec la deuxie`me coordonne´e en conside´rant maintenant
la compose´e x2 7→ f¯(s1, x2, s3, . . . , sn). La premie`re projection sur S est constante de
valeur φ1(s1), donc l’une des projections p2, . . . , pn est non constante, et nous pouvons
supposer qu’il s’agit de p2. Comme pre´ce´demment, x2 7→ p2 ◦ f¯(s1, x2, s3, . . . , sn) est
en fait un isomorphisme de S qui ne de´pend pas de s1, s3, . . . , sn dans un voisinage de
ces points, et que nous notons φ2(x2). On traite ainsi de proche en proche toutes les
coordonne´es. Finalement, dans un voisinage de (s1, . . . , sn) ∈ S
n \∆ l’automorphisme
AUTOMORPHISMES NATURELS 7
f¯ co¨ıncide avec l’application (x1, . . . , xn) 7→ (φ1(x1), . . . , φn(xn)). Puisque S
n \∆ est
connexe, ces deux fonctions sont e´gales en tout point.
Ceci fait, l’automorphisme f¯(x1, . . . , xn) = (φ1(x1) . . . , φn(xn)) de S
n \ ∆ doit
redescendre a` S(n) \D pour donner f . Le reveˆtement e´tant galoisien de groupe Sn,
c’est le cas si et seulement s’il existe un isomorphisme ψ du groupe Sn tel que f¯(σ ·
(x1, . . . , xn)) = ψ(σ) · (φ1(x1) . . . , φn(xn)) pour tout σ ∈ Sn. Si ψ est diffe´rent de
l’identite´, prenons σ tel que ψ(σ) 6= σ et trois entiers i, j, k avec σ(i) = j et k =
ψ(σ)(i) 6= j. La condition d’e´quivariance dit que φi(xj) = φk(xk) pour tout xj 6= xk
et contredit le fait que f¯ est a` valeurs dans Sn\∆. Donc ψ est l’identite´ et la condition
d’e´quivariance dit que pour tous indices i, j on a φi(xi) = φj(xj) pour xi 6= xj .
Cette e´galite´ reste vraie pour xi = xj donc φi = φj pour tous i, j. En notant φ cet
isomorphisme de S, on a donc f¯(x1, . . . , xn) = (φ(x1), . . . , φ(xn)) et f¯ redescend.
L’isomorphisme f de S[n] de de´part provient donc de l’isomorphisme φ de S. Le
morphisme injectif de groupes de Lie Aut(S) → Aut(S[n]) est donc aussi surjectif,
donc c’est un isomorphisme puisque Aut(S) est localement compact et de´nombrable
a` l’infini [14, 1.10 Corollaire 1].
Les hypothe`ses de cette proposition ne sont remplies que par des surfaces K3
non alge´briques, auquel cas le groupe de Picard est ge´ne´riquement nul, donc on a
imme´diatement :
Corollaire 2. — Les automorphismes de l’espace de Douady de points sur une sur-
face K3 ge´ne´rique sont tous naturels.
Remarque 2. — En utilisant le the´ore`me de Torelli global, McMullen [22] construit
des surfaces K3 non alge´briques de groupe de Picard nul ayant un groupe d’automor-
phismes d’ordre infini.
3. Etude cohomologique
3.1. Pre´liminaires sur les traces. — Soit V un espace vectoriel de dimension finie
sur C et f ∈ End(V ). Notons traceV (f) ∈ C sa trace et χV (f) := det(f−X idV ) ∈ C[X ]
son polynoˆme caracte´ristique. Si W et g ∈ End(W ) sont donne´s similairement, on a
les formules :
traceV⊕W (f⊕ g) = traceV (f) + traceW (g) ∈ C,
traceV⊗W (f⊗ g) = traceV (f) · traceW (g) ∈ C.
(1)
Supposons maintenant que V =
⊕+∞
n=0 Vn est un espace vectoriel gradue´, chaque Vn
e´tant de dimension finie, et que f = (fn)n≥0 avec fn ∈ End(Vn). On de´finit sa trace a`
valeurs dans C[[q]] par :
traceV (f) :=
+∞∑
n=0
traceVn(fn)q
n.
Si W =
⊕+∞
n=0Wn et g = (gn)n≥0 sont donne´s similairement, les formules (1)
s’e´tendent, a` valeurs cette fois dans C[[q]].
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Soit E un espace vectoriel de dimension finie sur C. Notons son alge`bre tensorielle
T (E) :=
⊕+∞
n=0 T
n(E), son alge`bre syme´trique S(E) :=
⊕+∞
n=0 S
n(E) et son alge`bre
alterne´e Λ(E) :=
⊕+∞
n=0 Λ
n(E). Pour f ∈ End(E), on calcule aise´ment les traces des
endomorphismes induits sur ces trois alge`bres :
traceT (E)(T (f)) =
1
1− traceE(f)q
∈ C[[q]],
traceS(E)(S(f)) =
1
(−q)dimEχE(f)(1/q)
∈ C[[q]],
traceΛ(E)(Λ(f)) = q
dimEχE(f)(−1/q) ∈ C[q].
(2)
En effet, il suffit de conside´rer le cas ou` f est diagonalisable et conclure par densite´,
et sous cette hypothe`se, si l’on note χE(f) = (−1)
dimE
∏dimE
i=1 (X − λi), alors :
(−q)dimEχE(f)(1/q) =
dimE∏
i=1
(1 − λiq)
qdimEχE(f)(−1/q) =
dimE∏
i=1
(1 + λiq).
Soit A =
⊕d
i=0 A
i un espace vectoriel gradue´ de dimension finie sur C et
f = (fi)i=0,...,d avec fi ∈ End(A
i). Posons :
traceA(f) =
d∑
i=0
traceAi(fi)t
i ∈ C[t],
χA(f) =
d∏
i=0
ti dimA
i
χAi(f)(X/t
i) ∈ C[t][X ].
Les alge`bres T (A), S(A) et Λ(A) sont munies d’une double graduation en poids n
et degre´ i, l’alge`bre A e´tant prise de poids 1. Les formules (2) s’e´tendent alors, a`
valeurs dans C[t][[q]] et C[t][q] respectivement. En effet, lorsque f est diagonalisable,
le polynoˆme caracte´ristique ainsi de´fini tient compte du degre´ des vecteurs propres en
inse´rant ti devant les valeurs propres λi,j de fi :
χA(f) =
d∏
i=0
(−1)dimA
i
dimAi∏
j=1
(X − λi,jt
i).
3.2. Trace d’un ope´rateur naturel sur un espace de Fock. — Soit A une
super-alge`bre de Frobe´nius gradue´e de dimension finie sur C, note´e A =
⊕4n
i=0 A
i.
Elle est munie :
– d’une super-structure (i.e. graduation par Z/2Z) de´finie par la de´composition
Apair :=
⊕2n
i=0 A
2i et Aimpair :=
⊕2n−1
i=0 A
2i+1 ;
– d’une multiplication gradue´e commutative et associative A⊗A→ A : si a ∈ Ai
et b ∈ Aj , alors a · b ∈ Ai+j et a · b = (−1)i·jb · a ;
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– d’une forme line´aire T : A → C de degre´ −4n telle que la forme biline´aire
super-syme´trique 〈a, b〉 := T (a · b) est non de´ge´ne´re´e : la super-syme´trie s’e´crit
〈a, b〉 = (−1)|a|·|b|〈b, a〉, ou` | · | de´signe le degre´ d’un e´le´ment homoge`ne.
Conside´rons l’alge`bre de Heisenberg hA := A[t, t
−1] ⊕ Cκ ou` le crochet de Lie est
de´fini par :
[κ,−] = 0 (κ est central),
[a⊗ φ, b⊗ ψ] = − rest=0(φ dψ) · 〈a, b〉 · κ,
pour a, b ∈ A et φ, ψ ∈ C[t, t−1]. Ce crochet est super-antisyme´trique au sens ou` l’on
a : [a⊗φ, b⊗ψ] = −(−1)|a|·|b|[b⊗ψ, a⊗φ]. Pour a ∈ A et n ∈ Z, notons an := a⊗ t
n.
Le crochet de Lie est entie`rement caracte´rise´ par les relations :
[κ, an] = 0,
[an, bm] = n · δn,−m · 〈a, b〉 · κ
ou` δ de´signe le symbole de Kronecker.
Soit I ⊂ U(hA) l’ide´al a` gauche dans l’alge`bre enveloppante de hA engendre´ par
les e´le´ments de la forme an pour n ≤ 0 et l’e´le´ment κ − 1. L’espace de Fock est par
de´finition le quotient (a` droite) F(A) := U(hA)/I. C’est une repre´sentation de hA,
engendre´e par la classe note´e |0〉 de 1 ∈ U(hA). Notons, pour cette repre´sentation
hA → End(F(A)), qn(a) l’endomorphisme correspondant a` l’e´lement an. On a donc :
qn(a)|0〉 = 0 si n ≤ 0,
κ|0〉 = |0〉,
[qn(a), qm(b)] = qn(a) ◦ qm(b)− (−1)
|a|·|b|qm(b) ◦ qn(a)
= nδn,−m · 〈a, b〉 · idF(A) .
On constate aise´ment que cette repre´sentation est irre´ductible (voir [20]).
On munit F(A) d’une double graduation par poids et degre´ en de´clarant qu’un
endomorphisme qn(a) est de poids n et de degre´ 2(n− 1)+ |a|, et que |0〉 est de poids
et degre´ nuls. La de´composition en poids est alors note´e F(A) =
⊕+∞
n=0A
[n].
Remarque 3. — Lehn&Sorger [21] ont construit sur A[n] une structure de super-
alge`bre de Frobe´nius gradue´e. Nous n’utiliserons pas cette structure supple´mentaire
dans la suite.
Pour n,m ≥ 0, on a qn(a) ◦ qm(b) = (−1)
|a|·|b|qm(b) ◦ qn(a) donc l’alge`bre F(A) est
syme´trique en ce qui concerne Apair et antisyme´trique pour Aimpair. En notant Aqm
l’alge`bre A conside´re´e de poids m (au lieu de 1) on a donc :
F(A) ∼= S⋆
⊕
m≥1
Aqm
 ∼= ⊗
m≥1
S(Apairqm)⊗
⊗
m≥1
Λ(Aimpairqm)
ou` S⋆ de´signe le produit super-syme´trique (i.e. le produit syme´trique sur un Z/2Z-
espace vectoriel).
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Soit f = (fi)i=0,...4n avec fi ∈ End(A
i) un endomorphisme de A. Il induit un
endomorphisme de F(A) note´ F(f), caracte´rise´ par la formule :
F(f) (qλ1(a1) ◦ · · · ◦ qλk(ak)|0〉) = qλ1(f(a1)) ◦ · · · ◦ qλk(f(ak))|0〉
ou` f(ai) signifie bien suˆr f|ai|(ai). Les formules de trace pre´ce´dentes permettent le
calcul de la trace de F(f) :
Proposition 3. —
traceF(A)(F(f)) =
∏
m≥1
qm·dimA
impair
χAimpair(f)(−1/q
m)
(−qm)dimApairχApair(f)(1/qm)
∈ C[t][[q]].
Remarquons que si f est l’identite´, on retrouve la formule de´ja` connue de la se´rie
de Poincare´ de l’espace de Fock.
3.3. Rappels sur la cohomologie de S[•]. — Les re´sultats rappele´s ici sont dus
a` Go¨ttsche [15] et Nakajima [23] pour les surfaces alge´briques, e´tendus aux surfaces
analytiques par de Cataldo&Migliorini [6].
Soit H∗(S[n]) :=
⊕4n
i=0H
i(S[n]) l’alge`bre de cohomologie singulie`re a` coefficients
complexes de S[n], la structure d’anneau e´tant donne´e par le cup-produit. L’alge`bre de
cohomologie totale des espaces de Douady de points sur S est HS :=
⊕
n≥0H
∗(S[n]).
L’unite´ de H∗(S[0]) ∼= C est appele´e le vacuum et est note´e |0〉.
L’espace HS est muni d’une double graduation : les e´le´ments de H
i(S[n]) sont
dits de bidegre´ (n, i) ou` n est le poids conforme et i le degre´ cohomologique. Un
ope´rateur line´aire g ∈ End(HS) est dit homoge`ne de bidegre´ (u, v) s’il ve´rifie pour
tous n, i : g(Hi(S[n])) ⊂ Hi+v(S[n+u]). On notera v =: |g| le degre´ cohomologique
de g. Le commutateur de deux ope´rateurs line´aires homoge`nes g1, g2 est de´fini par
[g1, g2] = g1 ◦ g2 − (−1)
|g1|·|g2|g2 ◦ g1.
Le produit d’intersection sur H∗(S[n]]) de´fini par 〈α, β〉n :=
∫
S[n]
αβ s’e´tend natu-
rellement en une forme biline´aire syme´trique non de´ge´ne´re´e note´e 〈·, ·〉 sur HS . Tout
ope´rateur line´aire homoge`ne g ∈ End(HS) admet donc un adjoint note´ g
† caracte´rise´
par la relation 〈g(α), β〉 = (−1)|g|·|α|〈α, g†(β)〉.
Soit hH∗(S) := H
∗(S)[t, t−1] ⊕ Cc munie comme pre´ce´demment du crochet de Lie
pour lequel c est central et [α f(t), β g(t)] =
∫
S
αβ · rest g df · c pour α, β ∈ H
∗(S)
et f, g ∈ C[t, t−1]. On construit ge´ome´triquement une repre´sentation irre´ductible
hH∗(S) → End(HS) au moyen des ope´rateurs de Nakajima dont nous rappelons la
de´finition pour un usage ulte´rieur.
Pour tous n ≥ 0 et k ≥ 1, soit Σ[n,n+k] ⊂ S[n] × S × S[n+k] la sous-varie´te´ dont les
points sont les triplets (ξ, x, ξ′) tels que ξ ⊂ ξ′ et le support de Iξ/Iξ′ est {x}, ou` Iξ
de´signe le faisceau d’ide´aux du sous-espace ξ de S. Notons les diffe´rentes projections
sur les facteurs ainsi :
S[n] × S × S[n+k]
ϕ
wwpp
pp
pp
pp
pp
pp
ρ

ψ
''P
PP
PP
PP
PP
PP
S[n] S S[n+k]
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Les ope´rateurs de Nakajima qk : H
∗(S) → End(HS) pour k ∈ Z sont de´finis ainsi :
pour tous k ≥ 0, α ∈ H∗(S) et x ∈ H∗(S[n]) on pose
qk(α)(x) := ψ∗
(
ϕ∗(x) · ρ∗(α) ·
[
Σ[n,n+k]
])
ou` ψ∗ de´signe l’image directe de cohomologie singulie`re de´finie a` partir de l’image
directe d’homologie en utilisant la dualite´ de Poincare´ et
[
Σ[n,n+k]
]
de´signe la classe
fondamentale cohomologique de la sous-varie´te´. Les ope´rateurs d’indice ne´gatif sont
ensuite de´finis par adjonction q−k(α) := (−1)
kqk(α)
† pour k > 0. On convient de po-
ser q0 = 0. Les ope´rateurs qk sont appele´s ope´rateurs de cre´ation si k ≥ 1 et ope´rateurs
d’annihilation si k ≤ −1. Le fait que ces ope´rateurs fournissent une repre´sentation de
hH∗(S) re´sulte du the´ore`me de Nakajima [23] donnant leur re`gle de commutation :
[qi(α), qj(β)] = i ·δi+j,0 ·
∫
S
αβ · idHS . Le fait que la repre´sentation hH∗(S) → End(HS)
soit irre´ductible re´sulte de l’e´galite´ entre la se´rie de Poincare´ de HS et celle de la
repre´sentation irre´ductible de hH∗(S) donne´e par l’espace de Fock. Autrement dit,
HS
∼= F(H∗(S)) comme repre´sentations de hH∗(S), ce qui se traduit par le fait que
l’espace HS admet une base constitue´e des vecteurs de la forme :
qn1(u1) · · · qnk(uk)|0〉
pour k ≥ 0 et ni ≥ 1, ou` les ui parcourent une base de H
∗(S) (en faisant attention
aux signes car si un tel vecteur contient deux fois le meˆme uj de degre´ cohomologique
impair, alors ce vecteur est nul en raison de l’intervention des signes dans la re`gle de
commutation des ope´rateurs de Nakajima).
3.4. Action des automorphismes naturels sur la cohomologie. — Soit
f ∈ Aut(S) et (fn)n≥0 l’automorphisme naturel de S
[•] induit (avec fn = f
[n]). Cela
induit un ope´rateur line´aire sur HS de poids conforme nul dont les composantes sont
note´es f∗n ∈ End(H
∗(S[n])). Notons f⋆ l’ope´rateur sur HS tel que f
⋆
|H∗(S[n])
= f∗n,
avec f∗1 = f
∗. La relation entre f⋆ et les ope´rateurs de Nakajima est donne´e par la
formule suivante :
Lemme 2. — Pour tous k ∈ Z et α ∈ H∗(S) on a :
f⋆ ◦ qk(α) = qk (f
∗α) ◦ f⋆.
De´monstration. — Commenc¸ons par le cas k ≥ 1. Soit n ≥ 0 et x ∈ H∗(S[n]). On
calcule :
f∗n+kqk(α)x = f
∗
n+kψ∗
(
ϕ∗x · ρ∗α ·
[
Σ[n,n+k]
])
.
Le diagramme suivant est commutatif :
S[n] × S × S[n+k]
fn×f×fn+k
//
ψ

S[n] × S × S[n+k]
ψ

S[n+k]
fn+k
// S[n+k]
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et on a la formule : f∗n+k ◦ ψ∗ = ψ∗ ◦ (fn × f × fn+k)
∗. Observons aussi que
ϕ ◦ (fn × f × fn+k) = fn ◦ ϕ et ρ ◦ (fn × f × fn+k) = f ◦ ρ et nous obtenons :
f∗n+kqk(α)x = ψ∗
(
ϕ∗f∗nx · ρ
∗f∗α ·
[
(fn × f × fn+k)
−1(Σ[n,n+k])
])
.
Puisque (fn)n≥0 est naturel, (fn×f×fn+k)
−1(Σ[n,n+k]) = Σ[n,n+k] donc finalement :
f∗n+kqk(α)x = ψ∗
(
ϕ∗f∗nx · ρ
∗f∗α ·
[
Σ[n,n+k]
])
= qk(f
∗α)f∗n(x).
Pour traiter le cas k < 0, proce´dons par adjonction. Pour k > 0, nous avons obtenu
la formule f⋆ ◦ qk(α) = qk(f
∗α) ◦ f⋆. Par adjonction nous obtenons alors :
q−k(α) ◦ (f
⋆)† = (f⋆)† ◦ q−k(f
∗α).
Puisque (f⋆)† = (f−1)⋆, on obtient la formule indique´e.
Ce lemme implique que pour toute classe qn1(u1) · · · qnk(uk)|0〉 ∈ H
∗(S[n]) on a :
f∗n (qn1(u1) · · · qnk(uk)|0〉) = qn1(f
∗u1) · · · qnk(f
∗uk)|0〉.
Par ailleurs, partant de l’automorphisme f de S, si nous notons f := f∗ l’endomor-
phisme de H∗(S) induit par f , nous pouvons e´tendre f en un endomorphisme de HS
en utilisant la base de la cohomologie donne´e par les classes forme´es d’ope´rateurs de
Nakajima. Nous de´finissons ainsi un ope´rateur line´aire f[n] pour tout n par :
f[n] (qn1(u1) · · · qnk(uk)|0〉) := qn1(fu1) · · · qnk(fuk)|0〉
Avec cette de´finition, on obtient la formule attendue f[n] = f∗n, ou de fac¸on plus
syme´trique : (f∗)[n] = (f [n])∗, ou encore f⋆ = F(f∗).
Remarque 4. — Soit f ∈ Aut(S). Les nombres de Lefschetz de l’automorphisme
naturel induit sur S[•] se calculent donc avec la proposition 3.
Pour toute varie´te´ analytique connexe, compacte et lisse X et tout automorphisme
f de X , on note ρ(f) le rayon spectral de f∗ sur H∗(X,C) et e(f) := log ρ(f) son
entropie.
Corollaire 3. — Soit f ∈ Aut(S). Pour tout n ≥ 1 on a e(f [n]) = n · e(f).
De´monstration. — Il suffit de le montrer lorsque f∗ est diagonalisable. Si u1, . . . , uk
est une base de diagonalisation de f∗, de valeurs propres λ1, . . . , λk, on a :
(f [n])∗ (qn1(ui1) · · · qnk(uik)|0〉) =
 k∏
j=1
λij
 qn1(ui1) · · · qnk(uik)|0〉
donc ρ(f [n]) = ρ(f)n puis e(f [n]) = n · e(f).
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4. Etude des points fixes
4.1. Calcul diffe´rentiel sur l’espace de Douady de points. — Soit X un
espace analytique, x ∈ X et mX,x ⊂ OX,x l’ide´al maximal des germes de fonctions
holomorphes s’annulant en x. L’espace tangent de X en x est par de´finition :
TxX := HomC(mX,x/m
2
X,x,C).
Soit D l’espace analytique re´duit au point muni de l’alge`bre des nombres duaux
C[ε]/ε2 et notons X(D)x l’ensemble des morphismes t : D → X envoyant le point
de D sur x. On a un isomorphisme d’espaces vectoriels sur K :
(3) TxX ∼= X(D)x.
Soit Y un autre espace analytique, f : X → Y un morphisme et y := f(x). Notons
f#y : OY,y → OX,x le morphisme d’alge`bres locales induit. Puisque f
#
y (mY,y) ⊂ mX,x,
il induit une application line´aire f#y : mY,y/m
2
Y,y → mX,x/m
2
X,x dont le dual est par
de´finition l’application tangente a` f en x
Txf : TxX → TyY, (Txf)(v) = v ◦ f
#
y .
Si l’on utilise la description (3) de l’espace tangent, il est facile de voir que Txf est
donne´e par la formule
(4) (Txf)(t) = f ◦ t.
Si X = S[n] est l’espace de Douady repre´sentant le foncteur des familles plates
de sous-espaces analytiques de S de dimension nulle et de longueur n, on sait qu’en
un point ξ ∈ X correspondant au sous-espace analytique ξ ⊂ S de faisceau d’ide´aux
Iξ ⊂ OS on a
(5) TξX ∼= HomOS (Iξ,OS/Iξ) .
Si Σ est une autre surface analytique, Y = Σ[n] et f : S → Σ est un isomorphisme,
l’isomorphisme f [n] : X → Y est donne´ fonctoriellement ainsi : si T est un espace ana-
lytique et Z ⊂ S×T une famille de sous-espaces analytiques de S de dimension nulle
et de longueur n, plate sur T , alors f [n](Z) = (f × idT )(Z) ∈ Y (T ). La description
(3) de l’espace tangent montre que, de ce point de vue, en notant ζ := f(ξ),
(6) (Tξf
[n])(Z) = (f × idD)(Z) ∈ TζY,
pour tout famille plate Z ⊂ S × D telle que Z|S×∗ = ξ. Avec la description (5),
on calcule que Tξf
[n] : HomOS (Iξ,OS/Iξ) → HomOΣ (Iζ ,OΣ/Iζ) est donne´e par la
formule
(7) (Tξf
[n])(φ) = (f#)−1 ◦ f∗(φ) ◦ f
#
|Iξ
.
Pre´cise´ment, pour φ : Iξ → OS/Iξ, (Tξf
[n])(φ) est la compose´e
(8) Iζ
f#
−−→ f∗Iξ
f∗(φ)
−−−→ f∗ (OS/Iξ)
∼
−→
(a)
f∗OS/f∗Iξ
(f#)−1
−−−−−→ OΣ/Iζ
ou` (a) est duˆ au fait que f est un morphisme affine (puisque c’est un isomorphisme),
donc R1f∗Iξ = 0. En effet, l’isomorphisme (5) se construit par recollement sur des
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ouverts affines, donc on peut supposer que S et Σ sont affines. Soit A := O(S),
B := O(Σ), I := Iξ ⊂ A et J := Iζ ⊂ B. L’ide´al I(Z) de Z (dans (6)) est engendre´
par des e´le´ments de la forme αi + εβi avec αi, βi ∈ A ou` les αi engendrent l’ie´al I
et l’isomorphisme (5) consiste a` faire correspondre a` Z le morphisme φ : I → A/I
de´fini par φ(αi) = βi (ce qui est possible par platitude, voir Eisenbud&Harris [9] ou
Douady [8]). Soit alors φ ∈ HomA(I, A/I). La famille plate Z correspondante a pour
ide´al I(Z) = 〈α+ εφ(α), α ∈ I〉 donc (f × idD)(Z) a pour ide´al (f
# × id)−1I(Z), ou`
f# : B
∼
−→ A est tel que (f#)−1(I) = J . Donc
(f# × id)−1I(Z) = 〈(f#)−1(α) + ε(f#)−1(φ(α)), α ∈ I〉
= 〈γ + ε(f#)−1(φ(f#(γ))), γ ∈ J〉
et a` cette famille correspond le morphisme
(9) (Tξf
[n])(φ) : J
f#
−−→ I
φ
−→ A/I
(f#)−1
−−−−−→ B/J.
Notons les projections de la famille universelle ainsi :
Ξn
q
//
p

S
S[n]
A tout fibre´ vectoriel F sur S on associe le fibre´ vectoriel tautologique F [n] := p∗q
∗F
sur S[n] (il est localement libre car p est plat) de rang rg(F [n]) = n · rg(F ). La fibre
de F [n] en ξ ∈ S[n] est F [n](ξ) = Γ(ξ, F ). En particulier
(TS)
[n](ξ) = Γ(ξ, TS) = HomOS(ΩS ,Oξ) = DerC(OS ,Oξ).
Si f : S → Σ est un isomorphisme et ζ := f(ξ) on a un isomorphisme
(Tf)
[n](ξ) : (TS)
[n](ξ)
∼
−→ (TΣ)
[n](ζ)
de´fini ainsi : a` toute section σ : ξ → TS on associe la compose´e
(10) (Tf)
[n](ξ)(σ) : ζ
f−1
−−→ ξ
σ
−→ TS
Tf
−−→ TΣ.
On ve´rifie aise´ment qu’avec la description en termes de de´rivations, l’application
(Tf )
[n](ξ) : DerC(OS ,Oξ) → DerC(OΣ,Oζ) est de´finie pour δ ∈ DerC(OS ,Oξ) par
la compose´e
(11) (Tf )
[n](ξ)(δ) : OΣ
f#
−−→ f∗OS
f∗δ
−−→ f∗Oξ
(f#)−1
−−−−−→ Oζ .
On dispose par ailleurs d’une application naturelle
(TS)
[n](ξ) = DerC(OS ,Oξ)
ιS(ξ)
−−−→ HomOS (Iξ,Oξ) = TξS
[n], δ 7→ δ|Iξ
Remarque 5. — Cette construction m’a e´te´ explique´e par Manfred Lehn. A ma
connaissance, elle ne figure pas dans la litte´rature.
Observons que les deux calculs de diffe´rentielle sont compatibles :
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Lemme 3. — Le diagramme suivant est commutatif :
(TS)
[n](ξ)
ιS(ξ)
//
(Tf )
[n](ξ)

TξS
[n]
Tξf
[n]

(TΣ)
[n](ζ)
ιΣ(ζ)
// TζΣ
[n]
De´monstration. — Soit δ ∈ (TS)
[n](ξ) une de´rivation. Avec (8) on calcule que (Tξf
[n]◦
ιS(ξ))(δ) est le morphisme
Iζ
f#
−−→ f∗Iξ
f∗(δ|Iξ )
−−−−−→ f∗Oξ
(f#)−1
−−−−−→ Oζ
tandis qu’avec (10) (ιΣ(ζ) ◦ (Tf)
[n](ξ))(δ) est le morphisme
Iζ →֒ Oζ
f#
−−→ f∗OS
f∗δ
−−→ f∗Oξ
(f#)−1
−−−−−→ Oζ .
Ces deux morphismes sont e´gaux puisque f#(Iζ) = f∗Iξ.
Proposition 4. — Soit ξ ∈ S[n]. Si ξ ⊂ S est re´duit, alors ιS(ξ) est un isomor-
phisme.
De´monstration. — Puisque S est une surface lisse, S[n] est lisse de dimension 2n et
dimTξS
[n] = 2n = dim(TS)
[n](ξ). Il suffit donc de montrer que ιS(ξ) est injective.
Puisque le support de ξ est fini, on peut se placer sur un ouvert affine de S contenant
ξ, voire supposer que S est affine. Le re´sultat de´coule alors du lemme suivant avec
A = O(S), I = Iξ produit d’ide´aux maximaux deux a` deux distincts si ξ est re´duit :
Lemme 4. — Soit K un corps, A une K-alge`bre, I ⊂ A un ide´al et δ : A → A/I
une K-de´rivation. Si I est un produit d’ide´aux maximaux deux a` deux distincts, alors
δ|I = 0 implique δ = 0.
De´monstration du lemme. — Notons I =
∏n
i=1 mi, les mi e´tant des ide´aux maximaux
deux a` deux distincts. Si n = 0 le re´sultat est trivial et si n = 1 il est clair graˆce a` la
de´composition vectorielle A ∼= m ⊕K. Nous supposons donc que n ≥ 2. Soit a ∈ A,
que nous de´composons de manie`re unique pour tout i sous la forme a = xi + λi avec
xi ∈ mi, λi ∈ K. Rappelons que A/I ∼=
⊕n
i=1A/mi. Puisque x1 · . . . ·xn ∈ I on calcule
0 = δ(xi · . . . · xn) =
n∑
i=1
x1 · . . . · x̂i · . . . · xnδ(xi)
ou` x1·. . .·x̂i·. . .·xnδ(xi) est la composante dansA/mi. En notant que xj = xi+(λi−λj)
on obtient
x1 · . . . · x̂i · . . . · xnδ(xi) =
∏
j 6=i
(λi − λj)δ(xi) ∈ A/mi.
Si
∏
j 6=i
(λi−λj) = 0 pour tout i, alors λ1 = . . . = λn donc x1 = . . . = xn ∈
⋂n
i=1 mi = I,
donc δ(a) = 0. Sinon, l’un des xi est tel que δ(xi) = 0 donc δ(a) = 0.
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Il re´sulte de cette e´tude qu’en un point ξ ∈ S[n] tel que ξ ⊂ S est re´duit, on peut
facilement calculer la diffe´rentielle de f [n] en ξ par la formule (9) qui ne de´pend que
de f . En particulier, si f : S
∼
−→ S est un automorphisme et ξ ∈ S[n] un point fixe de
f [n] de support re´duit, alors la diffe´rentielle de f [n] en ξ est l’application associant a`
une section σ : ξ → TS la section Tf ◦ σ ◦ f
−1 : ξ → TS .
4.2. Etude des points fixes. — Si X est une varie´te´ analytique complexe lisse,
f ∈ Aut(X) et x ∈ X un point fixe de f , rappelons qu’il est dit non de´ge´ne´re´ si
det(Txf − id) 6= 0. Si f est line´arisable au voisinage de x (typiquement quand f est
d’ordre fini) et si x est non de´ge´ne´re´, alors il est isole´.
Soit f ∈ Aut(S) et n ≥ 2. Si F ⊂ S est une sous-varie´te´ fixe par f , la sous-
varie´te´ F [n] ⊂ S[n] n’est en ge´ne´ral pas une composante de points fixes de f [n] : le
proble`me vient essentiellement des points e´pais. Pre´cise´ment, les sous-espaces ana-
lytiques ξ ∈ S[n] fixes sous f [n] sont re´unions a` supports disjoints de sous-espaces
re´duits de la forme :
– {x} ou` x est un point fixe de f ,
– {x, f(x), . . . , fk−1(x)} ou` x est un point pe´riodique d’ordre k de f ,
et potentiellement de sous-espaces non re´duits (ou` e´pais) de la forme :
– {ξx} ou` x est un point fixe de f et ξx un sous-espace e´pais porte´ en x,
– {ξx, f(ξx), . . . , f
k−1(ξx)} ou` x est un point pe´riodique d’ordre k de f et ξx un
sous-espace e´pais porte´ en x,
de telle sorte que la somme des points fixes et des longueurs des orbites, compte´s avec
leur multiplicite´ e´ventuelle, fasse n. Pour calculer Tξf
[n] en un tel point, il suffit de
savoir le faire pour chaque type possible, en vertu du lemme suivant.
Lemme 5. — Si ξ1, . . . , ξk sont de l’un des quatre types pre´ce´dents et de supports
disjoints, avec ξi ∈ S
[ni] et ξ = ξ1 ∪ . . . ∪ ξk ∈ S
[n], alors TξS
[n] ∼=
⊕k
i=1 TξiS
[ni] et
pour cette de´composition Tξf
[n] =
⊕k
i=1 Tξif
[ni].
De´monstration. — Si les ξi sont tous re´duits, Γ(ξ, S) =
⊕k
i=1 Γ(ξi, S) et Tξf
[n] res-
pecte cette de´composition donc le re´sultat est clair. Dans le cas ge´ne´ral, il suffit
d’observer que si I et J sont deux ide´aux d’un anneau A, tels que I + J = A, alors
on a un isomorphisme de A-modules :
HomA(IJ,A/IJ) ∼= HomA(I, A/I)⊕HomA(J,A/J).
En effet, on a A/IJ ∼= A/I ⊕ A/J , dont nous notons p1 et p2 les projections. Pre-
nons α ∈ I et β ∈ J tels que α + β = 1. A tout θ ∈ HomA(IJ,A/IJ) on fait
correspondre φ(x) = p1θ(xβ) ∈ HomA(I, A/I) et ψ(y) = p2θ(αy) ∈ HomA(J,A/J).
Re´ciproquement, a` un couple (φ, ψ) on associe θ de´finie pour tout x ∈ I et y ∈ J
par θ(xy) = φ(x)y + ψ(y)x vu comme e´le´ment de A/IJ . On ve´rifie aise´ment que
ces applications sont inverses l’une de l’autre et que la diffe´rentielle, calcule´e avec la
formule (9), respecte la de´composition.
4.2.1. Points fixes re´duits. —
Proposition 5. — Si x1, . . . , xn sont des points fixes isole´s et non de´ge´ne´re´s de f ,
alors ξ := {x1, . . . , xn} ∈ S
[n] est un point fixe isole´ et non de´ge´ne´re´ de f [n].
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De´monstration. — Montrons que ξ est un point fixe isole´. En se plac¸ant dans un
voisinage affine de ξ, si ξ n’est pas isole´ il existe une suite (ξi) de points fixes de f [n]
convergeant vers ξ. Quitte a` restreindre le voisinage, on peut supposer que tous les ξi
sont des sous-espaces re´duits, et on pose ξi = {xi1, . . . , x
i
n}. Les 0-cycles
∑
j x
i
j ∈ S
(n)
correspondant via ρ convergent donc vers ρ(ξ) et puisque le reveˆtement Sn → S(n) est
non ramifie´ au-dessus de S(n) \D, on peut choisir des rele`vements de cette suite telle
que, dans Sn, la suite (xi1, . . . , x
i
n) converge vers (x1, . . . , xn). Puisque f
[n](ξi) = ξi,
pour tout i il existe une transposition τi ∈ Sn telle que f(x
i
j) = x
i
τi(j)
. La suite
i 7→ τi est a` valeurs dans un ensemble fini, donc elle prend au moins une valeur une
infinite´ de fois. Quitte a` extraire une sous-suite, on peut donc supposer que τi = τ
est constante. Par passage a` la limite, f(xj) = xτ(j) pour tout j, ce qui force τ = id
puisque les xj sont fixes par f . On a donc trouve´ des suites de points fixes tendant
vers les xi, contradiction.
Montrons que ξ est non de´ge´ne´re´. Soit σ ∈ TξS
[n]. Puisque ξ est re´duit,
σ ∈ Γ(ξ, TS) et si Tξf
[n](σ) = σ cela signifie que Tf ◦ σ ◦ f
−1 = σ, mais f|ξ = id donc
Tf ◦ σ = σ ce qui donne (Txjf)(σ(xj)) = σ(xj) pour tout j et contredit l’hypothe`se
de non de´ge´ne´rescence des xj .
Proposition 6. — Si x est un point pe´riodique d’ordre n ≥ 2 de f , alors son or-
bite ξ := {x, f(x), . . . , fn−1(x)} ∈ S[n] est un point fixe de´ge´ne´re´ de f [n] tel que
dimker(Tξf
[n] − id) = 2.
De´monstration. — Soit σ ∈ Γ(ξ, TS) un vecteur tangent. Si σ = Tξf
[n](σ), alors pour
tout i = 0, . . . , n on a
σ(f i(x)) = (Tf ◦ σ ◦ f
−1)(f i(x)) = (Tfi−1(x)f)(σ(f
i−1(x)))
donc σ est entie`rement caracte´rise´ par σ(x) ∈ TxS, donc ker(Tξf
[n] − id) ∼= TxS.
Remarque 6. — Si f est d’ordre p premier et si n < p, f [n] n’a pas de point fixe
ξ ∈ S[n] contenant des orbites de points pe´riodiques d’ordre k tel que 2 ≤ k ≤ n. Par
contre, si f est d’ordre fini et admet des points pe´riodiques d’ordre n, la proposition 6
montre que leur lieu dans S[n] est contenu dans une surface fixe.
4.2.2. Points fixes e´pais. — Soit x ∈ S et Bn(x) := ρ
−1(n · x) la sous-varie´te´ des
sous-espaces e´pais porte´s en x. C’est une sous-varie´te´ irre´ductible de dimension n− 1
(voir Brianc¸on [5]).
Nous supposons a` partir de maintenant que l’automorphisme f de S est d’ordre fini.
Si x est un point fixe de f , on peut donc line´ariser l’action au voisinage de x, ce qui
rame`ne l’e´tude des sous-espaces e´pais fixes par f [n] au cas ou` S = C2, x = (0, 0) ∈ C2
et f est une application line´aire d’ordre fini. Choisissons un syste`me de coordonne´es
X,Y dans lequel la matrice de f est diagonale et notons ε1, ε2 ses valeurs propres (ce
sont des racines de l’unite´). Si ξ est un sous-espace porte´ en (0, 0), on distingue deux
cas simples :
– l’ide´al Iξ est monomial,
– l’ide´al Iξ est curviline´aire.
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Le nombre d’ide´aux monomiaux est e´gal au nombre de partitions de l’entier n tandis
que les points curviline´aires sont denses dans Bn(x). Si n ≤ 3, tout point e´pais est de
l’un de ces types.
Proposition 7. — Si f est d’ordre fini, tout sous-espace e´pais d’ide´al monomial est
fixe sous f [n].
De´monstration. — Soit λ = (λ1 ≥ · · · ≥ λk) une partition de n. Notons son dia-
gramme de Young par D(λ) := {(i, j) ∈ N × N | i < λj+1}. L’ide´al monomial de
partition λ s’e´crit Iλ = 〈X
iY j | (i, j) /∈ D(λ)〉. Puisque f agit diagonalement dans ce
syste`me de coordonne´es, l’ide´al Iλ est clairement invariant par f .
En conservant les notations de la de´monstration, une base du quotient C[X,Y ]/Iλ
est constitue´e des monoˆmes XuY v tels que (u, v) ∈ D(λ). Un syste`me minimal de
ge´ne´rateurs de Iλ parmi les X
iY j tels que (i, j) /∈ D(λ) se trouve en ne conservant
que les indices (i, j) figurant a` une marche du bord du domaine (N × N) \ D(λ).
Notons G(λ) cet ensemble d’indices. Un vecteur tangent au point de´fini par cet ide´al
correspond a` un morphisme ϕ ∈ HomC[X,Y ](Iλ,C[X,Y ]/Iλ) et est donc donne´ par
une matrice (αu,vi,j ) de´finie par ϕ(X
iY j) =
∑
u,v α
u,v
i,j X
uY v pour (i, j) ∈ D(λ) et
(u, v) ∈ G(λ) (les coefficients αu,vi,j sont soumis a` des relations venant des relations
entre les ge´ne´rateurs de Iλ). La diffe´rentielle de f
[n] en ϕ, calcule´e par la formule (9),
envoie la matrice (αu,vi,j ) sur (ε
i−u
1 ε
j−v
2 α
u,v
i,j ). S’il n’existe pas d’indices (i, j) ∈ G(λ) et
(u, v) ∈ D(λ) tels que εi−u1 ε
j−v
2 = 1, alors le point fixe est non de´ge´ne´re´ et isole´.
Etudions maintenant les points e´pais curviline´aires. Pour n = 2, ils sont de
la forme I(λ:µ) := 〈λx + µy, x
2, y2〉 pour (λ : µ) ∈ P1
C
\ {(1 : 0), (0 : 1)} (les
points exclus donnent les deux ide´aux monomiaux de la fibre exceptionnelle). Alors
(f#)−1(I(λ:µ)) = I(ε−11 λ:ε
−1
2 µ)
est fixe si et seulement si ε1 = ε2, auquel cas tous
les ide´aux curviline´aires de longueur deux sont fixes. Pour n ≥ 3, ils sont de
la forme Iα := 〈y + α1x + · · · + αn−1x
n−1, xn〉 (ou avec x et y e´change´s), avec
α = (α1, . . . , αn−1) ∈ C
n−1 non nul. On calcule de meˆme que (f#)−1(Iα) = Iα′ avec
α′i = αiε2ε
−i
1 . Le point est donc fixe si et seulement si pour chaque indice i tel que
αi est non nul, on a ε2 = ε
i
1. Ainsi, s’il existe un indice i ∈ {1, . . . , n − 1} tel que
ε2 = ε
i
1, alors tous les points curviline´aires de la forme α = (0, . . . , 0, αi, 0 . . . , 0) sont
fixes. En particulier, un point curviline´aire fixe n’est jamais isole´.
L’e´tude des points fixes constitue´s de l’orbite d’un point e´pais et plus de´licate. Si
f est d’ordre premier p, pour tout x ∈ S et tout point e´pais ξ de longueur ℓ et de
support x, l’orbite {ξ, f(ξ), . . . , fp−1(ξ)} ∈ S[pℓ] est un point fixe non isole´ : ce lieu
de points fixes est de dimension ℓ− 1 si x est fixe´ et ℓ+ 1 si x varie dans S.
Exemple 1. — Si S est un tore complexe et f l’involution f(x) = −x, elle admet
exactement 16 points fixes isole´s dont l’action locale en chacun d’eux a pour valeurs
propres ε1 = ε2 = −1. Donc tous les points e´pais de longueur deux sont fixes sous
f [2] dans S[2]. Conside´rons la surface de S[2] constitue´e des orbites {x, f(x)} lorsque
x n’est pas un point fixe de f . Sa fermeture contient donc les 16 courbes de points
e´pais porte´s en les points fixes de f , donc s’identifie a` la surface de Kummer K2(S),
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de´finie comme la fibre au-dessus de 0 de la compose´e S[2]
ρ
−→ S(2)
+
−→ S, qui est la
re´solution minimale du quotient S/f . Notons que les points fixes de f [2] de la forme
{x, x′} ou` x et x′ sont deux points fixes distincts de f restent en-dehors et donnent
120 points fixes isole´s.
Exemple 2. — Soit S une surface K3 alge´brique admettant un automorphisme sym-
plectique (i.e. laissant invariante la forme symplectique) f d’ordre premier p valant
3, 5 ou 7. D’apre`s Nikulin [25], f admet un nombre fini mp de points fixes isole´s
valant respectivement 6, 4 et 3. Conside´rons l’action de f∗ sur H2(S,C) : notons
ap la multiplicite´ de la valeur propre 1 et bp celle de ξ
i, i = 1, . . . , p − 1, ou` ξ
est une racine primitive p-ie`me de l’unite´ (elles ont toutes la meˆme multiplicite´).
D’apre`s Garbagnati&Sarti [13, Proposition 1.1], leurs valeurs sont : a3 = 10, b3 = 6,
a5 = 6, b5 = 4, a7 = 4, b7 = 3. L’action de f
[2] sur S[2] n’a que des points fixes
isole´s et non de´ge´ne´re´s (l’action locale de f a pour valeurs propres ε1 = ξ et ε2 = ξ¯),
leur nombre est
mp(mp−1)
2 +2mp, respectivement 27, 14 et 9 (paires de points fixes et
points e´pais monomiaux de multiplicite´ deux), nombre que l’on obtient encore avec la
formule de Lefschetz en utilisant la proposition 3. Par contre, pour n = 3 et p = 5,
la meˆme formule donne 36 points fixes isole´s : on en compte en effet 4 forme´s de
triplets de points fixes, 24 forme´s d’un point fixe re´duit et d’un point fixe double, mais
parmi les 12 points triples monomiaux, 4 sont de´ge´ne´re´s (ceux associe´s a` la partition
(1, 1, 1)) et il y a des composantes de points curviline´aires fixes.
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