We reexamine the problem of a hole moving in an antiferromagnetic spin background and find that the injected hole will always pick up a sequence of nontrivial phases from the spin degrees of freedom. Previously unnoticed, such a string-like phase originates from the hidden Marshall signs which are scrambled by the hopping of the hole. We can rigorously show that this phase string is non-repairable at low energy and give a general proof that the spectral weight Z must vanish at the ground-state energy due to the phase string effect. Thus, the quasiparticle description fails here and the quantum interference effect of the phase string dramatically affects the longdistance behavior of the injected hole. We introduce a so-called phase-string formulation of the t − J model for a general number of holes in which the phase string effect can be explicitly tracked. As an example, by applying this new mathematical formulation in one dimension, we reproduce the well-known Luttinger-liquid behaviors of the asymptotic single-electron Green's function and the spin-spin correlation function. We can also use the present phase string theory to justify previously developed spin-charge separation theory in two dimensions, which offers a systematic explanation for the transport and magnetic anomalies in the high-T c cuprates.
I. INTRODUCTION
effect leads to a vanishing spectral weight Z at the ground state energy in low dimensions.
This nontrivial effect of the U(1) phase string at large distances is generally present even when there are many doped holes, regardless of whether the ground state possesses an AF long-range order or not. Therefore, the phase string effect is expected to be the most crucial factor in determining the low-energy, long-wavelength physics both for the one-hole problem and the finite doping case. A perturbative method, which may well describe the spin-polaron effect surrounding the doped hole, usually fails to account for this string effect. This is because the phase string effect is basically a nonlocal effect, but conventional approximations usually average out the effect locally and thus result in a serious problem at a long distance. The natural way to avoid this difficulty is to find a method for accurately tracking the phase string effect at large scales. We will show that such a nonlocal effect can be explicitly "counted" by introducing "mutual statistics" between spins and holes. In fact, one can exactly map the phase string effect to a statistics-transmutation problem. The latter can be further transformed into a nonlocal interacting problem if one recalls that statistics-transmutation can be realized by a composite-particle representation, 11, 12 with the underlying particle with conventional statistics bound to a flux-tube. This is an exact reformulation of the t−J model, which is of course mathematically equivalent to the conventional slave-particle representations. It has an advantage over the other formalisms, however, due to the fact that the nonlocal phase string effect hidden in the original Hamiltonian is now made explicitly, so that its long-distance effects can be tracked even after making a local approximation in the Hamiltonian.
One dimensional case can serve as a direct test of the phase string effect. As an example, the asymptotic single-electron Green's function and the spin-spin correlation function are calculated based on the phase-string formulation developed in this paper, and the well-known
Luttinger-liquid behavior in this system is reproduced. This shows that the phase string is indeed essential in shaping the long-wavelength, long-time correlations. In the 2D case, as an example of the phase string effect, a spin-charge separation theory previously developed based on the slave-boson formalism 13 will be reproduced in the present formalism. A key feature involved in this theory is nonlocal interactions between the spin and charge degrees of freedom as mediated by the Chern-Simons type gauge fields. We show that they arise as a consequence of the nonlocal phase string effect in 2D, and the present phase-string formalism provides both physical and mathematical justification for these topological gauge fields, which have been shown 13 to be responsible for anomalous transport and magnetic properties closely resembling the experimental features found in the high-T c cuprates.
The remainder of the paper is organized as follows. In the next section, we discuss the phase string effect in the one-hole case, and show that it can lead to vanishing spectral weight at the ground-state energy. In Sec. III, we consider a many-hole case and introduce a new mathematical representation to explicitly track the phase string effect. As an example of application of this phase-string formulation, in Sec. III, we first calculate the asymptotic single-electron Green's function and the spin-spin correlation function for the 1D case. Then we re-derive a mean-field type picture for the 2D case in which the phase string effect plays a central role in shaping transport and magnetic properties. Finally, a summary is presented in Sec. V.
II. PHASE STRING EFFECT: ONE-HOLE CASE A. Marshall Sign Rule
Let us start with the undoped case. It is described by the superexchange Hamiltonian
which is equivalent to the Heisenberg model as the electron occupation numbers n i = n j = 1.
According to Marshall 14 , the ground-state wavefunction of the Heisenberg Hamiltonian for a bipartite lattice is real and satisfies a sign rule. This sign rule requires that flips of two antiparallel spins at nearest-neighbor sites are always accompanied by a sign change in the wave function: i.e., ↑↓→ (−1) ↓↑. The Marshall sign rule may be easily understood as below. Suppose that one has a complete set of spin bases {|φ } with the built-in Marshall sign. It is straightforward to verify that matrix elements of H J become negative-definite: 
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There are many ways to incorporate Marshall sign into the S z -spin representation. We may divide a bipartite lattice into odd (A) and even (B) sublattices and assign an extra sign −1 to every down spin at A site. In this way, flips of two nearest-neighboring antiparallel spins always involve a down spin changing sublattices, and thus a sign change. This spin basis may be written as 2) where N ↓ A denotes the total number of down spins at A-sublattice. A matrix element of H J under the basis {|φ } satisfies
for any spin configurations {φ} and {φ ′ }. The above definition can be even generalized to the doped case. With the presence of one hole, one may simply define the spin basis as |φ; (n) = (−1)
with n denoting the hole site. It is easy to check that
This means that the Marshall sign rule is still satisfied when the hole is fixed at a given site n.
Now we consider the hopping of the hole. The hopping process is governed by H t term in the t − J model which is defined by 1. Suppose that the hole initially at site n hops onto a nearest-neighbor site m. The corresponding matrix element in the basis (2.4) is easily found to be:
where σ m is the site-m spin index in the state |φ; (n) , and |φ; (m) is different from |φ; (n)
by an exchange of the spin σ m with the hole at site n. Since σ m = ±1, the hopping matrix element is not sign-definite. In other words, the hopping process will lead to the violation of the Marshall sign rule in the ground state. In the following, we explore in detail this phase "frustration" effect introduced by the hopping of an injected hole.
B. Single-hole Green's function
Starting with the ground state |ψ 0 = φ χ φ |φ at half-filling, one can create a "bare"
hole by removing away an electron in terms of the electron operator c iσ
Here χ φ ≥ 0 and the sign (σ) i is from the Marshall sign originally assigned to the spin σ at the site i as follows: if σ = +1, (σ)
site and +1 at B-sublattice site.
One can track the evolution of such a bare hole by studying the propagator
with
(2.10)
By using the following expansion in terms of H t
12)
G σ (j, i; E) can be rewritten as
Then we insert the following complete set of the basis states (2.4) into the above expansion:
(2.14)
By using the matrix element (2.7) for the nearest-neighboring hopping, we further express the single-hole Green's function as follows
(all paths) (all states) 
Here K ij is the total number of links for the given path, and
is a product of matrices of H t which connects {|φ s+1 ; (m s ) } with {|φ s+1 ; (m s+1 ) } for such a path: 16) where σ ms denotes the instant spin state at site m s right before the hole hops to it.
We can further write G σ (j, i; E) in a more compact form, namely, 
show it by writing H J n = H J · H J · ... and inserting the complete set of (2.4) in between and using the condition (2.5)). Then one finds 
which is an analytic function of E except for a branch cut on the real axis covered by the eigenvalues {E 0 M } of H J (with a hole fixed at site m s ). This analytic property will guarantee the convergence of the expansion (2.20) in the whole region of E < E 0 G < 0 on the real axis, where E 0 G is the lowest-energy eigenvalue of H J with the hole fixed on a lattice site. We note that E 0 G is always higher than the true ground-state energy E G of H t−J , where the hole is allowed to move around to gain its kinetic energy. Therefore, near the ground-state energy Then the propagator G σ in (2.17) can be reexpressed as follows One can see from the propagator (2.24) that a sequence of signs Before going to the next section, we remark that the origin of this phase string can be traced back to a highly-nontrivial competition between the exchange and hopping processes represented by (2.5) and (2.7). Recall that each hopping of the hole displaces a spin, leading to a spin mismatch. Since there are three components for each SU(2) spin which do not commute with each other, the induced spin-mismatch string has three components in spin space which must be repaired simultaneously after the hole moves away as pointed out in the Introduction. The phase string effect revealed in (2.24), however, implies that the spin mismatch induced by hopping cannot relax back completely, and there is always a residual U(1) phase string left behind, which is not repairable by low-lying spin fluctuations. This subtle phase string effect has been overlooked before, especially in the 2D case.
C. Phase-string effect: vanishing spectral weight Z(E G )
First, in momentum space the imaginary part of G σ (k, E) can be shown to be
where the spectral weight Z k is defined as
with |ψ M and E M denoting the eigenstate and energy of H t−J in the one-hole case.
The corresponding real-space form of (2.29) is
is the density of states, and Z k (E) is understood here as being averaged over M at the same energy E M = E. If low-lying excitations can be classified as quasiparticle-like, one must have a finite spectral weight at the ground state and its vicinity.
Correspondingly, G ′′ σ should generally be finite when E → E G from E > E G side in two dimensions. 16 On the other hand,
The real part of G σ (k, E) in the real space can be expressed in terms of G ′′ σ by the following Kramers-Kronig relation:
where P denotes taking the principal value of the integral. It is straightforward to check
On the other hand, by using the spectral expression
one finds the analytic continuation of G σ (j, i; E) from the upper-half complex plane to the real axis at E > E G to be generally well-defined except at E = E G .
Now we discuss the phase string effect. For this purpose, we introduce the following should behave qualitatively similar in the case of a symmetric system. G σ in (2.24) andG σ in (2.25) can be then rewritten as
, and the phase-string effect is simply represented by a minus sign in front of G o↓ σ (E) in (2.37).
Here a crucial observation is that the ground-state energyẼ G ofH t−J is always lower than the ground-state energy E G of H t−J since, according to the definition in (2.28), there is no sign problem inH t−J . Suppose that the expansions (2.35) and (2.36) for G e↓ σ (E) and G o↓ σ (E) converge below some energy E 0 . By increasing E the expansions (2.35) and (2.36)
will eventually diverge at E 0 with the same sign because W path ≥ 0. CorrespondinglyG σ (E) also has to diverge at the same energy E 0 according to (2.38). It means that contributed to by all of those paths connecting the fixed i and j whose lengths approach infinity. In this limit, the effects of the even or odd total number of ↓ spins on the hole's path become indistinguishable.
But we are mainly interested in the behavior of G σ (E) near E ∼ E G . According to the previous discussion, for a finite spectral weight Z k (E G ) the real part of G σ (E) has to diverge at E = E G . On the other hand, the analytic continuation ofG σ (E) to E G + i0 + should remain well-defined in terms of the spectral expression similar to (2.34). In other words, if
σ (E) (after an analytic continuation across the upper half plane to the real axis at E >Ẽ G ) have to diverge again at E = E G in the following way:
However, this would mean that G 
In terms of (2.39) and (2.40), then, they should diverge with opposite signs too, namely,
However, according to their definitions, this indicates a violation of spin symmetries at E → E G , with contributions from ↑ and ↓ spins behaving drastically different in contrast to their symmetric definition at E ≤Ẽ G . Therefore, one has to conclude that G ′ σ (j, i; E) cannot diverge at E G due to the phase string effect, which indicates that the spectral weight Z(E G ) has to vanish at low-dimensions where the density of states ρ(E) = 0 at E = E G .
The way that the phase-string effect leads to the vanishing of Z(E G ) can be also intuitively understood in an another way. 10 Notice that the phase string factor defined in path will have equal probability at this limit). Due to such phase-string frustration, the propagator (2.37) will always decay faster than a regular quasiparticle-like one (i.e.,G) at large distance, and in particular, it has to keep decaying even at the ground-state energy E G which then requires a vanishing Z(E) at E = E G as can be shown in terms of (2.31).
Z(E G ) = 0 means that there is no direct overlap between the "bare" hole state c iσ |ψ 0 and the true ground state. Thus the behavior of a hole injected into the undoped ground state is indeed dramatically modified by the phase string effect, as compared to its quasiparticle-like bare-hole state. It implies the failure of a conventional perturbative approach to this problem which generally requires a zeroth-order overlap of the bare state with the true ground state.
We would like to note that even though exact diagonalization calculations on small lattices 1, 6 have indicated a quasiparticle peak at the energy bottom of the spectral function, when the lattice size goes to infinity, it is hard to tell from the small-size numerics whether such a quasiparticle peak would still stay at the lower end of the spectra or there could be some weight (e.g., a tail) emerging below the peak which vanishes at the ground-state energy (such that Z(E G ) = 0). The present analysis suggests that the large-scale effect is really important in this system due to the phase string effect. Therefore, finite-size numerical calculations as well as various analytical approaches should be under scrutiny with regard to the long-wavelength, low-energy properties.
The conditions (2.5) and (2.7) are crucially responsible for producing the non-repairable phase-string effect in the above discussion. These are the intrinsic properties of the t − J Hamiltonian itself. On the other hand, the condition that |ψ 0 is the ground state of the undoped antiferromagnet actually does not play a crucial role in the demonstration of Z(E G ) = 0. In other words, the whole argument about Z(E G ) = 0 should still remain robust even when |ψ 0 is replaced by a general ground state at finite doping. Of course, at finite doping some additional phase effect due to the fermionic statistics among holes will appear in the matrix (2.7), but such a sign problem should not invalidate the phase-string effect at least at small doping concentrations.
III. PHASE STRING EFFECT AT FINITE DOPING
The non-repairable phase string effect exhibited in the single-hole propagator (2.24) reveals a remarkable competition between the superexchange and hopping processes in the t − J model. This effect leads to the breakdown of conventional perturbative methods as discussed in the one-hole case. We have also pointed out that such a phase string effect is generally present even at finite doping. In this section, we will introduce a useful mathematical formalism to describe this effect in the presence of a finite amount of holes.
A. Phase string effect and the Berry phase
The phase string is defined as a product of a sequence of signs To keep track of such a Berry phase in the ground-state wavefunction, we may introduce the following quantity
where z ≡ x + iy with superscripts (h) and (b ↓) refer to hole and ↓ spin, respectively, and the subscripts i and l denoting their lattice sites. Here the definition is not restricted to the one hole case, and z
is guaranteed by the no-double-occupancy constraint. Let us consider the evolution of e iΘ under a closed-loop motion for a given hole on the lattice.
Recall that at each step of hole hopping, the spin originally located at the new hole site has to be transferred back to the original hole site. If it is a ↓ spin, then Im ln (z
2) will give rise to a phase-shift ±π due to such an "exchange" and thus a (−1) factor in e iΘ . After the hole returns to its original position through the closed-path C and all the displacement of spins on the path is restored (which can be realized through spin flips as discussed before), one finds
(Each ↓ spin inside the closed-path C contributes a phase e ±i2π = 1.) Thus, the phase factor e iΘ reproduces the afore-mentioned Berry phase due to the phase string effect.
Therefore, it is natural to incorporate the phase factor e iΘ explicitly in the wavefunction to track the Berry phase, or define the following new spin-hole basis
where e iΘ is the operator form of e iΘ in (3.2): 
According to previous discussions, this new basis should be more appropriate for expanding the true ground state |ψ G as well as the low-lying states because the hidden Berry phase due to the phase string effect is explicitly tracked. In other words, the wavefunctionχ φ defined in |ψ G = φχφ |φ should become more or less "conventional" as the singular phase string effect is now sorted out into |φ . Correspondingly the Hamiltonian in this new representation is expected to be perturbatively treatable as the phase string effect is "gauged away" by the singular gauge transformation in (3.4). In the following section, we reformulate the t − J model in this new representation for an arbitrary number of holes.
It is easy to check that the matrix element φ ′ |H J |φ ≤ 0 for the basis defined in (3.11).
Namely, the Marshall sign rule is explicitly built-in here. The hopping term H t in (2.6) becomes
where the spin index σ describing the sign source generating the phase string in (3.1) is explicitly shown. Besides the sign-source due to σ, the fermionic statistics of f i in (3.13) at many-hole cases will also contribute a sign for each exchange of two fermions. Now we introduce the new spin-hole basis (3.4) and (3.7). The phase-shift factor e iΘ in (3.7) can be regarded as a unitary transformation and any operatorÔ should be expressed in the new representation by a canonical transformationÔ → e iΘÔ e −iΘ . Then, the hopping term H t and the superexchange term H J of the t−J model in the slave-fermion representation can be expressed under this transformation as follows
and
in which gauge phases A f ij and A h ij are defined by
Here h i is defined by 
and 20) where the notation l ∈ C on the right-hand side means that the summations are over the sites inside the path C, while depending on whether they are at the corner or along the edge of the closed path C. Nonzero signs in the commutation relation (3.24) . Thus the present "phase-string" representation may also be properly regarded as a "mutual-statistics" decomposition. The physical origin of the mutual statistics may be understood based on the phase string effect. As defined in (3.1), a phase string factor changes when and only when hopping, i.e., an exchange of a spin and a hole, takes place. Thus, it can be described as a counting problem. One may keep track of such a phase string exactly by letting the hole and spin satisfy a mutual statistics relation, such that an exchange of a hole with a spin σ m should produce an extra phase depending on σ m , as shown in (3.1). The role of the phase string effect may be then regarded as to simply induce a mutual statistics between the spin and charge degrees of freedom. In this way, the phase string itself may be "gauged away" from the Hamiltonian, but at the price of dealing with a mutual statistics problem. Furthermore, (3.22) and (3.23) can be understood as composite-particle expressions Therefore, after explicitly sorting out the phase string effect, the t − J Hamiltonian is reformulated in (3.14) and (3.15) , where the original singular phase string effect is "gauged away" in 1D, while its residual effect is represented by nonlocal gauge fields A On the other hand, the singular part of the phase string effect is now kept in the electron c-operator expression (3.21). Thus, in drastically contrast to the conventional picture, the "test" particles created by physical operators (as combinations of the electron c-operators) on the ground state will not simply "decay" into internal elementary charge and spin excitations (known as holons and spinons here). The nonlocal phase in the decomposition (3.21) will change their nature in a fundamental way, as will be illustrated by the 1D example given below. The relation of "test" particles to internal elementary excitations in Fermi-liquid systems is completely changed here by the phase string effect. Thus, knowing internal holon and spinon excitations no longer means that various electron correlation functions can be automatically determined, to leading order, from a simple convolution of their propagators.
IV. EXAMPLES
In the last section, a mathematical formalism was established for a general doping concentration, in which the phase string effect was explicitly tracked. In the following we apply this formalism to some examples in both 1D and 2D which reveal highly-nontrivial consequences of the phase string effect in the low-energy, long-wavelength regime.
A. 1D example: asymptotic correlation functions
It is well known that the Luttinger-liquid behavior exhibited in this 1D system is difficult to describe by conventional many-body theories. The success of the bosonization approach [20] [21] [22] [23] to this problem relies heavily on the Bethe-ansatz solution 24 of the model. An alternative path-integral approach 9 without using the Bethe-ansatz solution can also provide a systematic understanding of the Luttinger-liquid behavior at J ≪ t. In this latter approach, some U(1) nonlocal phase is found to play the key role. This nonlocal U (1) phase, which originated from the coupling of doped holes with the SU(2) spins, has been also shown to be related 25 to the Marshall sign hidden in the spin background, and is thus directly connected to the phase string effect discussed in the present paper.
In this section, we use this 1D system as a nontrivial example and outline how the phase string effect can straightforwardly lead to the correct leading-order Luttinger-liquid behavior of correlation functions, without involving complicate mathematical description usually associated with this 1D problem.
Let us start with the decomposition (3.21). In the 1D case, θ i (l) defined in (3.6) is reduced to
According to (3.22) and (3.23), the decomposition (3.21) can be then written as
where l>i is omitted which can be easily shown to be equal to 1 for a bipartite lattice.)
In terms of (4.1), it is straightforward to show that A f ij = A h ij = 0, and thus (3.14) and (3.15) reduce to
2) which is the explicit expression for the nonlocal phase string in the 1D many-hole case. Without the presence of the nonlocal phase effect, a conventional mean-field type of approximation may become applicable to the Hamiltonians in the new representation. In the following we outline a simple mean-field theory for (4.5) and (4.6).
One may rewrite (4.6) in the following form 
with t h = 2tχ 0 and J s = Jχ 0 + tH 0 . Such a mean-field solution has been derived before (Ref.
13). A more accurate mean-field version may be obtained 9 with the same structure as in (4.8) and (4.9), but the summation in H s now should be understood as over a "squeezed spin chain" defined by removing hole sites away at any given instant at J ≪ t limit. In this way the "hard-core" constraint between the holon and spinon can be automatically satisfied.
9
H h and H s are the tight-binding Hamiltonians for hard-core bosons which can be easily diagonalized. For example, one may introduce the Jordan-Wigner transformation
where f i is a fermionic operator, and correspondingly H h becomes to determine various correlation functions.
Let us consider the single-electron Green's function
where a spin-charge separation condition in the ground state of H ef f = H h + H s is used.
Since both H h and H s can be expressed in terms of free-fermion solutions, one may use the bosonization 26 to describe the quantities involved on the right-hand-side of (4.12) in the long-distance and long-time limit. For example, to leading order, one finds
where x ≡ x j − x i , v h = 2t h a sin(πδ), and k f is the electron Fermi-momentum defined by
(1 − δ). In obtaining the last line, the following expression is used:
where the normal ordering : n Therefore, the single-electron Green's function has the following leading behavior 17) which can be easily shown to give a momentum distribution near k f as
The lack of a finite jump at k = k f implies the vanishing spectral weight, i.e., Z(E f ) = 0 at the Fermi points.
One may also calculate the asymptotic spin-spin correlation function. For example,
The averages on the right-hand-side are also easily determined for the ground state of H ef f : 20) and 
Therefore, the well-known asymptotic behavior of the single-electron Green's function and the spin-spin correlation function at J ≪ t is easily and correctly reproduced here. The phase string contribution plays an essential role in (4.12) and (4.19) . A lesson which we can learn from this is that even though the decomposition (4.2) is mathematically equivalent to the conventional slave-fermion and slave-boson formalisms, it has the advantage of explicitly tracking the phase string effect, so that such a nonlocal singular phase is not lost when one makes some mean-field-type approximation to the Hamiltonian. Such a phase string effect is really crucial, due to its non-repairable nature, to the long-time and long-distance Luttingerliquid behavior studied here. Thus if one were to start from a conventional slave-particle scheme, a non-perturbative method beyond the mean-field theory must be employed in order to deal with the nonlocal phase string effect hidden in the Hamiltonian. In contrast, in the present phase-string formulation, a mean-field type treatment of the Hamiltonian gives reasonable results.
Finally, we make a remark about the physical meaning of the decomposition (4.2). For a usual slave-particle decomposition, the quantum number (momentum) of the electron is a simple sum of the momenta of "spinon" and "holon" constituents (due to the convolution relation). Here in the decomposition (4.2) the phase string factor will "shift" the relation of the electron momentum to those of true spinon and holon excitations in a nontrivial way, which is actually equivalent to the information provided by the Bethe-ansatz solution. In fact, Ren and Anderson 22 have identified a similar effect (called a "phase-shift" by them)
based on the Bethe-ansatz solution.
B. 2D example: nonlocal interactions
In the last section, the phase string effect has been shown on the 1D example to modify the long-distance and long-time electron correlations in a dramatic way. The 1D system is special in that the phase string only appears in correlation functions through the decomposition (3.21), but it does not show any direct effect in the Hamiltonian. Namely, the phase string effect can be "gauged away" in the Hamiltonian for an open-boundary 1D chain. This is consistent with the picture that spinon and holon as elementary excitations are decoupled, as indicated by either the exact solution 24 or the analytic considerations in the J → 0 limit.
However, for a 2D system such phase string effect can no longer be simply gauged away in the Hamiltonian. It is described by the lattice gauge fields A removal of a single spin, but also affects the rest of the spins nonlocally. This is a direct consequence of the nonlocal phase string effect. Within this approximation, it has been found 13 that the spin dynamics is dramatically affected by the doping effect, including the emergence of low-lying doping-dependent magnetic energy scales, non-Korringa behavior of the spin-lattice relaxation rate, etc., which qualitatively agrees with the anomalies found in the nuclear-magnetic-resonance (NMR) and neutron-scattering measurements of the high-T c cuprates.
The above mean-field type theory has been previously developed by using the slaveboson formalism. 13 Here the phase string effect and its corresponding formalism in Sec. III provide both physical and mathematical justifications for this approximate theory of the 2D brief description of such a generalization has been reported in Ref. 29 , and a more detailed version will be presented in follow-up papers.
V. SUMMARY
In the present paper, we have reexamined the problem of a hole moving in an antiferromagnetic spin background and found rigorously that the hole always acquires a nontrivial phase string at low energy. This phase string effect, particularly in 2D, has been overlooked before, but its quantum interference effect can drastically change the hole's long-distance behavior. We have shown generally that the spectral weight Z must vanish at the ground-state energy due to such a phase string effect, which means that the conventional perturbative description based on a quasipariticle picture should fail at a sufficiently large distance in this system. The origin of this phase string effect is related to the intrinsic competition between the superexchange and hopping processes. Namely, the hopping of the hole displaces the spins in such a way that the spin-displacement (mismatch) cannot completely relax back via low-lying spin flips, and there is always a residual phase string left behind.
The phase string effect is not uniquely restricted to the one-hole problem. It is also crucial at nonzero doping concentrations with or without a long-range order. The key issue is how one can mathematically describe the long-distance quantum effect of those phase strings associated with the doped holes. Such an effect is hidden in the conventional slaveboson formalism (as a kind of sign problem). And even though it shows up in a manifest way in the slave-fermion formalism after the Marshall sign rule is included, its topological role as a Berry phase at large distances is still not explicitly tracked in such a local model.
Thus, any local approximation applied to those conventional formalisms can easily damage the presumably crucial long-distant phase string effect and may result in a wrong physics in low-energy, long-wavelength regime.
As discussed in the present paper, the non-repairable phase string on a closed-path is equivalent to a Berry phase. It can be actually "counted" in terms of how many ↓ (or ↑) spins encountered by a given hole on its path. Thus such a Berry phase can be exactly tracked in the wavefunction. Then, based on a spin-hole basis with the built-in phase string effect, we obtain a new mathematical formulation for the t − J model, in which the originally-hidden nonlocal phase string effect is now explicitly represented in the Hamiltonian as interacting effects described by gauge fields with vorticities in the 2D case. On the other hand, a singular part of the phase string effect is kept in the decomposition representation for the electron c-operator (i.e., in the wavefunctions) which is crucial when one tries to calculate electron correlation functions (as shown in the 1D example).
Another way to understand this new formulation is in terms of so-called "mutual statistics". It has been pointed out that the phase string effect as a "counting problem" can be also related to the "mutual statistics" between the charge and spin degrees of freedom, since each step of hole hopping may be regarded as an exchange of a hole and a spin. By using the composite representation of the "mutual statistics" holon and spinon in the conventional bosonic description, one can get the same formulation of the t − J model in which the "mutual statistics" is described by long-range topological-type interactions (in 2D case)
represented by nonlocal gauge fields. In contrast to the fractional statistics among the same species, though, no explicit T -and P -violations are present in this "mutual statistics" or phase string description.
As an example, we have shown how the correct asymptotic behaviors of the single-electron Green's function and spin-spin correlation function can be easily reproduced in the present scheme in the 1D finite doping case. The present phase-string formulation proves to be very powerful in dealing with this 1D problem, in contrast to difficulties associated with the conventional slave-particle formalisms. We have also discussed a 2D example by reproducing an approximate theory 13 which gives a systematic description of the anomalous transport and magnetic properties in the high-T c cuprates. Such a theory was previously developed based on the slave-boson scheme with an optimization procedure (known as flux-binding)
at small doping, with the key mechanism being topological gauge-field interactions between spinons and holons. The present phase-string theory lays a solid foundation for such a mechanism, and provides a basis for the further improvement of the generalized mean-field theory and for a more quantitative comparison with the experiments. We will address these issues in follow-up papers.
