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Abstract – Synchronizing phase frustrated Kuramoto oscillators, a challenge that has found
applications from neuronal networks to the power grid, is an eluding problem, as even small
phase-lags cause the oscillators to avoid synchronization. Here we show, constructively, how to
strategically select the optimal frequency set, capturing the natural frequencies of all oscillators,
for a given network and phase-lags, that will ensure perfect synchronization. We find that high
levels of synchronization are sustained in the vicinity of the optimal set, allowing for some level
of deviation in the frequencies without significant degradation of synchronization. Demonstrating
our results on first and second order phase-frustrated Kuramoto dynamics, we implement them
on both model and real power grid networks, showing how to achieve synchronization in a phase
frustrated environment.
Synchronization captures the emergence of collective be-
havior in complex systems [1–3], ranging from neuronal
dynamics [4] to animal behavior [5] and technological
networks [6]. In its classic formulation synchronization
is driven by the coupling between the oscillators, which
drives them towards collective oscillations, overcoming the
diversity in the intrinsic frequencies of each individual os-
cillator [2,8–11]. Hence synchronization is enhanced either
by increasing the coupling strength between the oscillating
units, or by a homogeneous frequency distribution among
all oscillators. These strategies towards synchronization,
however, fail in case the coupling between the oscillators
induces phase-lags [3,16,17], a common characteristic fea-
tured by many real systems, where the components take
time to respond to their neighboring oscillators. Indeed,
under phase-frustration, the system persistently avoids
synchronization, even when the frequencies are homoge-
neous or under relatively strong coupling.
To overcome this challenge, we derive here the link be-
tween the network characteristics, the phase-lags and the
optimal frequency set, that allows the phase-frustrated
system to reach perfect synchronization. This allows us
a two way prediction: for a given network and phase-lags,
we predict the optimal selection of natural frequencies that
will ensure synchronization. Alternatively, given a set of
natural frequencies - we show how to design the network
that will lead the oscillators towards perfect synchrony.
We find, numerically, that our predicted synchronization
is quite robust, exhibiting a range of phase-locked solu-
tions even under deviations from our predicted frequen-
cies/networks, thus being insensitive to moderate levels of
noise/perturbation. Counter-intuitively, we find that syn-
chronization is not necessarily enhanced by strengthen-
ing the coupling or by selecting homogeneous frequencies,
rather it emerges from the complex interplay between the
selected frequencies, the distribution of phase-lags and the
structure of the weighted underlying network.
Consider a system of N coupled oscillators, whose
phases θi(t), (i = 1 . . .N), are driven by the dynamic
equations [2, 3]
dθi
dt
= ωi +
N∑
j=1
AijF (θj − θi − αij), (1)
where ωi represents node i’s natural frequency and Aij is
a weighted adjacency matrix with arbitrary degree and
weight distributions. The functional form of the cou-
pling is captured by F (θj − θi − αij), a 2π periodic func-
tion, with distributed phase-lags αij , which capture the
response time of oscillator i to changes in its neighbor’s
phase θj . Phase-frustrated models of the form (21) are
frequently used to describe coupled systems, from Joseph-
son junctions [13] to power supply networks [14] and me-
chanical rotors [15]. Choosing F (θ) = sin(θ − α) (with
αij = α independent of i and j), Eq. (21) converges to the
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Fig. 1: Synchronizing phase-frustrated oscillators. (a)
We tested the synchronization r of phase-frustrated scale-free
oscillator network with different selections of ω by numrically
solving Eq. (21). The classic choices, uniformly distributed
(red), normally distributed (blue) or homogeneous (green) can-
not lead to synchronization. The optimal ω from (44), how-
ever, leads to global synchronization with r = 1, as predicted.
(b) Increasing the coupling strengths Aij by a factor K we
find that the system persistently avoids synchronization even
for large K, under the general frequency distributions (red,
blue, green). Synchronization is only obtained using our op-
timal ω (black) as predicted by (44). Eq. (44) also predicts
that any change in Aij will harm synchronization, hence per-
fect synchronization (r = 1, magenta dot) is only obtained for
(K = 1). However our optimal ω allows for a phase-locked so-
lution (r ∼ 1) for broad values of K around K = 1. The onset
of the phase-locked solutions occurs rather sharply at K ≈ 0.78
(vertical yellow line), as predicted below in Fig. 5b.
Sakaguchi-Kuramoto model of phase frustrated oscillators
[3,16–18]; setting α→ 0 we arrive at the classic Kuramoto
dynamics [2].
To quantify the level of synchronization in the system
we use the Kuramoto order parameter
r =
∣∣∣∣∣∣
1
N
N∑
j=1
eiθj
∣∣∣∣∣∣ , (2)
which approaches r = 0 in the disordered regime and r = 1
in the limit where all oscillators are in perfect synchrony,
namely θ1 = θ2 = · · · = θN . In the classic Kuramoto
framework the level of synchronization is determined by
the trade-off between the heterogeneity of the natural fre-
quencies ωi and the strength of the coupling, as deter-
mined by Aij . Hence to achieve synchronous behavior
one draws ωi from a narrowly bounded distribution (e.g.,
normal distribution) or increases the weights of Aij until
reaching r → 1. Such perfect synchronization, however,
is unattainable in the presence of phase-lags even for ex-
treme coupling strengths [19, 20]. Hence we seek the op-
timal frequency sequence ω = (ω1, ω2, ...., ωN )
⊤ that will
enable perfect synchronization r = 1 for phase-frustrated
oscillators of the form (21).
To obtain ω, we analyze Eq. (21) as it approaches
synchronization [11, 19–21], namely in the limit where
|θj − θi| → 0. In this limit, the coupling function in (21)
can be approximated by F (θj − θi − αij) ≈ F (−αij) +
F ′(−αij)(θj − θi), where F ′(α) = ∂F∂θ
∣∣
θ=0
. This allows us
to write Eq. (21) as
dθi
dt
= ωi + di −
N∑
j=1
Lijθj , (3)
where
di =
N∑
j=1
AijF (−αij) (4)
and
Lij = δij
( N∑
q=1
AiqF
′(−αiq)
)
−AijF ′(−αij), (5)
in which δij is the Kronecker δ-function. The system will
reach a synchronized state if, for some choice of the nat-
ural frequencies ω, Eq. (26) reaches a stable solution in
which all phases, θi(t), evolve according to some common
frequency Ω, namely θi(t) = φi + Ωt, where φi = θi(0) is
the phase of oscillator i. Transforming to an Ω-rotating
frame, we have dθi
dt
= 0, which in Eq. (26) leads to
φ = L†(ω + d), (6)
where φ = (φ1, φ2, ...., φN )
⊤ represents the vector of all
phases, d = (d1, d2, ...., dN )
⊤ and L† is the pseudo-inverse
[22] of L in (5). The condition (6) captures frequency syn-
chronization, a state in which all units oscillate at a com-
mon frequency, but with different phases φi. Complete
synchronization, however, requires also that all phases
condense around a common value φ, which, by additional
rotation of the system can be set to φ = 0. We this gaug-
ing we arrive at
ω = −d+ C1, (7)
where 1 = (1, ..., 1)⊤ and C is an arbitrary constant, a
degree of freedom enabled due to the fact that L†1 = 0
[22]. We use this degree of freedom to select C = 〈d〉,
allowing us to write, explicitly, the designated frequency
of the ith oscillator as
ωi = −
N∑
j=1
AijF (−αij) + 1
N
N∑
i,j=1
AijF (−αij), (8)
for which 〈ω〉 = 1
N
∑N
i=1 ωi = 0, namely we gauge the
mean frequency to be zero.
Equation (44) represents our key prediction, providing
the optimal frequency set ω in a weighted network of het-
erogeneous phase-frustrated oscillators. It indicates that
the optimal frequency set ω is determined by the interplay
between the system’s topology (Aij), its dynamics (F ) and
the specific form of the distributed phase-lags (αij). For
the un-frustrated Kuramoto model (F (θ) = sin(θ), α = 0)
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it predicts that the optimal frequency set is uniform,
wi = 0 for all i, reaffirming Kuramoto’s classic predic-
tion [2]. In the Sakaguchi-Kuramoto model (αij = α)
Eq. (44) predicts that ωi scales with node i’s weighted
degree ωi ∼
∑N
j=1 Aij up to an additive constant C =
F (−α)
N
∑N
i,j=1 Aij . This implies that contrary to the Ku-
ramoto model, where synchrony is a consequence of ω’s
homogeneity, in the phase-frustrated case ω depends on
Aij ’s degree sequence, therefore it must follow Aij ’s de-
gree heterogeneity. For instance, if Aij is scale-free, as
often encountered in real networks [23, 24], ωi must also
be drawn from a scale-free distribution. Hence, counter-
intuitively, (44) shows that perfect synchrony may arise
from oscillator heterogeneity, namely from a scale-free se-
quence ω.
To test our prediction we constructed Eq. (21) using
a weighted scale-free network Aij (P (k) ∼ k−γ , γ = 3)
of N = 1, 000 interacting oscillators, whose phase-lags
were extracted from a uniform distribution 0.1 ≤ αij ≤
π/2, i.e. αij ∼ U(0.1, 1.57). The weights of all exist-
ing links were also extracted from a uniform distribution
Aij ∼ U(0.1, 1.5). We then numerically solved Eq. 21) and
tested the level of synchronization r (2), for several choices
of ω: homogeneous, in which all ωi are identical; normal,
in which ωi are extracted from a normal distribution with
mean 0 and variance 1, i.e. ωi ∼ N (0, 1); and uniform,
where ωi ∼ U(−2, 2). For uniform ω we find that the sys-
tem cannot synchronize with r being significantly smaller
than unity (Fig. 1(a), red). Synchronization becomes even
lower for normal (blue), and slightly improved for homo-
geneous (green). Hence, as opposed to the un-frustrated
Kuramoto dynamics, here a bounded frequency distribu-
tion cannot lead to synchronization. Our theory, however,
predicts that synchronization can be obtained if we con-
struct ω using the optimal frequency set (44). Indeed, we
find that selecting our predicted ω, the system success-
fully reaches perfect synchronization, featuring r = 1, as
predicted (black).
As explained above, synchronization is often a con-
sequence of two competing effects: the strength of the
coupling, which forces the system into collective oscilla-
tions vs. the heterogeneity in ω, which drives the system
away from synchronization. We now test these two ef-
fects systematically, by first, rescaling, and hence weak-
ening/strengthening, the coupling between all oscillators,
and then adding increasing levels of noise to the optimal
frequency set predicted in (44).
Coupling strength. Often one wishes to force a system to-
wards global synchrony by strengthening the level of cou-
pling between the interacting oscillators, for instance, mul-
tiplying all Aij terms (weights) by a factor of K > 1. For
phase-frustrated systems of the form (21), however, such
approach will not lead to global synchrony. Indeed, as Fig.
1(b) indicates, for ω uniform (red), normal (blue) and ho-
mogeneous (green), the system consistently avoids global
synchronization, despite increasing K. For the optimal
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Fig. 2: The impact of noise on synchronization. We
introduce a σ-deviation from the optimal frequency set, and
measure synchronization loss ρ vs. σ (red). As predicted in
Eq. (13) we find that in the limit of small σ, ρ ∼ σ2 (blue).
When σ & 1, the optimal frequency set is overridden by noise,
and synchronization is lost completely with ρ→ 1.
frequency set (black), we obtain perfect synchronization
for K = 1 (magenta dot), as predicted, yet increasing or
decreasing K harms the level of synchronization since any
change to Aij , even increasing the strength of the coupling
(K > 1), leads to consequent changes in the optimal fre-
quency set (44). The important point is that for a rather
broad range of K values, the system sustains relatively
high levels of synchronization, allowing for a phase-locked
solution, even if the selected frequency set is not precisely
the optimal one predicted by (44). This represents the ro-
bustness of our solution, opening a wide window of phase-
locked solutions in the vicinity of the optimal selection
(44).
Frequency deviations. To test the sensitivity of the syn-
chronization to deviations from the optimal frequency set
(44) we add Gaussian noise to ω, setting ωi → ωi + δωi,
where δωi ∼ N (0, σωi), a random variable extracted from
a normal distribution with mean zero and variance σ2ωi
2,
representing multiplicative noise that is proportional to
ωi. Such deviation will reduce the level of synchroniza-
tion to r < 1, resulting in synchronization loss, which
can be quantified by ρ = 1 − r (0 ≤ ρ ≤ 1). For small σ
the deviation from synchronization is small, allowing us to
approximate (2) up to second order as r ≈ 1 − ‖φ‖2/2N
[11, 19], therefore,
ρ = 1− r ∼ 1
2
Var(φ) (9)
where Var(X) represents the variance of the random vari-
p-3
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Fig. 3: Synchronization in a power supply network. We
constructed the optimal frequency set ω for the Northern Eu-
ropean power grid network with second order dynamics of the
form (14), setting the damping parameter to β = 10, i.e. strong
damping. (a) With this set of frequencies we find a phase-
locked solution for a broad range of coupling strengths K. The
optimal frequencies were constructed for K = 1, where the
system reaches perfect synchronization, r = 1, as predicted
(magenta dot). (b) Adding noise to ω we find that ρ ∼ σ2,
in agreement with (13) and saturates as ρ → 1 in the limit
where σ & 1.(c),(d) Similar results are also observed under
weak damping β = 0.1
.
able X . Using (6), we write
φi =
∑
j
L†ij(ωj + dj) =
∑
j
L†ijδωj , (10)
and hence, with L†ij being approximately independent of
δωj, we have
Var(φi) =
∑
j
(L†ij)
2Var(δωj), (11)
where we also used the fact that δωj are independent of
each other. As a result we find that
Var(φi) ≈ Ciσ2, (12)
where Ci =
∑
j(L
†
ij)
2ω2j , and hence the overall variance of
all φi satisfies Var(φ) ∝ σ2, where the proportion constant
is a function of all pre-factors Ci. Omitting such factors
that do not depend on the noise level σ, we arrive at the
scaling relationship Var(φ) ∼ σ2, which in (9) provides
ρ ∼ σ2, (13)
showing that synchronization loss is quadratically depen-
dent on the noise level in the oscillator frequencies. This
allows us to evaluate the decay in synchronization as we
deviate from the optimal frequency set (44). For small σ
we predict the scaling (13) and as σ increases ω contin-
ues to deviate from (44) until eventually synchronization
is completely lost and ρ → 1. This behavior is clearly
observed in Fig. 2, where we introduce increasing levels
of noise to the optimal frequency set. We find that for
small noise levels ρ ∼ σ2 (solid line) as predicted and for
σ → 1, a limit where ω is completely overridden by noise,
synchronization is lost with r → 0 and, consequently, ρ
approaching unity.
Second order dynamics. Our formalism is also applicable
beyond the limits of Eq. (21). To show this we focus on
second order phase-frustrated Kuramoto dynamics, cap-
tured by
d2θi
dt2
= Pi − β dθi
dt
+
N∑
j=1
AijF(θj − θi − αij), (14)
as frequently used to describe phase synchronization in
power supply networks [6, 29–32]. In (14) Pi represents
the generated (Pi > 0) or consumed (Pi < 0) power, and
β is the damping coefficient of the system components.
To examine our formalism in an empirical setting we col-
lected data from the Northern European power grid [33],
comprising N = 236 nodes and E = 320 links. We ex-
tracted the frustration terms from a uniform distribution,
αij ∼ U(0, 0.5). As before, we constructed the optimal
frequency set ω and tested the level of synchronization r
against varying levels of coupling K and noise σ, setting
β = 10 and β = 0.1, to represent the limits of strong and
weak damping. We find that also in the case of second
order dynamics, the empirical power grid network reaches
global synchronization (r = 1) for K = 1, as predicted. It
exhibits a phase-locked solution, r . 1, at a range of K
values around K = 1 (Fig. 3(a,c)). The loss of synchro-
nization scales as ρ ∼ σ2, for small deviations from the
optimal ω, with complete synchronization loss (ρ→ 1) at
σ ≈ 1, the point where noise levels become comparable to
the frequencies themselves (Fig. 3(b,d)).
Designing networks for synchronization. Our theory, up
to this point, focused on the selection of ω that will en-
able (21) to reach synchronization, namely, we begin with
a given weighted network Aij and phases αij , for which we
seek the optimal set of natural frequencies ωi. Often, how-
ever, we are confronted with the opposite challenge: given
a set of oscillators with natural frequencies ω, can we de-
sign a weighted network Aij with lags αij that will drive
the oscillators toward synchronization? As indicated by
Eq. (44) this reverse challenge is not as well-defined, al-
lowing a broad degree of freedom to select the network,
its link weights and the matching phase-lags, hence for a
given set ω, one can construct many synchronizable net-
works. To examine this systematically we consider the
p-4
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Fig. 4: Designing a synchronizable network. (a) Starting
from a pre-selected frequency set ω, in which ωi ∼ U(2, 30), we
used (44) to construct an optimal network for synchronization.
As predicted, this optimal network provides precisely r = 1,
capturing perfect synchronous oscillations, denoted here by the
uniform color of all nodes (blue), which represents |∆φi| = 0
(∆φi = φi−〈φ〉 is the deviation of node i’s phase from the mean
phase over all nodes, ranging from zero (blue), if i is synchro-
nized with the mean phase, to pi (red) if i is in anti-phase with
〈φ〉). (b) Perturbing the optimal network, by systematically
removing a fraction f of links, we observe a gradual degrada-
tion of synchronization. As expected, we find that for f = 0
we have r = 1, gradually decreasing as f is increased. (c) For
f ≈ 0.9, an extreme perturbation to the predicted network,
synchronization is fully degraded, with individual node phases
distributed within the entire range |∆φ| = 0 (blue) to |∆φ| = pi
(red).
case where the phase-lags were all set to αij = α = 0.1,
leaving us with the degree of freedom to construct Aij .
Extracting the natural frequencies from a uniform distri-
bution ωi ∼ U(2, 30), we constructed a weighted network
that satisfies (44), by setting its weighted degrees di (4)
to conform with the condition (7). As predicted, we find
that the designed network leads to perfect synchronization
r = 1 (Fig. 4a); perturbing this network results in gradual
synchronization loss (Fig. 4b).
Dimension reduction analysis. We use a collective coordi-
nate approach [21, 27, 28], to analyze the behavior of the
synchronized and phase-locked solutions in the rotating
frame. In this approach, the instantaneous phase of each
phase-locked oscillator is approximated by
θi(t) = χωi, (15)
where χ = χ(t) is a time dependent function. A stable
phase-locked solution emerges in the network when the
error
ǫi(χ) = χ˙ωi − ωi −
N∑
j=1
AijF (χ(wj − wi)− αij), (16)
is minimized. Such minimization is enabled if ǫi(χ) is
orthogonal to the tangent subspace of the solution space
of Eq. (15), spanned by ∂θi
∂χ
= wi [27,28]. Projecting ǫi(χ)
onto this restricted subspace and using the orthogonality
condition we obtain a reduced one dimensional differential
equation for χ(t)
dχ
dt
= g(χ), (17)
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Fig. 5: Collective coordinate analysis of our predicted
synchronization. (a) g(χ) vs. χ as obtained from Eq. (18)
for the four different frequency sequences, uniform (red), nor-
mal (blue), homogeneous (green) and our predicted optimal
frequency set (black). Stable synchronization is obtained only
for the optimal frequency set, as captured by the fact that
g(0) = 0, in concordance with g′(0) < 0. All other curves
(red, blue, green) do not intersect the horizontal axis, lack-
ing a potentially stable synchronous solution. (b)g(χ) vs. χ
as obtained for the optimal frequency set under different cou-
pling strengths K. Stable phase locking occurs when the curve
crosses g(χ) = 0, observed for the first time when K = 0.78,
the point of the onset of synchronization, as shown in Fig. 1b
(yellow).
where
g(χ) = 1 +
1
σ2
N∑
i=1
ωi
N∑
j=1
AijF (χ(wj − wi)− αij) (18)
and σ2 =
∑N
j=1 ωj
2. Equation (17) reaches a stable fixed
point if for some choice of ω, Eq. (18) satisfies g(χ) = 0
and g′(χ) = dg
dχ
< 0. Under these conditions we have
χ(t) = χ independent of time, which in (15) predicts a
time independent θi, representing a phase-locked system,
where all nodes oscillate at a common frequency, with their
relative phases constant in time. If such fixed-point oc-
curs for χ → 0 the phases (15) approach a single value
θi → 0, representing a convergence to prefect synchro-
nization r → 1. In Fig. 5a we show g(χ) vs. χ taking our
predicted optimal ω from (44). We find that a stable fixed
point (g(χ) = 0, g′(χ) < 0) occurs at χ = 0, precisely the
predicted global synchronization obtained for under our
optimal ω (44). For the other three selections of ω (uni-
form, normal, homogeneous), we observed that g(χ) never
crosses zero, indicating that stable synchronization is in-
deed unattainable (Fig. 5a, red, blue, green, comparing to
Fig. 1a).
To test the impact of changes to the coupling K, we
shown, in Fig. 5b, the behavior of g(χ) under the opti-
mal ω, for a selection of K values. As explained above,
perfect synchrony occurs when g(χ) = 0 and g′(χ) < 0
at precisely χ = 0, conditions that are only satisfied for
K = 1 (black), the value for which our optimal ω was
constructed. Especially important is the critical K = 0.78
p-5
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(yellow), representing the coupling where (17) assumes a
stable fixed-point for the first time. This point represents
the onset of a phase-locked solution, where r begins to rise
above zero. Beyond this point r consistently increases as
the crossing point (g(χ) = 0) approaches closer to χ = 0,
eventually reaching perfect synchronization at K = 1, for
which g(0) = 0. Indeed, in Fig. 1b we observe the onset
of synchronization at precisely K = 0.78 (vertical yellow
line), a reassuring consistency with Fig. 5b. For larger
values of K (K = 1.2, 1.5) the system continues to ex-
hibit a stable phase-locked solution, indicated by the slow
decline in Fig. 1b for K > 1 and by the consistent cross-
ing of g(χ) = 0 in Fig. 5b (green, cyan). Note, that for
K = 1.5 the fixed-point condition is satisfied for two val-
ues of χ, indicated by the two crossing points g(χ) = 0,
both featuring a negative slope. In our analysis, however,
we only regard the first crossing point, as phase-locking is
only captured by (15) in the limit of small χ.
The onset of synchronization. The optimal set ω is de-
signed for perfect synchronization r = 1 at a given weight
K = KOpt (set to unity in our analyses up to this point).
However, the onset of synchronization occurs at a criti-
cal Kc < KOpt, a point where r begins to rapidly ascend
from the chaotic regime r = 0 (K = 0.78 in our previous
example, Figs. 1b and 5b). In Supplementary material we
use mean-field analysis [1,5,34] to analytically predict Kc
under homogeneous phase-lags αij = α as
Kc(α) =
2K3Optsin
3 α〈k〉 cosα
π(Ωc + b)2P (
Ωc+b
KOpt sin(α)
)
, (19)
where the group angular velocity Ωc satisfies
π(
Ωc + b
a
)2P (
Ωc + b
a
) tanα =
∫ ∞
qmin
q2P (q)
aq − b− Ωc dq, (20)
in which a = KOpt sinα, b = KOpt sinα
∑N
i=1 qi
N
, qmin is
the minimum degree over all nodes and P (q) is the proba-
bility density function of the node frequencies. Equations
(19) and (39), our final prediction, allow us, for a given
Aij , α and natural frequencies ω, to express Kc the criti-
cal point of transition, in which synchronization begins to
emerge. Together with KOpt of Eq. 44) these two points
fully characterize the states of the system: chaotic (r = 0
for K < Kc, phase-locked (r > 0) at K ≥ Kc and optimal
(r = 1) at K = KOpt.
To observe this we constructed a scale-free Aij (N =
5, 000, 〈k〉 = 30, P (k) ∼ k−γ , γ = 3) with homogeneous
phase-lags α. We matched this networks with the appro-
priate optimal frequency sets ω, such that perfect synchro-
nization occurs at KOpt = 1. In Fig. 6a we show r vs. K,
for α = 0.1 (blue) and α = 0.5 (red) finding that indeed,
in both cases, r = 1 at the optimal K = KOpt = 1. The
crucial point is that synchronization begins to appear at
significantly lower values of K, at the critical Kc, where
r begins to sharply incline. We next used (19) to calcu-
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Fig. 6: The onset of synchronization. We constructed a
scale free network (N = 5, 000, γ = 3, 〈k〉 = 30) with homo-
geneous phase frustration (αij = α). (a) r vs. K for α = 0.1
(blue) and α = 0.5 (red), as obtained from Eq. (21). Perfect
synchronization is obtained at KOpt = 1; the onset of synchro-
nization occurs at Kc = 0.12 and 0.35 (vertical dashed lines),
in agreement with prediction (19). (b) We constructed a differ-
ent selection of ω, for which perfect synchronization occurs at
KOpt = 0.5. Also here, synchronization onsets at the predicted
Kc (vertical dashed-lines).
late Kc in both cases, confirming our analytical predic-
tions, which perfectly match the observed criticality (ver-
tical dashed lines). Repeating the same experiment, this
time setting KOpt = 0.5 we observe further confirmation
of our prediction (Fig. 6b).
Understanding the phenomena of synchronization in
networks has crucial applications in fields ranging from
neuronal networks to power supply. These systems are
often described by highly heterogeneous weighted net-
works and exhibit distributed lag-times, a combination
that rarely succumbs to analytical treatment [25,26,37,38].
Our analysis here has shown how to analytically construct
the appropriate frequency sequence to ensure perfect syn-
chronization, relating the optimal frequency set to the
weighted network structure and to the distributed lags
αij . It shows that the systems’ weighted degree distribu-
tion plays an important role in determining the desired
frequencies, where degree heterogeneity dictates a simi-
lar heterogeneity in the frequency set, a surprising result,
showing that synchronization can occur by introducing
diversity in ωi, rather than by increasing its homogene-
ity. Hence cooperative phenomena may emerge even in
the presence of microscopic diversity, a consequence of the
phase-lags, that is absent in the classical Kuramoto frame-
work.
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Supplementary of “Perfect synchronization in
networks of phase-frustrated oscillators”
Critical coupling strength for transition to perfect synchronization in networks with homogeneous
α (αij = α). – Based on the approach proposed in [1] here we analytically derive the self-consistent equations for
critical coupling strength and group angular velocity for the onset of perfect synchronization. For that we consider a
system of N coupled oscillators, whose phases θi(t) are driven by the dynamic equations [2, 3]
dθi
dt
= ωi +
N∑
j=1
Aij sin(θj − θi − α), i = 1 . . .N, (21)
where Aij is the ijth element of the weighted adjacency matrix and α is the homogeneous phase lag parameter.
We now assume that Aij = K, if ith and jth nodes of the network are connected and otherwise Aij = 0. In this
environment of homogeneous α and presence of K, the set of optimal frequency for achieving perfect synchronization
at a specific coupling strength K = Kopt will look like (follow the Eqn. (8) from the main text)
ωi = Koptqi sinα− (Kopt sinα
∑N
i=1 qi
N
) = aqi − b, (i = 1 . . .N) (22)
where qi =
∑N
j=1 Aij/K, a = Kopt sinα and b = Kopt sinα
∑
N
i=1 qi
N
. To quantify the order of synchronization we use a
generalized order parameter [5]
r(t)eiψ(t) =
∑N
j=1 qje
iθj∑N
j=1 qj
, (23)
where r(t) and ψ(t) respectively denote the order parameter and the average phase of the collective dynamics at
time t. The values of the order parameter r(t) varies in the range 0 ≤ r(t) ≤ 1. The order parameter takes the
value r(t) = 0 for incoherent solution, while r(t) = 1 indicates fully synchronized state of the system. Following the
mean-field approach proposed in [4], let the density of the nodes with phase θ at time t for a given degree q be given
by the function ρ(q, θ, t), where
∫ 2pi
0
ρ(q, θ, t)dθ = 1. (24)
We assume that there is no degree correlation between the nodes of the network and therefore the probability that a
randomly chosen edge is attached to a node with degree q and phase θ at time t can be written as
qP (q)ρ(q, θ, t)∫
qP (q)dq
, (25)
where P (q) is the distribution of nodes with degree q. In the continuum limit, Eq. 21 can be written as
dθ(t)
dt
= ω +
Kq
〈q〉
∫
dq′
∫
q′P (q′)ρ(q′, θ′, t) sin(θ′ − θ − α)dθ′, (26)
where 〈q〉 = ∫ qP (q)dq is the mean degree of the network. Now for the conservation of the oscillators for Eq. (21), the
density function ρ satisfies the continuity equation
∂ρ
∂t
+
∂
∂θ
(ρv) = 0, (27)
where v is the right hand side of the Eq. (26).
To measure the macroscopic behavior of the oscillators, in the thermodynamic limit (N →∞) we consider the order
parameter r given by [4]
reiψ =
1
〈q〉
∫
dq
∫
qP (q)ρ(q, θ, t)eiθdθ, (28)
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where ψ is the average phase of the oscillators and the value of r varies in the range 0 ≤ r ≤ 1. Therefore, using (28),
we rewrite the Eq. (26) as
dθ
dt
= ω +Kqr sin(ψ − θ − α). (29)
To derive the self-consistent equation we set the global phase ψ(t) = Ωt where Ω is the group angular velocity and
introduce a new variable φ with φ(t) = θ(t)−ψ(t) + α. In terms of this new variable, equation (29) can be written as
dφ
dt
= aq − b − Ω−Kqr sin(φ). (30)
Then the equation of continuity (27) takes the form
∂
∂t
ρ(q, φ, t) +
∂
∂φ
[vφρ(q, φ, t)] = 0, (31)
where vφ =
dφ
dt
. In the steady state, we have ∂
∂t
ρ(q, φ, t) = 0.
Therefore, steady state solution for the density function ρ is given by
ρ(k, φ) =


δ
(
φ− arc sin
(
aq−b−Ω
qKr
))
,
∣∣∣aq−b−ΩqKr ∣∣∣ ≤ 1
A(q)
aq−b−Ω−qKr sin(φ) ,
∣∣∣aq−b−ΩqKr ∣∣∣ > 1, (32)
where δ is the Dirac delta function and A(q) is the normalization constant given by A(q) =
√
(aq−b−Ω)2−(Krq)2
2pi .
The first solution corresponds to the synchronous state and second solution is due to desynchronous state. Hence
the order parameter can be rewritten as
r =
1
〈q〉
∫ [∫ ∞
qmin
qP (q)ρ(q, φ)ei(φ−α)H
(
1−
∣∣∣∣aq − b− ΩqKr
∣∣∣∣
)
dq +
∫ ∞
qmin
qP (q)ρ(q, φ)ei(φ−α)H
(∣∣∣∣q − ΩqKr
∣∣∣∣− 1
)
dq
]
dφ, (33)
where H denotes heaviside function. Here the first part of right hand side of Eq. (33) gives the contribution of locked
oscillators and the second part denotes the contribution of drift oscillators to the order parameter r.
Therefore, the contribution of locked oscillators to the order parameter is
r1 =
∫ ∞
qmin
[
cosα
〈q〉 qP (q)
√
1−
(
aq − b− Ω
Krq
)2
+
sinα
〈q〉 qP (q)
aq − b − Ω
Krq
]
×H
(
1−
∣∣∣∣aq − b − ΩqKr
∣∣∣∣
)
dq −
∫ ∞
qmin
i
[
sinα
〈q〉 qP (q)
√
1−
(
aq − b− Ω
Krq
)2
−cosα〈q〉 qP (q)
aq − b− Ω
Krq
]
H
(
1−
∣∣∣∣aq − b− ΩqKr
∣∣∣∣
)
dq, (34)
and that of the drift oscillators is
r2 =
(sinα+ i cosα)
〈q〉
∫ ∞
qmin
aq − b− Ω
Kr
P (q)

1−
√
1−
(
Krq
aq − b− Ω
)2
×H
(∣∣∣∣aq − b− ΩqKr
∣∣∣∣− 1
)
dq. (35)
Hence we get r = r1 + r2, where r1 and r2 are given by Eq. (34) and Eq. (35) respectively. Comparing the real and
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imaginary parts we get
r〈q〉 = cosα
∫ ∞
qmin
qP (q)
√
1−
(
aq − b− Ω
Krq
)2
H
(
1−
∣∣∣∣aq − b− ΩqKr
∣∣∣∣
)
dq
+
sinα
Kr
(〈q〉 − Ω)− sinα
∫ ∞
qmin
aq − b− Ω
Krq
qP (q)
√
1−
(
Krq
aq − b− Ω
)2
×H
(∣∣∣∣aq − b− ΩqKr
∣∣∣∣− 1
)
dq, (36)
and
a〈q〉 − b− Ω =
∫ ∞
qmin
(aq − b− Ω)P (q)
√
1−
(
Krq
aq − b− Ω
)2
H
(∣∣∣∣aq − b− ΩqKr
∣∣∣∣− 1
)
dq
+Kr tanα
∫ ∞
qmin
qP (q)
√
1−
(
aq − b− Ω
Krq
)2
×H
(
1−
∣∣∣∣aq − b− ΩqKr
∣∣∣∣
)
dq. (37)
From equation (37) using Taylor’s series expansion we get
〈q〉 − Ω = Kr tanα
b+Ω
(a−Kr)∫
b+Ω
(a+Kr)
qP (q)
√
1−
(
aq − b− Ω
Krk
)2
dq
+
∫ ∞
qmin
(q − Ω)P (q)
{
1− (Krq)
2
2(q − Ω)2
}
dq. (38)
Taking the limit r → 0+ we can find
π(
Ωc + b
a
)2P (
Ωc + b
a
) tanα =
∫ ∞
qmin
q2P (q)
aq − b− Ωc dq, (39)
where Ωc the critical group angular velocity at the onset of synchronization. Now combining equations (36) and (37)
we get
r〈q〉 = 1
cosα
∫ Ω+b
a−Kr
Ω+b
a−Kr
qP (q)
√
1−
(
aq − b− Ω
Krq
)2
dq. (40)
Substituting aq−b−Ω
Kr
= y, the equation (40)reduces to
〈q〉 = K
a cosα
∫ −Ω−b
a−Kr
−Ω−b
a+Kr
(
Ω + b+Kry
a
)P (
Ω + b+Kry
a
)
√
1− y
2
(Ω+b+Kry
a
)2
dy (41)
and in the limit r → 0+ we get
Kc(α) =
2a3〈k〉 cosα
π(Ωc + b)2P (
Ωc+b
a
)
, (42)
Now substituting a = Kopt sinα we have
Kc(α) =
2K3optsin
3 α〈k〉 cosα
π(Ωc + b)2P (
Ωc+b
Kopt sin(α)
)
, (43)
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Fig. 7: The impact of phase-lags. (a) The degree (k) and frequency (ω) are linearly related if we set the α as identical
(αij = α = 1 as µ = 1 and σ = 0). The linear relation is slightly broken for small deviation of α from 1 (σ = 1) shown in (b)
where as strong deviation from µ = 1 (σ = 2) and a bimodal distribution (µ1 = 1, σ = 0; µ1 = −1, σ = 0) breaks the linear
relation shown in (c) and (d).
where b = Kopt sinα
∑
N
i=1 qi
N
.
Impact of distributed phase-lags (αij) on the combined distribution of degrees (d) and frequencies
(ω). – We have reconstructed the optimal frequency set ω for diverse set of distributed phase-lags (αij) using the
equation (see the Eqn. (8) in main text)
ωi = −
N∑
j=1
AijF (−αij) + 1
N
N∑
i,j=1
AijF (−αij). (44)
We use a static scale-free network of size N = 5000 where average degree 〈k〉 = 6, P (k) ∼ k−γ , γ = 3). We have shown
the effect of αij on the relation ωi vs. ki in the Fig 7. The optimal frequencies and the degrees are linearly related
(ωi ∼ ki) if we draw the phase lags from α ∼ N (1, 0) signifying all the phase lags are identical (αij = 1) and positive
(Fig. 7(a)). The degree-frequency relation is slightly disturbed when we generate the phase-lags from α ∼ N (1, 1)
shown in Fig 7(b) having less noise in the higher degree. The linearity does not hold for strong deviations (σ = 2)
of phase-lags from its mean value (here µ = 1) shown in 7(c). In Fig. 7(d) the phase lags are drawn from a bimoidal
distribution α ∼ (N (1, 0),N (−1, 0)) which sets the the distribution of the frequencies around zero.
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