Using a time series obtained from the electroencephalogram recording of a human epileptic seizure, we show the existence of a chaotic attractor, the latter being the direct consequence of the deterministic nature of brain activity. This result is compared with other attractors seen in normal human brain dynamics. A sudden jump is observed between the dimensionalities of these brain attractors (4.05 ± 0.05 for deep sleep) and the very low dimensionality of the epileptic state (2.05 ± 0.09). The evaluation of the autocorrelation function and of the largest Lyapunov exponent allows us to sharpen further the main features of underlying dynamics. Possible implications in biological and medical research are briefly discussed.
Recent progress in the theory of nonlinear dynamical systems has provided new methods for the study of time series in such fields as hydrodynamics (1) , chemistry (2) , climatic variability (3, 4) , biochemistry (5, 6) , and human brain activity (7) . The study of such complex systems may be performed by analyzing experimental data recorded as a series of measurements in time of a pertinent and easily accessible variable of the system. In most cases, such variables describe a global or averaged property of the system. For example, a time series may be obtained by recording at regular time intervals the mean electrical activity of a portion of the mammalian cortex. Although it may seem that such data offer only a one-dimensional view of the activity of the brain, this is not the case: it can be shown that a time series may provide information about a large number ofpertinent variables, which may subsequently be used to explore and characterize the system's dynamics (8) .
More specifically, by using a time series one can determine the possibility of constructing an attractor and thereby establishing the deterministic character of the dynamics of the underlying system. This topological entity portrays the essential features of the system's dynamics and may be characterized by the numerical value of its Hausdorff dimension D. A steady state is represented by a point attractor D = 0 and a time periodic regime exhibits a line attractor with D = 1. In general, ifD is a noninteger-that is, a fractal dimension-we may be in the presence of a chaotic attractor. The main feature of chaotic attractors is their sensitivity to the initial conditions. After a lapse of time, it is increasingly difficult to predict the future evolution of the system from a given initial state.
In this paper, we analyze the electrical activity of the human cortex by means of the electroencephalogram (EEG) recorded from an epileptic human patient and also from normal persons during sleep cycles. First, on the basis of analyses of the time series of EEG data, we show the existence of an epileptic attractor and determine its correlation dimension I, which is easily accessible from experimental data. Then, we analyze other dynamical properties of the time series, such as Lyapunov exponents and time autocorrelation function. The next section analyzes EEG data recorded during various stages of the sleep cycle. In the final section, we discuss the relevance of the EEG analyses to the understanding of brain activity.
Epileptic Attractor
Epileptic seizures reflect a pathological state of the brain activity, which may occur spontaneously as a result of functional disorders or lesions, or may be induced by various means. There are several forms of epilepsy (9); here we are concerned with seizures of short duration (-5 sec) known as "petit mal." This type ofgeneralized epilepsy may invade the entire cerebral cortex and shows a bilateral symmetry between the two hemispheres. During the seizure, the EEG activity suddenly switches into an apparently oscillating mode. A succession of more or less regular and extremely coherent waves of ="3 cycles per sec may be seen. The waves are separated by less regular spikes. Fig. 1 shows four simultaneous recordings during a seizure. Channels 1 and 2 form the basis of our time series, which will be used for the construction of the phase space trajectories.
Let us assume that the dynamics of the brain activity is described by a set of {XO(t), X1 The phase space trajectories extracted from the time series of the seizure shown in Fig. 1 have been constructed in a three-dimensional phase space spanned by the variables Vt), V(t + r), and V(t + 24). Fig. 2 shows four views of the phase space portrait corresponding to four different rotations of the V(t + r) -V(t + 2r) plane around the V(t) axis. The phase portraits of Fig. 2 are constructed from channel 1 of Fig. 1 and are almost the same as those obtained from channel 2. These data have been recorded from both hemispheres and show a large spatial coherence ofthe phenomenon. This coherence also appears in a striking fashion in the phase portraits of Fig. 2 . In the following two sections, we show that these phase trajectoAbbreviation: EEG, electroencephalogram.
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From the inspection of Figs. 2 and 3, we infer that the part of the trajectories emanating from wave activity have a tendency to remain in a plane and behave like a noise-prone periodic motion. This plane is perpendicular to the bundle of trajectories corresponding to the' spike activity, which introduces chaotic elements into the phase portrait, and this fact increases the dimension of the attractor. Proc. Natl. Acad. Sci. USA 83 (1986) Proc. Natl. Acad. Sci. USA 83 (1986) 3515 more accessible correlation dimension (11, 12) Although in principle every value oftime lag Xis acceptable for the resurrection of the system's dynamics, in practice, for a given time series, only a well-defined range of X (here, 17 At T X S 25 At) gives satisfactory linear regions or well-behaved saturation curves. Fig. 5 shows a saturation curve computed from the epileptic signal. For comparison, the behavior obtained from a random process such as gaussian white noise is drawn. We find a satisfactory saturation beyond the embedding dimension five, which yields a correlation dimension ,= 2.05 ± 0.09. Such a low dimension chaos in a biological system as complex as the brain is striking. It shows the extreme coherence of the dynamical activity recorded by the EEG during the seizure. +i(r) is a measure of the relationship between the value of V at two different instants separated by r seconds and averaged over the total length of the series. The sooner 4' vanishes, the more unpredictable is the original signal. For example, the autocorrelation function of a white noise is a 8 function indicating a complete unpredictability, whereas the autocorrelation function of a periodic motion shows sustained periodic oscillations. Fig. 6a depicts the time autocorrelation function evaluated from the time series of Fig. 1 showing irregular damped oscillations. The damping of oscillations indicates the memory loss in the signal that is characteristic of chaotic or stochastic dynamics. Fig. 6b shows, in logarithmic scale, the power spectrum of the same signal.
Although in the presence of a chaotic attractor all trajectories converge toward a subset ofthe phase space, inside the attractor, two neighboring trajectories may diverge. This fact reflects the extreme sensitivity of chaotic dynamics to the initial conditions. The rate of the divergence of the trajectories in time may be assessed from a time series (13) seizure by examining the divergence of two neighboring trajectories on the attractor. Let us consider the initial point V(to) on the phase space and another point on a close by trajectory. L(to) is the distance between these two points. The pair of points is allowed to evolve on their respective trajectories for time te. Now the distance between the two trajectories is L(t,), where t, = to + te. The largest Lyapunov exponent is given by
Another point in the neighborhood of V(to) is chosen and the procedure is repeated until all points in the time series are scanned. This procedure must converge to a constant value of the exponent X. The choice of the neighboring trajectory is not easy and is sensitive to the internal structure of the attractor; satisfactory results are found only in a narrow range of parameters. Moreover, all values of X must converge toward a unique limit as te is increased. Fig. 7 shows three trials out of a total of nine that were necessary to estimate the correct value of A. We find a positive value of the order of X = 2.9 ± 0.6. The inverse of this quantity gives the limit of predictability of the long-term behavior of the system. This time (=0.35 sec) must be compared with the approximate pseudocycle of 0.35 sec of epileptic phenomena. Thus, there is a gradual loss of memory after each pseudocycle.
Normal Brain Activity
The EEG data recorded from the human brain during sleep cycles were also analyzed according to the procedure cited above (7) . Chaotic attractors were identified for stage two and stage four of deep sleep. These attractors were characterized by a rather low dimensionality, which decreases as Preliminary studies did not reveal, in a space of relatively low embedding dimension (p -10), the presence of chaotic attractors during the awake stage (alpha waves) and the rapid eye movement stages of sleep. Table 1 shows the embedding dimension and the fractal dimension ofvarious stages ofbrain activity compared with three variable attractors of Lorenz and R6ssler models (10) (11) (12) (13) (14) . We see a big jump in the dimensionality and, therefore, in the coherence of the underlying dynamics, between sleep stage four and the epileptic attractor.
Conclusions
We have shown that from a routine EEG recording, the dynamics of brain activity could be reconstructed. The fact (15) . In single neurons, the pseudocycles are of the order of 17-32 msec, whereas in the case of a seizure, we are dealing with cooperative phenomena of the order of 300 msec involving the entire cerebral cortex.
Unlike periodic phenomena, which are characterized by a limited number of frequencies, chaotic dynamics show a broad-band spectrum. Thus, chaotic dynamics increase the resonance capacity of the brain. In other words, although globally a chaotic attractor shows asymptotic stability, there is an internal instability reflected by the presence of positive Lyapunov exponents. This results in a great sensitivity to the initial conditions and, thus, an extremely rich response to external input.
In the light of such concepts, we may speculate further and suggest the following explanation for the type of petit mal epileptic seizure studied in this paper: the agents producing the seizure tend to drive the brain activity toward a stable periodic motion. In such states, information processing would be impossible and recovery would be extremely difficult. However, the brain manages to remain on a chaotic attractor, although one of a very low dimensionality, in order to process reflex activities.
The topological properties of the attractors and their quantification by means of dimensionality analysis may be an appropriate tool in the classification of brain activity and, thus, a possible diagnostic tool. For example, various forms of epileptic seizures could be classified according to their degree of coherence.
The determination of the minimum number of variables necessary for the description of epileptic attractors is a valuable clue for model construction. From our analysis of the epileptic attractor, we may suggest that at least five distinct variables are involved in the onset of petit mal. For example, two variables-the membrane potential of excitatory and inhibitory neurons-have the tendency to generate a periodic behavior, whereas three other variables pull back the attractor into a less coherent state. A model for epileptic seizure based on interaction of a group of excitatory and inhibitory neurons was shown to exhibit biphasic oscillations (16, 17) . The model reported in ref. 17 based on interaction of one inhibitory and one excitatory cell was analyzed by using the range of parameters described in refs. 16 and 17. It was found that the differential delay equations describing the model show a stable homogeneous steady state for the delay ti = 0.01. However, for t' = 0.1, the periodic behavior sets in and is followed by a quasi-periodic behavior for t' = 0.13. For larger values of t', the motion becomes chaotic.
