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1. Introduction
In engineering applications, such as digital ﬁltering, imaging, and spatial vibrations, spatiotemporal discrete systems
have been an important subject for investigation. Recently, stability and chaos in one-dimensional spatiotemporal discrete
systems (1d spatiotemporal discrete systems), or two-directional (2D) discrete systems, or 1-dimensional and 2-directional
discrete systems (1d–2D discrete systems) have been studied in e.g. [1,7–10], and stability and control in ﬁnite-dimensional
spatiotemporal discrete systems have also been discussed in e.g. [6].
Chen and Liu in [1] initiated the study of chaos in the sense of Li–Yorke for a certain type of 1d–2D discrete systems.
Recently, Chen et al. [8] discussed stability and chaos in the sense of Devaney for a class of 1d–2D discrete systems, and Tian
and Chen [9] studied chaos in the sense of Li–Yorke for a class of 1d–2D discrete systems by taking an approach different
from [1]. In the following, by using a method similar to the one in [8,9], stability and chaos in the sense of Devaney and of
Li–Yorke for the 2d–2D discrete system (1) are investigated.
Consider the following 2-dimensional spatiotemporal discrete systems (2d spatiotemporal discrete systems), or 2-
dimensional and 2-directional discrete systems (2d–2D discrete systems):{
x1(m + 1,n) = f
(
x1(m,n), x1(m,n+ 1), x2(m,n)
)
,
x2(m + 1,n) = g
(
x2(m,n), x2(m,n + 1), x1(m,n)
)
,
(1)
where m,n ∈ N0 = {0,1,2, . . .}, f : R3 → R , g : R3 → R are two functions with R = (−∞,∞). Here and throughout,
( f , g) are called the system functions of (1).
If f (x, y, z) = ax+ by + cz and g(x, y, z) = px+ qy + rz, where a,b, c, p,q, r are real constants, then system (1) reduces
to the following linear 2d–2D discrete system:
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x1(m + 1,n) = ax1(m,n) + bx1(m,n+ 1) + cx2(m,n),
x2(m + 1,n) = px2(m,n) + qx2(m,n+ 1) + rx1(m,n). (2)
If f (x, y, z) = g(x, y, z) = axy+bz+c, where a,b, c are three real constants, then system (1) becomes the following quadratic
2d–2D discrete system:{
x1(m + 1,n) = ax1(m,n)x1(m,n + 1) + bx2(m,n) + c,
x2(m + 1,n) = ax2(m,n)x2(m,n + 1) + bx1(m,n) + c.
(3)
Therefore, system (1) is quite general.
Let Z = {. . . ,−1,0,1, . . .} and Nt = {t, t + 1, . . .}, t ∈ Z , and denote
Ω = {(0,n) ∣∣ n ∈ N0}= {(0,0), (0,1), . . . , (0,n), . . .}.
For any two given sequences φ = {φ0,n} and ψ = {ψ0,n} deﬁned on Ω , it is easy to construct by induction a solution of
system (1) of the form
x =
{
xm =
(
x1(m,0) x1(m,1) · · ·
x2(m,0) x2(m,1) · · ·
)}∞
m=0
= {(x1(m,n), x2(m,n))}∞m,n=0.
In fact, by using the initial condition
Ψ =
(
φ0,0 φ0,1 · · ·
ψ0,0 ψ0,1 · · ·
)
=
(
x1(0,0) x1(0,1) · · ·
x2(0,0) x2(0,1) · · ·
)
,
one can successively calculate a solution x = {xm}∞m=0 of system (1) as follows:
x1 =
(
x1(1,0) x1(1,1) · · ·
x2(1,0) x2(1,1) · · ·
)
=
(
f (φ0,0, φ0,1,ψ0,0) f (φ0,1, φ0,2,ψ0,1) · · ·
g(ψ0,0,ψ0,1, φ0,0) g(ψ0,1,ψ0,2, φ0,1) · · ·
)
,
and, by induction,
xm =
{(
x1(m,0) x1(m,1) · · ·
x2(m,0) x2(m,1) · · ·
)}
, m = 1,2, . . . ,
which is said to be a solution of system (1) with the initial condition Ψ .
2. Chaos in the sense of Devaney and of Li–Yorke
The deﬁnitions of chaos in the sense of Devaney and of Li–Yorke for discrete dynamical systems [2,3,5] are the most
popular and widely-referred textbook deﬁnitions. For completeness, these deﬁnitions and several preliminary concepts are
ﬁrst introduced.
Let (X,d) be a metric space and g : X → X be a map. The (positive or forward) orbit O (x0) of point x0 ∈ X is deﬁned to
be the following set of points:
O (x0) =
{
xn = gn(x0)
}∞
n=0 =
{
x0, g(x0), g
2(x0), g
3(x0), . . .
}
,
where g0(x0) = x0 and xn+1 = gn+1(x0) = g(gn(x0)) = g(xn) for all n ∈ N0.
Let x ∈ X and ε be a positive number. Then, an ε-open ball Bε(x) at x is deﬁned as Bε(x) = {y ∈ X | d(x, y) < ε}.
Deﬁnition 2.1. Let g : X → X be a map on a metric space (X,d) and x ∈ X . If there exists a positive integer n such that
gn(x) = x, then x is called a periodic point of g and n is called a period of x. If gn(x) = x and gk(x) = x for all k = 1, . . . ,n−1,
then x is called a primitive n-periodic point and n is called the prime period of x. In particular, if n = 1, then x is called a
ﬁxed point of the map g .
If, for any point a ∈ X and any neighborhood U of the point a, g has a periodic point in U , then it is said that system (1)
has a dense set of periodic points (in X ).
If, for any two nonempty open subsets U and V of X , there is an integer k > 0 such that gk(U ) ∩ V = ∅, then g is said
to be (topologically) transitive.
If there is a δ > 0 such that for every point x ∈ X and every neighborhood G of x, there exist a point y ∈ G and an
integer n > 0 such that d(gn(x), gn(y)) > δ, then it is said that system (1) has sensitive dependence on initial conditions.
According to [3], chaos in the sense of Devaney is deﬁned as follows.
Deﬁnition 2.2. Let g : X → X be a map on a metric space (X,d). The map g is said to be chaotic in the sense of Devaney
(on X or (X,d)) if:
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2. g has a dense set of periodic points;
3. g has sensitive dependence on initial conditions.
According to [2,9], deﬁnition of chaos in the sense of Li–Yorke is deﬁned as follows.
Deﬁnition 2.3. Let g : X → X be a map in a metric space (X,d). The map g is said to be chaotic in the sense of Li–Yorke
(on X or (X,d)) if
1) there is an integer M > 0 such that for any integer p  M , g has a primitive periodic point x ∈ X of prime period p;
2) there exists an uncountable subset S of X containing no periodic points of g such that
(i) g(S) ⊆ S ,
(ii) for every x, y ∈ S with x = y, limsupk→∞ d(gk(x), gk(y)) > 0,
(iii) for every x ∈ S and any periodic point y of g , limsupk→∞ d(gk(x), gk(y)) > 0;
3) there exists an uncountable subset S0 of S such that for every x, y ∈ S0,
lim inf
k→∞
d
(
gk(x), gk(y)
)= 0.
The following deﬁnitions and results are taken from [3,4,8–10].
Deﬁnition 2.4. Let h : X → Y be a map from a metric space (X,d) into a metric space (Y , d˜). The map h is said to be a
homeomorphism if it is one-to-one and onto, therefore invertible, and both h and h−1 are continuous. In particular, if h is
one-to-one and onto, and h and h−1 are both uniformly continuous, then h is said to be a uniform homeomorphism.
Deﬁnition 2.5. Let (X,d) and (Y , d˜) be two metric spaces, and e : X → X and g : Y → Y be two maps. Maps e and g are
said to be (topologically) conjugate if there exists a homeomorphism h : X → Y such that h ◦ e = g ◦ h, where ◦ denotes
composition of two maps. In particular, if there exists a uniform homeomorphism h : X → Y such that h ◦ e = g ◦ h, then
e and g are said to be uniformly (topologically) conjugate.
Lemma 2.1. Let (X,d) and (Y , d˜) be two metric spaces, e : X → X and g : Y → Y be two maps, and h : X → Y be a uniform
homeomorphism. If e and g are h-conjugate, then e is chaotic in the sense of Devaney or in the sense of Li–Yorke on X if and only if
g is chaotic in the sense of Devaney or in the sense of Li–Yorke on Y , respectively.
Deﬁnition 2.6. Let (X,d) and (Y , d˜) be two metric spaces and h : X → Y be a one-to-one and onto map. If there exist two
positive constants, α,β > 0, such that
αd(x, y) d˜(x˜, y˜) βd(x, y) for all x, y ∈ X,
where x˜ = h(x) and y˜ = h(y), then (X,d) is said to be equivalent to (Y , d˜) (with respect to the map h). In particular, if
X = Y and h(x) ≡ x for all x ∈ X , then d is said to be equivalent to d˜.
3. Concepts on 2d–2D discrete systems
Let R∞2 be a set of all pairs of real sequences deﬁned on R , i.e.,
R∞2 =
{(
a1,0 a1,1 · · · a1,n · · ·
a2,0 a2,1 · · · a2,n · · ·
) ∣∣∣ a
,n ∈ R, 
 = 1,2; n = 0,1,2, . . .
}
,
and for a bounded subset I of R ,
I∞2 =
{(
a1,0 a1,1 · · · a1,n · · ·
a2,0 a2,1 · · · a2,n · · ·
) ∣∣∣ a
,n ∈ I, 
 = 1,2; n = 0,1, . . .
}
.
Obviously, different metrics can be deﬁned on I∞2 . For example, for any x = {x
,n | 
 = 1,2; n = 0,1, . . .}, x˜ = {x˜
,n |

 = 1,2; n = 0,1, . . .} ∈ I∞2 , one may deﬁne
d1(x, x˜) =
2∑

=1
∞∑
n=0
|x
,n − x˜
,n|
2n
(4)
or
d2(x, x˜) = sup
{|x
,n − x˜
,n|: 
 = 1,2; n = 0,1,2, . . .}. (5)
It is easy to prove that d1 and d2 deﬁne two metrics on I∞ .2
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Let I3 = I × I × I , f : I3 → I and g : I3 → I be two functions, and x = {xm}∞m=0 be a solution of system (1) with the initial
conditions φ = {φ0,n}∞n=0 and ψ = {ψ0,n}∞n=0, where φ0,n,ψ0,n ∈ I for all n ∈ N0 and
xm =
(
x1(m,0) x1(m,1) · · · x1(m,n) · · ·
x2(m,0) x2(m,1) · · · x2(m,n) · · ·
)
∈ I∞2 ⊆ R∞2 , m = 0,1, . . . . (6)
Then
x0 =
(
φ0,0 φ0,1 · · · φ0,n · · ·
ψ0,0 ψ0,1 · · · ψ0,n · · ·
)
= {(φ0,n,ψ0,n)}∞n=0 = Ψ. (7)
For all m ∈ N0, denote
xm+1 =
(
x1(m + 1,0) x1(m + 1,1) · · ·
x2(m + 1,0) x2(m + 1,1) · · ·
)
=
(
f (x1(m,0), x1(m,1), x2(m,0)) f (x1(m,1), x1(m,2), x2(m,1)) · · ·
g(x2(m,0), x2(m,1), x1(m,0)) g(x2(m,1), x2(m,2), x1(m,1)) · · ·
)
(8)
= F (xm).
Then, system (1) is equivalent to the following system:
xm+1 = F (xm), x0 ∈ I∞2 , (9)
where F : I∞2 → I∞2 is a map. The map F deﬁned in (8) is said to be induced by system (1) or by the system functions ( f , g),
and ( f , g, F ) is said to be a triple of maps associated with systems (1) and (9).
Obviously, a sequence {x
(m,n) | 
 = 1,2; m,n = 0,1, . . .} is a solution of system (1) if and only if the sequence {xm}∞m=0
deﬁned on I∞2 is a solution of system (9), where xm is deﬁned in (6) for all m ∈ N0.
In order to study the stability and chaos of system (9), it is convenient to consider system (9) on a metric space. Since
F is a map on I∞2 , it is natural to introduce a metric d on I∞2 , such as the d1 and d2 deﬁned by (4) and (5), respectively.
Deﬁnition 3.1. Let I be a bounded subset of R and d be a metric deﬁned on I∞2 . If, for an arbitrarily given ε > 0, there
exists a constant δ > 0 such that for any two points x = {x
,n | 
 = 1,2; n = 0,1, . . .}, x˜ = {x˜
,n | 
 = 1,2; n = 0,1, . . .} ∈ I∞2 ,
d(x, x˜) < δ implies |x
,n − x˜
,n| < ε for 
 = 1,2 and all n ∈ N0, then d is said to be a forward metric of I∞2 .
If, for any given ε > 0, there exists a constant δ > 0 such that for any two points x = {x
,n | 
 = 1,2; n = 0,1, . . .}, x˜ =
{x˜
,n | 
 = 1,2; n = 0,1, . . .} ∈ I∞2 , satisfying |x
,n − x˜
,n| < δ for 
 = 1,2 and all n ∈ N0 implies d(x, x˜) < ε, then d is said to
be a backward metric of I∞2 .
If d is a forward and also a backward metric of I∞2 , then d is said to be an F–B or bi-directional metric of I∞2 .
Obviously, for a bounded subset I of R , d1 deﬁned by (4) is a backward metric of I∞2 , but it is not a forward metric
of I∞2 ; d2 deﬁned by (5) is an F–B metric of I∞2 .
Since system (1) may always be equivalently written as the discrete system (9), it is natural to discuss some properties
such as stability and chaos of system (1) by studying the corresponding properties of system (9). On the other hand, from
the current literature, stability of system (1) can also be studied by using a method similar to that used in [8,10]. In order
to contrast one another, deﬁnitions are given in pairs as follows.
Deﬁnition 3.2. Let I ⊆ R , x˜∗ = {(x˜∗n, y˜∗n)}∞n=0 ∈ I∞2 be a point, and F : I∞2 → I∞2 be a map. If x˜∗ is a solution of the equation
F (x) = x, x ∈ I∞2 , (10)
then x˜∗ is said to be a ﬁxed point or an equilibrium point of the map F , or of system (9) with the induced function F .
Obviously, for any s > 0, x˜∗ = {(s−n, s−n)}∞n=0 is a ﬁxed point of F induced by system (2) with a+ s−1b + c = p + s−1q +
r = 1, and y˜∗ = {(sn, sn)}∞n=0 is a ﬁxed point of F induced by system (2) with a + sb + c = p + sq + r = 1.
Deﬁnition 3.3. Let I ⊆ R . Then (x∗, y∗) ∈ I2 is said to be a ﬁxed point or an equilibrium point of system (1) (or of the
system functions ( f , g)) if
x∗ = f (x∗, x∗, y∗) and y∗ = g(y∗, y∗, x∗). (11)
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two ﬁxed points of system (3) with a = 2, b = 1 and c = −1.
It is easy to verify that if (x∗, y∗) ∈ I2 is a ﬁxed point of system (1), then x˜∗ = {(x∗n, y∗n) = (x∗, y∗)}∞n=0 is a ﬁxed point of
system (9) induced by system (1).
Deﬁnition 3.4. Let I be a bounded subset of R , F : I∞2 → I∞2 be a map on the metric space (I∞2 ,d), and x˜∗ ={(x˜∗n, y˜∗n)}∞n=0 ∈ I∞2 be a ﬁxed point of system (9). If, for any ε > 0, there exists a δ > 0 such that for any point
Ψ =
(
φ0 φ1 · · · φn · · ·
ψ0 ψ1 · · · ψn · · ·
)
= {(φn,ψn)}∞n=0 ∈ I∞2
with d(Ψ, x˜∗) < δ, the solution x = {xm}∞m=0 of system (9) deﬁned in (6) with the initial point Ψ satisﬁes d(xm, x˜∗) < ε for
all m ∈ N1, then system (9) is said to be stable about the ﬁxed point x˜∗ .
In addition, if there exist constants ξ ∈ (0,1) and B,M > 0 such that the solution x = {xm}∞m=0 of system (9), with any
bounded initial condition Ψ = {(φn,ψn)}∞n=0 ∈ I∞2 such that d(Ψ, x˜∗)  B , satisﬁes d(xm, x˜∗) < Mξm for all m ∈ N1, then
system (9) is said to be exponentially stable about the ﬁxed point x˜∗ .
Deﬁnition 3.5. Let I ⊆ R , f : I3 → I and g : I3 → I be two functions, and (x∗, y∗) ∈ I2 be a ﬁxed point of system (1). If, for
any ε > 0, there exists a δ > 0 such that for any sequence Ψ = {(φn,ψn)}∞n=0 ∈ I∞2 with |φn − x∗| < δ and |ψn − y∗| < δ for
all n ∈ N0, the solution x = {(x1(m,n), x2(m,n))}∞m,n=0 of system (1) with the initial condition Ψ satisﬁes |x1(m,n) − x∗| < ε
and |x2(m,n) − y∗| < ε for all m,n ∈ N1 × N0, then system (1) is said to be stable about the ﬁxed point (x∗, y∗).
In addition, if there exist constants ξ ∈ (0,1) and B,M > 0 such that the solution x = {(x1(m,n), x2(m,n))}∞m,n=0 of
system (1), with any bounded initial condition Ψ = {(φn,ψn)}∞n=0 such that |φn − x∗| < B , |ψn − y∗| < B , φn ∈ I , ψn ∈ I for
all n ∈ N0, satisﬁes |x1(m,n) − x∗| < Mξm and |x2(m,n) − y∗| < Mξm for all m,n ∈ N1 × N0, then system (1) is said to be
exponentially stable about the ﬁxed point (x∗, y∗).
Deﬁnition 3.6. Let I be a bounded subset of R and F : I∞2 → I∞2 be a map on the metric space (I∞2 ,d). If there exists a
constant M > 0 such that for any x, y ∈ I∞2 ,
d
(
F (x), F (y)
)
 Md(x, y), (12)
then the map F is said to satisfy the Lipschitz condition with the Lipschitz parameter M . Especially, if M < 1, then F is said
to be a contraction map (on the metric space (I∞2 ,d)).
Deﬁnition 3.7. Let I ⊆ R and u : I3 → I be a function. If there exists a constant M > 0 such that for any x1, y1, z1, x2,
y2, z2 ∈ I ,∣∣u(x1, y1, z1) − u(x2, y2, z2)∣∣ M ·max{|x1 − x2|, |y1 − y2|, |z1 − z2|}, (13)
then the function u is said to satisfy the Lipschitz condition on I3 with the Lipschitz parameter M . In particular, if M < 1,
then u is said to be a contraction function.
Obviously, if u (or F ) satisﬁes the Lipschitz’s condition, then u (or F ) is continuous on I3 (or I∞2 ), respectively.
Let ( f , g, F ) be a triple of functions associated with systems (1) and (9), and F : I∞2 → I∞2 be a map on the metric space
(I∞2 ,d). If d is a metric on I∞2 deﬁned by (4) or (5), and if f and g satisfy the Lipschitz condition on I3, then F satisﬁes the
Lipschitz condition on I∞2 .
Let d1 and d2 be two metrics on I∞2 deﬁned by (4) and (5), respectively, and ( f , g, F ) be a triple of functions associated
with systems (1) and (9). If f and g are contraction functions, then F is a contraction map on (I∞2 ,d2). In addition,
if f and g are two contraction functions with Lipschitz parameters M1,M2 ∈ (0,1/3), then F is a contraction map on
(I∞2 ,d1). In fact, in view of (4), for any x = {(x1n, x2n)}∞n=0, y = {(y1n, y2n)}∞n=0 ∈ I∞2 , one has
d1
(
F (x), F (y)
)= ∞∑
n=0
| f (x1n, x1n+1, x2n) − f (y1n, y1n+1, y2n)| + |g(x2n, x2n+1, x1n) − g(y2n, y2n+1, y1n)|
2n

∞∑
n=0
Mmax{|x1n − y1n|, |x1n+1 − y1n+1|, |x2n − y2n|, |x2n+1 − y2n+1|}
2n

∞∑
n=0
M{|x1n − y1n| + |x1n+1 − y1n+1| + |x2n − y2n| + |x2n+1 − y2n+1|}
2n
 3M
∞∑
n=0
|x1n − y1n| + |x2n − y2n|
2n
= 3Md1(x, y),
where M =max{M1,M2}.
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the best of our knowledge, there is no deﬁnition of chaos in the sense of Devaney and of Li–Yorke for the 2d–2D discrete
system (1). In the following, based on the relationship between systems (1) and (9), deﬁnitions of chaos in the sense of
Devaney and of Li–Yorke for the 2d–2D discrete system (1) are given.
Deﬁnition 3.8. Let I be a bounded subset of R , f : I3 → I and g : I3 → I be two functions, and F : I∞2 → I∞2 be a map on the
metric space (I∞2 ,d) induced by system (1), where d is a backward metric of R∞2 . If the map F (or system (9)) is transitive,
or has a dense set of periodic points, or has sensitive dependence on initial conditions on I∞2 , then system (1) (or the
system functions ( f , g)) is said to be transitive, or to have a dense set of periodic points, or to have sensitive dependence
on initial conditions (on I∞2 or on (I∞2 ,d)), respectively.
Deﬁnition 3.9. Let I be a bounded subset of R , f : I3 → I and g : I3 → I be two functions, and F : I∞2 → I∞2 be a map on
the metric space (I∞2 ,d) induced by system (1), where d is a backward metric of I∞2 . If the map F is chaotic (on I∞2 ), i.e.,
if system (9) is chaotic, then system (1) is said to be chaotic (on I∞2 ). In particular, if F (or system (9)) is chaotic on I∞2 in
the sense of Devaney or in the sense of Li–Yorke, then system (1) is said to be chaotic in the sense of Devaney or in the
sense of Li–Yorke (on I∞2 or on (I∞2 ,d)), respectively.
Deﬁnition 3.10. Let I and I be two subsets of R , h : I → I be a homeomorphism, f : I3 → I and g : I3 → I be a pair of
functions, and u : I3 → I and v : I3 → I be another pair of functions. If, for any x, y, z ∈ I ,
u
(
h(x),h(y),h(z)
)= h( f (x, y, z)) and v(h(x),h(y),h(z))= h(g(x, y, z)), (14)
then (u, v) and ( f , g) are said to be h-conjugate.
Obviously, if (u, v) and ( f , g) are h-conjugate, then ( f , g) and (u, v) are h−1-conjugate.
As an example, let I = [0,1), I = {eiθ | θ ∈ [0,2π)}, and h : I → I be a function deﬁned by h(x) = ei2πx for x ∈ [0,1),
d(x, y) = |x− y| for x, y ∈ I be a metric of I and d(z,w) = d(eiα, eiβ) = |α − β| be a metric of I , where z = eiα , w = eiβ ∈ I
and α,β ∈ [0,2π), and let ( f , g) and (u, v) be deﬁned by
f (x, y, z) = g(x, y, z) = 〈x+ y + z〉, x, y, z ∈ [0,1),
where 〈a〉 is the decimal part of a real number a, and
u(x, y, z) = v(x, y, z) = xyz, x, y, z ∈ I.
Then, h is a homeomorphism and
u
(
h(x),h(y),h(z)
)= h(x)h(y)h(z) = ei2π(x+y+z) = ei2π 〈x+y+z〉 = h( f (x, y, z)).
Hence, (u, v) and ( f , g) are h-conjugate.
4. Stability and chaos
In this section, main results on the stability and chaos of systems (1) and (9) are established.
Theorem 4.1. Let I be a bounded subset of R, (x∗, y∗) ∈ I2 be a ﬁxed point of system (1), f : I3 → I and g : I3 → I be two functions,
and F : I∞2 → I∞2 be a map on I∞2 induced by system (1). If d is an F–B metric of I∞2 , then system (1) is stable about the ﬁxed point
(x∗, y∗) if and only if system (9) is stable about the ﬁxed point x˜∗ = {(x˜n, y˜n) = (x∗, y∗)}∞n=0 ∈ I∞2 (on (I∞2 ,d)).
Proof. Necessity. It is to prove that for any ε > 0 there exists a δ > 0 such that for any sequence Ψ = {(φ0,n,ψ0,n)}∞n=0 ∈ I∞2
with d(Ψ, x˜∗) < δ, the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (9) with the initial condition Ψ satisﬁes
d(xm, x˜∗) < ε for all m ∈ N1.
Since d is a backward metric of I∞2 , there exists a ρ > 0 such that for any sequence y = {(y1,n, y2,n)}∞n=0 ∈ I∞2 with|y1,n − x∗| < ρ and |y2,n − y∗| < ρ for all n ∈ N0, one has d(y, x˜∗) < ε.
From the given conditions, there exists a number η ∈ (0,ρ) such that for any sequence Ψ = {(φ0,n,ψ0,n)}∞n=0 with|φ0,n − x∗| < η and |ψ0,n − y∗| < η for all n ∈ N0, the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (1) with the
initial condition Ψ satisﬁes |x1(m,n) − x∗| < ρ and |x2(m,n) − y∗| < ρ for all (m,n) ∈ N1 × N0.
Moreover, in view of the condition that d is a forward metric of I∞2 , there exists a constant δ > 0 such that for any
point x0 = Φ = {(α0,n, β0,n)}∞n=0 ∈ I∞2 with d(Φ, x˜∗) < δ, one has |α0,n − x∗| < η and |β0,n − y∗| < η for all n ∈ N0. Hence,
the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of (9) with the initial condition Φ satisﬁes |x1(m,n) − x∗| < ρ and|x2(m,n) − y∗| < ρ for all (m,n) ∈ N1 × N0.
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(x∗, y∗)}∞n=0 ∈ I∞ .
Suﬃciency. It is to prove that for any ε > 0 there exists a δ > 0 such that for any sequence Ψ = {(φ0,n,ψ0,n)}∞n=0 ∈ I∞2
with |φ0,n − x∗| < δ and |ψ0,n − y∗| < δ, the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (1) with the initial
condition Ψ satisﬁes |x1(m,n) − x∗| < ε and |x2(m,n) − y∗| < ε for all (m,n) ∈ N1 × N0.
Since d is a forward metric of I∞2 , there exists a θ > 0 such that for any point y = {(y1,n, y2,n)}∞n=0 ∈ I∞2 with d(y, x˜∗) < θ ,
one has |y1,n − x∗| < ε and |y2,n − y∗| < ε for all n ∈ N0.
From the given conditions, there exists η ∈ (0, θ) such that for any Φ = {(α0,n, β0,n)}∞n=0 with d(Φ, x˜∗) < η, the solution
x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (9) with the initial condition Φ satisﬁes d(xm, x˜∗) < θ for all m ∈ N1.
Therefore, in view of the condition that d is a backward metric of I∞2 , there exists a constant δ > 0 such that for any
point x0 = Ψ = {(φ0,n,ψ0,n)}∞n=0 ∈ I∞2 with |φ0,n − x∗| < δ and |ψ0,n − y∗| < δ for all n ∈ N0, one has d(Ψ, x˜∗) < η. Hence,
the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (1) with the initial condition Ψ satisﬁes d(xm, x˜∗) < θ for all
m ∈ N1.
Thus, |x1(m,n) − x∗| < ε and |x2(m,n) − y∗| < ε for all (m,n) ∈ N1 × N0. Consequently, system (1) is stable about the
ﬁxed point (x∗, y∗).
The proof is completed. 
Theorem 4.2. Let I be a bounded subset of R, (x∗, y∗) ∈ I2 be a ﬁxed point of system (1), f : I3 → I and g : I3 → I be two
functions, and F : I∞2 → I∞2 be a map on the metric space (I∞2 ,d2) induced by system (1), where d2 is deﬁned by (5). If sys-
tem (1) is exponentially stable about the ﬁxed point (x∗, y∗), then system (9) is also exponentially stable about the ﬁxed point
x˜∗ = {(x˜n, y˜n) = (x∗, y∗)}∞n=0 ∈ I∞2 .
Proof. If system (1) is exponentially stable about the ﬁxed point (x∗, y∗), then there exist ξ ∈ (0,1) and B,M > 0 such
that the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (1), with any bounded initial condition Ψ = {(φn,ψn) =
(φ0,n,ψ0,n)}∞n=0 ∈ I∞2 such that |φn − x∗| B and |ψn − y∗| B , satisﬁes |x1(m,n) − x∗| < Mξm and |x2(m,n) − y∗| < Mξm
for all (m,n) ∈ N1 × N0.
From the given conditions, for any point x0 = Φ = {(αn, βn) = (α0,n, β0,n)}∞n=0 ∈ I∞2 with d2(Φ, x˜∗) < B , one has |αn −
x∗| B and |βn − y∗| B for all n ∈ N0. Hence, the solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (9) with the
initial condition Φ satisﬁes |x1(m,n)− x∗| < Mξm and |x2(m,n)− y∗| < Mξm for all (m,n) ∈ N1 × N0, i.e., d2(xm, x˜∗) Mξm .
The proof is completed. 
The following result is taken from [10].
Lemma 4.1. Let D ⊆ R3 be a convex domain and (x0, y0, z0) ∈ D. Assume that the function f (x, y, z) is continuously differentiable
on D. Then, for any (x˜, y˜, z˜) ∈ D, there exists a constant t0 = t(x˜, y˜, z˜) ∈ (0,1) such that
f (x˜, y˜, z˜) − f (x0, y0, z0) = f ′x(λ,η, θ)(x˜− x0) + f ′y(λ,η, θ)( y˜ − y0) + f ′z(λ,η, θ)(z˜ − z0),
where λ = x0 + t0(x˜− x0), η = y0 + t0( y˜ − y0) and θ = z0 + t0(z˜ − z0).
Theorem 4.3. Let I be a bounded interval of R, f : I3 → I and g : I3 → I be two continuously differentiable functions, and (x∗, y∗) ∈ I
be a ﬁxed point of system (1). Under the same conditions as in Theorems 4.1–4.2, if, for all x, y, z ∈ I ,
∣∣ f ′x(x, y, z)∣∣+ ∣∣ f ′y(x, y, z)∣∣+ ∣∣ f ′z(x, y, z)∣∣ 1,∣∣g′x(x, y, z)∣∣+ ∣∣g′y(x, y, z)∣∣+ ∣∣g′z(x, y, z)∣∣ 1, (15)
then system (1) is stable about the ﬁxed point (x∗, y∗).
In addition, if there exists a constant r ∈ (0,1) such that
∣∣ f ′x(x∗, x∗, y∗)∣∣+ ∣∣ f ′y(x∗, x∗, y∗)∣∣+ ∣∣ f ′z(x∗, x∗, y∗)∣∣ r,∣∣g′x(y∗, y∗, x∗)∣∣+ ∣∣g′y(y∗, y∗, x∗)∣∣+ ∣∣g′z(y∗, y∗, x∗)∣∣ r, (16)
then system (1) is exponentially stable about the ﬁxed point (x∗, y∗).
Proof. Obviously, I3 is a convex domain. If (15) holds, then, in view of the given conditions and Lemma 4.1, for any points
(x, y, z), (s, t,u) ∈ I3, there exist constants t0 = t(x, y, z) ∈ (0,1) and t0 = t(s, t,u) ∈ (0,1) such that
f (x, y, z) − f (x∗, x∗, y∗)= f ′x(λ,η, θ)(x− x∗)+ f ′y(λ,η, θ)(y − x∗)+ f ′z(λ,η, θ)(z − y∗),
g(s, t,u) − g(y∗, y∗, x∗)= g′x(μ,ν,ω)(s − y∗)+ g′y(μ,ν,ω)(t − y∗)+ g′z(μ,ν,ω)(u − x∗), (17)
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x∗ + t0(u − x∗). Obviously,∣∣λ − x∗∣∣ ∣∣x− x∗∣∣, ∣∣η − x∗∣∣ ∣∣y − x∗∣∣, ∣∣θ − y∗∣∣ ∣∣z − y∗∣∣,∣∣μ − y∗∣∣ ∣∣s − y∗∣∣, ∣∣ν − y∗∣∣ ∣∣t − y∗∣∣, ∣∣ω − x∗∣∣ ∣∣u − x∗∣∣.
For any suﬃciently small number ε > 0, let δ ∈ (0, ε), and let Ψ = {(φ0,n,ψ0,n)}∞n=0 be a given bounded sequence
deﬁned on Ω which satisﬁes |φ0,n − x∗| < δ, |ψ0,n − y∗| < δ, φ0,n ∈ I , ψ0,n ∈ I for all n ∈ N0. Let the sequence x =
{(x1(m,n), x2(m,n))}∞m,n=0 be a solution of system (1) with the initial condition Ψ . Then x1(m,n), x2(m,n) ∈ I for all
m,n = 0,1,2, . . . . Based on (1) and the inequalities∣∣x1(0,0) − x∗∣∣ δ, ∣∣x1(0,1) − x∗∣∣ δ, ∣∣x2(0,0) − y∗∣∣ δ,
as well as (15), (17) and Lemma 4.1, it can be veriﬁed that there exists a constant
t0,0 = t
(
x1(0,0), x1(0,1), x2(0,0)
) ∈ (0,1)
such that∣∣x1(1,0) − x∗∣∣= ∣∣ f (x1(0,0), x1(0,1), x2(0,0))− f (x∗, x∗, y∗)∣∣

∣∣ f ′x(λ,η, θ)∣∣∣∣x1(0,0) − x∗∣∣+ ∣∣ f ′y(λ,η, θ)∣∣∣∣x1(0,1) − x∗∣∣+ ∣∣ f ′z(λ,η, θ)∣∣∣∣x2(0,0) − y∗∣∣ ε, (18)
where λ = x∗ +t0,0(x1(0,0)−x∗), η = x∗ +t0,0(x1(0,1)−x∗) and θ = y∗+t0,0(x2(0,0)− y∗). Similarly, there exists a constant
t0,0 = t(x2(0,0), x2(0,1), x1(0,0)) ∈ (0,1) such that∣∣x2(1,0) − y∗∣∣= ∣∣g(x2(0,0), x2(0,1), x1(0,0))− g(y∗, y∗, x∗)∣∣

∣∣g′x(μ,ν,ω)∣∣∣∣x2(0,0) − y∗∣∣+ ∣∣g′y(μ,ν,ω)∣∣∣∣x2(0,1) − y∗∣∣+ ∣∣g′z(μ,ν,ω)∣∣∣∣x1(0,0) − x∗∣∣ ε, (19)
where μ = y∗ + t0,0(x2(0,0) − y∗), ν = y∗ + t0,0(x2(0,1) − y∗) and ω = x∗ + t0,0(x1(0,0) − x∗).
In general, one obtains∣∣x1(1,n) − x∗∣∣ ε, ∣∣x2(1,n) − y∗∣∣ ε for all n ∈ N0.
Assume that for a certain integer k 1 and for any i ∈ {1, . . . ,k},∣∣x1(i,n) − x∗∣∣ ε, ∣∣x2(i,n) − y∗∣∣ ε for all n ∈ N0.
Then, in view of (1), (17), (18) and (19), there exist constants tk,n ∈ (0,1) and tk,n ∈ (0,1) such that∣∣x1(k + 1,n) − x∗∣∣ ∣∣ f ′x(λ,η, θ)∣∣∣∣x1(k,n) − x∗∣∣+ ∣∣ f ′y(λ,η, θ)∣∣∣∣x1(k,n + 1) − x∗∣∣+ ∣∣ f ′z(λ,η, θ)∣∣∣∣x2(k,n) − y∗∣∣ ε,∣∣x2(k + 1,n) − y∗∣∣= ∣∣g(x2(k,n), x2(k,n + 1), x1(k,n))− g(y∗, y∗, x∗)∣∣ ε,
where λ = x∗ + tk,n(x1(k,n) − x∗), η = x∗ + tk,n(x1(k,n + 1) − x∗), θ = y∗ + tk,n(x2(k,n) − y∗), μ = y∗ + tk,n(x2(k,n) − y∗),
ν = y∗ + tk,n(x2(k,n + 1) − y∗) and ω = x∗ + tk,n(x1(k,n) − x∗).
Therefore, by induction, |x1(m,n) − x∗| ε and |x2(m,n) − y∗| ε for all m,n = 0,1, . . . , i.e., system (1) is stable about
the ﬁxed point (x∗, y∗).
In addition, if (16) holds, then, from the given conditions, there exist two positive numbers M > 0 and ξ ∈ (r,1) such
that for any (x, y, z) ∈ I3 satisfying |x− x∗| < M , |y − x∗| < M , |z − y∗| < M , |u − y∗| < M , |v − y∗| < M and |w − x∗| < M ,
one has∣∣ f ′x(x, y, z)∣∣+ ∣∣ f ′y(x, y, z)∣∣+ ∣∣ f ′z(x, y, z)∣∣ ξ,∣∣g′x(u, v,w)∣∣+ ∣∣g′y(u, v,w)∣∣+ ∣∣g′z(u, v,w)∣∣ ξ. (20)
Let B ∈ (0,M) be a given constant and Ψ = {(φ0,n,ψ0,n)}∞n=0 ∈ I∞2 be a given bounded sequence deﬁned on Ω , which
satisﬁes |φ0,n − x∗| < B and |ψ0,n − y∗| < B for all n ∈ N0, and moreover let sequence x = {(x1(m,n), x2(m,n))}∞m,n=0 be a
solution of system (1) with the initial condition Ψ . Then, x1(m,n), x2(m,n) ∈ I for all m,n = 0,1,2, . . . . Based on (1) and
the inequalities∣∣x1(0,0) − x∗∣∣ B < M, ∣∣x1(0,1) − x∗∣∣ B < M and ∣∣x2(0,0) − y∗∣∣ B < M,
as well as (16), (17) and Lemma 4.1, it can be veriﬁed that there exists a constant
t0,0 = t
(
x1(0,0), x1(0,1), x2(0,0)
) ∈ (0,1)
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
∣∣ f ′x(λ,η, θ)∣∣∣∣x1(0,0) − x∗∣∣+ ∣∣ f ′y(λ,η, θ)∣∣∣∣x1(0,1) − x∗∣∣+ ∣∣ f ′z(λ,η, θ)∣∣∣∣x2(0,0) − y∗∣∣ Mξ,
where λ = x∗ + t0,0(x1(0,0) − x∗), η = x∗ + t0,0(x1(0,1) − x∗) and θ = y∗ + t0,0(x2(0,0) − y∗). Similarly,∣∣x2(1,0) − y∗∣∣= ∣∣g(x2(0,0), x2(0,1), x1(0,0))− g(y∗, y∗, x∗)∣∣ Mξ.
In general, one has∣∣x1(1,n) − x∗∣∣< Mξ, ∣∣x2(1,n) − y∗∣∣< Mξ for all n ∈ N0.
Assume that for a certain integer k 1 and for any i ∈ {1, . . . ,k},∣∣x1(i,n) − x∗∣∣< Mξ i, ∣∣x2(i,n) − y∗∣∣< Mξ i for all m ∈ N0.
Then, from (1), (18) and (19), it follows that there exist constants tk+1,n , tk+1,n ∈ (0,1) such that∣∣x1(k + 1,n) − x∗∣∣ ∣∣ f ′x(λ,η, θ)∣∣∣∣x1(k,n) − x∗∣∣+ ∣∣ f ′y(λ,η, θ)∣∣∣∣x1(k,n + 1) − x∗∣∣+ ∣∣ f ′z(λ,η, θ)∣∣∣∣x2(k,n) − x∗∣∣ Mξk+1,∣∣x2(k + 1,n) − y∗∣∣= ∣∣g(x2(k,n), x2(k,n + 1), x1(k,n))− g(y∗, y∗, x∗)∣∣ Mξk+1.
Therefore, by induction, |x1(m,n) − x∗|  Mξm and |x2(m,n) − y∗|  Mξm for all m ∈ N1 and n ∈ N0, i.e., system (1) is
exponentially stable about the ﬁxed point (x∗, y∗).
The proof is completed. 
Corollary 4.1. Under the same conditions as in Theorem 4.3, if I is a bounded interval and (15) holds, then system (9) is stable about
the ﬁxed point x˜∗ = {(x˜n, y˜n) = (x∗, y∗)}∞n=0 in the metric space (I∞2 ,d2). If (16) holds, then system (9) is exponentially stable about
the ﬁxed point x˜∗ = {(x˜n, y˜n) = (x∗, y∗)}∞n=0 in (I∞2 ,d2).
From the Banach contraction mapping theorem, one can obtain the following result.
Theorem 4.4. Let I be a bounded subset of R, f : I3 → I and g : I3 → I be two functions, and x˜∗ = {x
,n | 
 = 1,2, n = 0,1, . . .}
be a ﬁxed point of system (9). If F : I∞2 → I∞2 deﬁned in (8) is a contraction map in the metric space (I∞2 ,d), then system (9) is
exponentially stable about the ﬁxed point x˜∗ .
Proof. From the given conditions, there exists a constant ξ ∈ (0,1) such that
d
(
F (x), F (y)
)
 ξd(x, y) for all x, y ∈ I∞2 .
Thus, for any solution x = {xm = {(x1(m,n), x2(m,n))}∞n=0}∞m=0 of system (9), one has
d
(
xm, x˜
∗)= d(F (xm−1), F (x˜∗)) ξd(xm−1, x˜∗) · · · d(x0, x˜∗)ξm.
Hence, system (9) is exponentially stable about the ﬁxed point x˜∗ . The proof is completed. 
Similar to Theorem 4.3, the following result holds.
Theorem 4.5. Let I be a bounded subset of R and f : I3 → I and g : I3 → I be two continuously differentiable functions. If there exists
a constant r ∈ (0,1) such that∣∣ f ′x(x, y, z)∣∣+ ∣∣ f ′y(x, y, z)∣∣+ ∣∣ f ′z(x, y, z)∣∣ r for all x, y, z ∈ I,∣∣g′x(x, y, z)∣∣+ ∣∣g′y(x, y, z)∣∣+ ∣∣g′z(x, y, z)∣∣ r for all x, y, z ∈ I,
then the map F : I∞2 → I∞2 deﬁned in (9) is a contraction map in the metric space (I∞2 ,d2). In particular, if r < 1/3, then F is a
contraction map in (I∞2 ,d1).
As an example, if |a|+ |b|+ |c| < 1 and |p|+ |q|+ |r| < 1, then by Theorems 4.3 and 4.5, system (2) is exponentially stable
about the ﬁxed point (0,0) and system (9) induced by system (2) is exponentially stable about the ﬁxed point x˜∗ = (0,0, . . .)
in the metric space (I∞2 ,d2), where I = (−r, r) for any number r ∈ R .
Next, consider another 2d–2D discrete system of the form{
x1(m + 1,n) = u
(
x1(m,n), x1(m,n + 1), x2(m,n)
)
,
x (m + 1,n) = v(x (m,n), x (m,n+ 1), x (m,n)), m,n ∈ N , (21)2 2 2 1 0
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xm+1 = U (xm), xm =
{(
x1(m,n), x2(m,n)
)}∞
n=0 ∈ R∞2 , m ∈ N0. (22)
Let I and I be two bounded subsets of R , d and d be two metrics on I∞2 and I∞2 , respectively, and h : I → I be a
homeomorphism. Deﬁne a map H : I∞2 → I∞2 as follows:
H(x) =
(
h(x0),h(x1), . . . ,h(xn), . . .
h(y0),h(y1), . . . ,h(yn), . . .
)
= z ∈ I∞2 , x =
{
(xn, yn)
}∞
n=0 ∈ I∞2 . (23)
In the following, the map H : I∞2 → I∞2 is said to be induced by the homeomorphism h : I → I . It is easy to prove that H is
a one-to-one and onto map, hence is invertible.
Theorem 4.6. Let I and I be two bounded subsets of R and h : I → I be a homeomorphism. If the functions ( f , g) : I3 → I and
(u, v) : I3 → I are h-conjugate, and ( f , g, F ) and (u, v,U ) are two triples of maps associated with the corresponding systems (1),
(9), (21) and (22), respectively, then F : I∞2 → I∞2 deﬁned in the metric space (I∞2 ,d) and U : I∞2 → I∞2 deﬁned in the metric space
(I∞2 ,d) are uniformly conjugate, where (I∞2 ,d) is equivalent to (I∞2 ,d) with respect to the map H : I∞2 → I∞2 induced by h.
Proof. From the given conditions, H is a one-to-one and onto map, therefore invertible, and H and H−1 are both continuous.
Since (I∞2 ,d) is equivalent to (I∞2 ,d) with respect to the map H : I∞2 → I∞2 induced by h, there exist two constants 0 <
α < β such that
αd(x, y) d
(
H(x), H(y)
)
 βd(x, y) for all x, y ∈ I∞2 .
Hence H and H−1 are both uniformly continuous.
In addition, for any x = {(xn, yn)}∞n=0 ∈ I∞2 ,
F
(
H(x)
)= ( f (h(x0),h(x1),h(y0)), f (h(x1),h(x2),h(y1)), . . .
g(h(y0),h(y1),h(x0)), g(h(y1),h(y2),h(x1)), . . .
)
=
(
h(u(x0, x1, y0)),h(u(x1, x2, y1)), . . .
h(v(y0, y1, x0)),h(v(y1, y2, x1)), . . .
)
= H(U (x)).
Therefore, F and U are uniformly conjugate. The proof is completed. 
In the following, a relationship between systems (1) and (21) is established.
Theorem 4.7. Let I and I be two bounded subsets of R and h : I → I be a homeomorphism. If the functions ( f , g) : I3 → I and
(u, v) : I3 → I are h-conjugate, and (I∞2 ,d) is equivalent to (I∞2 ,d) with respect to the map induced by h, then system (1) is chaotic
in the sense of Devaney (or in the sense of Li–Yorke) on I∞2 with metric d if and only if system (21) is chaotic in the sense of Devaney
(or in the sense of Li–Yorke) on I∞2 with metric d.
Proof. Let ( f , g, F ) and (u, v,U ) be two triples of maps associated with systems (1) and (9), and with systems (21) and (22),
respectively. Also, let F and U be deﬁned on I∞2 and I∞2 , respectively. In view of Lemma 2.1, it suﬃces to prove that F and U
are uniformly conjugate.
Let H : I∞2 → I∞2 be a map deﬁned by (23). Then, from Theorem 4.6, H is a uniform homeomorphism. Hence, in view of
the given conditions, F and U are indeed uniformly conjugate. The proof is thus completed. 
5. Illustrative examples
In this section, examples are given to illustrate that system (1) is chaotic in the sense of Devaney and also in the sense
of Li–Yorke under certain conditions.
5.1. Chaos in the sense of Devaney
Consider a 2d–2D discrete system of the form{
xm+1,n = f (xm,n, xm,n+1, ym,n) = 〈rxm,n + sxm,n+1 + tym,n〉,
ym+1,n = g(ym,n, ym,n+1, xm,n) = 〈αym,n + β ym,n+1 + σ xm,n〉, (24)
where m,n ∈ N0, r, s, t,α,β,σ are positive integers, 〈x〉 denotes the decimal part of the real number x ∈ R , f : I3 → I and
g : I3 → I are two functions, and I = [0,1).
In the following, it is to prove that system (24) is chaotic in the sense of Devaney on I∞2 with metric d1, where d1 is
deﬁned by (4).
First, it is to prove that system (24) is transitive on (I∞,d1).2
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a = {(a1,i,a2,i)}∞i=0 =
(
a1,0,a1,1, . . .
a2,0,a2,1, . . .
)
∈ U ,
there exists a constant θ > 0 such that
Bθ (a) =
{
y = {(y1,i, y2,i)}∞i=0 =
(
y1,0, y1,1, . . .
y2,0, y2,1, . . .
)
∈ I∞2
∣∣∣ d1(a, y) < θ
}
⊆ U .
It is obvious that there exists an integer M > 0 such that
1
2M
+ 1
2M+1
+ · · · =
∞∑
i=M
1
2i
<
θ
6
.
Hence, in view of the deﬁnition of d1, one has{
y = {(y1,i, y2,i)}∞i=0 ∈ I∞2
∣∣∣ |yk,i − ak,i | < θ6 , yk, j ∈ [0,1), k = 1,2; i = 0,1, . . . ,M − 1; j  M
}
⊆ Bθ (a).
Similarly, take a point b = {(b1,i,b2,i)}∞i=0 ∈ V . Then there exist an integer T > 0 and a constant η > 0 such that
Bη(b) ⊆ V and{
y = {(y1,i, y2,i)}∞i=0 ∈ I∞2
∣∣∣ |yk,i − bk,i | < η6 , yk, j ∈ [0,1), k = 1,2; i = 0,1, . . . , T − 1; j  T
}
⊆ Bη(b).
Let S = max{M, T } and λ =min{θ,η}. Then{
y = {(y1,i, y2,i)}∞i=0 ∈ I∞2
∣∣∣ |yk,i − ak,i | < λ6 , yk, j ∈ [0,1), k = 1,2; i = 0,1, . . . , S − 1; j  S
}
⊆ Bθ (a),{
y = {(y1,i, y2,i)}∞i=0 ∈ I∞2
∣∣∣ |yk,i − bk,i | < λ6 , yk, j ∈ [0,1), k = 1,2; i = 0,1, . . . , S − 1; j  S
}
⊆ Bη(b). (25)
Let W >max{s, β} > 0 be a suﬃciently large prime number and
A =
{
j
W
∣∣∣ j = 0,1, . . . ,W − 1}= {0, 1
W
,
2
W
, . . . ,
W − 1
W
}
such that for any i = 0,1,2, . . . , S − 1, there exist ui, vi,wi, zi ∈ {0,1, . . . ,W − 1} such that∣∣∣∣ uiW − a1,i
∣∣∣∣< λ6 ,
∣∣∣∣ viW − a2,i
∣∣∣∣< λ6 ,
∣∣∣∣wiW − b1,i
∣∣∣∣< λ6 ,
∣∣∣∣ ziW − b2,i
∣∣∣∣< λ6 . (26)
Let F : I∞2 → I∞2 be a map induced by system (24). Then, for any integer n > 0 and any x = {(x1,i, x2,i)}∞i=0 ∈ I∞2 , by induc-
tion, one has
F (x) =
( 〈rx1,0 + sx1,1 + tx2,0〉, 〈rx1,1 + sx1,2 + tx2,1〉, . . .
〈αx2,0 + βx2,1 + σ x1,0〉, 〈αx2,1 + βx2,2 + σ x1,1〉, . . .
)
,
F 2(x) =
( 〈(r2 + tσ)x1,0 + 2srx1,1 + (r + α)tx2,0 + (s + β)tx2,1 + s2x1,2〉, . . .
〈(α2 + tσ)x2,0 + 2αβx2,1 + (α + r)σ x1,0 + (β + s)σ x1,1 + β2x2,2〉, . . .
)
,
.
.
.
and, in general, for an integer n > 0, there exist positive integers ci(m) = ci(r, s, t,α,β,σ ,m) for m = 0,1, . . . ,n − 1 and
i = 1,2,3,4 such that
Fn(x) =
{( 〈∑n−1m=0(c1(k +m)x1,k+m + c2(k +m)x2,k+m) + snx1,k+n〉
〈∑n−1m=0(c3(k +m)x2,k+m + c4(k +m)x1,k+m) + βnx2,k+n〉
)}∞
k=0
. (27)
Obviously, for any positive integers c1, c2, c3, c4 and any k1,k2, j1,i, j2,i ∈ {0,1, . . . ,W −1} with i ∈ {0,1, . . . ,n−1}, there
exist integers j1,n, j2,n ∈ {0,1, . . . ,W − 1} such that〈
n−1∑
m=0
(
c1
j1,m
W
+ c2 j2,m
W
)〉
∈ A,
〈
n−1∑
m=0
(
c3
j1,m
W
+ c4 j2,m
W
)〉
∈ A,
and 〈
n−1∑(
c1
j1,m
W
+ c2 j2,m
W
)
+ s
n j1,n
W
〉
= k1
W
,
〈
n−1∑(
c3
j1,m
W
+ c4 j2,m
W
)
+ β
n j2,n
W
〉
= k2
W
. (28)m=0 m=0
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{0,1, . . . ,W − 1} such that〈
S−1∑
m=0
c1(m)um + c2(m)vm
W
+ s
SuS
W
〉
= w0
W
,
〈
S−1∑
m=0
c3(m)vm + c4(m)um
W
+ β
S v S
W
〉
= z0
W
,
〈
S∑
m=1
c1(m)um + c2(m)vm
W
+ s
SuS+1
W
〉
= w1
W
,
〈
S∑
m=1
c3(m)vm + c4(m)um
W
+ β
S v S+1
W
〉
= z1
W
, . . . .
Let u = {(ui/W , vi/W )}∞i=0 and w = {(wi/W , zi/W )}∞i=0. Then u ∈ U , w ∈ V , and F S(u) = w . Hence, system (24) is transi-
tive on (I∞2 ,d1).
Second, it is to prove that system (24) has a dense set of periodic points.
Lemma 5.1. For any n ∈ N0 , let An be the set of all solutions of the following equations:
F (x0) = x1, F (x1) = x2, . . . , F (xn−1) = xn, F (xn) = x0, (29)
where xi = {(x1(i,k), x2(i,k))}∞k=0 ∈ I∞2 for all i = 0,1, . . . ,n. Then, the set A =
⋃∞
n=0 An of periodic points of F is dense on (I∞2 ,d1),
where d1 is deﬁned by (4) and F : I∞2 → I∞2 is a map induced by system (24).
Proof. Since ( f , g, F ) is a triple of maps associated with systems (9) and (24), Eq. (29) is equivalent to the following
equations:{
x1(1,k) =
〈
rx1(0,k) + sx1(0,k + 1) + tx2(0,k)
〉
,
x2(1,k) =
〈
αx2(0,k) + βx2(0,k + 1) + σ x1(0,k)
〉
, k = 0,1, . . . ,
.
.
.{
x1(n,k) =
〈
rx1(n − 1,k) + sx1(n − 1,k + 1) + tx2(n − 1,k)
〉
,
x2(n,k) =
〈
αx2(n − 1,k) + βx2(n − 1,k + 1) + σ x1(n − 1,k)
〉
,{
x1(0,k) =
〈
rx1(n,k) + sx1(n,k + 1) + tx2(n,k)
〉
,
x2(0,k) =
〈
αx2(n,k) + βx2(n,k + 1) + σ x1(n,k)
〉
, k = 0,1, . . . .
Hence, by iteration, for all k = 0,1,2, . . . , one has
x1(0,k) =
〈
n∑
m=0
(
c1(m)x1(0,k +m) + c2(m)x2(0,k +m)
)+ sn+1x1(0,k + n+ 1)
〉
,
x2(0,k) =
〈
n∑
m=0
(
c3(m)x2(0,k +m) + c4(m)x1(0,k +m)
)+ βn+1x2(0,k + n+ 1)
〉
, (30)
where ci(m) are positive integers for m = 0,1, . . . ,n and
ci(m) = ci(r, s, t,α,β,σ ,k +m), i = 1,2,3,4, k = 0,1,2, . . . .
Let a =
(
a1,0 a1,1 ···
a2,0 a2,1 ···
)
be any point in I∞2 , ε be any small positive number, and Bε(a) ⊆ I∞2 be any open ball centered at a.
Deﬁne a sequence of sets as follows:
VM =
{
b =
(
b1,0 b1,1 · · ·
b2,0 b2,1 · · ·
)
∈ I∞2
∣∣∣ |bi, j − ai, j| < ε6 , bi,m ∈ [0,1), i = 1,2; j = 0, . . . ,M; m = M + 1,M + 2, . . .
}
,
where M ∈ N0. Then, from the deﬁnition of the metric d1 given in (4), there exists a suﬃciently large prime number M0 > 0
such that for any b = {(b1, j,b2, j)}∞j=0 ∈ VM0 , d1(a,b) < ε, i.e., VM0 ⊆ Bε(a) ⊆ I∞2 .
Take n = M0. Let W >max{s, β} > 0 be a suﬃciently large prime number and
B =
{
j
W
∣∣∣ j = 0,1, . . . ,W − 1}= {0, 1
W
,
2
W
, . . . ,
W − 1
W
}
.
Similar to the above proof, there exist a point b = {(b1,i,b2,i)}∞i=0 ∈ I∞2 with bi, j ∈ B for all i = 1,2 and j ∈ {0,1, . . .} such
that
|bi, j − ai, j| < ε , i = 1,2; j = 0,1, . . . ,n,6
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Hence, the set A =⋃∞n=0 An of periodic points of F is dense in I∞2 . The proof is thus completed. 
In view of Lemma 5.1 and its proof, it is clear that system (24) has a dense set of periodic points.
Third, similar to the above proof, it can be shown that system (24) has sensitive dependence on initial conditions.
Therefore, system (24) is chaotic in the sense of Devaney on I∞2 with metric d1, where the backward metric d1 is deﬁned
in (4).
As a special case of system (24), one can see that the 2d–2D discrete system{
xm+1,n = 〈xm,n + 2xm,n+1 + 3ym,n〉,
ym+1,n = 〈3ym,n + 2ym,n+1 + xm,n〉
is chaotic in the sense of Devaney on I∞2 with metric d1 deﬁned by (4), where I = [0,1).
Remark 5.1. In [8], the following 1d–2D discrete system was considered:
xm+1,n = f (xm,n, xm,n+1) = 〈xm,n + xm,n+1〉, (31)
where f : I × I → I is a function and I = [0,1). It was proved in [8] that system (31) is chaotic on (I∞, d˜1) in the sense of
Devaney, where I∞ = I × I × · · · and
d˜1(a,b) =
∞∑
i=0
|ai − bi |
2n
for all a = {ai}∞i=0, b = {bi}∞i=0 ∈ I∞.
In the following, a counterexample is given to illustrate that the proof in [8] has some logical errors and a method
similar to the above proof should be used to prove that system (31) is chaotic on (I∞, d˜1) in the sense of Devaney.
Let a ∈ I = [0,1), b ∈ [0,1] and
a,b =
{
(a,b), 0 a < b  1,
(a,1) ∪ [0,b), 0 b  a < 1.
Denote a set  by
 = {a,b ∣∣ a ∈ I, b ∈ [0,1]}∪ {[0,1)}.
The following two results are used in [8].
Lemma A. Let a1,b1, a2,b2 ∈ . Then f (a1,b1 × a2,b2) ∈  and∣∣ f (a1,b1 × a2,b2)∣∣min{1, ∣∣a1,b1∣∣+ ∣∣a2,b2∣∣}, (32)
where |a,b| denotes the Lebesgue measure of a,b ∈ .
Let G : I∞ → I∞ be a map on I∞ induced by system (31). Then, in [8], it was pointed out that the following result can
be obtained from Lemma A.
Corollary B. Let ε > 0 be a constant and (ai,bi) ⊂ I = [0,1) with bi − ai = εi  ε for all i ∈ N0 . Then, there exists an integer n > 0
such that
Gn
( ∞∏
i=0
(ai,bi)
)
= Gn((a0,b0) × (a1,b1) × · · ·)= I∞. (33)
Corollary B plays an important role in the proof in [8]. However, since f ( Jn−1× Jn) and f ( Jn× Jn+1) are not independent
of one another for Jn ⊆ I , n = 1,2, . . . , Corollary B may not follow from Lemma A, as can be seen from the following
counterexample.
Let Jn = [0,0.5) ⊂ I = [0,1) for all n = 0,1, . . . . Then, in view of Lemma A, one has
f ( Jn × Jn+1) = [0,1) ∈  for all n = 0,1, . . . .
But it is easy to verify that
f ( Jn−1 × Jn) × f ( Jn × Jn+1) = [0,1) × [0,1), n = 1,2, . . . ,
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G
( ∞∏
i=0
J i
)
= G([0,0.5) × [0,0.5) × · · ·)= ( f ( J0 × J1), f ( J1 × J2), . . .) = I∞. (34)
In fact, suppose in the contrast that
G
( ∞∏
i=0
J i
)
= G([0,0.5) × [0,0.5) × · · ·)= I∞ = f ( J0 × J1) × f ( J1 × J2) × · · · . (35)
Take a point a = {ai}∞i=0 ∈ I∞ with
a0 = 0.9, a1 = 0.5, a2 = 0.9, a3 = 0.5, . . . , a2m = 0.9, a2m+1 = 0.5, m = 0,1, . . . .
Then, from (35), there exists a point x = {xi}∞i=0 ∈ I∞ with xi ∈ J i for all i = 0,1, . . . , such that
x0 + x1 = 0.9, x1 + x2 = 0.5, x2 + x3 = 0.9, x3 + x4 = 0.5, . . . . (36)
Hence,
x1 > 0.4, x2 < 0.1, x3 > 0.8, x4 < −0.3, x5 > 1.2, . . . ,
which contradicts the fact that xi ∈ [0,0.5) for all i = 0,1, . . . , i.e., Eq. (36) has no solution under the given conditions, and
so (35) does not hold. Hence, (34) holds, therefore one may not be able to assert that there exists an integer n ∈ {1,2, . . .}
such that
Gn
( ∞∏
i=0
(ai,bi)
)
= Gn((a0,b0) × (a1,b1) × · · ·)= I∞.
Fortunately, in view of the equality
Gn
({xi}∞i=0)=
{〈
n∑
m=0
Cmn xi+m
〉}∞
i=0
, Cim =
m!
i!(m − i)! , {xi}
∞
i=0 ∈ I∞,
similar to the proof that system (24) is chaotic on (I∞2 ,d1) in the sense of Devaney, one can still prove that system (31) is
chaotic on (I∞, d˜1) in the sense of Devaney. In other words, the problem in the proof in [8] can be ﬁxed by following the
proof given in this paper. Details are omitted here.
5.2. Chaos in the sense of Li–Yorke
Consider a 2d–2D discrete system (or 2d–2D coupled map lattice) of the form{
xm+1,n = f (xm,n, xm,n+1, ym,n) = ae(xm,n) + be(xm,n+1) + ce(ym,n),
ym+1,n = g(ym,n, ym,n+1, xm,n) = re(ym,n) + se(ym,n+1) + te(xm,n), (37)
where m,n ∈ N0, a,b, c, r, s, t are nonnegative constants satisfying a+ b+ c = r + s+ t = 1, e : I → I is a function, and I is a
bounded interval.
In the following, it is to show that if the function e : I → I is chaotic on I in the sense of Li–Yorke, then system (37) is
chaotic in the sense of Li–Yorke on I∞2 with metric d1 or d2, where the metric d1 is deﬁned in (4) and the F–B metric d2 is
deﬁned in (5).
To begin with, it is to prove that system (37) is chaotic in the sense of Li–Yorke on I∞2 with metric d1.
First, it is to prove that there exists an integer M > 0 such that for any integer p  M , the map F : I∞2 → I∞2 induced
by (37) has a primitive periodic point of period p.
Since e : I → I is chaotic on I in the sense of Li–Yorke, there exists an integer M > 0 such that for any integer p  M ,
there exists a primitive p-periodic point θ ∈ I of e such that ep(θ) = θ and ek(θ) = θ for any k ∈ {1,2, . . . , p − 1}.
For any ﬁxed integer p  M , let θ ∈ I be a primitive p-periodic point of e and Ψ = {(φn,ψn) = (φ0,n,ψ0,n) = (θ, θ)}∞n=0 be
a sequence deﬁned by φn = ψn = θ for all n = 0,1,2, . . . , and x = {xm = {(xm,n, ym,n)}∞n=0}∞m=0 be a solution of system (37)
with the initial condition Ψ . Then, x0,n = φ0,n = θ = y0,n = ψ0,n for all n = 0,1,2, . . . , with
F (x0) =
(
ae(x0,0) + be(x0,1) + ce(y0,0),ae(x0,1) + be(x0,2) + ce(y0,1), . . .
re(y0,0) + se(y0,1) + te(x0,0), re(y0,1) + se(y0,2) + te(x0,1), . . .
)
=
(
e(θ), e(θ), . . .
e(θ), e(θ), . . .
)
=
(
θ, θ, . . .
θ, θ, . . .
)
= x0,
and, in general, Fk(x0) = x0 for any k ∈ {1,2, . . . , p − 1} and
F p(x0) =
(
ep(θ), ep(θ), . . .
ep(θ), ep(θ), . . .
)
=
(
θ, θ, . . .
θ, θ, . . .
)
= x0,
i.e., x0 = {(x0,n, y0,n) = (θ, θ)}∞ ∈ I∞ is a primitive p-periodic point of F induced by system (37) for any integer p  M .n=0 2
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(i) T contains no periodic point of e;
(ii) e(T ) ⊆ T ;
(iii) for any two points x, y ∈ T with x = y, limsupk→∞ |ek(x) − ek(y)| > 0;
(iv) for every x ∈ T and any periodic point y of e, limsupk→∞ |ek(x) − ek(y)| > 0;
(v) there exists an uncountable subset T0 of T such that for any x, y ∈ T0,
lim inf
k→∞
∣∣ek(x) − ek(y)∣∣= 0.
Deﬁne two subsets, S0, S ⊆ I∞2 , as follows:
S =
{
x =
(
β,β, . . .
β,β, . . .
)
∈ I∞2
∣∣∣ β ∈ T} , S0 =
{
y =
(
γ ,γ , . . .
γ ,γ , . . .
)
∈ I∞2
∣∣∣ γ ∈ T0
}
.
It is obvious that S0 and S are uncountable, S0 ⊆ S , S contains no periodic point of F , and F (S) ⊆ S .
For any two different points,
x =
(
β,β, . . .
β,β, . . .
)
, y =
(
γ ,γ , . . .
γ ,γ , . . .
)
∈ S,
one has β,γ ∈ T with β = γ and
limsup
k→∞
d1
(
Fk(x), Fk(y)
)= 2 limsup
k→∞
∞∑
n=0
|ek(β) − ek(γ )|
2n
= 4 limsup
k→∞
∣∣ek(β) − ek(γ )∣∣> 0.
For any point x ∈ S and any periodic point y ∈ I∞2 of F , with
x =
(
β,β, . . .
β,β, . . .
)
, y =
(
x0, x1, . . .
y0, y1, . . .
)
, xn, yn ∈ I, n = 0,1, . . . ,
where β ∈ T , let p > 0 be a period of y and Fk(y) = yk = {(xkn, ykn)}∞n=0. Then
limsup
k→∞
d1
(
Fk(x), Fk(y)
)
> 0.
Otherwise, assume the contrary that limsupk→∞ d1(Fk(x), Fk(y)) = 0, i.e.,
lim
k→∞
d1
(
Fk(x), Fk(y)
)= 0.
Then, in view of Fk(x) = {(akn,bkn) = (ek(β), ek(β))}∞n=0 for any integer k > 0, F 0(y) = y and F p(y) = yp = y, there exists a
constant x∗ ∈ I such that x0n = xn = y0n = yn = x∗ for all n ∈ {0,1,2, . . .}. Hence, x∗ is a p-periodic point of e. Thus,
limsup
k→∞
∣∣ek(β) − ek(x∗)∣∣> 0.
Therefore, limsupk→∞ d1(Fk(x), Fk(y)) > 0, which is a contradiction.
For any two different points,
x =
(
β,β, . . .
β,β, . . .
)
, y =
(
γ ,γ , . . .
γ ,γ , . . .
)
∈ S0,
where β,γ ∈ T0 with β = γ , one has
lim inf
k→∞
d1
(
Fk(x), Fk(y)
)= 2 lim inf
k→∞
∞∑
n=0
|ek(β) − ek(γ )|
2n
= 4 lim inf
k→∞
∣∣ek(β) − ek(γ )∣∣= 0.
From the above proof, F is chaotic in the sense of Li–Yorke, and so system (37) is chaotic in the sense of Li–Yorke on I∞2
with metric d1.
Similarly, it can be proved that system (37) is chaotic in the sense of Li–Yorke based on I∞2 with the F–B metric d2.
As a special case, let e(x) = 4x(1 − x) with x ∈ I = [0,1], and b = c = 0.5, s = 0.75, t = 0.25 and a = r = 0. Then, since
e is a chaotic map on I in the sense of Li–Yorke, so the following 2d–2D discrete system{
xm+1,n = f (xm,n, xm,n+1, ym,n) = 2xm,n+1(1− xm,n+1) + 2ym,n(1− ym,n),
ym+1,n = g(ym,n, ym,n+1, xm,n) = 3ym,n+1(1− ym,n+1) + xm,n(1− xm,n) (38)
is chaotic in the sense of Li–Yorke on I∞2 with metric d, where d is the backward metric d1 deﬁned by (4) or the F–B
metric d2 deﬁned by (5).
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