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ABSTRACT  
   
With robots being used extensively in various areas, a certain degree of robot 
autonomy has always been found desirable. In applications like planetary exploration, 
autonomous path planning and navigation are considered essential. But every now and 
then, a need to modify the robot's operation arises, a need for a human to provide it some 
supervisory parameters that modify the degree of autonomy or allocate extra tasks to the 
robot. In this regard, this thesis presents an approach to include a provision to accept and 
incorporate such human inputs and modify the navigation functions of the robot 
accordingly. Concepts such as applying kinematical constraints while planning paths, 
traversing of unknown areas with an intent of maximizing field of view, performing 
complex tasks on command etc. have been examined and implemented. The approaches 
have been tested in Robot Operating System (ROS), using robots such as the iRobot 
Create, Personal Robotics (PR2) etc. Simulations and experimental demonstrations have 
proved that this approach is feasible for solving some of the existing problems and that it 
certainly can pave way to further research for enhancing functionality. 
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INTRODUCTION 
Planetary Robotics and the Need for Autonomy 
One of the most important application of robots is in scientific exploration and 
most importantly, in extra-terrestrial planetary exploration. The presence of chaotic and 
unpredictable parameters in such environments is one of the major problems that has led 
to a wide amount of research in the field of navigation and motion planning. Because of 
this reason, it is usually desired of a robot to execute its tasks with a certain level of self-
sufficiency rather than a continuous dependence on human inputs. In order to enable 
reliability of success of a robot unknown environment such as on a planetary surface, that 
robot must have adaptable software which can determine how to respond in unforeseen 
situations. Such adaptability is a form of intelligence involving reasoning, decision 
making and fault tolerance.  
Autonomy is implemented using a mixture of various techniques from control 
theory, artificial intelligence, signal processing, cognitive science, and linguistics. A very 
common approach used to achieve autonomy on a robotic platform is what’s referred to 
as the sense-plan-act model of decision-making. This model is typified by artificial 
intelligence techniques, such as logics and planning algorithms and usually also 
incorporates theoretic concepts from control, which have been used very successfully in 
various other fields such as aviation, aeronautics, missile control, and etc.  
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Path Planning 
Path planning is considered to be one of the most significant problems in robotics 
research. Given a start estimate and a final goal, path planning is the procedure of coming 
up with navigation solutions in environments ranging from completely well known to 
moderately unpredictable. Path planning solutions usually take inputs from various 
sensory appliances that are used in conjunction with the robot itself, and try to generate 
the best path between two points in the forms of speed and rotation commands to the 
robot’s moving mechanisms. A basic motion planning problem is to produce a trajectory 
or a set of points that can facilitate a smooth motion that connects an initial configuration 
A and a goal configuration B, while avoiding collision with obstacles. The robot and 
obstacle geometry and the path are described in a 2D or 3D space. 
Necessity of Human Supervision 
Lunar and planetary surfaces are the one of the most hostile working 
environments into which any entity can be sent. Owing to this reason, intelligent robots 
are often sought after to replace or precede human presence in such environments. 
However, whenever the limits of autonomy are reached, a human will need to intervene, 
preferably by tele-supervising the robotic assets. Employing an effective tele-supervision 
architecture to augment the ingenuity and intuition of a human supervisor with state-of-
the-art autonomous systems results in a manifold increase in the human’s performance 
and a significant improvement in safety. This completely changes the risk profile of a 
mission, and allows astronauts to perform substantial amounts of hazardous work from a 
well-supplied operations base.  
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The scales of autonomy can be of different types between a robot and a human. 
Some main types have been specified by Miller and Parasuraman (2007) as listed below: 
1. Complete human control, no assistance from robot. 
2. Human receives suggestions from robot and approves them. 
3. Robot executes tasks automatically with feedback to human. 
4. Robot takes decisions and acts autonomously, ignoring the human. 
 
Variations of this scale have been developed and used by various authors. 
Importantly, Miller and Parasuraman (2007) have noted that such scales may not be 
applicable to an entire problem domain but are rather most useful when applied to each 
subtask within a problem domain. The authors further suggest that previous scales 
actually represent an average over all tasks. 
Robots can extend operational capabilities and robustness in the face of harsh 
environmental conditions, whereas humans possess varied expertise and the ability to 
correctly interpret and react to novel situations difficult to achieve in robots. Both human 
safety and robot utility are increased when combining these advantages in a human 
supervised system. Employing multiple robots to perform dangerous and repetitive tasks 
with maximal autonomy preserves human attention resources and allows humans to focus 
on high-level guidance and assistance when situations are beyond the capabilities of the 
autonomy. Such a system thus effectively multiplies both human and robotic capabilities 
in times of need. 
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Problem Description and Statement 
Although robots certainly will require their own intelligence to successfully 
complete assigned tasks in uncertain and volatile environments that exist on lunar and 
planetary surfaces, sometimes it’s essential to receive and respond to human commands. 
Although this does not need to be a complete slide of autonomy towards manual tele-
operation, with scientists in the background that possess higher knowledge and intuition, 
there is a need for a middle layer to exist between the human and the robot’s low level 
autonomy.  In addition to knowledge of terrain and task, human-interacting robots also 
need knowledge of human needs and the ability to respond to human commands, 
movements, and dynamics. The autonomy needs to adapt to changing courses of action 
according to human decisions and allow them to supersede the intelligence of the robot if 
and when needed. This does not mean complete transfer of control from the robot to the 
operator; since the intelligence of the robot can always help itself to plan ahead and 
overcome its physical or environmental constraints. The low level autonomy of the robot 
helps in predicting where it would be needed and how. By planning its own paths, 
traveling at its own rates, the robot can guide itself to achieving the human interests. This 
level of independence is also a key issue for human-robot interaction in a planetary 
exploration perspective. Time being precious and very limited, the more robots are 
capable of doing by themselves, the more helpful they will be in such scenarios. 
Autonomy on the robot’s end is needed to allow effective collaboration between 
the human and itself. For achieving this collaboration, the ‘middle layer’ needs to be 
capable in at least three areas: two-way communication with humans and the robot 
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operations layers, self-monitoring and feedback. While aspects belonging to straight-
forward autonomy can be accomplished with simple combinations of software and 
hardware, research has shown that careful analysis and implementation is required for a 
hybrid layer to exist that allows robots to respond to human commands and at the same 
time, maintain their own safety and prior task assignments: thus facilitating a hybrid 
autonomy (HA) architecture to exist. 
The problem that is being tried to solve through this thesis is the formation of 
such a hybrid autonomy layer that integrates several key technologies: human robot 
interaction with variable autonomy; robot task allocation and cooperation with 
monitoring and feedback; and high fidelity tele-presence. Such a system forms a very 
flexible and efficient framework by allowing supervisory control on robot autonomy 
during execution, which can be applied with any types of robots in widely varying 
environments. Although, it needs to be noted that the navigation or human interaction 
related problems that are being handled do not exclusively belong to any of these areas; 
but rather, they are being brought together to make the hybrid autonomy feature more 
efficient. 
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RELATED WORK 
As introduced earlier, the main concept that is being considered here revolves 
around studying multiple aspects such as path planning approaches, human-robot 
collaboration, inclusion of various types of constraints in motion planning, task allocation 
and how they can be integrated successfully with the ability to receive human commands 
and with the main perspective being applications in planetary robotics. Accordingly, a 
brief review of past research in these relevant fields is provided in this section. 
Path Planning Approaches 
There has not been a lot of research that directly addresses the problems that are 
being discussed in this thesis. Most of the research has been in nearly related areas and 
the trend has been to consider very specific sub problems and present solutions to it. 
From the days of human tele-operation to fully autonomous navigation, there have been 
several methods tried and tested. From a planetary robotics perspective, the most 
important approaches are navigating through unknown areas, implementing various 
constraints to path planning etc. 
Roy et al. (1999) look at including the ability to localize the robot, using natural 
landmarks, when planning paths. This produces paths which remain close to walls. While 
their work was not trying to explore new regions it is considering two criteria, shortest 
distance and localization ability, when planning paths. Further, the ability of a robot to 
localize itself has been considered as an information source while exploring. Estlin et al. 
(2000) present a planning system for science exploration with multiple robots. The 
system clusters spectrometer readings to determine rock types. Goal points are set at the 
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two mutually most distant points in physical space for each rock type seen so far. The 
planner is thus biased to explore towards the edges of its known world and thus stray into 
unknown areas. 
There have been several approaches that were proposed to discuss applying 
constraints to a robot’s inherent navigation capability at the lowest level: the level where 
a planner is constructed. Tetty et al (2008) discuss an approach where the constraints 
such as kinematics and the uncertainty of area traversal of a robot are treated as state 
variables along with the others and are used in trajectory planning in a multidimensional 
space. Kuwata et al (2008) examine the importance of constraints in a planetary 
environment. With the hypothesis that constraints such as computational constraints, 
energy constraints, hardware etc. pose, the paper goes on to provide a framework for 
constrained navigation for spatial and temporal planning in dynamic environments and 
for trajectory optimization. 
Concepts dealing with maximizing field of view in an unknown area have been 
dealt with by various authors as well. Gerkey et al (2004) present an approach to allow 
robots traverse unknown areas with maximum visibility by implementing a concept 
called a pi searcher, which takes into account a parameter known as the visibility 
polygon. This visibility polygon is directly related to the angle and range of the 
visualization mechanism on the robot, and based on the coverage at every step, comes up 
with a shortest path to cover the entire area. Another approach with similarity is 
presented by Lee et al (2002) where a concept of k-searcher is implemented, with k being 
a number of infinitely thin rays stretching out from the visualization mechanism. 
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Supervised Autonomy and Human – Robot Collaboration 
Human interaction in robot navigation is a very diverse topic that has been 
worked upon extensively, but most of the research till now has been extremely specific. 
Some of the most recent advances include work by Akce et al (2012) who propose a 
brain-machine interface for navigating robots through visually complex environments. 
Shah et al (2013) consider and discuss an approach where maps are treated as uncertain 
human input and waypoint extraction and obstacle avoidance as treated as probability 
problems by the robot. Another end of this research deals with how to present human 
inputs to a robot: gesture recognition, inputs that resemble natural language etc. Although 
human robot interaction is a concept that is being used in this thesis, as in human inputs 
being presented to a robot, the way in which this is done is not being considered as a 
major concern. 
More relevant research; such as the one by Sanjiv Singh et al (2006) discusses a 
concept that serves the purpose of existence of sliding autonomy, where the autonomous 
functions of the robot are completely replaced by human tele-operation at times of need. 
They discuss a modular framework for a human to control a robot based on whether the 
robot is capable of performing the task by itself or whether it needs human commanding. 
But this is rather a complete switch from automatic to manual when required; than a 
hybrid mix of both. . Podnar et al (2008) describe a Multilevel-Autonomy Robot 
Telesupervision Architecture (MARTA) that acts as an interface for human – robot 
collaboration in planetary exploration. This system assumes a human supervisor for task 
planning and allocation, as well as monitoring, coordination and tele-operation if needed. 
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Although this approach is a step ahead of the former, it still requires a lot of effort from 
the human, i.e., such as specifying waypoints one by one. Dorais et al. (1998) provide 
several examples of how Sliding Autonomy will be essential for space operations where 
demands on the operator must be focused and minimized. Although Dorais et al use the 
term “Adjustable Autonomy”, it is in essence the same concept as a complete slide 
because the level of autonomy is set prior to execution. Zheng et al [2013]’s discussion 
relates to the area of supervisory control of robots in social environments, but this control 
is not directly on the navigation functions themselves but to make the robots feel more 
natural while navigating in a social environment  
Some more noteworthy research in areas revolving around human supervisory 
control of robotic systems has been performed in laboratory and/or field environments on 
Earth for a number of applications, which include test cases belonging to construction,  
search and rescue, detection of hazardous material, navigation, and exploration. Fong et 
al. (2006) present a system called ‘Human-Robot Interaction Operating System’ which is 
explicitly designed to enable humans and robots to engage in natural dialogue that is task-
oriented and which helps in problem-solving. Simmons et al. (2007) emphasize concepts 
of high-granularity sliding autonomy and how that can be applicable to heterogeneous 
robot teams. Crandall and Goodrich (2005) make use of terms such as ‘neglect time’ (the 
amount of time a robot by itself is effective between necessary human interventions) and 
interaction time (the time a human needs to restore a robot to effectiveness from a non-
effective state) to predict how many robots a human can supervise and how. Wang et al. 
(2009) point out the deficiency of adopting such measures for strongly cooperative tasks 
and instead, propose having highly differentiated human roles and discuss how this can 
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help handle increased control difficulty which is unavoidable as the size of the robot team 
increases. Trouvain et al. (2006) use multi-modal visual and auditory feedback to 
improve tele-supervisory control. Arkin (2000) and Murphy (1999) were both proponents 
of the hybrid deliberative-reasoning/reactive-execution architecture as the best general 
architecture for fully realizing robot potential. 
Apart from a few exceptions, most of the work that has been mentioned above 
tends to handle very specific problem formulations and seek to provide appropriate 
solutions. Unlike such an approach, this thesis tries to incorporate multiple problems 
dealing with supervisory control of robot navigation in a single framework that enables a 
hybrid combination of combine supervisory human input and appropriate response from 
the robot which still maintains its level of autonomy, thereby producing an effective 
combinations of the capabilities of a human mind and those of an autonomous robot. 
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SOLUTION METHODOLOGY 
In accordance with what has been briefly discussed before, the thesis tries to 
develop solutions for multiple problem formulations that arise through the same concept: 
how to provide supervisory inputs to a robot and modify its navigation function with 
multiple concepts being taken into account while writing this thesis, the questions being 
dealt with can be divided into sub problems such as the follows: 
A. How to enable an extra level between the high level human inputs and low level 
robot autonomy. 
B. How to command and perform traversal of unknown areas in a map. Traversal can 
be of different types: a swift flyby while collecting samples, or a drive through of 
a slow pattern that maximizes field of view while the area is scouted and mapped. 
C. How to change various constraints relating to navigation/path planning when 
robot is already in motion and navigating. 
D. How to traverse areas and still provide control on various other tasks such as 
varying the ways of traversal, performing operations with the other parts such as 
arms, collecting samples etc. 
To effectively achieve this, a representation that is both powerful enough to 
subscribe to various pieces of the robot navigation stack and still simple enough to use by 
a human needs to be implemented. The solution, hence, follows a hierarchical structure, 
with the existing autonomous functions of the robot such as global/local path planners, 
localization etc. at the lowest level and the human inputs and commands related functions 
at the highest. The solution methodology is in the form of an infrastructure enabling 
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hybrid autonomy acts as an interface between the above two layers in the middle. From 
now on, the solution node will be referred to as the Hybrid Autonomy (HA) layer or 
node. 
To modify the path planning approach of the robot based on received human 
input, the solution node publishes/subscribes to various nodes that are already running on 
the robot while acting as a pseudo planner/task allocator. This enables delegation of tasks 
accordingly to the actual low level localization/navigation algorithms on the robot. As a 
result, for instance, the solution node cannot be responsible for deriving specific motion 
sequences, but to force the robot’s inherent navigation capability to generates in situ 
trajectories in accordance with the goal that the HA layer is trying to achieve. 
 
Hybrid Autonomy Layer
User input
Map Planner Goals
Motion commands 
(velocity/acceleration)
 
Figure 1. Hierarchy of layers in the software 
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Traversal of Unknown Areas 
Through the architecture developed by this approach; given a sufficiently detailed 
map so as to enable basic navigational features, a robot can be commanded on the fly to 
deviate from its original plan and pass through user specified points or areas. As is mostly 
the case with planetary robotics, the map used to start with is a sufficiently high 
resolution picture obtained from satellites orbiting high above the body in question. But 
these maps lack the finer details and often as the feedback is being received from the 
robot, scientists may require it pass through areas which are either just found to be of 
interest or those that deviate from an original plan, if one exists. In such times of need, 
this architecture provides an approach to command the robot to guide itself through 
human specified points or areas by enabling a deviation from the original plan. 
Given a space C, and assuming that the user defined point is not contained inside 
or on a potential obstacle, the solution node receives the coordinates of the point relative 
to the current position of the robot and modifies the existing global plan so as to include 
these coordinates in the existing set of points that determine the original plan. The 
advantage of such an approach is that the properties and parameters of the original 
planning algorithm are retained during this new planning process and the actual trajectory 
planning is offloaded to the robot’s existing capability. The modified plan then contains 
the original goal of the robot reached through a different path that also includes the user-
specified area and/or orientation. 
This concept of passing through previously unknown/not considered points can be 
expanded into polygonal areas as well. The HA layer is capable of constructing its own 
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area around a given point or take the boundaries of an area on the map as input and 
develop the best path such that the robot passes through the boundaries of the area. 
Depending on the properties of the area, the HA layer has the capability to compute the 
best way to traverse it: it could be a straight line through the middle of the sector, suitable 
for narrow passages, or it could be the longest diagonal through the area, suitable for 
large asymmetrical polygonal areas. Depending on this decision, the HA layer sends a set 
of waypoints to the navigation stack which are then followed as the robot navigates itself 
through the area. As mentioned before, this aspect of the motion planning adheres to the 
original navigation algorithm that the robot works with, so the existing capabilities such 
as obstacle avoidance are used directly from the framework. As the system is constantly 
checking the status of a particular goal, once a partial goal is reached and left behind, the 
robot aims for the next one from its current position. In some cases, the HA layer may 
change the set of goals if necessary. So the final behavior might not be exactly what was 
intended theoretically, but a best case scenario that combines both the user’s intentions 
and the actual environmental conditions where the robot is navigating. Another useful 
way of traversing such unknown areas is by maximizing the covered area, and this is 
discussed in the next section. 
Maximum Coverage in Unknown Areas 
One of the very useful approaches to traversing unknown areas is to make sure 
that the robot follows such a path that the area visualized by its camera or scanner or any 
other mechanism as maximized.  
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The hybrid autonomy architecture that is developed here provides an efficient 
way of solving this problem. Usually, low level control on the robot navigation takes 
map, scanner data and other similar variables as inputs and develops trajectories, whereas 
the higher level processing involves deliberative patterns, usually followed/performed by 
a commanding entity. The layered architecture of the hybrid autonomy system provides a 
bottom – up way for this: the HA architecture receives a command that specifies the 
supervisor’s interest in covering an area so that field of view is maximized, which it 
translates into a specific set of control commands for the lower layer. And then, the 
responses from the low level layer are received by the HA architecture and thereby a 
global solution is determined in the form of an ‘adaptive grid search’ scheme. Such a 
structure is particularly interesting for dynamic and semi-explored environments, because 
the already existing low level capabilities of the system can react efficiently to 
unexpected obstacles or other variables and offloading those tasks to the robot’s software 
provides a chance for very flexible implementations of the HA system on any robot. 
A brief overview of the steps in the algorithm that is used to construct the set of 
waypoints is given below. 
Building the point set. 
 Given a configuration space C, and a bounding box B, the HA system initially 
decides which corner of the box B is closest to the current position of the robot in the 
world (PC).  
1. Compute the closest corner of the bounding box B. Assume field of view of the 
scanner is φ degree (or radian), with the consideration that 𝜑 𝜖 (0, 2𝜋] and the 
range of the scanner to be r meter. 
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2. If φ < π , the first waypoint is placed at a distance x away from the closest corner, 
where x is calculated as 
𝑥 = (r ∗ sin 𝜑)/𝑠𝑖𝑛(𝜋 − 𝜑)                                             (1) 
Else, if φ > π,   𝑥 = 𝑟              (2) 
3. Divide the box into multiple ‘slices’ S1 to Sn, with the width of each slice equal to the 
range of the field of view. ∀ 𝑖 < 𝑛 ; 𝑆𝑖 ∈ 𝐵 
 
 
 
 
 
 
 
Figure 2. A robot entering an unknown area. Left: 360 degree field of view. Right: Field 
of view less than 180 degree. 
 
4. As the robot enters the box, determine the orientation of the robot with respect to 
the box. This helps compute the best way to enter the area. 
5. The robot starts navigating into the area by constructing a spline that turns the 
robot essentially 90 degrees away from its original heading. This is referred to as 
the entry mechanism. 
a. At every step, from present point Pi, compute next point Pi+1 well as the 
rotation quaternion based on the heading between Pi and Pi-1. 
r 
x 
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                         𝑄(𝑃𝑖,  𝑃𝑖−1) = arcsin (
yi−yi−1
d(Pi,Pi−1)
)                                      (3) 
6. Determine how far the robot is from the opposite edge of the box. If that distance 
is more than twice the range of the field of view, start driving towards it until 
that’s true. If not, skip to step 7. 
7. Construct another spline that turns the robot 90 degrees away from the current 
orientation. 
8. Consider the current slice of the box as covered. If the box is bigger than the 
currently covered area, store current orientation and repeat from step 4. 
 
This entire operation can be visualized using the pictures in the next page. All the 
points obtained by the HA node from the above described algorithm become partial goals 
or waypoints to the robot. As seen in step 5, the rotation quaternions at every point are 
formed in such a way that there is minimum curvature change between successive 
waypoints so as to avoid slippage. It is again emphasized that the HA node does not force 
the robot to follow a fixed trajectory because of the possibilities of unexpected obstacles 
and other factors; but rather lets the robot move flexibly from one waypoint to another, 
thus lowering the probability of an entire global plan being rendered infeasible. This 
figure below illustrates how the HA planner tends to maximize the field of view. For 
simplicity’s sake, a scanner with a field of view of 2π radian has been presented. 
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Figure 3. Maximizing field of view in an area. Clockwise from top left 
a. Non-optimal straight line path 
b. One way of navigating the area as specified by the algorithm 
c. Second way of maximizing the field of view that the algorithm can result 
Either pattern A or C is constructed through a set of appropriately placed 
waypoints. The reason for considering this pattern is that this easily results in almost 
complete coverage while traversing a box than any other random approach. The choice is 
made based on the length of traversal (shortest/fastest route preferred) and maximum area 
coverage but this can be modified as per need. 
Dynamic Constraint Modification 
Robot navigation by itself, depends on several constraints. Kinematical 
constraints such as velocity and acceleration limits are directly related to high level 
considerations such as time and energy consumption. In a planetary exploration 
perspective, proper handling of these constraints is considered to be highly essential. 
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Much research has already been performed over how to make navigation functions 
relative to application of several constraints.  
Considering that navigation algorithms inbuilt to the robot already possess a 
certain amount of capability to constrain path planning functions according to different 
parameters, the supervised autonomy architecture developed here provides a way to 
dynamically modify the parameters themselves rather than force the planner to follow 
new constraint mechanisms. Every algorithm running on the robot such as localization, 
mapping and navigation can be abstracted out into a layer below the solution node, thus 
exposing the subset containing the parameters that belong to the algorithms. Hence, 
parameters can be modified during runtime and this can be used for essentially any type 
of parameter that happens to be present on the robot’s software platform.  More 
information has been provided in the coming sections, where details relating to how this 
is applied in software have been discussed. Some of the number of parameters that can be 
changed through this approach are: 
 Translational/rotational maximum/minimum velocity  
 Acceleration limits 
 Trajectories for specific components such as arms or drillers etc. 
 Goal or obstacle tolerances and bias 
Responsive Navigation and Emergent Behavior 
The HA planner is also responsible for receiving feedback from the actual 
navigation stack and reacting appropriately. By maintaining constant communication 
with the navigation nodes, the HA planner receives information if any of the user 
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specified/HA waypoints cannot be reached owing to presence of any other external 
factors. Whenever a list of partial goals in available, the HA layer commands the robot to 
reach the closest one first in a reactive way. However, if obstacles are encountered at any 
of the goals, it tries to compute a new direction by communicating with the lower level 
layers and finding how the obstacles populate the immediate surroundings. If it does not 
help, the HA planner can then return the status to the user pending further instructions. 
Multiple Task Allocation 
 The hybrid autonomy infrastructure performs most of its communication with the 
other levels through the concept of callbacks. A callback is a name given to a certain 
executable code that can be passed to another already running piece of code, with an 
expectation that this argument is executed and the sender is ‘called back’ when that 
happens. This callback can be of two types. 
- Synchronous callback: Immediate response. Example: Querying the robot’s 
position 
- Asynchronous callback: Happens at a later time. Example: Passing a constraint 
that is supposed to be applied at a certain future instant  
Due to the presence of this mechanism, the HA layer can handle multiple threads 
at once and ‘spin’ them individually, i.e., monitor progress and make necessary 
modifications when the lower layer calls back with status updates. This enables a very 
flexible architecture for multiple task allocation to the robot through this layer. An 
example is as follows: 
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A planetary rover is moving from point A to B, when a scientist notices an area of 
interest in the distance. He then proceeds to input the coordinates of that area, thus 
letting the HA layer activate and adjust the ongoing path planning process to traverse 
that area. As the robot reaches near the area of interest, he then commands it to reduce 
its velocity by half and request another piece of hardware on the robot, such as a robotic 
arm to start taking samples every few seconds/minutes. 
 In this case, the human does not perform any sort of tele-operation on the robot, 
but instead specifies a few high level descriptors of the tasks that it is supposed to 
undertake. The HA layer receives and understands the input and commands the other 
nodes to operate consequently. 
Application in Software 
The solution node has been coded in C++ and applied to robots running through 
the Robot Operating System (ROS). ROS contains several open source packages and 
tools and provides a single platform for executing all of them. Any package related to the 
robot runs as a ‘node’ in ROS. ROS provides several types of localization, mapping and 
navigation approaches for robots. 
The HA architecture is coded in C++ and acts as a separate node in ROS. This 
node is figuratively between the user level and the robot level. It has the capability to 
publish and subscribe to either the upper and lower layer. Communication between 
different nodes is achieved through the ‘ActionLib’ messaging protocol. ActionLib is a 
ROS stack which expands upon the ROS Service model in order to provide both dynamic 
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feedback and the possibility of graceful goal preemption. The ROS Wiki (2013) defines 
ActionLib as 
“The ActionLib stack provides a standardized interface for interfacing with pre-
emptable tasks. The ActionLib package provides tools to create servers that execute long-
running goals that can be preempted. It also provides a client interface in order to send 
requests to the server.” 
ActionLib can be extremely useful for complex robotic systems with large 
amounts of decoupling between components. The action client and server communicate 
with each other using a predefined action protocol. This action protocol relies on ROS 
topics in a specified ROS namespace in order to transport messages. It follows a threaded 
approach to combine various sets of publishers and subscribers and achieve all the goals. 
Note that this goal does not refer to a goal in the robot navigation space; but rather, the 
task allocated to an existing action server is referred to as a goal. 
Action Server: Any node running on the solution platform which is capable of 
receiving goals is called an action server. The lower level robot functions play the roles 
of action servers, with their capabilities being receiving commands from the HA 
architecture. 
Action Client: The HA architecture acts as an action client and communicates 
with the nodes that act as action servers accordingly. 
Goal: To accomplish tasks using actions, a notion of a goal that can be sent to an 
action server by an action client is utilized. In the case of moving the robot, the goal 
would be a message that contains information about where the robot should move to in 
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the world. For controlling a laser scanner, the goal would contain the scan parameters 
(min angle, max angle, speed etc.). 
Feedback: Feedback provides server implementers a way to tell an action client 
about the incremental progress of a goal. For moving the base, this might be the robot's 
current pose along the path. For controlling a laser scanner, this might be the time left 
until the scan completes. 
Result: A result is sent from the action server to the action client upon completion 
of the goal. This is different than feedback, since it is sent exactly once. This is extremely 
useful when the purpose of the action is to provide some sort of information. For 
movement of the robot, this might contain the success/failure parameter along with the 
final pose of the robot. 
User console
/move_base_simple/
goal
HA system
/move_base/
feedback
/cmd_vel
/move_base
/amcl
Costmap 
parameters
/scan /map
 
 
Figure 4. ROS nodes and their interconnections when the hybrid autonomy layer is 
running on an iRobot Create 
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The above figure shows how the connection of several topics would look like with an 
iRobot Create running on ROS with this hybrid autonomy infrastructure. 
Table 1 
Description of ROS topics while running the HA architecture on an iRobot Create 
Name of topic Description 
/move_base Responsible for the planning operations 
and navigation velocity command 
generation 
/scan Laser scan data from scanner 
/map 2d PGM/YAML topological map data  
/amcl ROS default Adaptive Monte Carlo 
Localization node 
/cmd_vel Velocity command data for Create wheels 
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RESULTS AND DISCUSSION 
 Based on the methodology described in the previous section, the concept of the 
HA architecture has been applied through ROS to robots such as the iRobot Create and 
the PR2 that were simulated through Gazebo and visualized through rViz. The mapping 
was performed with an iRobot Create with a Hokuyo 2TMLX LIDAR. This section 
introduces the various tests performed and discusses the validity and importance of the 
obtained results. 
Path Planning Through User Specified Points 
 This is the most straightforward implementation of the HA architecture. The HA 
layer examines the current path being followed by the robot and introduces the point 
specified as a supervisory input into the path, thus creating a new plan which ensures that 
this point is met but still stays true to its original goal. Because the iRobot Create can 
only move in the x direction at any given time, it can only be commanded to move at a 
certain velocity or to face a certain direction only once it has stopped, and not in mid-
motion.  
 
     
Figure 5. How the dynamic modification of an iRobot Create’s planner looks in ROS.  
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The spline creation/trajectory rollout is performed by the robot itself and not the 
HA architecture, so the finer advantages of the navigation algorithm existing on the 
platform can be utilized to the full extent. The planner returns a smooth navigation 
function, which can be seen through the graph of the translational velocity of the Create. 
The break indicates when the robot reaches the point of interest.  
 
 
 
Figure 6. Translational and rotational velocities of the Create through the entirety of the 
planning process 
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Traversal of Unknown Areas 
 
Figure 7. Another scenario where an unknown area (in green) is investigated after a 
command to. The original path is shown in blue whereas the modified path is in red. 
 
In this case, the ability to form and pass through previously unknown areas has 
been examined. The area can either be a highly specific polygon; or the robot can be told 
to examine a certain amount of distance around a point of interest. In the above figure, 
the blue path shows the original plan that the robot intends to follow, whereas the green 
area is that of interest. When coordinates of point C are passed to the HA layer, it forms 
of field of interest around it and then calculates which corner of the bounded box is 
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closest to the current position of the robot in the map. Just for testing purposes, the robot 
was instructed to still face its original path now and then even when navigating through 
the area, so at points B and D, the robot faces the blue path at a 180 degrees orientation 
(which explains the curvature when moving between B and C). As long as the current 
position of the robot is not equal to any one of the partial or final goals, the HA layer is 
active along with the other navigation related functions. Another test on the same map 
drives a simulated PR2 robot through multiple areas of interest. A test on the 
multithreaded callback capability proves an ability to provide supervisory inputs to the 
PR2’s orientation or arms as well while the mobile base in in motion and being 
monitored. 
 
 
Figure 8. A PR2 examining a wall as it moves towards its final goal 
 
A similar path has been examined for dynamic constraint modification. Once the 
robot reaches the border of the unknown area, it has been commanded to reduce the 
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maximum velocity limit from 0.4 m/s to 0.2 m/s through the dynamic reconfigure 
capability. The change is reflected in the graphs of velocity. 
 
Figure 9. A path navigated by a Create through a previously unknown area plotted in 
Cartesian space 
 
 
Figure 10. Graphs showing how translational (top) and rotational (bottom) velocity 
constraints are adapted whenever commanded to 
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 The ability of navigating through areas has been tested in a larger setting where 
the robot was initially moving from a point A to B and then would be commanded to 
navigate through multiple areas away from the path that it had initially planned to follow.  
 
Figure 11. Time lapse of a Create navigating itself through various unknown areas 
instead of taking the shortest path from A to B. The yellow shaded regions are the areas 
of interest 
 
The illustration above shows a time lapse of an iRobot Create navigating itself 
through various places of interest; instead of what would’ve been a shorter path from its 
initial position to its goal. 
 
 
A 
B 
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Maximizing Coverage through Visualization Mechanism 
Although the Hokuyo LIDAR has a considerably high range, for the purpose of 
proving this concept, the range of the scanner has been considered to be relatively small. 
A value of 1 m has been used along with the true value for field of view, which is 270 
degrees. For this test, the right side of the map below has been considered as the 
unknown area and which is desired to be mapped. Passing the coordinates of the box to 
the HA layer resulted in a path that looks as shown in the picture below. 
 
Figure 12. Path through an area that’s supposed to maximize area covered. Robot 
position and the field of view circle are approximate. 
 
By avoiding abnormally large changes in curvature, it can be ensured that the 
blind spot of the laser scanner does not leave major areas uncovered.  
A similar approach has been tested in another area of the map that has a 
considerably big obstacle in it, which resulted in a path as shown below. Even though the 
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field of view maximization part does not possess obstacle avoidance mechanisms by 
itself, it can guide itself around obstacles by utilizing the navigation stack. 
 
 
Figure 13. Path through an area which demonstrates how the obstacle avoidance of the 
lower level is utilized by the HA layer 
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CONCLUSIONS 
 
This thesis document has presented an approach that helps introduce the 
capability of incorporating supervisory inputs that change and make autonomous 
navigation functions of any robot much more flexible. The test script written for the 
robots has been programmed to receive various types of inputs which range from 
unknown areas for mapping on a given map to applying dynamic kinematical constraints 
on a mobile platform as per need. This level of hybrid autonomy on a robot can be very 
useful in certain use cases as opposed to what usually limits the capabilities of a robot to 
what were programmed prior to execution. 
 
 A careful perusal of existing research and capacities of various robotic platform 
proves that this is certainly a step towards much better technologies in robotics; 
concentrating on mainly planetary applications but which could also be extended to 
various other areas. The presence of highly qualified scientists in the background and 
highly capable autonomous platforms in the foreground provides an opportunity for an 
excellent mix of both types of knowledge in the process of pursuing and meeting 
scientific goals. As planetary robotics is usually quite a risky field involving often small 
and precise windows of time, tolerance for human or machine errors is extremely low. 
Also, use cases are mostly worked out based on intuition and existing maps; but might be 
subject to change based on requirements. Considering the efficient structure of the hybrid 
autonomy layer and its considerably simple implementation on any platform, much more 
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enhanced capabilities of the complete system can be experienced. For instance, a human 
might suddenly require his robot companion to follow him/her with its stereoscopic 
camera, but just because the robot has to deviate from its usual tasks does not necessitate 
a complete shift of control from itself to the astronaut. Implementations such as this will 
enable the robot visualize the human and navigate on its own, adapting to terrain changes 
and letting the astronaut concentrate on more important tasks. With this approach, it is 
definitely possible to include more advanced dynamic monitoring and modifications to 
robotic functions, thus paving way for the betterment technologies to serve in scientific 
exploration. 
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