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The S = 1 AKLT quantum spin chain was the first rigorous example of an isotropic spin system
in the Haldane phase. The conjecture that the S = 3/2 AKLT model on the hexagonal lattice is also
in a gapped phase has remained open, despite being a fundamental question of ongoing relevance
to condensed-matter physics and quantum information theory. Here we confirm this conjecture by
demonstrating the size-independent lower bound ∆ > 0.006 on the spectral gap of the hexagonal
model with periodic boundary conditions in the thermodynamic limit. Our approach consists of two
steps combining mathematical physics and high-precision computational physics. We first prove a
mathematical finite-size criterion which gives a rigorous, size-independent bound on the spectral gap
if the gap of a particular cut-out subsystem of 36 spins exceeds a certain threshold value. Then we
verify the finite-size criterion by performing state-of-the-art DMRG calculations on the subsystem.
The manifestations of antiferromagnetism in quantum
spin systems depend sensitively on the underlying geom-
etry and spin number. A subtle and famous instance of
this connection was proposed by Haldane in 1983, who
predicted that the Heisenberg spin chain has a spectral
gap above the ground state whenever the spin S per
site is an integer [1, 2]. Motivated by Haldane’s con-
jecture, Affleck, Kennedy, Lieb, and Tasaki (AKLT) in-
troduced a new family of quantum spin systems in 1987
and proved that their one-dimensional S = 1 version
is indeed in the Haldane phase [3, 4]. The influence
of the seminal AKLT papers does not stop there: the
valence-bond solid (VBS) aspect of the AKLT construc-
tion directly inspired the development of concepts that
are by now central tenets of modern quantum physics,
such as matrix product states (MPS), projected entan-
gled pair states (PEPS), and more generally tensor net-
work states (TNS) [5–11]. Moreover, the non-local string
order exhibited by the AKLT chain [12, 13] has been de-
veloped much further into the more general concept of
symmetry-protected topological order [14–17]. Finally,
the AKLT ground states on some two-dimensional lat-
tices, including the S = 3/2 model on the hexagonal lat-
tice, provide rare instances of a universal resource state
for measurement-based quantum computation [18–21].
One of the main accomplishments of the original AKLT
works [3, 4] is the rigorous derivation of a spectral gap
above the AKLT ground state in one dimension. AKLT
also investigated the S = 3/2 model on the hexagonal lat-
tice and were able to demonstrate the exponential decay
of the spin-spin correlations for the exact VBS ground
state with periodic boundary conditions, and on the ba-
sis of this fact they conjectured that the hexagonal model
also exhibits a spectral gap (see also [22]). Evidence
pointing to a spectral gap has been mounting [22–28],
but, despite the paradigmatic role played by the hexag-
onal AKLT model, the foundational question of whether
its spectrum is gapped has remained open. The presence
of a gap would have wider consequences, e.g., in support-
ing the heuristic that PEPS arise from gapped Hamilto-
nians [29]. One of the main reasons why the AKLT con-
jecture has remained unresolved is that, while the ground
states of the hexagonal AKLT model can be written down
exactly, only very little is known about its excited states.
More generally, the existing mathematical techniques for
deriving spectral gaps in quantum spin systems of dimen-
sions ≥ 2 are quite limited. The few examples where a
spectral gap is known to exist include the product vacua
with boundary states (PVBS) models [30–32] and, since
recently, decorated variants of the AKLT models [23, 28].
In this Letter, we confirm the AKLT conjecture by
deriving a lower bound, ∆ > 0.006, on the spectral gap
of the hexagonal model. More precisely, we consider a
sequence of AKLT models where the hexagonal lattice is
wrapped on anm1×m2 torus and show that their spectral
gaps are all bounded from below by 0.006 for arbitrarily
large system-size parameters m1 and m2; see Fig. 1 for
the definition of the periodic boundary conditions on a
6× 4 torus.
Methodologically, our approach consists of two steps.
Step 1 comes from mathematical physics and step 2 is
based on state-of-the-art computational physics. In step
1, we prove a mathematical finite-size criterion which is
tailor-made for the problem at hand. In a nutshell, the
finite-size criterion says that, if the spectral gap of the
36-site cluster displayed in Fig. 2 exceeds an explicit nu-
merical threshold, then the AKLT model has a spectral
gap for all system sizes m1,m2. To prove the criterion,
we follow the combinatorial approach pioneered by Kn-
abe [26], strengthened by using interaction weights as in
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2Figure 1. The patch Λm1,m2 with parameters m1 = 6 and
m2 = 4. (m1 and m2 are the width and height of Λm1,m2
in units of hexagonal cells, respectively.) Periodic oundary
conditions are imposed by identifying the boundary vertices
which are assigned the same letter. Note that the letters A
and B appear three times in total.
Refs. [33, 34]. In step 2, we combine the rigorous analyti-
cal insight from step 1 by numerically verifying the finite-
size criterion via a high-precision density-matrix renor-
malization group (DMRG) calculation (see also Ref. [27]
for a one-dimensional analog studied with Lanczos diag-
onalization).
One challenge in the numerical part of the proof is that
the relevant open-boundary system (Fig. 2), whose gap
we need to compute, has a massive ground state degen-
eracy due to the 12 “dangling” effective boundary S = 1
spins which arise in the AKLT construction when only
one out of the three nearest-neighbor couplings is active.
This results in a 312-fold ground state degeneracy. To
reduce the number of levels which has to be converged,
we use a variant of DMRG with full SU(2) symmetry and
calculate the ground state and several excited states over
different sectors of total spin. Crucially, in the process
of successively orthogonalizing the calculations to pre-
viously converged states, we have used the AKLT con-
struction to exactly project out the full degenerate sub-
space. Without this preliminary step, which we discuss
further below and describe in more detail in Supplemen-
tal Material (SM) [35], it would currently not be possible
to converge the excited states in all the relevant total
spin (J) sectors and conclusively identify the smallest
gap of the system. We find that the lowest gap originates
from the J = 13 sector and that it exceeds the analyt-
ical gap threshold well beyond any possibly remaining
DMRG truncation errors.
Main result.—Our main result is a size-independent
lower bound on the spectral gap of the AKLT Hamil-
tonian on finite patches of the hexagonal lattice H with
periodic boundary conditions, which we call Λm1,m2 . The
key point is that the lower bound on the gap is indepen-
dent of the size parameters m1 and m2 of these patches
a
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Figure 2. The fixed-size patch F whose spectral gap we com-
pute numerically. It is equipped with open boundary condi-
tions, in contrast to Λm1,m2. The weights we in Eq. (5) are as-
signed as follows: Dashed edges are weighted by we = a ≥ 1 as
indicated, while all other edges are unweighted (i.e., we = 1).
and thus extends to the thermodynamic limit.
For m1 and m2 two positive integers, the finite patch
Λm1,m2 is defined by wrapping the hexagonal lattice on
anm1×m2 torus. We invite the reader to view Fig. 1 for a
specific example of how the periodic boundary conditions
are realized. Since the hexagonal lattice has valence 3,
one takes each site to host an S = 3/2 spin and considers
the Hilbert space
Hm1,m2 =
⊗
j∈Λm1,m2
C4. (1)
On Hm1,m2 , the AKLT Hamiltonian is defined by
HAKLTm1,m2 =
∑
j,k∈Λm1,m2 :
j∼k
P
(3)
j,k , (2)
where P
(3)
j,k denotes the projection onto total spin 3 across
the bond connecting vertices j and k. By convention, the
neighboring relation ∼ includes the periodic boundary
conditions inherent to Λm1,m2 .
As a sum of projections, the Hamiltonian HAKLTm1,m2
is automatically a positive semidefinite operator. The
valence-bond construction of AKLT [3, 4] yields a ground
state which is a non-zero element of kerHAKLTm1,m2 , making
this Hamiltonian frustration-free. Its spectral gap γAKLTm1,m2
is the smallest strictly positive eigenvalue, that is,
γAKLTm1,m2 = inf spec
(
HAKLTm1,m2
) \ {0}. (3)
We can now state our main result, which provides a
lower bound on the spectral gap γAKLTm1,m2 that is indepen-
dent of the system size parameters m1 and m2.
Theorem 1 (Main result). Let m1,m2 ≥ 12. Then, it
holds that
γAKLTm1,m2 ≥ 0.00646. (4)
3A few remarks about this result are in order: (i) We
work with periodic boundary conditions for convenience
and the results imply a bulk gap in the thermodynamic
limit under these boundary conditions. Moreover, it was
proved in Ref. [22] that the infinite-volume ground state
is unique. (ii) From previous numerical investigations,
see e.g. [25], it is believed that the true spectral gap of
the hexagonal model is ≈ 0.1, but the results depend
on extrapolations in the system size that assume that an
asymptotic scaling regime has been reached. (iii) Looking
forward, it would be interesting to have a purely analyti-
cal derivation of a spectral gap for this model, especially
if such a proof would provide structural information on
the low-lying excited states.
The finite-size criterion.—We now discuss the main
mathematical tool, which is a finite-size criterion for de-
riving a spectral gap. In a nutshell, it says that if the
spectral gap of the system F depicted in Fig. 2 exceeds
some explicit numerical threshold, then we also obtain
a lower bound on the spectral gap γAKLTm1,m2 that is inde-
pendent of the size parameters m1,m2 as desired. The
intuition behind the finite-size criterion is that, thanks
to the frustration-freeness of the AKLT Hamiltonian, the
problem of finding the lowest possible excitation energy
(gap) is a local question. Hence, it is enough to know
that local patches of the whole system are “sufficiently
gapped” in a way that the criterion makes precise. For
related finite-size criteria that ours here is inspired by,
see Refs. [26, 27, 33, 34, 36, 37]. The idea behind the
finite-size criterion is to construct HAKLTm1,m2 from trans-
lated copies of an appropriate finite-size Hamiltonian,
which we call HF . For the criterion to work in prac-
tice, the patch has to be sufficiently large because the
criterion depends on the cluster size and shape, and even
if there is a gap in the thermodynamic limit the finite-size
criterion may not be satisfied on a small cluster. Our cri-
terion is based on the following Hamiltonian HF defined
on the 36-site patch F shown in Fig. 2, with open bound-
ary conditions. Some of the local interactions comprising
HF are weighted by a factor a ≥ 1 (which we will set to
a = 1.4 eventually).
The patch lives on the local Hilbert space HF =⊗
j∈F C4. We write EF for the set of edges e = (j, k) with
j, k ∈ F , i.e., we equip F with open boundary conditions
(in contrast to Λm1,m2). Let a ≥ 1 be a parameter. We
define the finite-size Hamiltonian by
HF =
∑
e∈EF
weP
(3)
e , (5)
where P
(3)
e is the projection onto total spin 3 for the pair
of vertices j, k that form the endpoints of the edge e. The
weights we are defined as follows:
we =
{
a, if the edge e is labeled by a in Fig. 2,
1, otherwise.
(6)
The valence-bond ground state construction of AKLT
[3, 4] still applies to HF and proves that it is frustration-
free. Its spectral gap is γF (a) = inf spec (HF ) \ {0}.
Theorem 2 (The finite-size criterion). Let m1,m2 ≥ 12
be integers and let a ≥ 1. Then we have the gap bound
γAKLTm1,m2 ≥
10 + 4a
3a2 + 2a+ 7
(
γF (a)− a
2 − 2a+ 3
10 + 4a
)
. (7)
The general way of applying Theorem 2 goes as follows:
If for some parameter value a ≥ 1, one finds that the
finite–size gap γF (a) exceeds the threshold a
2−2a+3
10+4a , then
(7) provides a lower bound on γAKLTm1,m2 that is independent
of m1,m2 (subject to m1,m2 ≥ 12 of course). The proof
of Theorem 2 is deferred to the SM [35].
We now follow this procedure to prove Theorem 1. As
explained in detail further below, by a numerical DMRG
calculation we obtain the following explicit lower bound
on the finite-size gap γF (a) with a = 1.4,
γF (1.4) > 0.145. (8)
This value exceeds the gap threshold a
2−2a+3
10+4a ≈ 0.138,
and thus verifies the finite-size criterion given by The-
orem 2. The exact numerical bound on γAKLTm1,m2 can be
computed by noting that
a2 − 2a+ 3
10 + 4a
< 0.1385, and
10 + 4a
3a2 + 2a+ 7
> 0.994,
which together with (8) can be applied to (7) to show
γAKLTm1,m2 ≥ 0.994
(
0.145− a
2 − 2a+ 3
10 + 4a
)
≥ 0.00646
This establishes Theorem 1.
DMRG calculations.—We next discuss our implemen-
tation of the DMRG algorithm and results for the gap
of the open boundary 36-site cluster F shown in Fig. 2.
Additional details, including detailed convergence tests,
are relegated to the SM [35].
The ground states of the cluster F can be understood
as follows: each physical S = 3/2 spin is made out of 3
auxiliary S = 1/2 spins, each of which will pair with an-
other auxiliary S = 1/2 from a neighboring site, forming
a singlet and dropping out. This construction ensures
that any pair of neighboring physical S = 3/2 spins can
never fuse into a total spin-3 state, and the AKLT ground
state condition is therefore fullfilled. However on the
open boundary sites, two auxiliary S = 1/2 spins per site
are left over, and these are only allowed to fuse into an
S = 1 state due to the symmetric constraint. Therefore,
there are 12 boundary S = 1 degrees of freedom that can
form any total spin 0 ≤ J ≤ 12, spanning a degenerate
ground state manifold of dimension 312. The lowest exci-
tation above the ground states, which can be interpreted
as swapping a bulk singlet with a triplet that further
4fuses with the boundary total angular momentum, can
in principle form any angular momentum 0 ≤ J ≤ 13.
In order to conclusively determine the smallest nonzero
gap among all possible total-spin sectors, one has to find
the lowest excitation in every sector J ∈ {0, 1, . . . , 13}.
For even higher J sectors, the lowest excitation requires
breaking more than one singlet and therefore costs signif-
icantly more energy. For completeness we also computed
the gaps in sectors with J > 13.
An SU(2) symmetric DMRG algorithm is used to auto-
matically generate the degenerate ground state manifold
in all sectors of total spin J ∈ [0, 12] and compute the
lowest excited state therein by projecting out the com-
plete ground state manifold exactly. Two of us previ-
ously used such an orthogonalization procedure for suc-
cessively converging excited states of a different model
[38], but here the simple form of the degenerate AKLT
ground-state manifold enables us to eliminate it directly.
Let L denote the maximum-spin multiplet formed by the
unpaired boundary S = 1 spins in the ground state man-
ifold. For the 36-site cluster in Fig. 2 we have L = 12.
The ground state manifold contains the following number
of states with total spin J : 4213 (J = 0), 11298 (J = 1),
15026 (J = 2), 14938 (J = 3), 12078 (J = 4), 8162
(J = 5), 4642 (J = 6), 2211 (J = 7), 869 (J = 8), 274
(J = 9), 66 (J = 10), 11 (J = 11), and 1 (J = 12).
Accordingly, the lowest excitation for each J is com-
puted by projecting out that many degenerate ground
states, which make the excited state computationally
challenging. For sectors with total spin J > L, which
are devoid of ground states, the lowest excitation can
be computed more straight-forwardly without projecting
out any states. Upon computing the lowest excitation
gaps for all J ≤ L + 1 sectors of the 36-site cluster at
a = 1.4, we found that the smallest one originates from
the J = L + 1 = 13 sector; in Fig. 3 we show results
for J = 11, 12, and 13. The J = 13 gap obtained by
extrapolating to vanishing DMRG discarded weight  is
∆(13) = 0.14599. The lowest gaps within all other J sec-
tors remain well above ∆(13) and there is no doubt that
the smallest gap exceeds the relevant threshold 0.138. In
the SM, the convergence of the gaps with  is illustrated
in Fig. S8 for all 0 ≤ J ≤ 16.
Conclusions.—We have confirmed the AKLT conjec-
ture from 1987 that the hexagonal AKLT model has a
spectral gap above the ground state. This proves that the
original Hamiltonian with a PEPS ground state is gapped
as long expected [29]. More generally, the existence of a
spectral gap is an immensely consequential property in
any quantum many-body system. For example, ground
states of gapped systems necessarily display exponential
decay of correlations [39, 40] and gapped Hamiltonians
are central to the classification of quantum phases [41–
43] and the many-body adiabatic theorem [44]. More-
over, the existence of a spectral gap is a stable property
under perturbations in the presence of local topological
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Figure 3. Gaps in the sectors J = 11, 12, and 13 graphed
versus the DMRG discarded weight . The discared weight
decreases with increasing number of SU(2) states used, and
we used D up to 1000 for these J values. Line fits are used
for → 0 extrapolation.
order [45, 46]. In summary, the existence of a spectral
gap proved here will play a key role in making precise the
quantum phase exhibited by the AKLT ground state on
the hexagonal lattice.
While our result confirms the long-standing AKLT
conjecture, we hope that it inspires further work on the
spectral gap of this timeless model. In particular, we be-
lieve that it would be useful to have a purely analytical
derivation of a spectral gap that avoids numerical calcu-
lations altogether, especially if it is accompanied by an
improved understanding of the model’s low-energy exci-
tations.
Let us briefly discuss the wider scope of the approach
we use here. The mathematical physics step is the
derivation of a finite-size criterion in the general spirit
of Knabe’s combinatorial criteria [26] with weights as in
Refs. [33, 34]. The computational physics step consists
of verifying the finite-size criterion by a high-precision
DMRG implementation. Our approach of numerically
verifying a combinatorial finite-size criterion is in princi-
ple applicable to any frustration-free spin system. Con-
cerning the AKLT models, for example, the square lattice
is a natural next candidate to consider, and the cubic lat-
tice is another interesting case which also displays novel
phase-transition phenomena [47]. At any rate, the de-
sign and verification of the finite-size criterion needs to
be performed on a case-by-case basis.
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1SUPPLEMENTARY MATERIAL
Existence of a spectral gap in the AKLT model on the hexagonal lattice
Marius Lemm, Anders W. Sandvik, and Ling Wang
In Section I, we present the detailed proof of the finite-size criterion (Theorem 2). In Section II, we explain details
concerning the implementation of the SU(2) symmetric DMRG method. In Section III, we demonstrate the correctness
of our method of exactly projecting out the ground state manifold on a 12-site cluster, for which the gaps can be
computed exactly. We also demonstrate the convergence of the lowest gaps in all total-spin sectors J ∈ {0, 1, . . . 16}
of the 36-site cluster on the basis of which our conclusions on the numerical gap bound is drawn.
I. Proof of the finite-size criterion, Theorem 2
Squaring the Hamiltonian
Fix two integers m1,m2 ≥ 12. In the following, we ab-
breviate HAKLTm1,m2 = H, P
(3)
e = Pe and γF (a) = γF .
By frustration-freeness and the spectral theorem, the
claimed gap inequality (7) is equivalent to the operator
inequality
H2 ≥ 10 + 4a
3a2 + 2a+ 7
(
γF − a
2 − 2a+ 3
10 + 4a
)
H. (S1)
As usual, an operator inequality A ≤ B is defined to
mean that the operator B −A is positive semidefinite.
Our goal is now to prove Eq. (S1). We begin by com-
puting H2. Let us introduce some convenient notation.
We write Em1,m2 for the set of edges of Λm1,m2 consid-
ered with periodic boundary conditions. Given two dis-
tinct edges e and e′, we write e ∼ e′ if e 6= e′ and the
edges share a vertex, and we write e 6∼ e′, if e 6= e′ and
the edges do not share a vertex. We also introduce the
notation
{A,B} = AB +BA
for the anticommutator of two operators A and B.
Using that P 2e = Pe, we have
H2 = H +Q+R, (S2)
where we introduced the operators
Q =
∑
e,e′∈Em1,m2 :
e∼e′
{Pe, Pe′},
R =
∑
e,e′∈Em1,m2 :
e 6∼e′
{Pe, Pe′}.
(S3)
Shifted finite-size systems and the auxiliary operator
The idea is to construct the full Hamiltonian H
from translated copies of the finite-size Hamiltonian HF ,
viewed as subsystems acting on the common Hilbert
space Hm1,m2 from (1).
Let us introduce some formal setup and notation. We
write Pm1,m2 for the set of plaquettes in Λm1,m2 . Given
a fixed plaquette ∈ Pm1,m2 , we write F for a copy
of the patch F which has as its central plaquette and
otherwise respects the periodic boundary conditions im-
posed by Λm1,m2 . The edge set EF is then defined ac-
cordingly, i.e., it respects the periodic boundary condi-
tions of Λm1,m2 and also the open boundary conditions
of F . (Here we use that m1,m2 ≥ 12, so that these
boundary requirements do not interfere.)
On the common Hilbert spaceHm1,m2 from (1), we can
then define the family of translated finite-size Hamilto-
nians
HF =
∑
e∈EF
wePe, for every ∈ Pm1,m2 .
We observe that these Hamiltonians are all unitarily
equivalent to HF . In particular, they are frustration-free
and their spectral gaps are all equal to γF .
We introduce the auxiliary operator
A =
∑
∈Pm1,m2
H2F .
We have the following key lemma.
Lemma 3. Let m1,m2 ≥ 12 be integers and let a ≥ 1.
We have the two operator inequalities
A ≥(10 + 4a)γFH, (S4)
A ≤(10 + 4a2)H + (3a2 + 2a+ 7)(Q+R). (S5)
Proof. We first prove (S4). By frustration-freeness and
the spectral theorem, it holds that
H2F ≥ γF HF = γFHF .
In the second step, we used that γF = γF by unitary
equivalence of the corresponding Hamiltonians. When
2we sum this operator inequality over plaquettes ∈
Pm1,m2 , we find
A ≥ γF
∑
∈Pm1,m2
HF = γF
∑
∈Pm1,m2
∑
e∈EF
wePe.
(S6)
By translation invariance, each e ∈ Em1,m2 appears
the same number of times in the combined summation∑
∈Pm1,m2
∑
e∈EF , where we also account for the num-
ber of times the edge is accompanied by the weight fac-
tor a arising from (6). In other words, the sum of local
Hamiltonians
∑
∈Pm1,m2 HF is a multiple of the full
Hamiltonian H, where the multiplicative factor reflects
the weighted number of times each edge appears in a copy
of F . We find that a given edge e ∈ Em1,m2 appears 10
times as an unweighted edge in a F , and 4 times as
an a-weighted edge. These combinatorial considerations
show that ∑
∈Pm1,m2
HF = (10 + 4a)H, (S7)
which together with (S6) proves (S4).
It remains to prove (S5). Since P 2e = Pe, we have as
in (S2),
H2F = H˜F +QF +RF ,
with
H˜F =
∑
e,e′∈EF :
e∼e′
w2ePe,
QF =
∑
e,e′∈EF :
e∼e′
wewe′{Pe, Pe′},
RF =
∑
e,e′∈EF :
e 6∼e′
wewe′{Pe, Pe′}.
(S8)
Next, we sum this identity over plaquettes ∈ Pm1,m2 ,
A =
∑
∈Pm1,m2
(
H˜F +QF +RF
)
. (S9)
We consider the sums over H˜F , QF , and RF
separately.
The sum over H˜F can be computed in the same way
as the sum in (S7), with the only difference being that
the weight a is replaced by the weight a2. This gives∑
∈Pm1,m2
H˜F = (10 + 4a2)H. (S10)
We come to
∑
∈Pm1,m2 QF next. This can be
treated by similar considerations, except that we are now
counting pairs of distinct edges e ∼ e′. From Definition
(S8) and translation invariance, we see that this gives a
multiple of Q defined in (S3). To find the combinatorial
prefactor, we count how often a pair of edges e ∼ e′ (i.e.,
a pair of distinct edges sharing a single vertex) appears in
a copy of F , taking into account the weight factor wewe′
as well. We find that each pair of edges e ∼ e′ appears
in 7 copies of F without weights, in 2 copies with one
of the edges weighted, and in 3 copies with both edges
weighted. This implies that∑
∈Pm1,m2
QF = (3a2 + 2a+ 7)Q. (S11)
Finally, we consider the sum
∑
∈Pm1,m2 RF . By
(S8), the sum is over operators {Pe, Pe′} for edges e 6∼ e′
not overlapping at a vertex. Hence, the two projections
commute and we have
{Pe, Pe′} = 2PePe′ ≥ 0. (S12)
Next, we observe that the (weighted) number of times
that a pair of edges e 6∼ e′ appears in a copy of F is
dominated by the number of times that a pair of edges
e ∼ e′ appears. Hence, the combinatorial considerations
that led us to (S11) combined with (S12) imply that∑
∈Pm1,m2
RF ≤ (3a2 + 2a+ 7)R.
Returning to (S9) and applying this operator inequality
as well as (S11), we conclude that (S5) holds. This proves
Lemma 3.
Concluding the finite-size criterion
We are now ready to prove the finite-size criterion.
Proof of Theorem 2. We apply (S2) followed by (S5) and
(S4) to find
H2 =H +Q+R
≥H − 10 + 4a
2
3a2 + 2a+ 7
H +
1
3a2 + 2a+ 7
A,
≥H − 10 + 4a
2
3a2 + 2a+ 7
H +
10 + 4a
3a2 + 2a+ 7
γFH
=
10 + 4a
3a2 + 2a+ 7
(
γF − a
2 − 2a+ 3
10 + 4a
)
H
This proves (S1) and hence Theorem 2.
3II. SU(2) symmetric DMRG for excited states
In terms of spin operators, the AKLT Hamiltonian is
defined as [25]
H
S=3/2
AKLT =
27
160
∑
〈i,j〉
[
~Si · ~Sj + 116
243
(~Si · ~Sj)2
+
16
243
(~Si · ~Sj)3 + 55
108
]
. (S13)
When expanding in S± and Sz operators, there will be
3 + 32 + 33 distinguishable operator pairs per bond. Al-
ternatively, one can formally sum these operator pairs
into a compact matrix product operator (MPO), pay-
ing the price of generating a large MPO bond dimension
D = 39. Whichever option is taken, the computation will
be expensive. However, if the interaction is written as a
SU(2) invariant vector operator, the dimension is much
smaller, D = 11, and the AKLT hamiltonian can be cast
in a more convenient form and treated much easier with
the DMRG method.
To facilitate understanding of how this is done in prac-
tice, we present the following necessary but brief intro-
duction to the SU(2) invariant MPO and matrix product
state (MPS) for realizing the AKLT Hamiltonian. We
do so without going too much into algorithmic details
that can be found in the literature [48] but focus on
the steps directly related to our implementation of the
AKLT Hamiltonian and calculations of excited states by
exactly projecting out the massively degenerate ground
state manifold in systems with ’dangling’ boundary spins,
such as the 36-site cluster in Fig. 2. We do not explain all
terminology and presume that the reader has sufficient
familiarity with DMRG and MPS calculations.
An SU(2) invariant MPS can, loosely speaking, be
made out of a summation of different quantum fusion
paths of a composite MPS constructed as a direct product
of two layers of structureless (plain and without any sym-
metry) MPSs; a reduced layer and a Clebsch-Gordon co-
efficient (CGC) layer, the tensor product of which guar-
antees a spin rotation invariant wavefunction. Locally,
the SU(2) invariant Ti,j,k tensor representing the local
spin degrees of freedom is also a summation of a direct
product of the reduced plain tensor B(qi, qj , qk) and the
CGC tensor C(zj , zj , zk), with matching angular momen-
tum quantum numbers qi, qj , qk and their z components
zi, zj , zk. Quantum fluctuations allow various qi, qk val-
ues to be visited (assuming qj is local spin momentum
that is fixed), corresponding to all possible allowed fu-
sion paths when forming a total angular momentum J
out of the wavefunction.
Given an angular moment fusion path qi
⊗
qj → qk,
the local reduced tensor B(qi, qj , qk) is written as
B(qi, qj , qk) =
∑
ni,nj ,nk
bqknkqini,qjnj |qini, qjnj , qknk〉, (S14)
T
= qini qknk
qjnj ⊗
B
zi zk
zj
C
∑
qi,qj ,qk
( )
Figure S1. Graphical representation of the local wavefunction
T of an SU(2) invariant MPS.
where bqknkqini,qjnj is a coefficient, ni (nk) is the channel in-
dex which marks the path corresponding to the way in
which spins to the left (right) of the current one (along
the 1D path of spins representing neighbors in the MPS)
are fused into angular momentum qi (qk). The subscripts
qi, qj indicate incoming angular momenta, and qk repre-
sents the outgoing angular momentum. The correspond-
ing CGC matrices C(zi, zj , zk) are
C(zi, zj , zk) =
∑
zi,zj ,zk
czkzi,zj |zi, zj , zk〉, (S15)
where the CGCs czkzi,zj satisfy the relation∑
zi,zj
czkzi,zjc
z′k
zi,zj = δzk,z′k . (S16)
Putting together B and C, the local SU(2) invariant T
matrices of an MPS is
T =
∑
qi,qj ,qk
B(qi, qj , qk)
⊗
C(zi, zj , zk)
=
∑
qi,qj ,qk
[ ∑
ni,nj ,nk
bqknkqini,qjnj |qini, qjnj , qknk〉⊗ ∑
zi,zj ,zk
czkzi,zj |zi, zj , zk〉
]
, (S17)
whose graphical representation is shown in Fig. S1.
The splitting of a local T matrix into a proper sum-
mation of the direct product of a reduced matrix and its
CGC matrix greatly boosts the computational efficiency,
reducing memory requests as well as ensuring the SU(2)
spin rotation invariance.
qknk
q′kn
′
k∑
qkq
′
k
∑
qiqj
B
B∗( ) ⊗
zk
z′k
C
C∗
=
∑
qkq
′
k
δqk,q′kδnk,n′k
⊗
δzk,z′k
T
T ∗
=
Figure S2. Left canonical constraint of the local wavefunction
T of an SU(2) invariant MPS.
4i
j
k
=
∑
qi,qj ,qk
qi
qj
qk ⊗
zi
zj
zk
Figure S3. Graphical representation of a vector operator tak-
ing the form of a wavefunction, i.e., it can be decoupled into a
direct product of a reduced operator matrix 〈qk‖Oˆqi‖qj〉 and
its CGC.
The left canonical condition for an SU(2) symmetric
MPS is depicted in Fig. S2. To arrive at the right hand
side of this figure, the following left canonical constraint
on the reduced matrices B is imposed:∑
qi,qj
∑
ni,nj
b
∗q′kn′k
qini,qjnj b
qknk
qini,qjnj = δqk,q′kδnkn′k . (S18)
Similarly one can draw and write down the right canon-
ical condition for T matrices (omitted here).
Another important ingredient for realizing a SU(2) in-
variant MPS is the Wigner-Eckart theorem. It states that
matrix element of a vector operator Oˆ which has angular
moment qi and acting on a state with angular moment qj
transforms under group generators like a wavefunction,
〈qkzk|Oˆqizi |qjzj〉 = 〈qk‖Oˆqi‖qj〉czkzi,zj , (S19)
where czkzi,zj is the CGC and 〈qk‖Oˆqi‖qj〉 is a number that
depends on Oˆqi and qj , qk. This condition means that one
can write down a vector operator like a wavefunction, as
in Fig. S3.
T
T ∗
=
∑
qi,qj′ ,qk′
∑
qj ,qk,ql
qi
qj
qk
ql
qj′
qk′
B
B∗
⊗
zi
zj
zk
zl
zj′
zk′
C
C∗
=
∑
qi,qj′ ,qk′
qi
qj′
qk′
B
⊗
zi
zj′
zk′
C
i
j′
k′
=
∑
qi,qj′ ,qk′
qi
qj′
qk′ ⊗
zi
zj′
zk′
Figure S4. Illustration of a vector operator (as in Fig. S3)
under a basis transformation. It preserves the form of the
SU(2) wavefunction.
(a)
S⃗
S⃗
= (S⃗)2
(b)
(S⃗)2
S⃗
= (S⃗)3
Figure S5. Demonstration on how to obtain (~S)2 and (~S)3
operators via the fusion process. The fusion matrix (3-leg
square tensor) is the identity matrix of the fusion process
qi
⊗
qj =
⊕
qk.
Given an operator Oˆqi in its SU(2) invariant form, its
basis transformation is guaranteed to preserve the same
form, as demonstrated in Fig. S4. The spin operator(
− 1√
2
S+, Sz,
1√
2
S−
)T
(S20)
transforms like a wavefunction with angular moment 1.
To realize the AKLT Hamiltonian Eq. (S13) written in
terms of vector operators (~S)1, (~S)2, and (~S)3, requires
implementing their SU(2) invarient representations. For
example, (~S2) is constructed simply by multiplying two
~S operators on the physical index and successively fusing
two q = 1 angular momenta on the virtual index into a
total angular momentum q = 0, 1, 2, following the fusion
rule 1⊗ 1 = 0⊕ 1⊕ 2, as shown in Fig. S5(a). Similarly,
(~S)3 can be constructed by multiplying (~S)2 and ~S on
the physical index and fusing the virtual index, as in
Fig. S5(b).
With the above preparation in an SU(2) invariant ba-
sis, one can enumerate the complete ground state man-
ifold and computate the lowest excitation in each total
spin J sectors, which we here do for the 36-site 2D AKLT
cluster depicted in Fig. 2 in the main text. For illustra-
tion purposes we will here also consider a 12-site cluster,
for which it is easier to draw pictures of the MPSs incor-
porating the edge spins; Fig. S6.
The degenerate ground states of the cluster with open
boundaries are generated by first preparing them in their
2D tensor network representation, as with the black solid
lines in Figs. S6(a) and (b). Then, as always in 2D
DMRG calculations, a path is chosen to ’snake’ through
the 2D network to compress the states into MPSs. The
paths chosen here for the two clusters are indicated with
red lines. This type of path represents the minimum
number of cuts when partitioning the system into two ar-
bitrary parts. Minimizing the number of cuts optimizes
the ability of the MPS to build in bipartite entanglement.
The compression procedure and special treatment of
the boundary spins works as follows, using the 12-site
system for definiteness in the illustration in Fig. S6(c).
First, the ’snake’ is stretched into a line as shown with
the blue boxes, which represent the SU(2) T tensors dis-
cussed above. The connectivity of the original 2D net-
work is shown with the black lines. The remaining dan-
gling S = 1 degrees of freedom form a set of unitary
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Figure S6. Path taken through a spin cluster in order to represent its ground state and excitations by MPSs; (a) the 36-site
cluster on which our proof is based and (b) a smaller 12-site illustrative cluster. The MPS representing a 2D AKLT state on
the path is made out of two layers of MPSs in (c); the top layer (blue) reproduces the 2D lattice connectivity, with the boxes
correspond to the tensors T [which incorporate SU(2) symmetry via the B and C tensors discussed in the text]. In the lower
layer, red lines and boxes represent S = 1 free boundary spins and the green lines show one of the non-repeating paths that
fuse all S = 1 into a total angular moment J .
orthogonal MPSs with different total angular momenta;
this MPS representation is shown with the red boxes.
The green lines can connect these boxes in any non-
repeating order, and a given path corresponds to a set
of fusion values that define the quantum numbers associ-
ated with the line segments. The final MPS representing
the 2D AKLT ground state is formulated by combining
the two layers of matrix product states as in Fig. S6(c);
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Figure S7. The smallest nonzero gaps in the sectors 1 ≤ J ≤
L+ 1 = 7 vs the discarded weight in DMRG calculations for
the open-boundary 12-sites AKLT cluster in Fig. S6(b) with
the bond weights in Eq. (5) taken to be we = 1.2 on the central
hexagon and we = 1 on the edges connecting to the boundary
dangling spins. The solid lines indicate the corresponding
exact results from Lanczos diagonalization. The case J = 0
is not shown here because that gap is much larger, but our
method also reproduces it very well. The smallest gap is in
the J = 1 sector.
a blue layer of all physical spins and a red layer of the
dangling boundary spins.
All the paths [green lines in Fig. S6(c)] connecting the
tensors of the lower layer have to be considered to con-
struct the full ground state manifold. Generating these
unitary orthogonal MPSs of the free S = 1 boundary
degrees of freedom is a computer facilitated automatic
process that requires a computational effort scaling with
the Hilbert space sizes for all possible J—these sizes are
listed for the 36-site cluster in the main paper. Once all
the ground state in a given sector J has been gathered,
one can employ the DMRG algorithm for excited states,
as described in Ref. [38], to compute the first excited
state above the ground state manifold. In the case con-
sidered here the procedure is simplified due to the fact
that the ground states are known exactly and are written
out straight forwardly without any energy minimization.
III. DMRG gap convergence
We have carried out various tests to confirm the cor-
rectness of the DMRG code, e.g., using the 1D AKLT
chain and smaller 2D clusters for which the gaps can be
verified using Lanczos exact diagonalization. Even with
the SU(2) symmetry implemented and all the degenerate
ground state projected out exactly, reliably computing
the gaps for all J values of interest for a cluster with 36
spins is not an easy task. Convergence as a function of
the bond dimension D has to be carefully checked. In-
stead of monitoring the convergence directly versus D,
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Figure S8. The smallest nonzero gaps in the sectors 0 ≤ J ≤ L+ 4 = 16 vs the discarded weight in DMRG calculations for the
open-boundary 36-sites cluster depicted in Fig. 2 of the main paper. Here the value of the adjustable bulk coupling is a = 1.4,
which is the value for which we have proved the finite-size criterion. The solid lines drawn through the J = 13 points in (b) and
(d) are linear fits giving the extrapolated gap ∆(13) = 0.14599. The lines between points for other J values are only guides to
the eye. Note that, in (d) the gaps have been divided by J − 12 in order to compress the horizontal scale (also demonstrating
that the gaps for large J scale roughly as J + 1−L in this case). The maximum bond dimension (corresponding to the smallest
 for each J) is D = 1000 in panel (a), while for all other cases it is D = 1400.
it is better to consider the energy as a function of the
discarded weight  of the DMRG procedure obtained for
each D used.
For the 12-site cluster in Fig. S6 we can easily com-
pute the ground state in each J sector by Lanczos ex-
act diagonalization. We can then unambiguously test
our DMRG method with the MPS-expressed degenerate
ground states projected out exactly. Fig. S7 shows the
results for several J values versus the discared DMRG
weight . The solid lines are the exact Lanczos results,
and they agree very well with the DMRG results for small
. For this cluster the lowest gap is in the J = 1 sector
and there is no particular systematic ordering of the lev-
els.
In Fig. S8 we show our results for the 36-site cluster.
As discussed in the main text, we expect the smallest
gap should be for J ∈ {0, 1, . . . , 13}, but we carried out
calculations also for larger J and confirmed that the gaps
increase rapidly upon increasing J above J = 13. Since
the values of  for which extrapolations can reliably be
carried out span a wide range, rather systematically de-
pending on J , in Fig. S8 we have divided up the results
for the different J values into four different panels with
groups of similar J values. The reason for the larger 
for smaller J is primarily due to the size of the Hilbert
space, which increases with decreasing J .
Based on these results there is no doubt that the small-
est gap of this cluster is in the J = 13 sector. The gaps
increase rapidly with J . We mention that the gaps in
sectors of large J can also be estimated analytically, e.g.,
by using the projection lemma from [49]. For smaller
J the gaps initially increase monotonically, but for the
J ≤ 4 non-monotonic behavior sets in. There the gaps
are already much larger than ∆(13).
