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Abstract We numerically investigate the one-dimen-
sional transport of Bose-Einstein condensates in the
context of guided atom lasers using a mean-field de-
scription of the condensate in terms of a spatially dis-
cretized Gross-Pitaevskii equation. We specifically con-
sider a waveguide configuration in which spatial inho-
mogeneities and nonvanishing atom-atom interactions
are restricted to a spatially localized scattering region
of finite extent. We show how the method of smooth ex-
terior complex scaling can be implemented for this par-
ticular configuration in order to efficiently absorb the
outgoing flux within the waveguide. A numerical com-
parison with the introduction of a complex absorbing
potential as well as with the analytically exact elimina-
tion of the dynamics of the free non-interacting motion
outside the scattering region, giving rise to transpar-
ent boundary conditions, clearly confirms the accuracy
and efficiency of the smooth exterior complex scaling
method.
1 Introduction
The perspective to realize atomtronic devices [1–3] as
well as the exploration of transport features that are
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known from electronic mesoscopic systems [4] have strongly
stimulated the research on the dynamical properties of
ultracold atoms in open systems. While fermionic atoms
provide direct analogies with the electronic case [4–6],
the use of a bosonic atomic species brings along new
aspects and challenges for the atomic transport prob-
lem [7, 8]. It is in this context particularly relevant
to quantitatively understand the conceptual link be-
tween a mesoscopic Bose-Einstein condensate, which
may serve as a reservoir for a bosonic transport set-
ting, and the microscopic dynamics of an ensemble of
few interacting atoms that encounter each other e.g.
within a transistor-like device. A particularly promising
configuration for the experimental study of these latter
aspects is provided by the guided atom laser [9–11] in
which atoms are coherently outcoupled from a trapped
Bose-Einstein condensate into an optical waveguide. A
coherent atomic beam can thereby be created and in-
jected onto engineered optical scattering geometries,
which would allow one to study bosonic many-body
scattering at well-defined incident energy.
A theoretical modelling of such waveguide scatter-
ing processes within guided atom lasers faces the prob-
lem of dealing with an open system in a many-body con-
text. Within the framework of the mean-field approxi-
mation described by the nonlinear Gross-Pitaevskii equa-
tion, this problem can be solved to a satisfactory degree
by imposing absorbing boundary conditions [12] at the
two open ends of the numerical grid representing the
waveguide, which are suitably defined in order to match
the dispersion relation of the expected outgoing waves
[13, 14]. While this approach provides a reasonably ef-
ficient absorption of outgoing Gross-Pitaevskii waves
even in the presence of dynamical instabilities [15], it
ultimately breaks down if quantum fluctuations beyond
the Gross-Pitaevskii approximation are taken into ac-
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count in the theoretical description of the bosonic scat-
tering process [16]. Complex absorbing potentials (CAPs)
[17,18] that exhibit a nonvanishing imaginary part can
still be introduced in that case in order to damp the out-
going flux. However, their numerical implementation re-
quires great care in order to suppress unwanted back-
reflections of outgoing waves at the onset of the artifi-
cially introduced imaginary potential (see Refs. [19,20]
for successful applications of CAPs in the context of the
Gross-Pitaevskii equation).
The method of Complex Scaling (CS) [21–27] pro-
vides a more satisfactory alternative from a conceptual
point of view. This method essentially consists (in 1D)
in the rotation x 7→ z = x exp(iθ) of the spatial coor-
dinate in the complex plane by a suitably chosen angle
θ > 0. Decaying quasi-bound states that exhibit outgo-
ing boundary conditions become square integrable by
this transformation and can thereby be computed in
an open system. The complex scaling approach can for-
mally be generalized to the nonlinear Gross-Pitaevskii
equation [28,29]. However, its practical implementation
in this latter context poses substantial numerical diffi-
culties concerning the proper evaluation of the nonlin-
ear term in the complex rotated frame [29–31].
In this paper, we focus on the method of Exterior
Complex Scaling (ECS) [32] which is particularly suited
for open systems in which potential scattering and (mean-
field) particle-particle interaction effects are restricted
to a finite spatial region. This method consists in a com-
plex rotation of the position coordinate applied only to
the asymptotic spatial domain of freely outgoing and
noninteracting particles. ECS has been applied in a
wide range of problems such as computing the probabil-
ity distribution of excitations to the electronic contin-
uum of HeT+ following the β decay of the T2 molecule
[33], molecular photoionization [34], electron-hydrogen
collisions [35, 36] and also strong-field infrared photo-
ionization of atoms [37–40]. While this approach exactly
reproduces the true decay behaviour in the open quan-
tum system from a formal point of view (in contrast
to the introduction of CAPs), numerical imprecisions
are necessarily introduced through the discretization of
space in the finite-difference approximation [36] of the
Gross-Pitaevskii approximation. This problem can be
overcome by using high rank finite elements [41, 42] or
a B-spline basis [43] instead of a finite-difference repre-
sentation. Alternatively, an analytic transition function
can be used to interpolate from the scaled “outer” do-
main to the unscaled “inner” domain which may con-
tain all sorts of nontrivial scattering and interaction
phenomena. This latter method is named Smooth Ex-
terior Complex Scaling (SECS) [44]. It has been used,
for example, to compute doubly excited states of the
helium atom [45] and to investigate the dynamical sta-
bility of stationary scattering states of a Bose-Einstein
condensate in two-dimensional billiard geometries [46].
The main aim of this study is to assess the ap-
plicability of smooth exterior complex scaling to the
mean-field transport of Bose-Einstein condensates in
one-dimensional waveguides using the finite-difference
approximation. We therefore represent, as described in
Sec. 2, the waveguide by means of a discrete one-di-
mensional chain which is at some point connected to
a separate site representing the reservoir trap of the
atom laser. Scattering and interaction phenomena are
assumed to be restricted to a finite spatial domain within
this chain. As is shown in Sec. 3, this crucial assump-
tion allows us to formally separate this central domain
from the two attached semi-infinite “leads” featuring
free non-interacting motion. This gives rise to perfectly
transparent boundary conditions which render, how-
ever, the numerical propagation of the system rather
time-consuming. In Sec. 4, smooth exterior complex
scaling is then introduced to this open system as a feasi-
ble alternative. Finally, numerical results comparing the
use of smooth exterior complex scaling, of complex ab-
sorbing potentials, as well as of the transparent bound-
ary conditions derived in Sec. 3 are presented in Sec. 5.
2 1D Bose-Hubbard chain with a source
We consider an infinite one-dimensional (1D) Bose-Hub-
bard (BH) system representing the transverse ground
mode of a 1D waveguide in a finite-difference represen-
tation. This BH chain is connected at one of its sites
to one additional site representing a reservoir of Bose-
Einstein condensed atoms with the chemical potential
µ, as illustrated in Fig. 1. The many-body Hamiltonian
of this system reads
Hˆ =
+∞∑
ℓ=−∞
[
− J(aˆ†ℓ+1aˆℓ + aˆ†ℓ aˆℓ+1)
+
gℓ
2
nˆℓ(nˆℓ − 1) + Vℓnˆℓ
]
+κ∗(t)bˆ†aˆℓS + κ(t)aˆ
†
ℓS
bˆ+ µbˆ†bˆ, (1)
where we define by aˆℓ and aˆ
†
ℓ the annihilation and cre-
ation operators, respectively, on the site ℓ of the chain,
with nˆℓ = aˆ
†
ℓaˆℓ the corresponding number operator,
and by bˆ and bˆ† the annihilation and creation operator
of the reservoir to which the chain is connected at the
site ℓS . The hopping strength J , the on-site interaction
strength gℓ, as well as the on-site potential Vℓ can be de-
termined from the Hamiltonian of the underlying con-
tinous system through the discretization of the spatial
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coordinate along the waveguide. The coupling strength
κ(t), on the other hand, is related to the outcoupling
process of atoms from the reservoir and can be con-
trolled in a time-dependent manner (e.g. through the
variation of the intensity of a radiofrequency field in the
case of Refs. [9,47]). We should mention, however, that
the framework developed here does not exclusively ap-
ply to guided atom lasers, but could also be used in the
context of analogous transport processes taking place
within optical lattices.
In the Heisenberg representation, the time evolution
of the annihilation operators aˆ ≡ aˆℓ(t) and bˆ ≡ bˆ(t) is
given by the Heisenberg equations (we set ~ = 1 in the
following)
i
∂aˆℓ(t)
∂t
=Vℓaˆℓ(t)− J [aˆℓ−1(t) + aˆℓ+1(t)]
+ gℓaˆ
†
ℓ(t)aˆℓ(t)ψℓ(t) + κ(t)δℓ,ℓS bˆ(t) (2a)
i
∂bˆ(t)
∂t
=µbˆ(t) + κ∗(t)aˆℓS (t). (2b)
In accordance with the working principle of an atom
laser, we consider an initial state at time t0 in which the
source is populated with a very large number N → ∞
of atoms and the chain is empty. Moreover, we consider
a very weak coupling strength κ(t)→ 0 which tends to
zero such that N |κ(t)|2 remains finite. This combined
limit gives rise to a finite population within the chain,
which is (at time-independent κ) alimented by a steady
flux of atoms from the reservoir.
In the following, we consider the classical mean-field
regime of large on-site densities and weak interaction
strengths within the Bose-Hubbard chain, in which (at
finite evolution time t) the system can be described
using c-numbers instead of operators. The dynamics of
the system in this regime is described by the nonlinear
Gross-Pitaevskii (GP) equation
i
∂ψℓ(t)
∂t
= (Vℓ − µ)ψℓ(t)− J (ψℓ+1(t) + ψℓ−1(t))
+ gℓ|ψℓ(t)|2ψℓ(t) + δℓ,ℓSκ(t)χ(t) (3a)
i
∂χ(t)
∂t
= κ∗(t)ψℓS (t) (3b)
where we define the amplitudes ψℓ(t) = 〈aˆℓ(t)〉e−iµt
and χ(t) = 〈bˆ(t)〉e−iµt with the initial conditions ψℓ(t0) =
0 and χ(t0) =
√
N . From Eqs. (3a) and (3b) we can in-
fer that χ(t) =
√N (1 +O(|κ|2) at finite t− t0, and as
a consequence we can neglect the time dependence of χ
in the limit κ→ 0. We then obtain a discrete nonlinear
Schro¨dinger equation with a source term:
i
∂ψℓ(t)
∂t
= (Vℓ − µ)ψℓ(t)
−J (ψℓ+1(t) + ψℓ−1(t))
+gℓ|ψℓ(t)|2ψℓ(t) + δℓ,ℓSκ(t)
√
N . (4)
PSfrag replacements
Source
0 1 L L+ 1ℓS
L Q R
Fig. 1 (color online) One-dimensional infinite BH system
with an additional site for the source. The zone Q is defined
between the dot-dashed lines.
3 Transparent boundary conditions
The standard procedure for a numerical study of the
time-dependent dynamics within an infinite chain con-
sists in defining a sufficiantly large “simulation box”
containing a finite number of sites. The choice of the
boundary conditions at the edges of the box is, in gen-
eral, irrelevant for wave packet evolution processes that
evolve within a finite time; it does, however, matter
for the type of scattering processes that we consider
here: choosing hard-wall or periodic boundary condi-
tions would rather quickly lead to unwanted reflections
of the matter wave at the artificially introduced bound-
aries of the box.
To avoid such artificial backreflections, we can intro-
duce transparent boundary conditions (TBC), making
use of the fact, as explained in the introduction, that
the scattering potential and the interaction strength are
non-zero only in a finite region of space. To this end,
we formally divide the system in three parts, namely
the semi-infinite left and right parts L and R where
neither interaction nor scattering takes place, and the
finite central partQ consisting of L sites numbered from
1 to L, which contains potential scattering, atom-atom
interaction, as well as the link to the source (see Fig. 1).
For the sake of compactness of the formalism, we re-
group all the amplitudes ψℓ into a state |ψ〉 defined
through
|ψ〉 =
+∞∑
ℓ=−∞
ψℓ|ℓ〉, (5)
where the on-site states |ℓ〉 form an orthonormal basis
〈ℓ|ℓ′〉 = δℓ,ℓ′ . Formally Eq. (4) can then be expressed as
i
∂|ψ〉
∂t
= H|ψ〉 = [Hf + V + U(ψ)]|ψ〉 + |S〉 (6)
with |S〉 = κ(t)√N|ℓ0〉, where we decompose the Gross-
Pitaveksii Hamiltonian H in the free motion on the
chain described byHf , the scattering potential included
in V , and the nonlinear interaction term U(ψ). The cor-
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responding matrix elements in the local basis are
〈ℓ|Hf |ℓ′〉 = −µδℓ,ℓ′ − J(δℓ,ℓ′−1 + δℓ,ℓ′+1), (7a)
〈ℓ|V|ℓ′〉 = δℓ,ℓ′Vℓ, (7b)
〈ℓ|U(ψ)|ℓ′〉 = δℓ,ℓ′gℓ|ψℓ|2. (7c)
We can now define the division of the system de-
scribed above using the Feshbach projection formalism
with the three projectors
PL =
0∑
ℓ=−∞
|ℓ〉〈ℓ|, (8a)
PQ =
L∑
ℓ=1
|ℓ〉〈ℓ|, (8b)
PR =
∞∑
ℓ=L+1
|ℓ〉〈ℓ|. (8c)
This gives rise to the three coupled evolution equations
i
∂|ψ(L)〉
∂t
= HL|ψ(L)〉+WLQ|ψ(Q)〉, (9a)
i
∂|ψ(Q)〉
∂t
= (HQ + VQ + UQ(ψ))|ψ(Q)〉+ |S〉
+WQL|ψ(L)〉+WQR|ψ(R)〉, (9b)
i
∂|ψ(R)〉
∂t
= HR|ψ(R)〉+WRQ|ψ(Q)〉 (9c)
where we define |ψ(X )〉 = PX |ψ〉, HX = PXHfPX , with
X , Y being equal to Q,L or R, as well as
WLQ = PLHfPQ = −J |0〉〈1| =W†QL, (10)
WRQ = PRHfPQ = −J |L+ 1〉〈L| =W†QR. (11)
The evolution equations (9a), (9c) for the left and the
right part are linear and describe a free propagation
in a semi-infinite lead. As a consequence, we can for-
mally integrate them and plug the result in the evolu-
tion equation (9b) for the central part. This yields
i
∂|ψ(Q)〉
∂t
= [HQ + VQ + UQ(ψ)]|ψ(Q)〉
−i
∫ t
t0
dt′WQLe−i(t−t′)HLWLQ|ψ(Q)(t′)〉
−i
∫ t
t0
dt′WQRe−i(t−t′)HRWRQ|ψ(Q)(t′)〉
+WQRe−i(t−t0)HR |ψ(R)(t0)〉
+WQLe−i(t−t0)HL |ψ(L)(t0)〉, (12)
where the second and third lines describe the decay
into the leads and the fourth and fifth lines describe
the propagation of the initial conditions within the lead
into the scattering region Q.
The integrals in Eq. (12) are calculated using the
normalized continuum eigenstates |k(L/R)〉 of the leads,
which in the local basis |ℓ〉 can be written as
〈ℓ|k(L)〉 =
√
2
π
sin[(ℓ − 1)k] with ℓ < 1 (13)
for the left lead and
〈ℓ|k(R)〉 =
√
2
π
sin[(ℓ − L)k] with ℓ > L (14)
for the right lead, with 0 ≤ k ≤ π, 〈k(L/R)|k˜(L/R)〉 =
δ(k − k˜) and the associated eigenvalues
Ek = −2J cos(k)− µ. (15)
For the term WQLe−iτHLWLQ for instance, we obtain
the expression
WQLe−iτHLWLQ = J2
∫ π
0
dk |〈0|k(L)〉|2e−iτEk |1〉〈1|
which is related to Bessel integrals. This finally yields
a finite set of L integro-differential equations
i
∂ψℓ
∂t
= (Vℓ − µ)ψℓ − J(ψℓ−1θℓ−1,1 + ψℓ+1θL,ℓ+1)
+gℓ|ψℓ|2ψℓ + κ(t)
√
Nδℓ,ℓS
−2i(δℓ,1 + δℓ,L)J2
∫ t
t0
dt′M1(t− t′)ψℓ(t′)
+2Jδℓ,1
0∑
ℓ′=−∞
Mℓ′−1(t− t0)ψℓ′(t0)
−2Jδℓ,L
∞∑
ℓ′=L+1
Mℓ′−L(t− t0)ψℓ′(t0) (16)
with
θℓ,ℓ′ =
{
1 if ℓ ≥ ℓ′
0 otherwise
(17)
and
Mℓ(τ) = i
ℓ
2
[Jℓ−1 (2Jτ) + Jℓ+1 (2Jτ)] e
iµτ (18)
where Jℓ(x) is the Bessel function of the first kind.
As no approximation has been made in this section,
Eq. (16) reproduces the true evolution of the infinite
system under consideration, described by Eq. (4). The
integral term in the third line of Eq. (16) describing
the decay into the left and right leads therefore yields
a perfectly transparent boundary condition that is de-
fined on the first and last site of the central region.
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4 Smooth Exterior Complex Scaling
Within a continuous 1D system, the method of complex
scaling consists in the transformation x 7→ z = xeiθ
(x ∈ R) of the position coordinate with θ > 0. With
this transformation, a stationary wave ψ(x) ∼ eikx
becomes ψ(z) ∼ eikz = eikx cos θe−kx sin θ where k is
the wavenumber. Waves traveling from left to the right
(k > 0) are therefore subject to damping for positive x,
while waves traveling from right to the left (k < 0) are
damped for negative x (and would be enhanced for pos-
itive x [42]). Thus complex scaling allows to describe in
a numerically efficient manner the outgoing waves that
arise in our 1D scattering problem in which the source
is part of the scattering system (see Fig. 1).
For our case, we want to apply the complex scaling
transformation to the leads L and R, while the finite
scattering region Q is supposed to remain unscaled. In
order to properly introduce the method of smooth exte-
rior complex scaling (SECS) for this case, we first con-
sider a continuous system with a wavefunction ψ(x, t)
that is subject to the Schro¨dinger equation
i
∂
∂t
ψ(x, t) = −J ∂
2
∂x2
ψ(x, t) . (19)
We now define a complex analytical function q(x) on
the 1D space and introduce an (in general non-unitary)
transformation U through
Uψ(x, t) = ψ(z(x), t) (20)
where z(x) is defined as
z(x) =
∫ x
0
q(x′)dx′ (21)
(assuming, without loss of generality, that the spatial
origin x = 0 is part of Q). The evolution of the trans-
formed wavefunction is then given by
i
∂Uψ
∂t
(x, t) = − J
q2(x)
(
∂2
∂x2
− q
′(x)
q(x)
∂
∂x
)
Uψ(x, t) (22)
where q′(x) is the first derivative of q with respect to
x.
The goal is to choose q(x) such that the Hamiltonian
remains unscaled in theQ region and scaled in the other
two regions. For this purpose, we choose q(x) → 1
within Q and smoothly ramp q(x) to eiθ within the
scaled regions. The function q(x) we used in this study
reads [48]
q(x) = 1 + (eiθ − 1)
(
1 +
f+(x)− f−(x)
2
)
(23)
with
f±(x) = tanh(λ(x − x±)± 2π) (24)
where λ is defined as the smoothing parameter and the
interval [x−, x+] corresponds to the Q region.
In order to apply SECS to our BH chain, which can
be seen as a discretization of space, we need to define
the matrix elements of the spatial derivatives appearing
in Eq. (22) within the discrete basis of on-site states |ℓ〉.
Within the framework of the finite-difference approxi-
mation, we find
〈ℓ| ∂
∂x
|ℓ′〉 = 1
2
(δℓ,ℓ′+1 − δℓ,ℓ′−1), (25a)
〈ℓ| ∂
2
∂x2
|ℓ′〉 = δℓ,ℓ′+1 + δℓ,ℓ′−1 − 2δℓ,ℓ′ , (25b)
which yields, using Eq. (7a), the relation
−J〈ℓ| ∂
2
∂x2
|ℓ′〉 = 〈ℓ|Hˆf |ℓ′〉+ (µ− 2J)δℓ,ℓ′ (26)
between the free 1D kinetic energy and the hopping
term of the BH model. Defining 〈ℓ′|q|ℓ〉 = qℓδℓ,ℓ′ , we can
discretize Eq (22). Provided that the transition between
the scaled and unscaled regions is sufficiently smooth
(i.e. λ ≪ 1), we can set qℓ−1 ≃ qℓ ≃ qℓ+1 and the
evolution equation (16) now reads
i
∂ψℓ
∂t
= (Vℓ − µqℓ)ψℓ + gℓ|ψℓ|2ψℓ + κ(t)
√
N δℓ,ℓS
+2J(qℓ + q
−1
ℓ )ψℓ
−J
[
1
qℓ+1
+
1
2
q′ℓ+1
q2ℓ+1
]
ψℓ+1
−J
[
1
qℓ−1
− 1
2
q′ℓ−1
q2ℓ−1
]
ψℓ−1
+2Jδℓ,1
0∑
ℓ′=−∞
Mℓ′−1(t− t0)ψℓ′(t0)
−2Jδℓ,L
∞∑
ℓ′=L+1
Mℓ′−L(t− t0)ψℓ′(t0). (27)
The index ℓ can now take values in Z and the unscaled
region goes from ℓ− = 1 to ℓ+ = L. In the practical
numerical implementation, the BH chain has to be suf-
ficiently long in order to absorb the outgoing flux. The
last two lines of Eq. (27) still contain the propagation
of the initial population of the leads into the scattering
region, which is unaffected by the SECS transforma-
tion.
5 Results
We now compare the SECS and TBC methods with
each other and with the well established method of com-
plex absorbing potentials (CAPs). The imaginary part
of such a complex potential renders the Hamiltonian
non-Hermitian and thus the evolution non-unitary. For
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the sake of comparability with the SECS method, we
choose the absorbing potential
V CAPℓ = −i Im(qℓ), (28)
with qℓ being defined, as in Sec. 4, by the discretization
of Eq. (23).
The TBC, SECS, and CAP methods are applied to
the case of free kinetic propagation along a homoge-
neous and noninteracting BH chain, as well as to the
case of propagation across a symmetric double-barrier
configuration in the presence of interaction, which can
be seen as an atomic quantum dot. At the initial time
t0, the BH chain is considered to be either completely
empty (i.e. ψℓ(t0) = 0 for all ℓ ∈ Z) or populated with
some randomly selected complex amplitudes on each
site. The coupling to the source is ramped according to
κ(t) =
1
1 + e−(J(t−t0)−50)/5
. (29)
To solve the differential equations, we use a Runge-
Kutta Fehlberg (RKF) method. This method is of order
O(δt4) with an error estimator of order O(δt5), which
allows one to adapt the numerical time step δt in order
to keep the numerical solution as close as possible to
the mathematically true solution of the equations.
5.1 Free case with empty leads
We first consider the case of a free kinetic propaga-
tion, i.e. Vℓ = gℓ = 0 for all ℓ ∈ Z, and compare the
density profiles obtained by the TBC, SECS, and CAP
methods against the expected value for the stationary
density n∅. The latter can be analytically calculated
with Eq. (16) by restricting the central region Q to a
single site. We obtain
n∅ = lim
t→∞
|ψ(t)|2 = lim
t→∞
N|κ(t)|2
4J2 − µ2 . (30)
In Fig. 2, we represent the propagation of free par-
ticles in a BH chain consisiting of 100 sites within the
Q region. The source is located at the first site in this
region. The L and R regions are treated according to
TBC, CAP or SECS. We chose the smoothing parame-
ter λ = 0.1 and the maximal scaling angle θ = 1.5. We
can see that the three methods agree with each other
and reproduce the analytical value (30) of the on-site
density within the Q region. Moreover, the three meth-
ods seem to be stable for long propagation times, which
allows us to study the steady state of this scattering
process with confidence. For a total propagation time
of Jt = 250, the SECS method is found to be slightly
faster than the CAP method. We believe that this is
0
0.5
1
1.5
-50 0 50 100 150
site index
Jt = 250
0
0.5
1
1.5
n
ℓ
/
n
∅
Jt = 83
0
0.5
1
1.5
Jt = 62 SECS
CAP
TBC
Fig. 2 (color online) Density profiles for the case of free prop-
agation (i.e. gℓ = Vℓ = 0) in a homogeneous BH chain for
three different propagation times t. The source of atoms is
connected at site ℓS = 1. The TBC method (red solid line),
the SECS method (green dashed line), as well as the CAP
method (blue dotted line) yield practically identical densities
within the region Q defined from site 1 to site 100, which
agree there with the analytical expression (30) for the sta-
tionary density. Differences between the numerical methods
naturally appear within the leads (in which the results ob-
tained by the TBC method are not displayed). While SECS
is found to absorb the outgoing flux most efficiently in terms
of computation time, TBC is the slowest method because of
the integral in the decay term in Eq. (16).
due to CAP absorbing the outgoing flux less efficiently
than SECS; hence, more sites in the leads contribute
to the error computed by the adaptive RKF method
and consequently more time steps have to be taken in
order to reach the final time. On the other hand, the
TBC method, while being exact from the formal point
of view, is substantially slower (about 1000 times for
this particular comparison) than the other two meth-
ods. This can be explained by the fact that the numer-
ical evaluation of the integral in the decay term is very
costly and and has to be re-done at any individual time
step since this integral is a convolution of the memory
kernel with the local history of the wavefunction.
5.2 Free case with populated leads
Let us now study the influence of nonvanishing initial
populations in the leads. We generate the initial condi-
tion on the site ℓ according to
ψℓ(t = t0) =
1
2
(Aℓ + iBℓ) , (31)
where Aℓ and Bℓ are real, independent Gaussian ran-
dom variables with unit variance and zero mean, such
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Fig. 3 (color online) Density profiles for free propagation
(i.e. gℓ = Vℓ = 0) with random initial populations in the
leads of the BH chain. There is no source of atoms in this
calculation. As is clearly visible in the inset, all three meth-
ods compare very well in the central region Q which is again
defined from site 1 to site 100. SECS absorbs the outgoing
flux more effectively in the leads than CAP and appears to
be the most efficient method in terms of computation time.
that
〈Aℓ〉 = 〈Bℓ〉 = 0, (32a)
〈Aℓ′Aℓ〉 = 〈Bℓ′Bℓ〉 = δℓ′,ℓ, (32b)
〈Aℓ′Bℓ〉 = 0 (32c)
for all ℓ, ℓ′ ∈ Z. As we shall point out in a forthcoming
paper [49], such initial conditions arise when applying
the truncated Wigner method to the transport of Bose-
Einstein condensates in the context of atom lasers.
We consider again a homogeneous non-interacting
BH chain and used the same parameters as in Sec. 5.1
for SECS and CAP. Owing to the linearity of the time
evolution in the case gℓ = 0 for all ℓ ∈ Z, we can, with-
out loss of generality, set the coupling to the source to
zero, κ(t) = 0, for all times t and study the evolution
of the random initial populations within an isolated
waveguide (since the effect of the source was already
investigated in Sec. 5.1). The results of this simulation
are shown in Fig. 3. We arrive at the same conclusions
as in Sec. 5.1: All three methods agree with each other
and yield nearly identical on-site densities. In particu-
lar, there is no artificial accumulation of the total pop-
ulation within the central Q region due to an ineffi-
cient absorption of the outgoing flux at the boundaries.
Again, the computational effort for SECS is apprecia-
bly lower than for CAP and substantially lower than
for the integro-differential TBC method.
PSfrag replacements
ℓ0 ℓ0 + 6
ℓS
Vℓ
V
Fig. 4 (color online) One dimensional chain for the quantum
dot model (see Eq. 33). Plotted is the on-site potential Vℓ as
a function of the site index ℓ. The red circles represent sites
where the atoms can interact.
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Fig. 5 (color online) Density profiles for a resonant prop-
agation across a quantum dot in the BH chain, defined in
Eqs. (33) and (34), with µ = −0.242J and g = 0.1J before
(upper panel) and after (middle and lower panels) reaching
the stationary state. The source of atoms is located at site 1.
As shown in the inset, all three methods compare very well
in the central region Q defined from site 1 to site 20.
5.3 Quantum dot
In this section we study the effects of a nonvanishing
potential and a finite on-site interaction on the scat-
tering process. As displayed in Fig. 4, we specifically
consider a double-barrier configuration defined by
Vℓ = V (δℓ,ℓ0 + δℓ,ℓ0+6), (33)
which can be seen as an atomic quantum dot. Interac-
tion is present only within the dot, i.e. we define
gℓ = g
5∑
j=1
δℓ,ℓ0+j (34)
and choose g = 0.1J .
Figure 5 shows the density profiles obtained by the
TBC, SECS, and CAP methods for the chemical po-
tential µ = −0.242J which corresponds to a resonance
of the double-barrier configuration at the interaction
strength g = 0.1J . Again, the three methods yield nearly
identical results, which confirms their validity. This does
not change if we add, as in Sec. 5.2, nonvanishing ini-
tial populations in the leads. Finally, Fig. 6 shows the
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Fig. 6 (color online) Same as Fig. 5 for Jt = 250 and the
chemical potential µ = −0.8J which at g = 0.1J gives rise
to non-resonant transport with finite reflection. Again, very
good agreement between all three methods is found.
case of imperfect transmission at the chemical poten-
tial µ = −0.8J . As in the noninteracting cases stud-
ied in the previous subsections, we find that the SECS
method is more efficient (i.e. less time consuming) than
the CAP and TBC methods.
6 Conclusions
In summary, we introduced in this work the method of
smooth exterior complex scaling (SECS) to the mean-
field description of the one-dimensional transport of
Bose-Einstein condensates within a guided atom laser
configuration. While this method is formally exact in
a continuous system, imprecisions necessarily arise if
the space is discretized in the framework of a finite-
difference representation of the Gross-Pitaevskii equa-
tion. We showed how to avoid this problem by choos-
ing a sufficiently large smoothing parameter in the im-
plementation of SECS. A comparison with the (nu-
merically inefficient) introduction of perfectly transpar-
ent boundary conditions, which are obtained from an
analytical elimination of the semi-infinite leads of the
waveguide (assuming that spatial inhomogeneities and
nonvanishing interactions are restricted to a finite scat-
tering region within the waveguide), yields very good
quantitative agreement. This was specifically tested for
the case of resonant and non-resonant transport through
an atomic quantum dot configuration consisting of a
sequence of two symmetric barriers within which the
interaction was assumed to be finite. We furthermore
showed that the SECS method is appreciably more effi-
cient than the method of complex absorbing potentials
that are defined with a comparable smoothing param-
eter.
In contrast to the method of absorbing boundary
conditions proposed in Ref. [12], which are adapted to
outgoing waves with relatively well-defined wave num-
bers, the SECS method can also account for the pres-
ence of density fluctuations that arise from finite ran-
dom initial populations within the waveguide of the
atom laser. This implies that SECS can be applied in
the framework of the Truncated Wigner method [50]
which approximately accounts for the effect of quan-
tum fluctuations beyond the mean-field description of
the propagating condensate. This specific application,
as well as the use of SECS within the many-body ma-
trix product state (MPS) algorithm [51–53], shall be
discussed in a forthcoming publication [49].
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