one variable usually considered in such models. McDonald [30] pointed out that the models are usually characterized by poor performance at their turning points and consequently resulting in poor forecasts. Part of the limitations of univariate stochastic time series models are the inability to predict how dependent variable changes according to some relevant explanatory variables. In order to overcome this limitation, ARIMAX model could be used which accommodates explanatory variables to explain the variations the response variable.
Univariate time series models use only past values of the variable under consideration, to forecast future values.
Related explanatory variables can be inserted into the such univariate model, which results in ARIMAX time series models called autoregressive integrated moving average with exogenous variable to obtain a better forecast. Apart from improving the accuracy of forecasts, joint modelling of such series could facilitate a better understanding of the dynamic relationship among the variables, [40] . ARIMAX not only allows the effects of covariates or predictors on the response variable to be measured, but also the lagged effects of such converts. ARIMAX time series models and their applications have been discussed by many authors, [1, 8, 9, 11, 19, 22, 23] . Univariate ARIMA and ARIMAX models are proposed in this study, to capture the trend of livebirths in Nigeria and also to determine the effect of the population of women-of-childbearingage on birth trend.
Theoretically, most demographic variables depend on a number of stochastic elements. The focus of this study is to determine whether incorporating factor that have influence on a demographic variable into a univariate time series model of such variable could lead to improved forecasts of such variable. The Population of women-of-childbearing-age is one of the possible predictors could have a significant relationship with livebirths, and could be useful for forecasting future livebirths of a population. For ARIMAX models, the dependent variable is explained by past values of the random variable, random shocks and explanatory variables. In this study, a univariate ARIMA model for the livebirths series will be identified, as well as an ARIMAX model of the livebirths series to model the association between live births and the number of women-of-childbearing-age.
In demographic context, fertility is the actual birth performance, while nasality represents the role of births in population change and human reproduction, [38] . The terms natality, fertility and births may relate to total births, including live births and stillbirths, but they have been used increasingly to refer to live births only, [26, 28, 38, 30] . It has been established that the crude birth rate for Nigeria stood at 36.1 in 2010, [44] . The estimated total fertility rate per woman in Nigeria has also declined from 7.2 in 1960 to 4.0 in 2013, [44] . This is an indication that though the number of live births is on the increase in Nigeria, nevertheless there is a sharp reduction in the number of children a woman between ages 15-49 would have during her reproductive life, if for all of her childbearing years she were to experience the age-specific birth rates for that given year. Between 1980 and 2003, it was observed that the birth-rate among Nigerian women aged [15] [16] [17] [18] [19] has declined by 27%. However, because Nigeria population increased rapidly, the annual number of births to teenage women increased by 50% over this period, [35] . Adolescent birth-rate therefore contributes significantly to the total birth rate of women in Nigeria. Nigeria has a population close to 124 million in 2003; and is one of the 10 most populous countries in the world, and the most populous country in Africa. The decline in the fertility rate of Nigerian women could be due to the increase in contraceptive usage among women-of-child-bearing-age, [44] .
The National Population Commission in Nigeria is an agency with the statutory mandate to establish and maintain a uniform system of vital registration for the nation with a view of providing vital statistics on a regular basis for the purpose of socioeconomic planning, [34] . The National Population Commission reported a total of 9, 936,221 registered For the data to be suitable for time series modelling it must cover a relatively long period and must have a high caseload. The higher the caseload, lower the possibility of the data to be influenced by random fluctuations, [9, 10, 13, 36, 18] . The data were disaggregated so as to have data with high caseload that will not be affected by random fluctuations;
and to uncover the possible pattern in the live births and women-of-childbearing-age series. Boot-Feibes-Lisman first difference, a non-model based method (BFL-FD) developed by Boot et al, [5] which is suitable in desegregating annual time series data into quarterly figures, was employed to desegregate the annual data on record live births and women-of-
childbearing-age

UNIVARIATE TIME SERIES MODELS
Time series modelling can contribute to understanding the physical system by revealing something about the physical process that builds persistence into a series. Univariate time series models use only past history of individual series being modelled, [9, 10, 12] . They do not use any information from other series that may be related to the series being modelled. Such prediction can be used as a baseline to evaluate the possible importance of other variables to the process.
ARMA Models
Autoreggressive moving average (ARMA) model can be used, to predict the behavior of a stationary time series
of past values alone. The autoregressive terms of a variable are the lagged values of the variable that have a statistically significant relationship with its most recent value, while the moving average terms are the residuals or lagged errors resulting from previously made estimates, [9, 10, 12, 13, 14] . The attractiveness of the ARMA model is that it is a parsimonious representation of a stationary stochastic process. The major advantage of this model is its flexibility in incorporating explanatory variable which might be useful in predicting the response variable. The general form of the ARMA (p, q) scheme in lag operator notation is, [9, 10, 12, 13] :
Equation (1) 
A white noise sequence also referred to as disturbance term such that 
ARIMA Models
Autoregressive Integrated Moving Average (ARIMA) model is an extension of ARMA class in order to include more realistic dynamics, in particular, non-stationarity in mean and variance, [9] . ARIMA model can be considered as a special case of regression model in which the dependent variable has been stationarised and the explanatory variables are all lagging of the dependent variable and or lags of the errors. Staionarity tests, such as Augmented Dickey-Fuller test can be used to determine, whether a series is stationary or not, and consequently determining if differencing term should be included in the model specification. ARIMA process generates nonstationary series, that is integrated of order d, denoted I (d) so that an integrated series should be differentiated until it is stationary before modelling. A nonstationary I (d) process is one that can be made stationary by taking d differences. Such processes are referred to as difference-stationary or unitroot process. The difference series can then be modelled as a stationary ARMA (p, q) process. In practice many demographic series are nonstationary in mean and they can be modelled only by removing the nonstationary source of variation, which is often done by differencing the series. ARIMA models which are capable of describing a wide class of non-stationary time series containing stochastic trends has become popular univariate time series models for forecasting demographic variables, [9, 30, 31] . The models could be adopted for short term forecasts of live births of a population to determine the future live births of such population. The general form of ARIMA model is [3, 9, 10, 12, 13] : 
There are three main steps in finding an appropriate model for a series, which are modelled specification or identification, estimation of model parameters and model verification. Visual inspection of the time plot, autocorrelation function (acf) and partial autocorrelation function (pacf) of a series may be employed to identify an appropriate model for such series. The specification should be guided by the principle of parsimony, by which the best model is the simplest possible model that adequately describe the data. The stationary condition of a series must be verified before identifying an appropriate model for such series. The coefficients of the identified ARIMA model can be estimated by the method of maximum likelihood or least squares regression. Finally, the last stage is model checking which involves verification of the quality of the identified model, by analyzing the model residuals to verify the randomness of the residuals. In the absence of no inadequacies, the model is considered suitable for the data. Statistical theory and applications of ARIMA models are fully discussed in [9, 10, 12, 13, 16, 18, 20, 23, 25, 26] .
TIME SERIES MODEL WITH EXOGENOUS VARIABLE (ARIMAX)
ARIMAX time series models are extensions of the ideas of univariate time series, stochastic models, and are basically a healthy marriage between regression and ARIMA, [22, 25] . Empirical specification of univariate time series model may be hampered by fluctuations, that can be attributed to variables other than y t. For ARIMAX time series model, the dependent variable is explained not only by past values of forecast variable, but also on random shocks and exogenous variables. The models are different from, transfer function models where the effects are uni-directional, and also allow for the lagged effects of covariates and for decaying effects of the covariates, [1, 18, 22, 23] .
ARIMAX Model
Autoregressive Integrated Moving Average (ARIMAX) with exogenous variable is a generalization of an ARIMA model for a single series. ARIMAX model is an ARIMA model that incorporates information provided by leading indicators and other covariates. It is a combination of autoregressive model (using previous states), moving average model (using past residuals); and ordinary regression model (using external variables on integrated series). It is a special case of transfer function model, popularized by Box and Jenkins, [9] . ARIMAX model is an extension of the ARIMA model, where external covariates or exogenous variable may be added depending on cross-correlations between the response variable and the covariates. There are different names for ARIMA models with regressor series, such as ARIMAX, ARIMAX model or XARIMAX model, or an ARIMA model with regressors, [23] . ARIMAX model uses information from other related variables, to attempt to obtain reasonable forecasts of the dependent variable. The model could be used β is the coefficient of the covariate. 
The model can also be written as:
where ( )
For more than one explanatory variable, the mathematical form of ARIMAX model has the form:
Thus, ARIMA models allow polynomial regression when appropriate, so that an ARIMAX model is an ARIMA ARIMA and ARIMAX Stochastic Models for Fertility in Nigeria www.tjprc.org editor@tjprc.org model with regressors. In backshift operators, the general form of ARIMAX models with more than one explanatory variable is:
Equivalently, the model can be written as:
ARIMAX model has the same stationarity requirements as the univariate models. The response series is stationary if the roots of the homogenous characteristic equation of the form:
Lie Outside the Unit Circle
If the response variable t y is not stationary in mean, it should be differenced to form a stationary ARIMA model, before including explanatory variables. The series of the response variable could also be subjected to Box-Cox transformation to induce stationarity in variance, if the original series is not stationary in variance. If the explanatory variable ( t x ) is not stationary, then a false negative rate for significance tests of β can increase. The staionarity transformations in mean and variance, also apply to the explanatory variable to ensure stationarity in mean and variance, if the series of the variable is not stationary. The order of differencing to apply to the explanatory series, as well as the number of explanatory variable lags to include in the model can be determined from the cross-correlation function.
Differencing the explanatory series also changes the practical interpretation of β . Subsequently, β could be interpreted as expected effect a unit increase in the explanatory variable has on the difference between current and lagged values of the response variable y t , conditional on those lagged values. In the context of this study, ARIMAX model will be employed in measuring how population of women-of-childbearing-age x t affects the number of livebirths in Nigeria.
Cross-Correlation Functions
In the relationship between two time series y t and x t, the series y t may be related to past lags of x series. The crosscorrelation function (ccf) of two series is the product moment correlation, as a function of lag between the series; and is helpful in identifying lags of the x-variable that might be useful predictors of y t, [12, 13] . The cross-correlation between two time series describes the normalized cross-covariance function. Cross-correlation function (ccf) is therefore, a basic exploratory tool, that could be employed in the identification process of ARIMAX model, and generally for time series with exogenous variable. In order to determine whether it will be necessary to add an explanation and even to determine the number of explanatory lags to include in ARIMA model which will result into ARIMAX model, the cross-correlations must be checked.
The ccf is a generalisation of the acf to the multivariate case so that, cross-correlogram analysis is an extension of correlogram analysis. The structure of ccf could be used, to find linear dynamic relationship in time series data that have been generated from stationary process, [14] . For non-stationary series, the estimated autocorrelation and cross-correlation functions of the (X t , Y t ) series will fail to damp out quickly, [9] . Stationarity can therefore, be induced in such series by 
where (X t , Y t ) represent a pair of stochastic processes that are jointly wide sense stationary. Time series often exhibit nonstationarity behaviour. A very slow decay of the ccf indicates non-stationarity of the series. A peak in a ccf, followed by a tapering pattern is an indicator that, lag 1 and possibly lag 2 values of the y-variable may be possible indicators. The ccf can therefore, be used to determine the number of explanatory variable lags to be included in the model. The ccf is helpful in identifying lags of the explanatory variable, that might be useful predictors of response variable. It is therefore, important to determine whether the series under consideration are stationary or not before using them in an ARIMAX model. Linear combinations of the elements of y t may be stationary, and differencing all series simultaneously can lead to complications in model fitting, [7, 24] . The method to test the stationarity of the series is the unit-root test referred to as Augmented Dickey-Fuller test.
In R statistical computing software, the ccf is defined as the set of correlations between h t x + and t y , for 3 2, 1, 0, h ± ± ± = and so on. A negative value for h is a correlation between the x-variable at a time before t and the yvariable at time t, so that when -2 h = , the ccf value will give the correlation between 
DIAGNOSTIC TESTS FOR TIME SERIES MODELS
ACCURACY OF FORECAST MODELS
Empirical evaluations of the performance of forecasting models rely upon measures of error criterion such as Mean Square Error (MSE), Mean Absolute Error (MAE) or Mean Absolute Percentage Error (MAPE). The measures are used in measuring the accuracy of the projection of the models. They provide indication on how well a model fits a series, [26] . Given a particular model for a process, 
The Mean Absolute Percentage Error (MAPE): (18) Given that y t takes only positive values.
MODEL SELECTION
Once the appropriate time series models have been fitted, Akaike Information Criteria (AIC) and Bayesian Information Criteria (BIC) can be used to choose the best between the proposed models. Akaike, [2] proposed an information criterion of the form
where K: Number of parameters in the model to be estimated.
L:
Likelihood function of the model. When there are two or more competing models, the model with the smallest AIC is deemed best in the sense of minimizing the forecast mean square error, [26] . It was however, pointed out by Schwartz [37] that, AIC is not a consistent criterion due to the fact that, it does not select the true model with probability approaching 1 as ∞ → n , [15, 25] .
Schwartz [37] therefore, proposed the Bayesian Information criterion (BIC)
where n: number of observed data points or sample size.
RESULTS
The time plots of the disaggregated livebirths series (y t ) and disaggregated women-of-childbearing-age series (x t ) are shown in figures 1a and 1b, respectively. In both cases, the series exhibit nonstationarity in mean, as well as non- 
Results of the Analysis of the Univariate ARIMA Model
The acf of the livebirths data shown in Figure 2 (a), has a sinusoidal pattern that tails off to zero reflecting the meandering shape of the series, which indicates that the series is non-stationary; suggesting that at least one non-seasonal differencing will be appropriate. ( )
The ARIMA (1,1,0) can be written explicitly as:
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The mathematical expression regress the change in livebirths on the change in women-of-childbearing-age lagged by one period. This is ARIMAX (1,1,0,1) with one lag of the explanatory variable (x t ). The model could be interpreted as the relationship between the current livebirths and the unpredictable factors in the previous period with lags 0 and -1 for the women-of-childbearing-age variable. depend on number of women-of-childbearing-age (x t ) with one lag. The estimated ARIMAX model is therefore:
When the coefficient of the lag of x t (at lag -1) that is not significant at 95% level was dropped, and the model reestimated after removing the redundant parameter, the improvements in the root-mean squared error and R 2 are quite negligible.
The best model was determined by comparing values of Akaike Information Criterion and the overall pattern of the models. Comparing the values of the AIC, BIC and MAPE of the univariate ARIMA model in Table 2 and their corresponding values of the measures for ARIMAX model in Table 5 The predicted livebirths are plotted with the actual livebirths using the ARIMA and the ARIMAX models in Figure 8 . Overall, the predicted livebirths followed a similar pattern of actual cases of livebirths for ARIMAX model better compared with the ARIMA model. 
