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Abstract
This dissertation is a report on an interdisciplinary investigation consisting of an
application of random walk techniques to problems in ecology, particularly to the
spread of Hantavirus epidemic among rodents that live on an open terrain. The
population of mice that we consider is made up of infectious disease-carrying mice
and susceptible mice that are disease-free, and each mouse has its own home range
around which it executes a random walk. We describe an event of infection transmis-
sion in such a population via reaction-di↵usion theory. Our simple model consists
of two mice, one infected and the other susceptible, the disease being passed upon
encounter as the two mice move on the terrain. The existence of home ranges of
the mice is included in the model by representing each mouse to be a Smoluchowski
random walker. Such a simple model is appropriate for a dilute population where
vi
only one infected-susceptible mice pair is considered to meet at a time. However
the calculation helps the understanding of underlying microscopic processes of an
epidemic outbreak in an arbitrary population density.
The two-mice model is formulated in an arbitrary number of dimensions and
explicit calculation in 1-dimension is performed first. We uncover an interesting ef-
fect of the home ranges on the characteristics of infection-transmission event. We
find that there is an optimal configuration of the home ranges for which infection-
transmission occurs most e ciently. Furthermore, the practical application of our
model to higher dimensions requires an extension of the theory to circumvent a seem-
ingly well-known problem in reaction-di↵usion theory that the ‘reaction’ site cannot
be a 0-dimensional object for problems considered in higher dimension than 1. We
develop a detailed resolution and present a practical extension with an explicit cal-
culation demonstrated in 2-dimensions.
Our work is, thus, useful in two ways. One is the further development of reaction-
di↵usion theory to tethered random walkers and dimensions higher than 1. The other
is to gain insights into the practical problem of the spread of the Hantavirus epidemic.
vii
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Introduction
1.1 Motivation
In this thesis, we report an interdisciplinary investigation consisting of an applica-
tion of random walk techniques to problems in ecology, particularly to the spread
of epidemics such as the Hantavirus. The main topic of this work consists of a fur-
ther development of some tools of non-equilibrium statistical mechanics: the Smolu-
chowski equation [1], reaction-di↵usion theory, non-Gaussian random walks, and the
defect technique [2–12] ; and their application specifically to the spread of Hantavirus
among rodents moving on open terrain. We will give a detailed description of the
non-equilibrium tools in the next chapter. In the following, we present the relevant
background on epidemics in general and Hantavirus in particular. In Section 1.2 we
will also give the outline of this thesis.
1
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1.1.1 Background
In an epidemic outbreak, an infectious disease spreads among a population of suscep-
tible individuals. The symptom of the infection varies widely as well as its duration
depending on the nature of the disease [13]. The field of mathematical epidemiology
studies population dynamics using mathematical models. In their seminal work [13],
Anderson and May started a major branch of research by studying the subject by
the use of coupled ordinary di↵erential equations. Their objects of research are uni-
versally known as, for instance, the SI (susceptible-infected) and SIR (susceptible-
infected-recovered) models. Such models are used widely and the application can be
found, for example, in a review given in ref. [14]. Despite their success, these models
are appropriate only for a well-mixed host population of an infectious disease, and
fail to capture the spatial elements in the system, the movement of the populations,
and the space-dependent interactions of the population. Inclusion of space in popu-
lation dynamics equations was introduced independently by many authors, and such
models have been used widely [15–24].
A series of investigations of the Hantavirus epidemic among a rodent species,
peromyscus maniculatus, was conducted [25–33] following the epidemic outbreak of
a strain of Hantavirus, called the Sin Nombre Virus, among the rodents that in turn
caused the Hantavirus Polmonary Syndrome (HPS) among humans in 1993, in the
Southwest region of the United States. The symptoms of HPS start out similar to
a flu, followed by a pneumonia-like condition with lungs filling with fluids, causing
upto 70% mortality rate [33]. Unlike its e↵ects on humans a Hantavirus infection
does not a↵ect the rodents; an infected rodent carries a chronic infection without ill
e↵ects; it is also found that an infection does not get passed to o↵spring [25].
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Our investigation stems from theoretical work done by Kenkre and collaborators
in the last decade at UNM, starting with ref. [18]. Abramson and Kenkre in ref. [18]
captured major features of the observed spatio-temporal patterns of the Hantavirus
spread in New Mexico. The model treated the logistic growth [34] of the infected
and susceptible populations combined with their movement on the terrain and the
space-dependent interaction between them, with a parameter that characterized the
environmental resources. The movement of mice was treated as random walks. The
logistic element models resource-limited population growth. It curbs the growth by
the competition for the limited resource.
The temporal pattern of the virus outbreak predicted by the Abramson-Kenkre
model described well the observation of 1993 Hantavirus outbreak following the El
Nin˜o in the previous year that boosted the habitability of the environment through
increased precipitation followed by a warm winter [32]. The other observed character
of the Hantavirus infection is its spatial pattern, where the existence of patches of
infected mice were identified. Such patches are referred to as refugia [18], and they
contract and expand depending on the environmental factor, becoming a source of
an infection spread when the environment is favorable [31]. The Abramson-Kenkre
model also predicted satisfactorily such refugia of infection where the resources are
abundant.
Furthermore, Abramson et. al., in [19,23,35], described how the infection spreads
from refugia when the condition is favorable. They found that the infection spreads
as a wave front. First, the front of susceptible population spreads out to the areas
that are unoccupied by the mice, and then following the spread of the susceptible
mice, the front of the infection develops. A large variety of observations based on
the Abramson-Kenkre model were explained and predictions were made at UNM in
3
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the ensuing decade [18,19,21,23,35–42] including even an extinction of refugia of the
virus, modulated by the environmental condition [22,43].
During the explicit quantitative application of the theory to the accumulated data
of the motion of the mice, it was found that the mice moved like random walkers at-
tracted to central locations. These were understood as home range centers [38,40,41].
This finding called for a profound modification in the theory [21] with an introduc-
tion of the Smoluchowski equation [41] and a detailed study of home ranges and
epidemic spread was conducted [38, 39, 41]. The theory was used to estimate the
di↵usion constant and the size of the home ranges of the mice. The first mention of
the Smoluchowski equation in the context of animal home ranges seems to have been
made by Okubo [15]. The actual task of incorporating home ranges was undertaken
first in the Ph.D. thesis of MacInnis [44].
The double role of the present thesis is to develop tools for reaction-di↵usion
theory in the context of tethered random walkers with the help of the Smoluchowski
equation; and to apply the tools to the study of the spread of epidemics via model
investigations comprising of small (two-mouse) systems. The ultimate aim is to use
the result from such two-mouse calculations to develop a kinetic theory of spread of
epidemics incorporating the existence of home ranges.
1.2 Outline
In Chapter 2, we present the important tools of this thesis, objects of non-equilibrium
statistical mechanics, viz., the Smoluchowski equation and the reaction-di↵usion the-
ory via the defect technique. The former describes the probability density of a ran-
4
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dom walker that is also attracted to a central location. In the latter, the term
“di↵usion” indicates that there is a moving entity, and “reaction” means something
happens to the entity as it moves when it reaches a particular configuration. Specif-
ically, we give an overview of a mathematical technique called the defect technique
that makes it practical for a reaction-di↵usion approach to our problem.
In the remaining chapters, we present the applications of the Smoluchowski equa-
tion and the defect technique. In Chapter 4, we analyze our model of an infectious
disease transmission between two mice, one carrying an infection and the other with-
out it but susceptible to it. In this problem, each mouse is thought to be a Smolu-
chowski random walker where the attractive center represents the center of the home
range. We are interested in the e↵ect of the home ranges of the mice on the proba-
bility of the susceptible mouse obtaining the infection, the infection probability.
We know from the exciton annihilation analysis performed earlier by Kenkre [5]
that a two-walker reaction-di↵usion problem in an arbitrary number of dimensions
can always be mapped to a single-walker reaction-di↵usion problem in twice the num-
ber of dimensions. This point is elaborated in 4.2. Thus, in Chapter 3, a trapping
scenario of a Smoluchowki random walker is discussed, where the walker is captured
by a stationary trap. The expression for the probability to survive the trap, the
survival probability, is given. We find a counter-intuitive e↵ect of the existence of
the attractive center on the survival probability.
In Chapter 5, we present an extension to the infection model presented in Chap-
ter 4 for its application to a higher dimension, circumventing the seemingly well-
known reaction-di↵usion problem: the Laplace transform of a key quantity in find-
ing the infection probability cannot be found when the “reaction” takes place at a
5
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mathematical point in higher dimensions. An explicit calculation in 2-dimensions is
given to demonstrate the use of the extension and to verify that the e↵ect found in
the previous chapter is generalized to higher dimensions.
In Chapter 6, we give a summary of this thesis and make brief remarks on building
a kinetic model for an epidemic spread with home range consideration.
6
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The Underlying Smoluchowski
Equation and the Defect Technique
2.1 Motivation
In this chapter, we introduce the tools for building our understanding of a transmis-
sion of an infectious disease between two animals that have respective home ranges.
First, in Section 2.2, we introduce the Smoluchowski equation that is used to model
the probability density to find such an animal at a certain location at a given time.
We give the solution and discuss its important characteristics pertinent to our study.
In Section 2.3, we present the general framework of the defect technique [2] that
enables us to study the infection-transmission between such animals in a reaction-
di↵usion scenario.
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2.2 The Smoluchowski Equation
This equation was developed by M. Smoluchowski to study coagulation phenom-
ena [1], where he considered particles that are attracted to the center of an attrac-
tive potential to aggregate when they reach a certain radius of the potential center.
This well-known equation describes the probability density of an entity that moves
randomly but is also attracted to a central location. We here present the equation
and discuss the feature of the solution in detail.
We first give a brief overview of a pure random walker. Consider an n-dimensional
random walker whose position is given by the vector r = (r1, r2, . . . , rn). If no
attractive center is involved, the equation of motion for the probability density,
P (r, t) to find the walker at position r at time t is given by
@P (r, t)
@t
= Dr2P (r, t), (2.1)
where D is called the di↵usion constant, and the equation is called the di↵usion equa-
tion. This equation can be straightforwardly solved by the use of Fourier transform.
The well-known solution is given by
P (r, t) =
Z 1
 1
dnr0⇧D(r, r0, t)P (r0, 0), (2.2)
where P (r0, 0) is the initial condition of the walker, and ⇧D(r, r0, t) is the propagator
(the subscript D is for di↵usion),
⇧D(r, r
0, t) =
✓
1p
4⇡Dt
◆n nY
 =1
e 
(r  r0 )2
4Dt , (2.3)
where   labels each dimension. For a delta-function initial condition, P (r0, 0) =
 n (r0   r0), where the initial location has the  -th component r0 , the solution of
equation (2.1) is
P (r, t) =
✓
1p
4⇡Dt
◆n nY
 =1
e 
(r  r0 )2
4Dt . (2.4)
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Thus, the probability density of the walker is characterized by the Gaussian centered
at r0 with the width  D =
p
2Dt. The mean position of the walker, which is the
center of the Gaussian, obviously given by the first moment of r as
hri =
Z 1
 1
dnr rP (r, t) = r0, (2.5)
is the initial location of the walker. The mean squared displacement (MSD), i.e., the
average of square distance traveled by the walker, is given by the di↵erence between
the second moment, hr2i, and the square of the mean:
MSD = hr2i   hri2 = n · 2Dt = n ·  2D. (2.6)
Hence, the MSD grows linearly in time, indicating that the walker will eventually
disappear to infinity. We note that, as seen in the last equality of the above equation,
the MSD is proportional to the square of the width (the variance) of the Gaussian.
We now introduce the primary equation used in this thesis to describe the be-
havior of the probability density, P (r, t), of a random walker who is also attracted
to a central location. Letting such central location be the origin without loss of
generality, the equation of motion for P (r, t) is given by the Smoluchowski equation,
@P (r, t)
@t
=  r · (rP (r, t)) +Dr2P (r, t), (2.7)
where the second term on the right hand side is the di↵usion term as described above,
and the first term arises due to the motion of the walker being attracted toward the
origin, with strength  . The word “tethered” will be used in the following to de-
scribe this home-bound motion of the walker throughout this thesis. When the term
multiplying P (r, t) in this term (r) is expressed as a gradient of a potential U(r),
the potential takes the form U(r) = ( /2)(r21 + r
2
2 + · · · + r2n), which is the form of
an attractive harmonic potential. The solution of equation (2.7) is presented and
discussed below.
9
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2.2.1 Solution of the Homogeneous Smoluchowski Equation
and its Physical Significance
For the purpose of generality of use we will now relax the assumption that the
location of attraction lies at the origin. It is now placed at an arbitrary location,
rh = (h1, h2, . . . , hn). The equation for P (r, t) then becomes
@P (r, t)
@t
= r · [  (r   rh)P (r, t)] +Dr2P (r, t). (2.8)
This equation is solved by the method of characteristic in Fourier space, which is
a standard procedure that can be found in a text book [45]. Nevertheless, the
step by step method is provided in Appendix A for completeness. The solution to
equation (2.8) is given by
P (r, t) =
Z 1
 1
dnr⇧(r, r0, t)P (r0, 0), (2.9)
where P (r0, 0) is the initial condition of the walker, and ⇧(r, r0, t) is the propagator
given by
⇧(r, r0, t) =
 
1p
4⇡DT (t)
!n nY
 =1
e 
(r  h  (r0  h )e  t)
2
4DT (t) . (2.10)
The function T (t) is given by
T (t) = (1  e
 2 t)
2 
. (2.11)
Hence, for a delta-function initial condition, P (r0, 0) =  n(r0   r0), the solution is
P (r, t) =
 
1p
4⇡DT (t)
!n nY
 =1
e 
(r  h  (r0  h )e  t)
2
4DT (t) . (2.12)
This is also a Gaussian that we refer to as the Smoluchowski Gaussian. It exhibits
richer features compared to equation (2.3) for an unconstrained random walker.
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Figure 2.1: The mean square displacement (MSD) for a Smoluchowski random
walker, given in equation (2.15), is plotted for 1-dimension against time, where the
MSD is scaled to the square of the Smoluchowski width,  2 = 2D/ . The time is
expressed as a ratio to the di↵usive time for the walker to travel to the attractive
center from its initial location, ⌧0 = x20/2D. The MSD starts at 0 at t = 0 and
saturates to the steady-state value.
One unique feature is of the width,  (t), we here define as
 (t) =
p
4DT (t) =
s
4D(1  e 2 t)
2 
. (2.13)
As seen in its time-dependence, it saturates in its value as a function of time, due to
the behavior of T (t). We denote the saturation value, i.e., the steady-state value, of
 (t) by  :
  =
s
2D
 
. (2.14)
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Such behavior of  (t), in turn, gives the same saturating character to the MSD,
which is given by
MSD = n · 2DT (t) = n · 1
2
 2(t). (2.15)
Notice the stark di↵erence compared to the MSD found for a pure random walker
which grows linearly in time. This saturating MSD indicates that in the steady-state,
there is a finite probability density to find the tethered random walker somewhere in
space particularly around the center of attraction. Figure 2.1 depicts the MSD given
in equation (2.15) (scaled to  2) plotted against time (scaled to ⌧0, the characteristic
time for the walker to travel to the potential center from its initial location by a
purely random motion, the di↵usive time). It starts at 0 at t = 0 and saturates
to the steady-state value. We chose n = 1 but the behavior is identical for higher
dimensions.
The other peculiar feature of the solution of the Smoluchowski equation is that
of the mean position of the walker, which is given by
hri(t) = rh +
 
r0   rh
 
e  t. (2.16)
This is a time-dependent quantity unlike that of a ‘pure’ (an unconstrained) random
walker, where it starts from being at the initial position, r0, at t = 0, and shifts to
the potential-center location, rh, in a long time. This behavior of the mean position
and the MSD eventually gives P (r, t) as
P (r)ss =
✓
1p
⇡ 
◆n nY
 =1
e 
(r  h )
2
 2 , (2.17)
which is another Gaussian centered at the potential-center location with the constant
width  . The subscript ss stands for steady-state.
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h x0
0
3
Progression of P (x, t)
t/τ = 0.00
0
0.35
t/τ = 0.04
0
0.2
t/τ = 0.48
-3.16 -1.58 0 1.58 3.16
x/σ
0
0.2
t/τ = 2.00
Figure 2.2: The Smoluchowski density in one dimension, P (x, t) plotted against x
(scaled to   =
p
D/ ) at four di↵erent times, which is scaled to the di↵usive time
⌧ = (x0 h)2/2D to travel the distance between the initial location and the potential
center. These are t/⌧ =0, 0.04, 0.48, and 2.0. The walker was initially placed at
x0 = 1.58 and the center of the potential was set to be the origin. From top to
bottom, the mean position of P (x, t) moves from x0 to h as the width settles to its
steady-state value,  , here taken to be 3.20.
In order to illustrate the behavior of the Smoluchowski Gaussian, we show in
Figure 2.2, the spatial profile of P (x, t) at di↵erent times for a 1-dimensional walker.
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Specifically, P (x, t) is given by
P (x, t) =
1p
4⇡DT (t)e
 (x h (x
0 h)e  t)
2
4DT (t) , (2.18)
where r1 ⌘ x, r01 ⌘ x0, and h1 ⌘ h. From the top to bottom panel, the tem-
poral progression of P (x, t) is shown at four di↵erent times, which is scaled to
⌧ = (x0   h)2/2D, the di↵usive time to travel the distance between the initial lo-
cation and the potential center, and whose values are t/⌧ = 0, 0.04, 0.48, and 2.0,
respectively. The horizontal axis of the spatial variable x is scaled to the steady-state
width  . The probability density of the walker starts out being centered at the initial
location of the walker (top panel), and shifts towards the potential-center location h
as seen in the progression of P (x, t) in each panel. As the mean of P (x, t) migrates to
h, the width of the Gaussian also approaches the Smoluchowski width. Now that the
property of Smoluchowski equation and its solution were discussed in detail, we next
present a mathematical method central to solving the reaction-di↵usion equations
that are studied in this thesis.
2.3 The Defect Technique and the ⌫-function Method
We here present the general framework of the defect technique [2–12] through the
simplest possible example: trapping of a random walker via a reaction-di↵usion sce-
nario. While the example may be found in the work of numerous authors (as in the
references listed above), our notation here follows that of a recent review [12].
Consider a particle in a discrete space with an arbitrary number of dimensions,
whose probability to be found onm-th site at time t is denoted by Pm(t). We consider
a trapping problem of this particle by stationary traps located arbitrarily throughout
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the space that capture the particle at a rate C, when they are visited by the particle.
The characteristics of the motion of the particle is to be specified for each problem at
hand, and here we present a general prescription. The equation of motion for Pm(t)
is given by the reaction-di↵usion equation
dPm(t)
dt
= motion term  C
0X
r
 m,rPm(t), (2.19)
where the “motion term” describes the portion of the equation of Pm(t) arising from
the motion of the particle, e.g., with or without translational invariance, and is
assumed to be linear in Pm(t). The second term,  C
P0
r  m,rPm(t), describes the
trapping event where the particle gets captured at a rate C, when it visits a trap site
r, which is described by the Kronecker delta function,  m,r. The prime denotes the
summation over such trap (reaction) sites.
Let the propagator and the solution to the homogeneous problem be denoted
by  m,n(t) and ⌘m(t), respectively. Then, given the initial condition, Pn(0), of the
particle, ⌘m(t) is given by
⌘m(t) =
X
n
 m,n(t)Pn(0). (2.20)
By the Green function method, the solution to the inhomogeneous equation (equa-
tion (2.19)) is given, in terms of ⌘m(t) and  m,n(t) by
Pm(t) = ⌘m(t)  C
0X
r
Z t
0
dt0 m,r(t  t0)Pr(t0). (2.21)
The Laplace transform of this equation is given by
ePm(✏) = ⌘˜m(✏)  C 0X
r
e m,r(✏) ePr(✏), (2.22)
where the tildes denote Laplace transforms and ✏ is the Laplace variable.
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The common quantity of interest in a trapping problem is the total survival
probability, that is the probability that the particle have survived the capture by the
traps at time t. We denote this quantity by Q(t), and it is defined as
Q(t) =
X
m
Pm(t). (2.23)
In the Laplace domain, this quantity becomes
eQ(✏) = 1
✏
"
1 
0X
r
ePr(✏)# , (2.24)
via equation (2.22), where the summation over all the site of ⌘˜m(✏) and  m,r(✏) yields
1/✏. It is also straightforward to obtain the rate of disappearance of the particle by
summing over equation (2.19), which yields
dQ(t)
dt
= 1  C
0X
r
Pr(t). (2.25)
Thus, the calculation of Q(t) boils down to finding the quantity P0r Pr(t), which is
the total probability to find the particle at one of the trap sites, given the initial
condition, in the presence of the traps.
We proceed by summing over the trap sites of equation (2.22). Doing so gives
0X
s
ePs(✏) = 0X
s
⌘˜s(✏)  C
0X
s
0X
r
e s,r(✏) ePr(✏). (2.26)
It is practically impossible to solve equation (2.26) exactly unless the locations of
the r and s in the summations are simply related as in a periodic situation [6]. The
idea of defining the average, which we refer to as the ⌫-function method, was first
suggested to surmount this problem to generalize the analysis for one trap to an
arbitrary concentration of traps by Kenkre in [6]. Its applications are found in a
study of sensitized luminescence [7, 8], and have been recently reviewed [12]. We
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define the quantity ⌫r(t) by
⌫r(t) =
0X
s
 s,r(t), (2.27)
which is the probability to find the particle at a specific trap site r given that it was
at any one of the trap sites before. While ⌫r(t) depends on r generally, it becomes
independent of r in highly symmetrical situations or in an average sense. We now
consider the ensemble average of ⌫r(t) and remove the r-dependence [6, 7]. The
average quantity, ⌫(t), is defined by summing ⌫r(t) over the trap sites and dividing
by the total number of traps:
⌫(t) =
P0
r
P0
s s,r(t)P0
r
. (2.28)
Additionally, we define the quantity µ(t) to be
µ(t) =
0X
s
⌘s(t), (2.29)
which is the probability to find the particle at a trap site at time t given the initial con-
dition. With this quantity and the averaging approximation of ⌫(t), equation (2.26)
is now solved for
P0
r
ePr(✏) as
0X
r
ePr(✏) = µ˜(✏)
1 + C⌫˜(✏) . (2.30)
Thus we arrive at the expression of the survival probability in the Laplace domain
as
eQ(✏) = 1
✏

1  µ˜(✏)
1/C + ⌫˜(✏)
 
. (2.31)
The key quantities in finding Q(✏) are then the functions µ(t) and ⌫(t), which
are found solely in terms of the homogeneous propagator  m,n(t). These are the
probability to find the particle at one of the trap sites at time t, given the initial
condition (µ(t)), and given that it was at a trap site before (⌫(t)).
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Chapter 3
Emergence of a Counterintuitive
Consequence of Trapping of
Tethered Random Walkers
3.1 Introduction
In this chapter, we take a first step towards developing a theory for an infection
transmission between a pair of mice by studying the simplest reaction-di↵usion sce-
nario: trapping of a single Smoluchowski random walker by a stationary trap. This
study of a trapping of a single ‘tethered’ random walker addresses the e↵ect of the
attractive potential on the trapping phenomena, and in turn, provides us with a fun-
damental understanding of the e↵ect of the home ranges on the infection problem.
In our analysis of the survival probability, we specifically study how it responds
to the varied strength of the attractive potential. For a trap placed at the center
of the potential, we can predict the e↵ect easily. Because the potential attracts the
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walker to its center, placing the trap at the center will be beneficial to its capture,
and a stronger potential should make the capture even easier. On the other hand,
the e↵ect of the potential is not clear when the trap is placed arbitrarily, and such
condition is the main focus of this chapter.
In section 3.2, we present the framework for this trapping problem of a single
Smoluchowski walker. The survival probability for this specific problem is defined
and the expression of its Laplace transform is given. In section 3.3, the survival
probability is analyzed for varying values of the potential strength, for three distinct
configurations of the trap and walker’s initial location placements. Finally, in sec-
tion 3.4 the accuracy of the numerical procedures used in this study is discussed in
detail, and the summary is given in section 3.5.
3.2 The Equation of Motion and the Survival Prob-
ability
Consider a Smoluchowski random walker in 1-dimension. Its position is given by x
and the potential center is located at x = h, which we set to be the origin without
loss of generality, i.e., h = 0. Such a walker is tethered to the origin as it performs a
random walk. A trap is placed arbitrarily at xr, and when the walker visits xr, it cap-
tures the walker at a certain rate C1, where the subscript 1 denotes the 1-dimensional
rate. The equation of motion for the probability density P (x, t) of the walker to be
found at location x at time t is given by the inhomogenesou Smoluchowski equation
@P (x, t)
@t
=
@
@x
 xP +D
@2P
@x2
  C1 (x  x0)P (x, t), (3.1)
where, as in equation (2.7),   is the strength of attraction to the potential center and
D is the di↵usion constant. The first two terms on the right hand side represent the
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tethering and the random motions, respectively. The last term C1 (x x0)P (x, t) de-
scribes the capture event by the trap: when the walker visits the trap,  (x x0)P (x, t),
it gets captured (the negative sign) at a rate C1. The general homogeneous propaga-
tor in n-dimensions is given in equation (2.10), and for this case in 1-dimension with
h = 0, it reduces to
⇧(x, x0, t) =
1p
4⇡DT (t)e
 (x x
0e  t)
2
4DT (t) , (3.2)
where T (t) is given in equation (2.11). The walker’s survival probability, Q(t) defined
in equation (2.23) for a discrete space in the last chapter becomes
Q(t) =
Z 1
 1
dx P (x, t) (3.3)
for this problem, in a continuous space. Its Laplace transform for this specific prob-
lem is given by
eQ(✏) = 1
✏

1  µ˜(✏)
1/C1 + ⌫˜(✏)
 
. (3.4)
The functions µ(t) and ⌫(t) are given by
µ(t) =
Z 1
 1
dx0⇧(xr, x0, t)P (x0, 0), (3.5)
⌫(t) = ⇧(xr, xr, t), (3.6)
where P (x0, 0) is the initial condition of the walker. As seen in their definitions, µ(t)
is the probability (density) to find the walker at the trap location given the initial
condition at time t, while ⌫(t) is the probability density to find the walker at the
trap site at time t given that it was there before (the self-propagator at the trap
location). We note that, ⌫(t) in this problem is an exact quantity because we only
have a single trap. Using this result, we next investigate the e↵ect of the attractive
potential on the walker’s survival probability.
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3.3 Counterintuitive Consequence of Trapping of
Tethered Random Walkers
The e↵ect of the attractive potential on the survival probability of the walker may
not be immediately clear upon mere reflection as follows. Suppose that the walker
is initially farther away from the center of the potential compared to the location of
the trap. At first, the walker moves towards the trap as it is attracted towards the
potential center. This motion is favorable for the capture of the walker because in
the process of moving towards the potential center, it also moves toward the trap.
However, the tethering motion becomes unfavorable for the capture once the walker
moves beyond the location of the trap. In this case, the walker is attracted toward
the potential center and away from the trap.
In order to systematically investigate how the tethering motion of the walker af-
fects its survival probability, Q(t), we consider three distinct placements of the trap
and the initial condition of the walker and study the resulting Q(t) for each case.
The trap location denoted by xr and the initial location of the walker denoted by
x0 are chosen to be separated by an arbitrary distance, L, apart. This distance L is
kept fixed. The first of three distinct configurations of xr and x0 is their symmetric
placement with respect to the potential center location h. We again take h = 0
without loss of generality, and the trap and the initial conditions are set to be at
xr =  L/2 and x0 = L/2. For this case, the walker moves towards the trap due to
the potential until it reaches the origin, and is kept away form the trap once it is
there. The other configurations are asymmetric. One of these configurations places
the trap at xr = 0 and the initial location at x0 = L. With this configuration, the
potential acts to move the walker always towards the trap. This is not true for the
converse situation i.e., if the trap at xr = L and the initial condition at x0 = 0.
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All of the three cases require numerical procedures to evaluate the survival prob-
ability Q(t) due to the complex form of the Smoluchowski propagator. In order
to obtain the Laplace transform of the survival probability given in equation (3.4),
numerical integration of the functions µ(t) and ⌫(t) in equations (3.5) and (3.6) are
necessary to calculate the Laplace transforms. Specifically, µ˜(✏) is defined by
µ˜(✏) =
Z 1
0
dt µ(t)e ✏t, (3.7)
and similarly done for ⌫˜(✏). These functions are then used to evaluate the Laplace
transform of the survival probability, eQ(✏), via equation (3.4), which is then numer-
ically inverted [46,47] to arrive at the time domain result, Q(t).
The localized initial condition of the walker at x0 yields µ(t) to be given by
µ(t) = ⇧(xr, x0, t), (3.8)
while ⌫(t) is as given in equation (3.6). The Laplace transform of the survival
probability given in equation (3.4) then becomes
eQ(✏) = 1
✏
"
1  ⇧˜(xr, x0, ✏)
1/C1 + ⇧˜(xr, xr, ✏)
#
. (3.9)
With the numerical procedures described above, we calculate Q(t) for varying values
of  , for each configuration of xr and x0. The result for the symmetric placement of
xr and x0 is given first.
3.3.1 Symmetric Placement of the Trap and the Initial Walker
Location
For clarity, the experimental scheme is shown in Figure 3.1. The initial location
denoted by the circle is placed at x0 = L/2 and the trap denoted by the asterisk
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−L/2 0 L/2
Figure 3.1: Conceptual picture of the attractive potential and the configuration
of the trap (asterisk) and the initial location (circle) placements, which are placed
symmetrically with respect to the center of the potential that is taken to be the
origin. Let the trap and the initial location be separated by the distance L. For this
configuration, Q(t) is computed for the di↵usion limit, L/  = 0, (solid horizontal
line), and finite values of L/ .
is placed at xr =  L/2, symmetrically with respect to the center of the attractive
potential at the origin, distance L apart. The straight solid line on which the trap
and the initial location are drawn depicts the di↵usion limit where there is no po-
tential (  ! 0) and when the walker’s motion is described by a pure random walk.
The strength of the attraction to the potential center is given by the dimensionless
parameter L/ . The parabolic lines illustrate the attractive potentials that account
for the tethering motion of the walker, with the dotted line showing the stronger
e↵ect than the dashed one. The survival probability of the walker Q(t) is calculated
for di↵erent potential strengths. For this specific placement of xr and x0, the Laplace
transform of the survival probability via equation (3.9) becomes
eQ(✏) = 1
✏
"
1 
e⇧( L/2, L/2, ✏)
1/C1 + e⇧( L/2, L/2, ✏)
#
. (3.10)
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The Laplace transforms of ⇧( L/2, L/2, t) and ⇧( L/2, L/2, t) need to be com-
puted numerically by calculating integrals, for instance,
e⇧( L/2, L/2, ✏) = Z 1
0
dt⇧( L/2, L/2, t)e ✏t. (3.11)
From the expression given in equation (3.10), Q(t) is calculated numerically as men-
tioned above.
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Figure 3.2: Numerically obtained survival probability, Q(t), plotted against time
(scaled to ⌧L, the di↵usive time for the walker to travel the distance L by a pure
random motion), for values of L/  = 0, 1.5, 2.8, 4.5. We find that Q(t) behaves
nonnomotonically as the value of L/  is varied, as seen in panel (b) of Figure 3 of
ref. [48].
The result is surprising, as shown in Figure 3.2, where Q(t) is plotted against
the dimensionless time t/⌧L, where ⌧L = L2/2D is the di↵usive time, that is the
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time it takes for the walker to traverse the distance L by a pure random walk. Each
Q(t)-curve corresponds to a value of the potential strength  , where the value of  
is cast in terms of the dimensionless parameter L/  = L/
p
2D/ ; the smaller value
of   gives the smaller value of L/  and vice versa. The surprising result in this
experiment is the non-monotonic progression of Q(t)-curve as a function of L/ .
To see this, follow each Q(t) curve in Figure 3.1 for each increased value of L/ .
The lowest value of L/  is zero and the corresponding curve is depicted by the
solid line (the topmost curve). When the potential is turned on, say for L/  =
1.5, the corresponding survival probability decays faster as seen in the dashed line,
indicating that the introduction of the potential is beneficial to the capture. The
same behavior of Q(t) is seen for the further strengthened   as seen in the dotted
curve for L/  = 2.8 appearing below the dashed curve. However, when   is made
stronger, L/  = 4.5, this trend reverses, as depicted in the dash-dotted curve which
rises above the previous two (dashed and dotted) curves. This reveals that varying
the strength of the attractive potential in a monotonic manner produces a non-
monotonic response in the survival probability of the walker. In other words, we
have found the existence of an optimal value of the potential strength that yields the
maximal e ciency in the capture of the walker for a given placement of the trap and
the initial condition.
3.3.2 Origin of the Non-monotonic E↵ect
The physical origin of the observed non-monotonic behavior of the walker’s survival
probability Q(t) as a function of the potential strength   is understood by analyzing
Q(t) in the capture limited situation where making a steady-state approximation in
µ(t) is sound. We specify what is meant by the capture limit below. Although this
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explanation involves approximations, it is instructive and insightful.
The capture limit is the situation in which the capture rate, C1, is small, such
that 1/C1 overwhelms ⌫˜(✏) in its e↵ects in equation (3.4), and where the expression
for eQ(t) can be written as
eQ(✏) ⇠ 1
✏
[1  C1µ˜(✏)] . (3.12)
The second term in the parentheses has been significantly simplified, where instead
of it begin the product of µ˜(✏) and 1/ (1/C1 + ⌫˜(t)), it is now given by C1µ˜(✏). This
simplification a↵ords a straightforward expression in the time domain:
dQ(t)
dt
⇠  C1µ(t) =  C1
Z 1
 1
dx0⇧(xr, x0, t)P (x0, 0). (3.13)
The middle expression says that, in the capture limit, the time rate of change of the
probability for the walker to survive the trap is essentially the product of µ(t) and
the capture rate C1. In the right most term, the definition of µ(t) in terms of the
homogeneous propagator ⇧(xr, x0, t) and the initial condition P (x0, 0), as given in
equation (3.5), is written explicitly. We remind ourselves that µ(t) is the probability
density to find the walker at the trap location xr at time t in the absence of the
trapping phenomena. In this experiment, P (x0, 0) =  (x0  x0), and therefore µ(t) is
given by
µ(t) = ⇧(xr, x0, t) ⌘ P (xr, x0, 0), (3.14)
where the equivalence for the right most term is given to emphasize that µ(t) in this
case is the probability density of finding the walker at the trap site xr at time t given
the localized initial placement at x0, and not the propagator. Substituting this µ(t)
in equation (3.13) gives
dQ(t)
dt
⇠  C1P (xr, x0, t). (3.15)
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Therefore, in the limit of small capture rate C1, the time rate of change of the survival
probability simply depends on the product of the capture rate C1 and the probability
density to find the walker at the trap location xr at time t, given it was initially at x0.
In the capture limit, it is fair to say that the walker visits the trap site many
times before it gets captured in such a manner that that characteristic time it takes
for the capture event becomes long compared to the time it takes for the homoge-
neous solution, i.e., µ(t), to come to its steady-state. On this premise, we replace
µ(t) = P (xr, x0, t) in equation (3.15) with its steady-state expression, which we
denote by Pss(x), where the subscript ss stands for the steady-state. For the pur-
pose of the following, we replace xr by x here. The expression of P (x, x0, t) is (via
equation (3.14)) given by
P (x, x0, t) =
1p
4⇡DT (t)e
 (x x0e
  t)
2
4DT (t) . (3.16)
In the steady-state, the time dependent elements of this solution behave as T (t)!
1/2  and e  t ! 0, yielding the steady-state expression,
Pss(x) =
1p
⇡ 
e 
x2
 2 . (3.17)
Replacing P (xr, x0, t) in the right hand side of the equation (3.15) by this Pss(x),
dQ(t)/dt becomes
dQ(t)
dt
⇠  C1Pss(x) =  C1 1p
⇡ 
e 
x2
 2 . (3.18)
Then, in the capture limit, the walker’s survival probability is given by
Q(t) ⇠ 1  C1Pss(x) · t = 1  C1 1p
⇡ 
e 
x
 2 · t, (3.19)
where the constant of integration is appropriately chosen to be unity. We demon-
strate that the non-monotonic behavior of the survival probability as a function of
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the potential strength is explained by the behavior of Pss(x) with respect to the
Smoluchowski width   below.
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Figure 3.3: Steady-state Smoluchowski distribution plotted against x scaled to L for
di↵erent values of L/ , varying from 0, 0.4, 1.4, and 2.0, in panels a)-d), respectively.
For b)-d), the dotted line shows the curve in the previous panel drawn to scale for
an easy comparison. The spacial dimension x is in an arbitrary unit. The black dot
provides an arbitrary reference location.
In Figure 3.3, the spatial profile of Pss(x) is plotted for di↵erent values of  . We
observe the value of Pss(x) at a fixed location where a trap would be placed arbitrar-
ily. The profile of Pss(x) is given by the solid line and the arbitrarily chosen location
is denoted with a filled circle. Each panel corresponds to a value of  . From a) to d)
the panels are ordered in the increasing value of the nondimensionalized width, L/ .
The actual values taken are, from a) to d), L/ = 0, 0.4, 1.4, and 2.0, respectively.
In b) through d) the dotted lines show Pss(x) shown in the previous panel, each
drawn to scale. The di↵usion limit case (  ! 0) is given in panel a). In this case,  
diverges and hence Pss(x) is zero everywhere, so is the value of Pss(x) at the filled
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circle. As the potential is strengthened, Pss(x) becomes finite everywhere in space.
Consequently, the value of Pss(x) at the circle increases as shown in panel b). In the
next panel, c),   is increased further yielding a narrower   and for this particular
observation point, the value of Pss(x) increases. However, as shown in the last panel,
d), the value at the circle decreases compared to the previous instance because   has
become smaller such that the trap location is well outside of the peak of the Gaussian.
Thus, the value of Pss(x) at a fixed point exhibits non-monotonic behavior as a
function of potential strength, and this is responsible for the observed behavior of
the survival probability of the walker. We note that the potential center location is
excluded from this phenomenon because at the center of the potential, the value of
Pss(0) increases monotonically as   is narrowed.
We now analytically examine equation (3.19). We are interested in the behavior
of Q(t) as a function of  . From a routine method we learn in calculus, we know that
taking the derivative of Q(t) with respect to   and setting it to zero tells us about
the existence and the condition for its extremum value. Calculating @Q(t)/@  and
setting it to zero yields the condition
x =  . (3.20)
Thus Q(t) takes an extremum value when the condition x =   is met. Additionally,
evaluating the second derivative with respect to   and evaluating it at x =   gives
@2Q(t)
@ 2
    
x= 
=  C1@
2Pss(x)
@ 2
    
x= 
> 0. (3.21)
This result says that the extremum of Q(t) when x =   is a minimum. This is
true for all x except for x = 0: the potential center location. Hence we show that
the survival probability of the walker has a maximum value at x =  , yielding the
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non-monotonic e↵ect.
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Figure 3.4: Extent of accurary of the small capture rate approximation of the survival
probability given by Eq. (3.18), as in Figure 6 of ref. [48]. The left panel shows the
numerical (exact) solution for dQ(t)/dt (the decay rate) for three values of ⇠ =
2
p
⇡  /C1. The approximation is represented by the three asymptotic (constant)
values and shows that it is adequate at long times. Thus, the non-monotonic e↵ect
emerges in this regime. The right panel shows Pss(xr) as a function of   in units
of L/2. Since, in the approximation, Pss(xr) is proportional to the decay rate, its
peaking behavior is a clear manifestation of the non-monotonic e↵ect.
We have given an explanation for the non-monotonic variation of the walker’s
survival probability as a function of varied strength of the tethering motion of the
walker in the capture limit. To provide validity to this approximation, we have
plotted the exact numerical solution of dQ(t)/dt and its approximate form given in
equation (3.18) against t in the right panel of Figure 3.4 for three di↵erent values
of C1. The time is scaled to ⌧1 and dQ(t)/dt to 1/⌧1. The lines depicted by the cir-
cle, square, and the solid line are the exact values found by a numerical procedure,
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and three dotted lines are the corresponding values given by the approximation in
equation (3.18). The di↵erent values of C1 are reflected in the values of the corre-
sponding dimensionless variable ⇠ = 2
p
⇡  /C1, where circle, square, and the solid
lines correspond to ⇠ = 7000, 5000, and 2000, respectively. A larger value of ⇠ cor-
responds to a smaller value of C1. For each value of ⇠, the exact solutions converges
to the approximation. As seen in the circle and the square lines, the exact solution
reaches its approximate values for smaller C1 quickly and the agreement is excellent.
This provides the validity (and its extent) of the capture limit expression, and the
replacement of µ(t) by Pss(x). On the right panel of the same figure, the steady-state
distribution Pss(xr) at the trap site xr is plotted against  , where Pss(xr) is scaled
to 1/xr and   to xr, and it shows a non-monotonic variation as a function of  /xr
as expected.
3.3.3 The Result for the Other Configurations of xr and x0
In the analysis of the survival probability Q(t) obtained for the symmetrical place-
ment of xr and x0, we have shown that the non-monotonic behavior of Q(t) is caused
by the behavior of Pss(x) at the trap location with respect to  . Additionally, it was
found that such behavior of Q(t) will not be present when the trap is placed at
the center of the attractive potential. Given this understanding, we can formulate
expectations of behavior of Q(t) under varied potential strength for the other con-
figurations of xr and x0.
For xr = 0 and x0 = L, we expect a monotonic variation of Q(t) as a function of
 . In other words, it is straightforward to understand that when the trap is placed
centrally, the frequency for the walker to visit the trap site is positively correlated
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Figure 3.5: The behavior of Q(t) for di↵erent values of   for asymmetric configura-
tions of xr and x0 are plotted against time (scaled to ⌧L), as in Figure 4 of ref. [48].
The dimensionless quantity that reflects the value of   is L/ , whose values taken
here are 0, 1, 1.4, 2.2, 2.8. The left panel presents Q(t) for the case of central trap
placement, xr = 0 and x0 = L, where Q(t) curves monotonically faster decay for
increased values of  . The right panel shows the result for the configuration xr = L
and x0 = 0, where the non-monotonic behavior of Q(t) is seen.
with its increased tethering tendency to the potential center. The survival proba-
bility for this case is plotted against time, which is scaled to ⌧L in the left panel of
Figure 3.5, where the progression ofQ(t) as a function of L/  confirms this point. On
the other hand, for the other configuration of the trap location and the initial walker
locations, xr = L and x0 = 0, we should recover the non-monotonic behavior of the
survival probability as a function of the potential strength. This point is confirmed in
the plot of Q(t) against time (scaled to ⌧L) given in the right panel of the same figure.
We note that, for the centrally placed perfect trap, i.e., the trap with an infinite
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capture rate, analytic expressions can be obtained. Spendier has shown [48, 49]
that eQ(✏) can be expressed in terms of the Whittaker-W function when the trap is
placed centrally. Furthermore, when the trap is perfect, the Laplace transform can
be inverted exactly and the survival probability is given by
Q(t) = 1 
✓
e2 t   1
⇡2 ⌧1
◆ 1
4
e
  ⌧1
e2 t 1 W  14 , 14
✓
 ⌧1
e2 t   1
◆
. (3.22)
The W is the Whittaker W-function, which is defined in Ref. [50] as
W,µ(z) = e
  z2 z
1
2+µU
✓
1
2
+ µ  , 1 + 2µ, z
◆
, |arg z| < ⇡ (3.23)
where U is the confluent hypergeometric function,
U (a, b, c) =
1
 (a)
1Z
0
e ctta 1 (1 + t)b a 1 dt. (3.24)
This result can be simplified to
Q(t) = erf
✓
x0/ p
e2 t   1
◆
, (3.25)
and is found in [48].
The evaluation of Q(t) required numerical methods. We discuss the accuracy and
the extent of validity of these methods next.
3.4 Accuracy of the Numerical Methods
In this investigation, two numerical means were used to study the system. As men-
tioned earlier, one is the numerical integration of µ(t) and ⌫(t) to obtain their Laplace
transforms, µ˜(✏) and ⌫˜(✏). The other is the numerical inverse transformation of eQ(✏),
equation (3.4), through the algorithm given in [46,47] to obtain Q(t). We have also
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found the numerical solution of the starting di↵erential equation (equation (3.1)),
to find P (x, t), and computation of Q(t) through equation (3.3). The agreement
yielded between the resulting Q(t) obtained from both methods gave us confidence
in the accuracy of the numerical methods. We have investigated also the accuracy
and the limitation of the numerical solution of the di↵erential equation. This was
done by testing the numerical solution of the homogeneous Smoluchowski equation
against the analytic one. The details are presented next.
Numerically solving a di↵erential equation, using such programs as Matlab, (usu-
ally) requires discretization of the equation. Therefore, we begin by discretizing the
Smoluchowski equation in one dimension (equation (3.1) without the capture term),
which yields
dPm(t)
dt
= F [Pm+1 + Pm 1   2Pm] + f [(m+ 1)Pm+1   (m  1)Pm 1] . (3.26)
Here Pm(t) is the probability for the walker to occupy a site m at time t, the nearest-
neighbor hopping rate is F , and the rate caused by the attractive potential is f .
The center of the potential is at m = 0. Let a be the inter-site distance (the lattice
constant). Then relations that gives the equation of motion in the the continuum
limit are
a! 0, F !1, Fa2 ! D, f =  /2,
ma! x, Pm(t)/a! P (x, t).
Therefore, using these correspondences and by writing m0 = x0/a, the discrete coun-
terpart of the analytic propagator expression given in equation (3.2) becomes
a⇧(x, x0, t) =
s
f/F
⇡(1  e 4ft)e
  (m m0e 2ft)2
(1 e 4ft) = ⇧m,m0(t). (3.27)
To investigate the extent of the accuracy of the method, the numerical solution of
⇧m,m0(t) is compared against this equation above.
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We used periodic boundary conditions with a total of 2001 lattice sites, with
f/F = 0.1 and the initial condition m0 = 10. The result of the comparison is
shown in Figures 3.6 and 3.7. The time is scaled to 1/Ft. Figure 3.6 shows the
time-evolution of the probability density at three di↵erent locations, and Figure 3.7
shows the spatial distribution of the probability density at three di↵erent times. The
numerical solution is depicted by circles, while the analytic solution is given by solid
lines. We find the agreement to be excellent and thus demonstrate that the numeri-
cal procedure is generally satisfactory.
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Figure 3.6: The analytic and numerical solutions of the probability density, in their
time-evolution, at three arbitrary locations are plotted for comparison, as in Figure 7
of ref. [48]. The three locations are x = 0, 2, and 5 in units of the lattice constant a.
The initial condition is taken to be P (x, 0) =  (x   5a), the ratio of the potential-
to-random hopping rate to be f/F = 0.01, and the total number of lattice points to
be 2001. Time is scaled to 1/⌧1.
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Figure 3.7: The analytic and numerical solutions of the probability density, in their
spatial profile, at three di↵erent times are plotted for comparison, as in Figure 8 of
ref. [48]. An excellent agreement is seen. The specific parameters (the number of
lattice points, f/F , and the initial condition) are the same as in Fig. 3.6. The three
panels correspond to the value of t/⌧1 = 0.24, 0.40, 1 from top down, respectively.
The accuracy of our numerical procedure depends on the ratio f/F , where the
smaller value yields a more accurate result. The square of this quantity is inversely
proportional to the equilibrium Smoluchowski width. Therefore, the corresponding
length to the Smoluchowski width in the discrete space should not be smaller than
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Figure 3.8: The analytic and numerical solutions of the probability density as a
function of time, at the origin, is plotted for various values of f/F , as in Figure 9
of ref. [48]. The discretization procedure develops inaccuracy as f/F becomes larger
from 0.01, 0.1, 0.2, 0.3, 0.4, 0.5 to 0.8, from the lowest to the top-most curve, respec-
tively. The progression of f/F corresponds to narrowing Smoluchowski width. As
in Figs. 3.6 and 3.7, the numerical and analytic solutions are respectively given by
the circles and the solid lines. Other parameters are as in Figs. 3.6 and 3.7. In the
top four curses, noticeable departures are observed.
the lattice constant, a, of the discretization, where the numerical method (based on
the discretization of the di↵erential equation) begins to yield inaccurate results with
the growing value of a/  =
p
f/F . Figure 3.8 demonstrates this limit of accuracy,
by presenting the evolution of the probability density at site m = 0 for di↵erent
values of f/F . Our numerical solution starts to show deviation from the analytic
solution when f/F exceeds 0.15.
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In conclusion, for su ciently small f/F the discretization of the di↵erential equa-
tion is a reasonably accurate procedure (because it reproduces the analytic results
well), and that for large f/F , it is best to use the Laplace inversion numerical pro-
cedure as the discretization method fails.
3.5 Summary
An analysis for an idealized situation of a centrally placed perfect trap was avail-
able earlier [48, 49]. However it had limited applicability because of the restrictions
of perfect capture and central placement. We conducted here a more general case
of an arbitrary trap placement with a finite capture rate. For this case, numerical
procedures were employed to compute the survival probability of the walker. We
found that there is an optimal potential strength for the most e cient capture of
the walker per given trap location. This is a non-intuitive result, and is reflected in
the non-monotonic behavior of the survival probability as a function of the increased
potential strength.
An approximate, but instructive explanation was provided in the motion limit
of our problem where the survival probability can be appropriately expressed as a
product of the capture rate and the steady-state probability density of the walker
in the absence of the trap. This argument finds that the value of the steady-state
density at the arbitrarily chosen trap location has a maximum when the value of the
steady-state width equals the distance of the trap location from the potential center.
This behavior of the steady-state distribution with respect to the steady-state width
is reflected on the non-monotonic behavior of the survival probability. The accuracy
of the numerical methods used were confirmed and a detailed discussion was given.
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Our study of the literature has found no considerable advances in the theory of
trapping of a Smoluchowski walker except in two studies [51,52]. In the former of the
references, no position dependence is considered in the capture phenomena, and the
main emphasis is placed on anomalous di↵usion, which is a type of di↵usion whose
mean square displacement depends non-linearly on time. The latter reference only
considers a perfect trap placed at the potential center. Our present investigation ad-
dresses the trapping phenomenon more generally. While trapping of a Smoluchowski
walker might be of interest in a variety of fields of research [53–56], our focus of the
study in this thesis is to use the results for a theory we develop for the spread of
epidemics. This, we do in the next chapters in this thesis.
The work presented here has been done in collaboration with Spendier and Kenkre
and is published in ref. [48].
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Transmission of Infection in the
Spread of Epidemics
4.1 Introduction
In this chapter, we apply the results from the trapping problem to our simple model
of infection transmission among a mice population in an epidemic outbreak of a Han-
tavirus. This model is appropriate in a dilute limit of a population density of mice
where only two mice are considered to meet at a time. Such pair-wise model also
describes an underlying microscopic processes of an epidemic spread in a larger pop-
ulation. We model the mice as Smoluchowski random walkers where the attractive
potential acts to confine the mice to their respective home ranges, and the infection-
passing interaction occurs as the two mice meet. Further description of the model is
provided in the next section.
Here, we are interested in the infection probability of the susceptible mouse, espe-
cially how this quantity is a↵ected by the strength of confinement of the mice to their
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home ranges. In addition to the infection probability, we develop a single quantity
called the e↵ective infection rate that also characterizes an infection event.
Our model for an infection transmission between two mice in an arbitrary di-
mension is presented in Section 4.2, where we make clear the equivalence between
the infection and the trapping problems. The infection probability is defined and its
expression in the Laplace space is given. In Section 4.3, we give an explicit result in
1-dimension and present the non-monotonic e↵ect of the confinement on the infec-
tion probability of the susceptible mouse. Additionally, it is shown that an analytic
expression is possible for the infection probability in the limit of no confinement. The
e↵ective rate of infection is developed in Section 4.4 along with its non-monotonic
dependency on the confinement parameter.
4.2 Model for the Two-Walker Infection Problem
Our simple model considers infection transmission between only two mice, one car-
rying an infectious disease and the other initially being not infected but susceptible
to infection. The transmission of infection is marked by the event of the susceptible
mouse catching the disease from the infected one upon meeting. We consider that
the disease is passed on at a certain rate rather than being transmitted one hundred
percent of the time whenever the two meet. The analysis of a model consisting of
only two mice is appropriate to a dilute population where both of the susceptible
and the infected populations are sparse enough that practically only two mice meet
at a time. The theory applies to any number of dimensions, say s-dimensions.
Let the location of the infected mouse be denoted by r1 = (x11, x
2
1, . . . , x
s
1) and
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that of the susceptible mouse by r2 = (x12, x
2
2, . . . , x
s
2), where the subscripts 1 and
2 are for the infected and the susceptible mice, respectively. The home-center lo-
cations for these mice are denoted respectively by R1 = (h11, h
2
1, . . . , h
s
1) and R2 =
(h12, h
2
2, . . . , h
s
2). We consider that these mice are of the same species such that they
share the di↵usion constant, D, and the strength of the attraction to their homes,
 , in common. When the mice meet, i.e., R1 = R2, the infection is passed at a
rate C. The transmission of infection can be characterized by the equation of motion
for the joint probability density, P (r1, r2, t), to find the infected mouse at r1 and
the susceptible one at r2 at a given time. The configuration that the first mouse is
infected and the second is susceptible (not infected) vanishes when the susceptible
mouse gets the disease. The equation of motion for P (r1, r2, t) is then given by
@P (r1, r2, t)
@t
= r1 · [  (r1  R1)P (r1, r2, t)] +r2 · [  (r2  R2)P (r1, r2, t)]
+D
 r21 +r22 P (r1, r2, t)  C (r1   r2)P (r1, r2, t). (4.1)
Here the Smoluchowski motions of the mice are described by the first three terms on
the right hand side. The first two terms represent the motion due to the attraction
of the mice to their respective homes, with the locations of the potential-centers
being the center of their home ranges. The third term stands for their pure random
motions. Infection transmission is given by the last term,  C (r1   r2)P (r1, r2, t),
where  (r1  r2)P (r1, r2, t) describes the meeting of the mice and  C indicates that
the infection is passed at the given rate. Note that although C is referred to as the
“rate”, its unit depends on the dimensionality of the problem.
This two-walker infection problem is equivalent to a single-walker trapping prob-
lem as follows. The method of analyzing the problem of the transmission of infec-
tion between two walkers executing an s-dimensional walk by mapping it to a 2s-
dimensional walk of a composite two-walker point is taken from the problem worked
out in the 80’s by Kenkre [5] concerning the annihilation of a pair of Frenkel excitons.
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The annihilation problem is more complex compared to the infection problem in the
sense that there, the motions of random walkers can be either quantum mechanical
or classical with an arbitrary degree of coherence. On the other hand, our infection
problem bears more complexity in that the motion of the walkers are not translation-
ally invariant in its homogeneous problem whereas that of the annihilation problem
is translationally invariant.
For the ease of description, consider a 1-dimensional infection problem, where
the positions of the infected and the susceptible walkers are given by x1 and x2,
respectively. Instead of putting them both on a 1-dimensional coordinate x, consider
representing their position as a point in the position phase-space of the mice, x1-x2
space, where a unique positions of the mice is described as a point, (x1, x2). By
doing this, we have described the two 1-dimensional mice as a single 2-dimensional
“quasi-particle”. Notice that in this space, the infection event takes place on the
infinite line x1 = x2, which is stationary, and when the quasi-particle is on this line,
the configuration that the infected mouse is at x1 and the susceptible mouse is at x2
vanishes at a rate C, marking an infection transmission event. But this description of
the infection problem is nothing but that of the trapping of the 2-dimensional quasi-
particle by the infinite line-trap. In this manner, the infection model in s-dimensions
is equivalent to the corresponding trapping problem in 2s-dimensions. This equiva-
lence between the two problems allows a straight forward solution for the infection
problem just as in the Frenkel exciton annihilation problem [5].
We now focus our attention back to the study of infection transmission. In
the corresponding homogeneous problem, i.e., when there is no infection term in
equation 4.1, the motion of the infected and the susceptible mice are independent of
one another. This means that the propagator for the homogeneous problem is the
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product of the homogeneous propagators of each mouse:
⇧(r1, r
0
1, r2, r
0
2, t) =
✓
1
4⇡DT (t)
◆s sY
 =1
e 
(x 1 h 1 (x0 1  h 1 )e  t)
2
+(x 2 h 2 (x0 2  h 2 )e  t)
2
4DT (t) ,
(4.2)
where the superscript   = 1, 2, . . . , s denotes each spatial dimension, and T (t) is
given in equation (2.11). Then the homogeneous solution, ⌘(r1, r2, t), to this problem
is given by
⌘(r1, r2, t) =
Z 1
 1
Z 1
 1
dsr01d
sr02 ⇧(r1, r
0
1, r2, r
0
2, t)P (r
0
1, r
0
2, 0). (4.3)
where P (r01, r
0
2, 0) is the initial placement of the mice. With this, when the infection
term is present, the solution to equation (4.1) is found by the Green function method
and is given by
P (r1, r2, t) = ⌘(r1, r2, t) C
Z t
0
dt0
Z 1
 1
dsr01 ⇧(r1, r
0
1, r2, r
0
1, t t0)P (r01, r01, t0). (4.4)
We are interested in the infection probability, i.e., the probability for the susceptible
mouse to contract the disease from the infected one at a given time. We denote this
quantity by I(t). The defect technique is again useful in obtaining the expression
for I(t) (in the Laplace domain) for this reaction-di↵usion scenario.
4.2.1 Expression for the Infection Probability in the Laplace
Domain: Result From the Defect Technique
The infection probability, I(t) is defined in terms of Q(t), the ‘survival probability’
of the configuration that the first mouse is infected and the second is not, and is
given by
I(t) = 1 Q(t) = 1 
Z 1
 1
dsr1
Z 1
 1
dsr2 P (r1, r2, t), (4.5)
44
Chapter 4. Transmission of Infection in the Spread of Epidemics
where Q(t) starts at unity and decays to zero as the susceptible mouse gets infected.
Therefore, I(t) starts out at zero initially and grows to unity in time. Substituting
equation (4.4) for P (r1, r2, t) in this equation yields
I(t) = C
Z t
0
dt0
Z 1
 1
dsr1
Z 1
 1
dsr2
Z 1
 1
dsr01 ⇧(r1, r
0
1, r2, r
0
1, t t0)P (r01, r01, t0). (4.6)
To proceed, we Laplace transform equation (4.6), which gives
eI(✏) = C Z 1
 1
dsr01 eP (r01, r01, ✏) Z 1
 1
dsr1
Z 1
 1
dsr2 e⇧(r1, r01, r2, r01, ✏), (4.7)
where each integral is assumed to act on all of the terms on its right. The spatial
integral over r1 and r2 of the propagator becomes 1/✏, and hence, our task is to find
the spatial integral over eP (r01, r01, ✏). The defect technique is applied to equation (4.4)
to obtain this term,
R
dsr01 eP (r01, r01, ✏), which is the probability to find the mice to-
gether at a given time in the Laplace space. The Laplace transform of equation (4.4)
is
eP (r1, r2, ✏) = ⌘˜(r1, r2, ✏)  C Z 1
 1
dsr01 e⇧(r1, r01, r2, r01, ✏) eP (r01, r01, ✏). (4.8)
The defect technique here specifically means to let r2 = r1 in this equation and
integrating r1 over all space, i.e.,Z 1
 1
dsr1P˜ (r1, r1, ✏) =
Z 1
 1
dsr1⌘˜(r1, r1, ✏) C
Z 1
 1
dsr01 P˜ (r
0
1, r
0
1, ✏)
Z 1
 1
dsr1e⇧(r1, r01, r1, r01, ✏).
(4.9)
As was done in Chapters 2 and 3, we define the functions µ(t) and ⌫(t) by
µ(t) =
Z 1
 1
dsr1⌘(r1, r1, t), (4.10)
⌫(t) =
Z 1
 1
dsr1⇧(r1, r
0
1, r1, r
0
1, t), (4.11)
where for this specific problem the resulting quantity of the integral
R1
 1 d
sr1⇧(r1, r01, r1, r
0
1, t)
in the equation for ⌫(t) happens to be independent of r01. It should be noted that the
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precise physical meaning of µ(t) and ⌫(t) in this chapter di↵ers from that in Chap-
ter 3 (where the trapping problem was analyzed) but both chapters follow the same
lines as set out in Chapter 2. With these definitions of µ(t) and ⌫(t), equation (4.9)
can be solved for
R1
 1 d
sr01P˜ (r
0
1, r
0
1, ✏) and yields
Z 1
 1
dsr01P˜ (r
0
1, r
0
1, ✏) =
µ˜(✏)
1 + C⌫˜(✏) . (4.12)
Applying this result in equation (4.7), the infection probability in the Laplace domain
is given exactly by
I˜(✏) = 1
✏

µ˜(✏)
(1/C) + ⌫˜(✏)
 
. (4.13)
In our study, we consider delta-function initial conditions for the mice, P (r01, r
0
20) =
 s(r01   r01) s(r02   r02), where r01 and r02 are the initial locations of the infected and
susceptible mice, respectively. The specific expressions of µ(t) for this case, and ⌫(t)
are then given by
µ(t) =
 
1p
8⇡DT (t)
!s sY
 =1
e 
(h 1 h 2+((x0 1  h 1) (x0 2  h 2))e  t)
2
8DT (t) , (4.14)
⌫(t) =
 
1p
8⇡DT (t)
!s sY
 =1
e 
(1 e  t)
2
(h 1 h 2)
2
8DT (t) . (4.15)
Using these results, we investigate the e↵ect of the confinement of the mice to their
respective home ranges on the infection probability, I(t). As was done in Chapter 3,
numerical methods are employed to evaluate I(t) from its Laplace transform given
in equation (4.13).
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4.3 Infection Probability Curve and its Non-monotonic
Dependence: A Study in 1-Dimension
The functions µ(t) and ⌫(t) in equations (4.14) and (4.15) take the form
µ(t) =
1p
8⇡DT (t)e
  H28DT (t) , (4.16)
⌫(t) =
1p
8⇡DT (t)e
  H28DT (t)(1 e  t)
2
, (4.17)
in 1-dimension. Here, H ⌘ h1   h2 is the inter-home distance of the mice, and the
mice are initialized at their respective home-centers. We let the positions of the
infected and susceptible mice be denoted by x11 ⌘ x1 and x22 ⌘ x2, and their home
centers by h11 ⌘ h1 and h12 ⌘ h2, respectively. Using these µ(t) and ⌫(t), I(t) is found
from two numerical procedures. First, the Laplace transform of I(t) is calculated
via equation (4.13), using the numerically evaluated Laplace transforms of µ(t) and
⌫(t). Then numerical Laplace inverse is performed to obtain I(t).
The result is shown in figure 4.1, where I(t) is plotted against time. Each I(t)
curve corresponds to a di↵erent value of the confinement strength   whose corre-
sponding dimensionless parameter is given by
p
 ⌧H = H/ . The 1-dimensional
infection rate (which has the dimensions of velocity) is taken to be C1 = 0.3 in units
of 2D/H. The time is scaled to ⌧H = H2/2D, the di↵usive time to travel the dis-
tance between the two homes H. We follow the I(t)-curve in the order of increasing
p
 ⌧H = H/ . The thick solid line corresponds to
p
 ⌧H = 0, and is the infection
probability in the di↵usive limit, i.e., when   ! 0. As the attraction of the mice
to their respective homes is introduced and made stronger gradually, the infection
curve grows faster as seen in the thin-solid curve with
p
 ⌧H = 0.6 and the dotted
curve with
p
 ⌧H = 1.0. Upward arrows are drawn to indicate the increased infection
rates. However, when
p
 ⌧H is increased further to 1.64, the infection occurs slower,
47
Chapter 4. Transmission of Infection in the Spread of Epidemics
0 25 50
0
0.25
0.5
0.75
1
t/τH
I
(
t)
 
 
Values of
√
γτH
0
0.60
1.00
1.64
2.12
Figure 4.1: Non-monotonic variation is seen in the infection curve I(t) with the
change in the value of  , the strength of the confinement of the mice to their home
ranges, as in Figure 1 of ref. [57]. Time is given in the units of ⌧H . The infection
rate C1 is scaled to 2D/H and equals 0.3. Small values of   makes the infection-
transmission to take place more e ciently. However, this trend is reversed for larger
values of  . The corresponding unit-less parameter to   is given by H/ , the ratio
of the inter-home distance to the steady-state Smoluchowski width, and the values
are shown in the legend.
as indicated by the reversal of the arrow pointing to the dash-dotted curve, and a
further decline is seen for the higher value of
p
 ⌧H at 2.12 in the dashed curve. It
is thus that we see the explicit emergence of the non-monotonic e↵ect of confinement.
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4.3.1 Analysis of the Result
In Chapter 3, the survival probability of the Smoluchowski walker to survive the trap
was analyzed in the limit of small capture rate, and revealed that the observed non-
monotonicity was due to the behavior of the probability density to find the walker at
the trap site. Because the infection transmission problem studied here is equivalent
to a trapping problem in 2-dimensions, the non-monotonic behavior of the infection
probability has the same origin as the trapping problem. Without repeating the
detail of the analysis, we present the essence of the non-monotonic behavior specific
to this problem.
We refer to the limit of small infection rate, C1, such that the e↵ect of C1 over-
whelms that of ⌫˜(✏) in equation (4.13), as the contact limit. In this limit, the time
scale for an occurrence of an infection transmission event becomes much longer than
that of the motion of the mice to reach its steady-state in the absence of infection.
For such a case the time rate of change of the infection probability can be given
approximately as the product of C1 and the homogeneous solution, µ(t), to find the
mice together:
dI(t)
dt
⇠ C1µ(t). (4.18)
It is appropriate to replace to replace µ(t) by its steady-state form, in µss, in this
case, which is given by
µss =
1p
2⇡ 
e 
H2
2 2 . (4.19)
Then I(t) in the contact limit becomes
I(t) ⇠
✓ C1p
2⇡ 
e 
H2
2 2
◆
· t. (4.20)
The non-monotonic e↵ect in I(t) is now clearly found in the Gaussian function
on the right hand side, i.e., µss. In Figure 4.2, we plot µss with respect to the ratio
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Figure 4.2: The steady-state of the probability to find the mice at a same location,
µss, as given in equation (4.19), plotted as a function of the non-dimensionalised
Smoluchowski width,  /H. The infection rate was held fixed at C1 = 0.005 in the
units of 2D/H. The black curve shows µss as   is varied whereas in the gray curve,
H is varied.
of the important length scales of the system:  /H. In producing this plot, we have
re-expressed µss as
µss =
1
H
p
2⇡z
e 
1
z2 , (4.21)
where z =  /H. The black curve shows µss as   is varied, where the non-monotonic
behavior is pronounced by its peak at  /H = 1. The gray curve on the other hand,
shows µss as H is varied, and its value only increases with increased value of  /H,
i.e., decreasing value of H. This rise of the curve for smaller H indicates that infec-
tion transmission is encouraged by decreasing the inter-home distance, and there is
no non-monotonic e↵ect of the inter-home distance. This makes sense as bringing
the mice’ homes together only increases the chances of them finding each other, and
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hence the chance of the transmission of infection. In addition, the analysis of the
first and second derivatives of equation (4.20) confirms these results and explicitly
gives H =   as the condition for maximal infection in this contact limit.
We close our analysis by examination of the function µ(t), whose most general
definition for the infection problem is given in equation (4.10). Here, µ(t) is given
by the spatial integral of the homogeneous solution, ⌘(r1, r1, t), to find the mice
together at a given time, given the initial condition of the mice, in the absence
of infection transmission interaction between the mice. When there is no occur-
rence of infection, ⌘(r1, r2, t) is given by the joint probability density of the ani-
mals, P (r1, r2, t), which is the product of the homogeneous densities of each mouse:
P (r1, r2, t) = P (r1, t)P (r2, t). Hence, µ(t) is the amount of overlap between the
probability densities of the mice, and this is the underlying quantity that behaves
non-monotonically as a function of  , and is manifested in µss as shown above.
To demonstrate that the overlap of the probability density of the infected and
susceptible mice shows a non-monotonic behavior we have made a plot of the steady-
state joint probability density, Pss(x1, x2) along with the steady-state densities of each
infected and susceptible mouse, Pss(x1), Pss(x2), respectively, for di↵erent value of
the Smoluchowski width,  . Figure 4.3 shows Pss(x1) and Pss(x2) in the left column,
where the black and the gray curves respectively represent Pss(x1) and Pss(x2). In
the right column, corresponding Pss(x1, x2) to the plot of Pss(x1) and Pss(x2) to its
left is given in the solid curve. The dashed curves seen in the second to fourth rows
are the Pss(x1, x2) curves given in the plot one above for comparison, and are drawn
to scale. In both columns, h1 and h2 mark respective home centers. Each row in the
figure corresponds to a value of H/  that characterizes the extent of confinement
of the mice to their home ranges. In the first row, H/  = 0.5 is taken, and when
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Figure 4.3: The steady-state densities of infected and susceptible mice, Pss(x1) and
Pss(x2), respectively, and corresponding joint probability density, Pss(x1, x2) plotted
for four di↵erent values of H/ . On the left column, Pss(x1) is depicted in the black
curve and Pss(x2) is given in the gray curve. On the right column, corresponding
Pss(x1, x2) is plotted in the black curve. The dashed curve is the Pss(x1, x2) in the
previous panel and is drawn to scale. In both columns, h1 and h2 mark respective
home centers. Each row corresponds to a value of H/  whose value is indicated on its
left. The non-monotonic behavior of Pss(x1, x2) is shown as a function of increased
H/ .
the value is increased to 0.7 and to 1 as seen in the second and third rows, the joint
probability density increases. However, a further increase to H/  = 2.2, where the
mice are more tightly confined to their homes, the joint density decreases, marking
an instance of the non-monotonic behavior. Before we close this section, we present
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an analytic expression of I(t) in the di↵usion limit.
4.3.2 Analytic Expressions in the Di↵usion Limit
We present here the infection probability in the di↵usion limit, where analytic ex-
pressions are possible. In the limit   ! 0, the expressions of µ(t) and ⌫(t) become
simple. They are obtained from the propagator for the homogeneous di↵usion equa-
tion, which can be found in a standard Statistical Mechanics textbook, ex., [58], and
is given by
⇧(x1, x
0
1, x2, x
0
2, t) =
1p
8⇡Dt
e 
(x1 x01)
2
+(x2 x02)
2
8Dt . (4.22)
Using this propagator in equations (4.10) and (4.11), assuming that both mice start
at their respective home center, µ(t) and ⌫(t) in the di↵usion limit are
⌫(t) =
1p
8⇡Dt
, (4.23)
µ(t) =
1p
8⇡Dt
e 
H2
8Dt . (4.24)
Their Laplace transforms are known and found in a table of Laplace transforms [59].
Using such µ˜(✏) and ⌫˜(✏), the infection probability given via equation (4.13) is
eI(✏) = 1
✏
✓
e 
p
✏⌧H
1 +
p
✏✓
◆
, (4.25)
where ✓ = 8D/(⇡C21) is the new parameter for time, which incorporates the di↵usion
constant and the capture rate. The inverse transformation is also found in a table [59]
and the analytic result in the time domain is
I(t) = erfc
✓r
⌧H
4t
◆
  e
⇣p
⌧H
4t +
t
✓
⌘
erfc
 r
⌧H
4t
+
r
t
✓
!
, (4.26)
where erfc(x) is the complementary error function. Although we have not found
a previous discovery of this result in the literature pertaining to epidemics, the
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expression has been reported in a wide range of reaction-di↵usion contexts by several
authors independently [11, 60, 60, 61]. In the case of instant infection, i.e., when the
infection is transmitted to the susceptible mouse one-hundred percent of the time
when it meets the infected one (for such a case the value of C1 is infinite and ✓ ! 0),
the infection probability reduces to a complementary error function of argumentp
⌧H/4t, i.e.,
I(t) = erfc
✓r
⌧H
4t
◆
. (4.27)
The infection curve given by equation (4.26) is plotted in the solid line (  = 0) in
figure 4.1.
4.4 E↵ective Rate of Infection and Extension to
Dense Systems
Here we define a single parameter characterizing an infection curve that reflects the
e↵ect of important parameters in our problem: the confinement strength  , the dif-
fusion constant D, and the infection rate C. We define the quantity as the e↵ective
rate of infection and denote by ↵.
In extracting the e↵ective rate from our pair-mouse model, we notice that the
shape of the infection curve is similar to the exponentially increasing function of the
form
I(t) ⇠ 1  e ↵t, (4.28)
where ↵ would be the e↵ective infection rate. We ask the question: If I(t) were the
exponential curve as given in this equation, what would be the decay constant ↵ that
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approximates the actual curve? We develop the following and obtain ↵ in terms of
relevant quantities of our problem: µ(t), ⌫(t), and C1. The development of such a
quantity is inspired by the study of sensitized luminescence in molecular crystals as
given in [62], in a quite di↵erent physical context.
If the infection probability were the suggested exponential function, then its
Laplace transform is given by
I˜(✏) = ↵
✏(✏+ ↵)
. (4.29)
We equate this equation with the definition of I(✏) given in equation (4.13) and solve
for ↵. Doing so gives the definition of an ✏-dependent quantity, ↵˜(✏),
↵˜(✏) =
✏µ˜(✏)
(1/C) + ⌫˜(✏)  µ˜(✏) . (4.30)
In order to extract a constant e↵ective infection rate from this ↵˜(✏), we consider the
Marko an limit of this quantity, i.e., taking the limit ✏ ! 0. It can be seen that
taking this limit is the same as calculating the accumulative e↵ect of ↵(t) over time:
lim
✏!0
↵˜(✏) = lim
✏!0
Z 1
0
dt e ✏t↵(t) =
Z 1
0
dt↵(t). (4.31)
In this spirit, ↵ is similar to the Fermi golden rule rate in describing transitions in
quantum systems, although the prescription di↵ers. The e↵ective rate is then defined
as
↵ ⌘ lim
✏!0
↵˜(✏) =
µ(1)
(1/C) + (1/M) . (4.32)
where an Abelian theorem, lim ✏! 0 {✏µ˜(✏)} = µ(t =1), has been used to obtain
µ(1) in the numerator, and M is defined as
1
M ⌘
Z 1
0
dt [⌫(t)  µ(t)] . (4.33)
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4.4.1 The Contact and Motion Limits
We now discuss each quantity that constitutes ↵. The most straightforward one is
µ(1) = µss given in equation (4.19). The unit of µ(1) is given by [length]. The
length is that associated with pure random motion of the animals. The quantity we
have been referring to as the infection rate, C1, as mentioned in passing, actually has
a dimension of velocity, [length/time], which can be seen by performing a dimen-
sional analysis on the starting equation, equation (4.1). Wherever C1 appears in the
equations, it always comes with the multiplication with the probability-density type
quantity which has the unit of [1/length], giving the product the unit of [1/time],
and in this manner, C1 is the rate of infection. The last quantity, M has the same
unit as C1, i.e., [length/time]. This can be seen from its definition given in equa-
tion (4.33). The integral over time gives the unit of time, and the integrand gives the
reciprocal of length. Its definition also gives its physical meaning: it is the ’velocity’
for the probability of the mice to meet at the same location, P (x1, x1, t), to reach
its steady-state in an absence of infection. Because the meetings of the mice are
property of their motion, we call M the motion parameter. The product of µ(1)
and the reciprocal of the additive sum of 1/C1 and 1/M gives the infection rate ↵,
with the unit [1/time].
Thus, ↵ gives a combined e↵ect of the two important time scales to our problem.
One scale is of infection, 1/C1, and the other of the mice’ meeting probability to
reach its steady-state, 1/M. The two important limits to consider are the limits
1/C1 ⌧ 1/M and 1/C1   1/M. The latter is called the motion limit where the time
scale for an occurrence of infection is much smaller than that associated with the
meeting probability of the mice to come to a steady-state. In this case, the infection
can be transmitted immediately once the mice meet, and the infection occurrence
is dominated by the time scale of the motion of the mice. The opposite limit, the
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former, is called the contact limit where the time scale for infection is much greater
than that associated with reaching the steady-state. In this case, the mice spend a
relatively longer time moving about and meeting one another before the infection is
passed, and the infection event is dominated by the time scale of infection, C1. Thus,
depending on the relative magnitudes of C1 and M, the nature of the infection dy-
namics can di↵er widely. Such di↵erence in the underlying dynamics is significant in
understanding the physical phenomenon as shown in the pioneering work by Kenkre
and his collaborators in [7, 8], in their work in the field of sensitized luminescence.
The motion and the contact limits of ↵ are displayed in the left panel of figure 4.4
where ↵ is plotted against the infection rate C1 where it is scaled to 2D/H and ↵
to 1/⌧H , the di↵usive time to travel the inter-home distance. These limits are indi-
cated by the text with the arrows. In the contact limit, C1 ! 0, the e↵ective rate
approaches zero, ↵ ! 0, revealing that the time scale for infection becomes infinite
and an infection never happens. In the motion limit where the infection takes place
immediately as the two mice meet, ↵ asymptotes the value in the limit C1 ! 1,
which is indicated by the dotted line. In the right panel, ↵ is plotted against the
potential strength  , both scaled to ⌧H , for the fixed value of C1/(2D/H) = 15.
The non-monotonic e↵ect of confinement on ↵ is seen in the existence of the peak,
and this plot also demonstrates the robustness of the e↵ective rate ↵ compared to
the infection rate I(t) in understanding the dependence of an infection event on the
varied parameters:  , D, C1.
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Figure 4.4: The e↵ective infection rate, ↵, plotted against the infection rate, C1, and
the confining potential strength,  , as in Figure 2 of ref. [57]. The left panel shows
↵ from Eq. (4.32), as a function of C1 (scaled to 2D/H), where it is seen to be linear
in C1 for small values while it saturates to a constant in the motion-limited value
(0.56 here) in the other limit. The right panel shows ↵ as a function of   and the
non-monotonic e↵ect is seen in the peaking behavior. Here, C1 is in units of 2D/H
and equals 15.
4.5 Summary
We have introduced a theory for infection transmission between two mice that is
applicable in the case of a dilute population. We let the two mice, one infected with
a disease and the other without but susceptible to the disease, to be Smoluchowski
random walkers with distinct potential center locations, where they represent the
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centers of the home ranges of the mice. We assumed that the susceptible mouse con-
tracts the disease at a certain rate when it comes to meet the infected one. A useful
intuition from the exciton annihilation problem found in [5] made us aware of an
illuminating connection between the single Smoluchowski walker trapping problem
studied in the previous chapter and the current problem of transmission of infection
between two mice, and allowed us a straightforward solution. The connection is that
a two s-dimensional-mouse infection problem is equivalent to a corresponding one
2s-dimensional single walker trapping problem.
We studied the e↵ect of the home ranges of the mice on the infection probability,
I(t), and found that I(t) behaves non-monotonically as a function of the confine-
ment strength. Specifically, the optimal condition for the infection transmission is
found to be when the inter-home distance, H, is on the order of the characteristic
size of the home range, the steady-state Smoluchowski width  .
We borrowed an insight from the study of sensitized luminescence in molecular
crystals as seen in [62], to extract a single parameter characterizing an infection curve.
We sought to approximate the infection probability I(t) as an exponential function
I(t) = 1   e ↵t, where ↵ is the parameter of interest, the e↵ective infection rate.
Resulting ↵ shows the non-monotonic behavior as well as the contact and motion
limits of the infection dynamics. Application of this theory to higher dimensions is
studied in the next Chapter.
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Explicit Extension of the Theory
in Arbitrary Dimensions
5.1 A Technical Problem in Higher Dimensions
and Its Solution
The two-mouse model of infection transmission presented in the previous chapter is
formulated in this chapter to arbitrary number of dimensions. The most relevant
application of the theory would be in 2-dimensions as the Hantavirus-carrying pop-
ulation of mice (specifically the Sin Nombre strain) is found in New Mexico, moving
about in a 2-dimensional space, on the desert terrain. There is, apparently, a well-
known di culty in the reaction-di↵usion problem that we encounter and solve in
this chapter. We thereby demonstrate a practical extension of our theory to higher
dimensions.
The specific problem we encounter in our calculation is that the Laplace trans-
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Figure 5.1: µ(t) and ⌫(t) in 1-dimension plotted against time. The functions are
scaled to the inter-home distance H and the time to ⌧H . The initial conditions of
the mice are chosen arbitrarily away from each other.
form of the self-propagator, e⌫(✏), becomes non-existent in higher dimensions as
demonstrated below. In the Laplace space, I˜(✏) is given as a product of µ˜(✏) and
1/(1/C + ⌫˜(✏)). While there is no problem in finding µ˜(✏) in higher dimensions, ⌫˜(✏)
cannot be evaluated because of its short-time behavior. Figure 5.1 shows ⌫(t) and
µ(t) plotted against time, which is scaled to ⌧H in 1-dimensions. The initial condi-
tions of the mice are arbitrarily chosen so that they are located away from each other.
Shown in the solid curve is ⌫(t), which is divergent at t = 0 while µ(t) starts at 0
indicated by the dashed curve, and they converge in time. The two functions behave
in a similar manner in higher dimensions with ⌫(t) showing stronger divergence at
t = 0. We show the manner of this divergence below.
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In the limit of t ! 0, T (t) and e  t in the expressions of ⌫(t) given in equa-
tion (4.15) become
T (t)! t (5.1)
e  t ! 1   t, (5.2)
and ⌫(t) at a small time becomes
⌫(t! 0) !
✓
1p
8⇡Dt
◆s sY
 =1
e 
 2t(h 1 h 2)
2
8D
!
✓
1p
8⇡Dt
◆s sY
 =1
✓
1  ( H
 )2
8D
t+ · · ·
◆
!
✓
1
8⇡D
◆ s
2
sY
 =1
✓
t 
s
2   ( H
 )2
8D
t 
s
2+1 + · · ·
◆
, (5.3)
where in obtaining the second line, the exponential was expanded for a small argu-
ment. To the leading order, ⌫(t) diverges as t s/2 as t! 0. Consequently, when its
Laplace transform is considered, i.e.,
⌫˜(✏) =
Z 1
0
dt ⌫(t)e ✏t, (5.4)
its divergent behavior at short-time limit leads to the divergence of the integral at
t = 0, except in 1-dimension. This is the precise reason why ⌫˜(✏) cannot be calcu-
lated for higher dimensions when the mice meet at a point. In order to verify the
short time approximation of ⌫(t), equation (5.3) is plotted along with the exact ex-
pression given in equation (4.15) in 1-dimension in Figure 5.2, where ⌫(t) is plotted
against time that is scaled to ⌧H . The exact expression is shown in the solid curve
and the approximation is shown by the circles. The approximation deviates from the
exact ⌫(t) for a larger time, however, correctly converges to the latter for short times.
The problem of the divergence of ⌫˜(✏) at t = 0 can be resolved simply by tak-
ing the infection region to have a finite extent of at least (s   1)-dimensions when
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Figure 5.2: An exact and approximate ⌫(t), given in equations (4.15) and (5.3),
respectively, plotted against t/⌧H . The approximation, depicted by circles, gives a
correct behavior for short times as it converges to the exact ⌫(t), given by the solid
curve, towards t! 0.
applying our theory in s-dimensions (“regularization of the delta-function”). A sys-
tematic study, conducted in a collaboration with Chase and Kenkre, is presented in
Appendix B. We make an appropriate modification to our theory in this chapter
and present an explicit example in 2-dimensions and show how the non-monotonic
e↵ect of the confinement is generalized to higher dimensions.
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5.1.1 Practical Extension of the Formalism to Higher Di-
mensions
We start by writing down a generalization of equation (4.1), the equation of motion
for the configuration of the mice, P (r1, r2, t), to find the infected and susceptible
mice at their respective positions, r1, r2, at time t. This generalization extends the
possibility of an occurrence of infection transmission to take place on a finite region
rather than at a point:
@P (r1, r2, t)
@t
= r1 · [  (r1  R1)P (r1, r2, t)] +r2 · [  (r2  R2)P (r1, r2, t)]
+D
 r21 +r22 P (r1, r2, t)
  C
Z 0
 (r1   r01) (r2   r02)P (r1, r2, t)dsr01dsr02. (5.5)
Here the first three terms are exactly the same as given in equation (4.1) and they
describe the Smoluchowski motion of the mice: the attraction of the mice to their
respective home centers, which in turn confine the mice to their home ranges, is
given in the first two terms, where R1 and R2 denote the s-dimensional coordi-
nates of the home centers of the infected and the susceptible mice, respectively;
the third term represents the pure random motions of the mice. The last term,
 C R 0  (r1   r01) (r2   r02)P (r1, r2, t)dsr01dsr02, represents the infection-transmission
event taking place in a finite region of arbitrary dimensions. The delta-functions
and their arguments indicate that the transmission of infection takes place when the
infected mouse is at r1 = r01 and the susceptible mouse is at r2 = r
0
2. The primed
integral integrates such locations over an arbitrary infection region. The infection
is assumed to occur at a rate C, which we have taken to be constant for simplicity.
The unit of C depends on the dimension of the infection region.
We now show that the calculations, to arrive at the infection probability in the
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Laplace space, are found to become easier when our problem is transformed to the
center of mass (CM) and relative coordinates.
Transformation to Center of Mass and Relative Coordinates
Figure 5.3: The original coordinate, x1-x2, is shown in the solid coordinate axes,
where x1 and x2 denote the coordinates of the infected and susceptible mice, respec-
tively. The center of mass (CM) and the relative coordinates are superimposed on
the original axes in the dotted, x+-x  axes. The gray region shows the infection
region, which lies along the CM (x+) coordinate and is perpendicular to the relative
(x ) coordinate. This diagram depicts the case for 1-dimension.
We first show visually, the reduction that occurs in the spatial degrees of freedom
in Figure 5.3, where the e↵ect of the transformation is shown in the first dimen-
sion. Denoting the first coordinates of the infected and susceptible mice by x1 and
x2, respectively, consider the 2-dimensional x1-x2 space as we would consider the
corresponding trapping problem. In this case, the locations of the two mice are rep-
resented as a point, (x1, x2), and the infection region becomes stationary. We let
the corresponding CM and relative coordinates to be denoted respectively by + and
 : the coordinates of the first dimension are given by x+ and x . In the figure,
the original and the CM and relative coordinates are superimposed on each other.
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The latter is depicted by dotted lines and the solid lines give the former. Supposing
that the infection can be transmitted when the mice are within a certain distance
from each other, the gray region shows the infection region, which lies diagonally
to the original, and along the CM coordinate and perpendicularly to the relative
coordinate. This figure reveals that an infection event takes place everywhere in the
CM coordinate, leaving the position dependence only in the relative coordinate. The
same happens for higher dimensions.
The transformation we use is given by
r± =
1p
2
(r1 ± r2) () r1,2 = 1p
2
(r+ ± r ) . (5.6)
The specific choice of the constant coe cient, 1/
p
2, is made to preserve the form of
the homogeneous part of equation (5.5), i.e., the the transformed equation becomes
@P (r+, r , t)
@t
= r+ · [  (r+  R+)P (r+, r , t)] +r  · [  (r   R )P (r+, r , t)]
+D
 r2+ +r2  P (r+, r , t)
  C
Z 0
dsr0+d
sr0   (r+   r0+) (r    r0 )P (r1, r2, t), (5.7)
where R± are given by
R± =
1p
2
(R1 ±R2) . (5.8)
The details of the preservation of the homogeneous part of the equation is given in
Appendix C. We note that the coordinate transformation rule for a delta-function
is given by
 (a) =
1
|J | (b), (5.9)
where the transformation between an arbitrary coordinate vectors a and b is as-
sumed not singular, and J is the Jacobian of the transformation, which turns out to
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be  1 between each element of r1 and r2 here.
Because the homogeneous part of equations (5.5) and (5.7) have the same form, so
do the functional forms of the propagators. Therefore, the homogeneous propagator,
⇧(r+, r0+, r , r
0
 , t), in the transformed coordinate is
⇧(r+, r
0
+, r , r
0
 , t) =
✓
1
4⇡DT (t)
◆s sY
 =1
e 
(x + h + (x0 + h +)e  t)
2
+(x   h   (x0   h  )e  t)
2
4DT (t) ,
(5.10)
where   denotes each dimension. Using the Green function method, the solution to
equation (5.7) is
P (r+, r , t) = ⌘(r+, r , t) C
Z t
0
dt0
Z 0
dsr0+d
sr0 ⇧(r+, r
0
+, r , r
0
 , t t0)P (r0+, r0 , t),
(5.11)
where ⌘(r+, r , t) is the homogeneous solution. With an arbitrary initial condition
P (r0+, r
0
 , 0), where r
0
+ and r
0
  are the initial locations, the homogeneous solution
⌘(r+, r , t) is given by
⌘(r+, r , t) =
Z 1
 1
Z 1
 1
dsr0+d
sr0 ⇧(r+, r
0
+, r , r
0
 , t)P (r
0
+, r
0
 , 0). (5.12)
From this point, the steps taken to arrive at the infection probability, I(t), in the
Laplace domain, I˜(✏), are very similar to that presented in the previous chapter, with
one crucial di↵erence which comes about in the calculation of the function ⌫(t). In
order to calculate this quantity with the extended region of infection, the ⌫-function
method [6, 7] is employed as presented below.
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The Infection Probability and µ(t) and ⌫(t) Functions: the ⌫-function
Method
The definition of the infection probability, I(t), is given in euqation (4.5). For this
specific case, in the CM and relative coordinates, it becomes
I(t) = 1 
Z 1
 1
dsr+d
sr  P (r+, r , t). (5.13)
As was done in the previous chapter, we Laplace transform this equation and obtain
eI(✏) = 1
✏
 
Z 1
 1
Z 1
 1
dsr+d
sr ⌘˜(r+, r , ✏)
+ C
Z 0
dsr0+, d
sr0  eP (r0+, r0 , ✏) Z 1
 1
Z 1
 1
dsr+d
sr e⇧(r+, r0+, r , r0 , ✏),
(5.14)
where P (r+, r , t) given in equation (5.11) was explicitly written. On the right hand
side, the spatial integrals of ⌘˜(r+, r , ✏) of the second term and that of e⇧(r+, r0+, r , r0 , ✏)
in the third term both yield 1/✏. With this, the infection probability in the Laplace
space becomes
eI(✏) = C
✏
Z 0
dsr0+, d
sr0  eP (r0+, r0 , ✏). (5.15)
The integrated quantity on the right hand side yields the probability to find the
infected and susceptible mice within the region of infection at a given time in the
Laplace domain. As mentioned above, in the current problem with a finite infection
region, the defect technique must be extended via the ⌫-function method [6,7]. The
use of the defect technique here means integrating equation (5.11) over the infection
region in the coordinate variables r+ and r  in the Laplace domain, which yieldsZ 0
dsr+d
sr  eP (r+, r , ✏) = Z 0 dsr+dsr ⌘˜(r+, r , ✏)
  C
Z 0
dsr0+d
sr0  eP (r0+, r0 , ✏) Z 0 dsr+dsr e⇧(r+, r0+, r , r0 , ✏),
(5.16)
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Now, we define the functions µ(t) and ⌫(t) specifically for the problem at hand. The
former is defined by
µ(t) =
Z 0
dsr+d
sr  ⌘(r+, r , t). (5.17)
Defining ⌫(t) is not as straightforward. The integral over the infection region of
the propagator in the second term of the right hand side of equation (5.16), viz.,Z 0
dsr+d
sr e⇧(r+, r0+, r , r0 , ✏), (5.18)
leaves r0+ and r
0
 -dependence in the integrated quantity, and describes the probability
density to find the mice within the infection region given that they were at (r0+,r
0
 )
some time earlier, i.e., within the region of infection. The ⌫-function method [6, 7]
ensemble-averages such (r0+,r
0
 ) and yields ⌫(t) that only depends on time. Hence,
as was done in Chapter 2, we define ⌫(t) by
⌫(t) =
R 0
dsr0+d
sr0 
R 0
dsr+dsr ⇧(r+, r0+, r , r
0
 , t)R 0
dsr0+dsr0 
. (5.19)
With this approximation, equation (5.16) yieldsZ 0
dsr0+d
sr0  eP (r0+, r0 , ✏) = µ˜(t)1 + C⌫˜(t) , (5.20)
where we note that the from on the right hand side is identical to that given in
equation (4.12). Substituting this equation into the expression of eI(✏) given in equa-
tion (5.15) yields the same expression of eI(✏) found for a point infection region in the
last chapter, and is given by equation (4.13). Thus, the use of the defect technique
and the ⌫-function method allowed for the solution of eI(✏) solely in terms of the
knowledge of the homogeneous propagator, ⇧(r+, r0+, r , r
0
 , t) via equations (5.17)
and (5.19).
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Reduction of the Spatial Degrees of Freedom
We calculate µ(t) and ⌫(t) explicitly for a delta-function initial condition of the mice:
P (r0+, r
0
 , 0) =  
s
 
r0+   r0+
 
 s
 
r0    r0 
 
. We bring our attention to Figure 5.3, and
emphasize that the infection region indicated by the gray region lies along the CM
coordinate. This means that the integrals in equations (5.17) and (5.19) can be
written in a more explicit form asZ 0
dsr0+d
sr0  !
Z 1
 1
dsr0+
Z 0
dsr0 , (5.21)
where the prime for the relative coordinate integral is to be specified later. Together
with the form of propagator given in equation (5.10), µ(t) and ⌫(t) of equations (5.17)
and (5.19) are then written as
µ(t) =
Z 1
 1
dsr+
Z 0
dsr 
✓
1
4⇡DT (t)
◆s sY
 =1
e 
(x + h + (x0 +  h +)e  t)
2
+(x   h   (x0    h  )e  t)
2
4DT (t) ,
(5.22)
⌫(t) =
R 0
dsr0 
R1
 1 d
sr+
R 0
dsr 
⇣
1
4⇡DT (t)
⌘s Qs
 =1 e
 (x
 
+ h
 
+ (x
0 
+ h
 
+)e
  t)
2
+(x   h   (x0   h  )e  t)
2
4DT (t)R 0
dsr0 
.
(5.23)
The Gaussian integral over the CM coordinate is trivial, and we yield simpler forms
of µ(t) and ⌫(t) as
µ(t) =
Z 0
dsr 
✓
1
4⇡DT (t)
◆ s
2
sY
 =1
e 
(x   h   (x0    h  )e  t)
2
4DT (t) , (5.24)
⌫(t) =
R 0
dsr0 
R 0
dsr 
⇣
1
4⇡DT (t)
⌘ s
2 Qs
 =1 e
 (x
 
  h
 
  (x
0 
  h
 
 )e
  t)
2
4DT (t)R 0
dsr0 
. (5.25)
Thus, the CM coordinate dependence of the problem is integrated out to a constant
in each dimension and the spatial degrees of freedom is reduced to half. We present
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the use of this theory explicitly in 2-dimensions next.
5.2 Explicit Calculations in 2-dimensions
Two dimensional calculations of our model not only provide the simplest example of
the extended theory, but also, and more importantly, possess practical applications
to an infection spread among mice moving on a terrain. Surely, it is more appropriate
to choose infection as occurring as an arbitrary function of the relative distance of
the mice. However in this chapter, we present the simplest case where the transmis-
sion of infection is assumed to occur when the mice are at a certain distance A, the
infection range, from each other in 2-dimensions, in other words, anywhere on the
circumference of a given radius surrounding the other mouse.
We proceed with the calculation of µ(t) and ⌫(t) specific to a finite-range infection
in 2-dimensions. With the definitions of µ(t) and ⌫(t) derived in the last section, in
equations (5.24) and (5.25), in 2-dimensions they becomes
µ(t) =
Z 0
dxdy
✓
1
4⇡DT (t)
◆
e 
(x h (x0 h)e  t)
2
+(y f (y0 f)e  t)
2
4DT (t) , (5.26)
⌫(t) =
R 0
dx0dy0
R 0
dxdy
⇣
1
4⇡DT (t)
⌘
e 
(x h (x0 h)e  t)
2
+(y f (y0 f)e  t)
2
4DT (t)R 0
dx0dy0
, (5.27)
where the relative coordinate in the first dimension is denoted by x1  ⌘ x, that of
the second dimension by x2  ⌘ y, the relative home-center coordinate in the first
dimension by h1  ⌘ h, and that of the second dimension by h2  ⌘ f . The integrals
above become easier in the corresponding polar coordinate, where the infection region
is given by a circle of radius A: x2 + y2 = A2. Thus we make another coordinate
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transformation according to8<: ⇢2 = x2 + y2tan ✓ = y/x )
8<: x = ⇢ cos ✓y = ⇢ sin ✓ . (5.28)
We first transform the integrand of µ(t) and ⌫(t). The numerator of the exponent
of the Gaussian in equations (5.26) and (5.27) transforms to
 
x  h  (x0   h)e  t 2 +  y   f   (y0   f)e  t 2
= B(⇢, ⇢0, ✓)  2⇢ [E(⇢0, ✓0) cos ✓ + F (⇢0, ✓0) sin ✓] , (5.29)
where
B(⇢, ⇢0, ✓0) = ⇢2 + ⇢02e 2 t +H2
 
1  e  t 2 + 2H⇢02e  t  1  e  t  cos(✓0    ),
(5.29a)
E(⇢0, ✓0) = ⇢0e  t cos ✓0 +H cos 
 
1  e  t  , (5.29b)
F (⇢0, ✓0) = ⇢0e  t sin ✓0 +H sin 
 
1  e  t  , (5.29c)
H2 = h2 + f 2, (5.29d)
tan  = f/h. (5.29e)
We define three additional quantities to simplify equation (5.29) so that the resulting
expression becomes a known integral. First we define
cos⌦ =
F (⇢0, ✓0)p
E2(⇢0, ✓0) + F 2(⇢0, ✓0)
, sin⌦ =
E(⇢0, ✓0)p
E2(⇢0, ✓0) + F 2(⇢0, ✓0)
, (5.30)
and additionally define the function F(⇢0, ✓0) as
F(⇢0, ✓0) = E2(⇢0, ✓0) + F 2(⇢0, ✓0). (5.31)
We recognize that
B(⇢, ⇢0, ✓0) = ⇢2 + E2(⇢0, ✓0) + F 2(⇢0, ✓0) = ⇢2 + F(⇢0, ✓0). (5.32)
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With these, equation (5.29) becomes 
x  h  (x0   h)e  t 2 +  y   f   (y0   f)e  t 2
= ⇢2 + F(⇢0, ✓0)  2⇢
p
F(⇢0, ✓0) cos (✓   ⌦) . (5.33)
The integral over the infection region in the polar coordinate becomesZ 0
dxdy !
Z 1
0
d⇢
Z 2⇡
0
⇢d✓
1
⇢2⇡
  (⇢  A) =
Z 1
0
d⇢
Z 2⇡
0
d✓
1
2⇡
  (⇢  A) . (5.34)
Then the integrals of µ(t) and ⌫(t) can be recognized as the 0-th order modified
Bessel function of the first kind [50], I0(z), and µ(t) and ⌫(t) become
µ(t) =
✓
1
4⇡DT (t)
◆
e 
A2+F(⇢0,✓0)
4DT (t) I0
 
A
pF(⇢0, ✓0)
2DT (t)
!
, (5.35)
and
⌫(t) =
1
2⇡
Z 2⇡
0
d✓0
✓
1
4⇡DT (t)
◆
e 
A2+F(A,✓0)
4DT (t) I0
 
A
pF(A, ✓0)
2DT (t)
!
, (5.36)
where the integral over ✓0 needs to be evaluated numerically.
5.2.1 Result for 2-dimensional Finite-Range Infection: Re-
covery of ⌫(t) and the non-monotonic e↵ect
We now show that the ⌫(t) obtained above behaves as t 1/2 as t ! 0 and therefore
the Laplace transformable behavior is recovered. As t ! 0, the argument of the
Bessel function becomes large where its asymptotic form is appropriate. For a large
argument, z !1, the asymptotic behavior of I0(z) is given by [50]
I0(z)! e
z
p
z
, z !1, (5.37)
and ⌫(t) behaves, at short times, as
⌫(t! 0)! 1
2⇡
Z 2⇡
0
d✓0
✓
1
4⇡Dt
◆
e 
A2+A2
4Dt
r
2Dt
A2
e
A2
2Dt ⇠ 1p
t
. (5.38)
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Hence, ⌫(t) at short times behaves as was seen in the case of a point infection region
in one dimension, and its Laplace transform, e⌫(t) can be calculated.
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Figure 5.4: (a)The non-monotonic e↵ect of infection probability as a function of
monotomically increasing  ⌧H , the strength of cofinement. The numerically calcu-
lated infection probability I(t) is plotted against time in units of the di↵usive time
to for the walker to traverse the inter-home distance H. Each infection curve cor-
responds to a di↵erent value of  ⌧H , the strength of confinement to homes. The
behavior of the I(t) is identical to that as seen in figure 4.1 of the previous chapter.
(b) The e↵ective rate ↵ scaled to ⌧h plotted against  ⌧H , whose peak indicates the
optimal value of  ⌧H for infection.
The Laplace transforms of µ(t) and ⌫(t) were found numerically in order to cal-
culate I˜(✏) via equation (4.13), which was numerically inverted to obtain I(t). The
e↵ective rate ↵ was calculated via equation (4.32). The resulting infection curve and
the e↵ective rate showing the non-monotonic behavior due to the e↵ect of confine-
ment are shown in figure 5.4. In panel (a), the infection curve is plotted against
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time scaled to ⌧H . Each curve corresponds to a value of  ⌧H , e↵ectively to a given
potential strength  . Panel (b) of Figure 5.4 shows the e↵ective rate ↵ scaled to
1/⌧H , plotted against  ⌧H again showing the non-monotonic e↵ect. Thus, we show
how explicitly the result in 1-dimension is generalized to 2-dimensions.
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Figure 5.5: The optimal value of  ⌧H is plotted for a given ratio of the infection
range to the inter-home distance A/H. The optimal values are found numerically
through ↵-curve as shown in panel b) of Figure 5.4 for each value of A while the
di↵usion constant D, the inter-home distance H, and the infection rate C were held
fixed.
The infection range, A, provides a new length scale in our problem and, there-
fore, we investigate its e↵ect on the transmission of infection, specifically on the
optimal value of  ⌧H . To do this, an optimal value of  ⌧H was numerically found
from the ↵-curve as shown in panel (b) of Figure 5.4 for a value of A. The resulting
A-dependency of the optimal  ⌧H values are plotted in Figure 5.5, where A is scaled
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to H. One striking feature is the seemingly diverging value of  ⌧H at A/H = 1,
however such behavior of  ⌧H is not surprising as A = H means that the infection
occurs as if though the two mice share their home center. When the mice live at
the same home, a stronger confinement only encourages infection transmission by
the increased chance of their encounter. In order to elucidate the e↵ect of A on the
behavior of the optimal  ⌧H values in a simplest manner, we analyze the finite-range
infection in 1-dimension below.
5.3 E↵ect of Varying the Infection Range:
Analysis in 1-dimension
The finite-range infection is not specific to 2-dimensions, and the essence of its ef-
fect on infection transmission is captured already in 1-dimension. We show the
1-dimensional analysis here because it leads to a more tractable expressions that
embodies the e↵ect of the infection range. As was done in Chapters 3 and 4, we
perform our analysis in the contact limit where it is appropriate to express the infec-
tion probability as a product of the infection rate and the steady-state homogeneous
probability to find the animals at the infection site. The steady-state probability to
find the mice at the infection site is obtained through the joint probability density,
Pss(x1, x2), to find the infected mouse at x1 and the susceptible one at x2. In the
absence of infection, the joint distribution is the product of individual densities of
the mice, where we denote that of the infected and susceptible by P1(x) and P2(x),
respectively, where
Pi(x) =
1p
⇡ 
e 
(x A hi)2
 2 , i = 1, 2. (5.39)
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The joint density to find the mice at an infection range A apart is
P1(x)P2(x A)+P1(x)P2(x+A) = 1
⇡ 2
✓
e 
2(x (h1+h2+A)/2)2
 2 e 
(H A)2
2 2 + e 
2(x (h1+h2 A)/2)2
 2 e 
(H+A)2
2 2
◆
,
(5.40)
where H = h1 h2. Integrating x over all space yields the probability, which in turn
gives I(t) in the contact limit as
I(t) ⇠ C1 1p
2⇡ 
✓
e 
(H A)2
 2 + e 
(H+A)2
 2
◆
t. (5.41)
Finding the condition for maximum value of I(t) as a function of   yields the tran-
scendental relation
1  2 ⌧H(1  A/H)2
1  2 ⌧H(1 + A/H)2 =  e
 4 ⌧H(A/H). (5.42)
Figure 5.6 shows the optimal value of  ⌧H , found by numerically solving equa-
tion (5.42), plotted against A/H. We find that  ⌧H behaves similarly to that found
for 2-dimensional boxer infection as a function of A/H, with diverging behavior at
A/H = 1. The inset of the figure shows  ⌧H plotted against the normalized di↵erence
between A andH, |A H|/H to show the expected asymmetry, although such feature
is less pronounced here in 1-dimension than that seen in 2-dimensions (see figure 5.5).
We note that it is possible, however much more cumbersome, to calculate the
exact infection probability in the Laplace domain, and arrive at equation (5.42).
The interested reader is referred to Appendix D for the detail.
5.4 Summary
In this chapter, we gave a practical extension of the reaction-di↵usion theory for
infection-transmission given in Chapter 4 to higher dimensions. It is well known that
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Figure 5.6: Optimal value of the confining potential steepness   (scaled to 1/⌧H) for
maximum infection rate as a function of (A/H). In the inset, the optimal  ⌧H is
plotted against the normalized di↵erence between A and H to show the asymmetry
in the behavior of  ⌧H as a function of |A H|/H.
the Laplace transform of the self-propagator is not defined in such cases. The “self”-
propagator refers to a point (zero-dimensional region) and leads to a mathematical
problem. The general resolution lies in enlarging the spatial extent of the meeting
region of the mice to a finite region as explicitly pointed out in ref [57]. Our study
of reaction-di↵usion theory in higher dimensions, conducted in collaboration with
Chase and Kenkre and given in this thesis as Appendix B, clarifies that point [57],
i.e., how such a problem can be resolved by extending the infection-occurring region
to a finite region of at least (s   1)-dimensions when an s-dimensional problem is
considered.
We also studied the e↵ect of the variation of the range of infection A on the
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optimal confinement strength in detail in 1-dimension. Essentially, A modulates the
role of the inter-home distance, H, in the problem of point infection region. We
found that the relationship among A, H, and   that yields an optimal confinement
strength for infection transmission becomes much more complex compared to that
found in the trapping and infection problems considered in Chapters 3 and 4.
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Concluding Remarks
6.1 Summary
We conclude with a summary of the work presented in this thesis and mention briefly
some related projects. In this thesis, we applied reaction-di↵usion theory to model
infectious disease transmission between a mouse that carries a disease to another
mouse that is without infection but susceptible to it. In our simple model, appli-
cable directly to the Hantavirus epidemic as seen in refs. [25–32], we described an
underlying process of an epidemic spread in a dilute population, with the assumption
that the mice move as tethered random walkers and that the disease is transmitted
at a certain rate upon their encounter.
In Chapter 2, we introduced the tools of our investigation, viz., the Smoluchowski
equation and the defect technique. The method of solution was summarized in Ap-
pendix A and the characteristics of the probability density is discussed at length.
The “defect technique” explained there is an important method to solve the reaction-
di↵usion equations considered in this thesis, and its basic procedure was presented
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in a context of a trapping problem of a random walker.
The simplest reaction-di↵usion scenario was studied in Chapter 3, viz., trapping
of a Smoluchowski random walker by a single stationary trap, in order to investigate
the e↵ect of the attractive potential on the survival probability of the walker. We
found that the survival probability behaves non-monotonically as a function of the
potential strength unless the trap is located precisely at the center of the poten-
tial, a configuration that generally would seldom occur. Such an e↵ect arises due to
the property of a Smoluchowski walker that its steady-state density is a Gaussian
centered at the potential center with the width   =
p
2D/ . As the width of the
Gaussian varies with the potential strength  , so does the probability density to find
the walker at the trap site. This change in the density occurs non-monotonically,
causing such e↵ect in the survival probability.
The above result and the tools were used in Chapter 4 to address the central
problem of this thesis, the transmission of infection. The procedure was to con-
vert the two-walker infection problem to a trapping problem in twice the number
of dimensions by following the methodology used by Kenkre [5] many years ago for
treating exciton annihilation in molecular crystals. The non-monotonic e↵ect of the
confining potential found was shown to extend to this infection problem also. Here,
the e↵ect is observed as one varies the the ratio of the inter-home distance to the
steady-state Smoluchowski width. We also defined the e↵ective infection rate that
characterizes the infection probability (that depends on time) as a single quantity
which reflects the e↵ects of the important parameters: the di↵usion constant, the
confining potential strength, and the infection rate. The non-monotonic e↵ect was
also manifested in the e↵ective rate; the two limits in the dynamics of infection trans-
mission, viz., the motion and contact limits were discussed.
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Although the two-mouse model is formulated in any number of dimensions, such
that the infection is transmitted when they co-locate at a point, this condition of
‘co-location at a point’ causes the Laplace transform of the quantity ⌫(t), the proba-
bility to find the mice together given that they were together before, to cease to exist
in higher dimensions. This appears to be a well-known problem in reaction-di↵usion
theory. In chapter 5, we presented some analysis in this context by extending the
region where the infection takes place, from a point to a finite region. Appendix B
was given for a detailed discussion on this matter. Using that work, an extension
of the 1-dimensional theory [57] to a realistic n-dimensional situation was done next
in Chapter 5 and the non-monotonic e↵ect of the confinement was confirmed in 2-
dimensions. Appendix D is provided for further elucidation. This extension to higher
dimensions is a primary constitution of this thesis.
6.2 Comments Regarding Possible Future Work
The ultimate goal of the research initiated in this thesis is to construct a kinetic
equation for epidemic spread incorporating the consideration of the home ranges of
the mice. Such a kinetic equation would take the equation proposed by Abramson
and Kenkre [18] as a springboard. It would thus be an equation for the macroscopic
variable, the population densities of the mice, susceptible and infected. It would
incorporate the e↵ect of the tethered nature of the random walks. The problem of
obtaining infection rates in a dilute system has been solved in this thesis. The gen-
eral problem presented by a system of arbitrary density requires the completion of
several di cult tasks which are beyond the scope of this thesis. One of these tasks is
to obtain a macroscopic equation for the mouse density given the microscopic equa-
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tions for the probability density of mice in a dilute system. This is a very di cult
undertaking. The number as well as the identity of interacting infected-susceptible
mouse pairs varies dynamically. Even the passage to a macroscopic equation for
the total mouse density from individual probability densities is a very hard task.
Work on the latter issue was carried out a number of years ago by MacInnis and
Kenkre [44] who proposed a macroscopic equation that included the e↵ect of home
ranges. We made a number of attempts during the course of this thesis to investigate
the validity of that equation and to complete the other aspects of the construction of
the kinetic framework discussed above. We have only met with partial success and
have not included a report of those activities in the present thesis. It is hoped that
the dilute system calculations presented in this thesis will play an essential role in a
theory that addresses dense systems as appropriately .
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Appendix A
Solving the Smoluchowski
Equation
One standard way to solve the Smoluchowski equation given in equation (2.8), is by
the method of characteristics performed in the Fourier domain. Thus, we begin by
Fourier transforming the equation. Defining
Pˆ (k, t) =
Z 1
 1
· · ·
Z 1
 1
dnre ik·rP (r, t), (A.1)
where k = (k1, k2, . . . , kn) is the vector of Fourier variables, equation (2.8) in the
Fourier domain is given by
@Pˆ (k, t)
@t
=   k ·rkPˆ   i k · rhPˆ  Dk · kPˆ , (A.2)
This first-order partial di↵erential equation is solved by transforming to an ordinary
di↵erential equation (the method of characteristic) by introducing another variable,
say s, such that s = s(k1, k2, . . . , kn, t), whose specific functional form is determined
by
1 =
dt
ds
, (A.3)
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and
 k1 =
dk1
ds
,  k2 =
dk2
ds
, . . . ,  kn =
dkn
ds
. (A.4)
Such prescription allows us to write equation (A.2) as
dPˆ (s)
ds
=    i k(s) · rh +Dk2(s)  Pˆ (s). (A.5)
To proceed, first solve for the functional relations between s, t, and each of the k’s,
by choosing the initial condition s = 0 when t = 0, and k (s = 0) ⌘ k0 , which gives
t(s) = s (A.6)
k (s) = k
0
 e
 s. (A.7)
Substituting these into eq. (A.5) and solving the equation gives
Pˆ (s) = Pˆ (s = 0)
nY
 =1
e ik
0
 h (e
 s 1) D(k
0
 )
2
2  (e2 s 1). (A.8)
Transforming the variable back from s to k’s and t, and assuming a delta-function
initial condition, P (r, 0) =  n (r   r0), the solution in the Fourier domain is given
by
Pˆ (k, r0, t) = e ik·r
0e  te irh·k(1 e
  t) Dk22  (1 e 2 t). (A.9)
Inverse Fourier transforming this equation according to
⇧(r, r0, t) ⌘
✓
1
2⇡
◆n Z 1
 1
· · ·
Z 1
 1
dnkeik·rPˆ (k, r0, t) (A.10)
gives the propagator shown in equation (2.10) of the main text.
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Appendix B
Reaction-Di↵usion Theory in
Arbitrary Number of Dimensions
In this Appendix we show explicitly how one may resolve the technical problem
that arises for reaction-di↵usion calculations involving encounters at a single point
in 2-dimensions. The problem has been mentioned in our earlier work [57] where it
has been pointed out that the solution lies simply in extending the reaction region
from a point to a region of higher dimensions. We give supporting and explicit cal-
culations below (this work, done in collaboration with Chase as well as my thesis
advisor, is part of a preprint “S. Sugaya, M. Chase, and V. M. Kenkre, Comments
on Reaction-Di↵usion Theory in Dimensions Higher Than One”). Given that an
infection problem involving two walkers meeting is equivalent to a trapping problem
of a single representative walker in twice the number of dimensions [5], we work here
only with a trapping problem.
Given that the point problem arises in the case also of a pure random walker
(rather than a Smoluchowski random walker) we give our study in this Appendix
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with a free (unconfined) walker that interacts with a stationary trap that captures
the walker at a constant rate C. The formalism to obtain the walker’s survival
probability, Q(t), is presented in Chapter 2. The expression of Q(t) in the Laplace
domain, eQ(✏), is found in equation (2.31), where it is given by the product of µ˜(✏)
and 1/(1/C + ⌫˜(✏)). In Chapter 5, it is shown that ⌫(t) yielded for the point trap
in s-dimensions cannot be Laplace transformed because of its strongly divergent be-
havior at short times. Here, we assess, in 1 and 2-dimensions, how the short time
behavior of ⌫(t) depends on the respective trap dimension to the dimension of the
walker, and in turn a↵ects the existence of ⌫˜(✏). We do this by considering trap with
various trap-dimensions and finding ⌫(t) for each type of trap considered. The long
time behavior of such ⌫(t) is also analyzed to assure that its behavior toward t!1
is appropriate for the existence of ⌫˜(t).
B.1 Calculation in 1-dimension
We consider three di↵erent traps for a 1-dimensional walker. The first of which is a
single point, another one consists of two separated points, and the last one is a finite
line segment. The point traps have one less dimension whereas the line-segment trap
has the same dimension compared to that in which the motion of the walker occurs.
The definition of ⌫(t) in s-dimensions is given in equation (5.20). For 1-dimension,
⌫(t) becomes
⌫(t) =
R
dx1
R
dx⇧(x, x1, t)R
dx1
, (B.1)
where the integrals of x and x1 are over the trapping region. The propagator
⇧(x, x0, t) is given by
⇧(x, x1, t) =
1p
4⇡Dt
e 
(x x1)2
4Dt , (B.2)
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with D being the di↵usion constant. We provide the description of each trap and
present the corresponding ⌫(t) and analyze its short and long time behaviors below.
Single-Point Trap:
Without loss of generality, we place the trap at the origin. Then ⌫(t) is given exactly
by
⌫(t) =
R1
 1 dx1 (x1)
R1
 1 dx (x)⇧(x, x1, t)R1
 1 dx1 (x1)
= ⇧(0, 0, t)
=
1p
4⇡Dt
. (B.3)
Needless to say, the short and long time behaviors go as ⇠ 1/pt.
Two-Point Trap:
Let the two traps be separated by an arbitrary distance 2a, and the origin be placed
at the midpoint without loss of generality. Then ⌫(t) is given exactly by
⌫(t) =
R1
 1 dx1 [ (x1 + a) +  (x1   a)]
R1
 1 dx [ (x+ a) +  (x  a)]⇧(x, x1, t)R1
 1 dx1 [ (x1 + a) +  (x1   a)]
=
1
2
[⇧( a, a, t) + ⇧(a, a, t) + ⇧( a, a, t) + ⇧(a, a, t)]
=
1p
4⇡Dt
⇣
1 + e 
a2
Dt
⌘
. (B.4)
We see that merely having two-point trap does not change the short and long time
behaviors of ⌫(t), i.e., it goes as ⇠ 1/pt. We note that 1/pt is the leading term in
the case of t!1.
A Finite-Segment Trap:
Let the length of the segment be 2a with the origin placed at the midpoint. Here,
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⌫(t) becomes an averaged quantity and is given by
⌫(t) =
R a
 a dx
0 R a
 a dx⇧(x, x
0, t)R a
 a dx
0
= erf
✓
ap
Dt
◆
 
p
4⇡Dt
⇡a
e 
a2
2Dt sinh
✓
a2
2Dt
◆
. (B.5)
When t! 0, the argument of the error function becomes infinite and the first term
becomes unity while the second term vanishes, resulting in ⌫(t ! 0) ! 1. On the
other hand the error function vanishes as t ! 1, and the second term with the
hyperbolic sine becomes 1/
p
t, to the leading order. Hence, keeping to the leading
order, ⌫(t!1)! a/p⇡Dt.
The results of our calculation are summarized in Table B.1, and each ⌫(t) is
plotted against time (scaled to ⌧a = a2/2D, the di↵usive time to ravel the distance
a) in Figure B.1. The divergent behaviors for the point traps (dashed line for the
single-point and dotted line for the two-point) and the convergent behavior for the
line trap (solid line) is seen. Although ⌫(t) is divergent at t = 0 for the point traps,
there is no problem in Laplace-transforming all the ⌫(t) presented above as we know
that the integral of 1/
p
t evaluated at t = 0 is convergent. We point out that, for
the trap of 1 dimension less than that of the walker, ⌫(t) diverges as 1/
p
t as t! 0,
whereas when the dimensions of the trapping region and of the walker’s motion are
the same, as in the finite-segment trap, ⌫(t) is convergent. We find a similar result
in 2-dimensions.
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Figure B.1: The function ⌫(t) plotted against t/⌧a = a2/2D where ⌧a is the di↵usive
time to travel the distance a. The dashed, dotted, and solid curves correspond,
respectively, to trap made up of a single point, two separate points, and of a finite
segment. For point traps, ⌫(t) diverge as t ! 0, whereas it is convergent (to unity)
for the line-segment.
B.2 Calculation in 2-dimensions
We repeat our calculations above in 2-dimensions, i.e., we consider 0, 1, and 2-
dimensional traps in 2-dimensions. Here, ⌫(t) is calculated by
⌫(t) =
R
dx1dy1
R
dxdy⇧(x, x1, y, y1, t)R
dx1dy1
, (B.6)
where the propagator ⇧(x, x1, y, y1, t) is
⇧(x, x1, y, y1, t) =
1
4⇡Dt
e 
(x x1)2+(y y1)2
4Dt . (B.7)
We consider a point trap, an infinite-line trap, a ring trap, and a disk trap. A point
trap has 2 dimensions less, an infinite-line and ring traps have 1 dimension less, and
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Trap Type ⌫(t) Short time Long time
1p
4⇡Dt
1p
t
1p
t
1p
4⇡Dt
⇣
1 + e 
a2
Dt
⌘
1p
t
1p
t
erf
⇣
ap
Dt
⌘
 
p
4⇡Dt
⇡a e
  a22Dt sinh
⇣
a2
2Dt
⌘
1 1p
t
Table B.1: Summary of the analysis in 1-dimension. For each trap shape indicated
by the picture on the left most column, the corresponding ⌫(t) and the short and
long time behaviors are given.
a disk trap has the same dimension as that of the motion of the walker.
Point Trap:
We chose to place the trap at origin without loss of generality. ⌫(t) is given exactly
by
⌫(t) =
R1
 1
R1
 1 dx1dy1 (x1) (y1)
R1
 1
R1
 1 dxdy (x) (y)⇧(x, x1, y, y1, t)R1
 1
R1
 1 dx1dy1 (x1) (y1)
= ⇧(0, 0, 0, 0, t)
=
1
4⇡Dt
. (B.8)
The short and long time behaviors are apparent from this expression and they both
take the form of 1/t.
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Infinite-Line Trap:
Without loss of generality, we choose the infinite line to lie on the diagonal, y = x.
For this case, ⌫(t) is exactly given by
⌫(t) =
R1
 1
R1
 1 dx1dy1
R1
 1
R1
 1 dxdy (y1   x1) (y   x)⇧(x, x1, y, y1, t)R1
 1
R1
 1 dx1dy1 (y1   x1)
=
1p
8⇡Dt
. (B.9)
The short and long time behaviors are the same as that found for the point traps in
1-dimension and they go as 1/
p
t.
Ring Trap:
We choose the center of the ring to be the origin without loss of generality, and let the
radius of the ring be a. The calculation is easier performed in the polar coordinate
where the coordinate transformation, x, r ! ⇢, ✓, is made according to ⇢2 = x2 + y2,
✓ = tan 1(y/x). We obtain ⌫(t) in two steps; we calculate ⌫(⇢1, ✓1, t) first, and then
find its average over the ring trap. The form of the transformed propagator is given
by
⇧(⇢, ⇢1, ✓, ✓1, t) =
1
4⇡Dt
e 
⇢2+⇢21 2⇢⇢1 cos(✓ ✓1)
4Dt . (B.10)
With this, calculation of ⌫(⇢1, ✓1, t) yields
⌫(⇢1, ✓1, t) =
Z 1
0
d⇢
Z 2⇡
0
⇢d✓
1
2⇡⇢
 (⇢  a)⇧(⇢, ⇢1, ✓, ✓1, t)
=
1
2⇡
1
4⇡Dt
e 
⇢2+⇢21
4Dt
Z 2⇡
0
d✓ e
2⇢⇢1 cos(✓ ✓1)
4Dt
    
⇢=a
. (B.11)
The integral becomes a modified Bessel function of zero-th order [12], and due to the
azimuthal symmetry of the trap, the resulting quantity becomes independent of ✓1.
We here define ⌫ring(⇢, ⇢1, t) as
⌫ring(⇢, ⇢1, t) =
1
4⇡Dt
e 
⇢2+⇢21
4Dt I0
⇣ ⇢⇢1
2Dt
⌘
, (B.12)
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where we have left the ⇢ a variable, as this function becomes useful in the calculation
for a disk trap. Using the ⌫-function method, ⌫(t) for the ring trap is obtained by
taking the average over the ring:
⌫(t) =
R1
0 d⇢1
R 2⇡
0 ⇢1d✓1
1
2⇡⇢1
 (⇢1   a)⌫ring(a, ⇢1, t)R1
0 d⇢1
R 2⇡
0 ⇢1d✓1
1
2⇡⇢1
 (⇢1   a)
=
1
4⇡Dt
e 
a2
2Dt I0
✓
a2
2Dt
◆
. (B.13)
When t ! 0, the argument of the Bessel function becomes large, hence the asymp-
totic form of the function is appropriate, where I0(z) ⇠ ez/pz for large z [50].
This approximation gives the short time behavior as ⌫(t ! 0) ! 1/p4⇡Dt. For
t !1, the argument of the Bessel function becomes small and the Bessel function
approaches unity so does the exponential function, yielding ⌫(t) ⇠ 1/4⇡Dt to the
leading order.
Disk Trap:
Let the radius of the disk be a. We can obtain ⌫(t) for a disk trap from ⌫ring(⇢, ⇢1, t)
given in equation (B.12) by integrating the radius from 0 to a, i.e.,
⌫(t) =
R a
0 d⇢1 2⇡⇢1
R a
0 d⇢ 2⇡⇢ ⌫ring(⇢, ⇢1, t)R a
0 d⇢1 2⇡⇢1
(B.14)
=
2
a2
Z a
0
d⇢1
Z a
0
d⇢
⇢⇢1
2Dt
e 
⇢2+⇢02
4Dt I0
⇣ ⇢⇢1
2Dt
⌘
, (B.15)
where a is the radius of the disk, and the quadrature requires a numerical evaluation.
Because the integrals are over the spatial variable, we can perform the analysis to
find the short and long time behaviors nonetheless. For t ! 0, we express the
Bessel function in its asymptotic form as was done for the ring trap case, and yield
the integrand to become
p
⇢⇢1 (⇢   ⇢1). Note that we have used the definition of
delta-function given by
 (⇢  ⇢1) = lim
t!0+
1p
4⇡Dt
e 
(⇢ ⇢1)2
4Dt . (B.16)
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We see now that the short-time behavior is given by ⌫(t! 0) ⇠ 1. In the other limit,
t!1, the Bessel and exponential functions become unity and ⌫(t!1) ⇠ 1/4⇡Dt.
Disk Trap with Radius-dependent Capture Rate C(⇢):
We conclude this series of calculations by considering a case that includes radius-
dependent capture rate, C(⇢), for a future application. For this case, the definition
of ⌫(t) needs modification to accommodate the e↵ect due to C(⇢). Following the for-
malism found in Chapter 2, but employing an averaging approximation, the survival
probability appropriate for this case is found to be, in the Laplace domain,
eQ(✏) = 1
✏

1  µ˜(✏)/C
1/C + ⌫˜(✏)/C
 
, (B.17)
where C, and corresponding µ(t), and ⌫(t) are given by
C =
Z
dsr C(r), (B.18)
µ(t) =
Z
dsr C(r)⌘(r, t), (B.19)
⌫(t) =
R
dsr1
R
dsr C(r)⇧(r, r1, t)R
dsr1
, (B.20)
where ⌘(r, t) is the homogeneous solution, and the integrals over r and r1 are to be
performed over the trap region. Under the averaging approximation, in 2-dimensions,
⌫(t) becomes
⌫(t) =
R a
0 d⇢1 2⇡⇢1
R a
0 d⇢ 2⇡⇢ C(⇢)⌫ring(⇢, ⇢1, t)R a
0 d⇢1 2⇡⇢1
, (B.21)
and specifically for the disk trap,
⌫(t) =
2
a2
Z a
0
d⇢1
Z a
0
d⇢ C(⇢) ⇢⇢1
2Dt
e 
⇢2+⇢21
4Dt I0
⇣ ⇢⇢1
2Dt
⌘
. (B.22)
The short- and long-time behaviors are as seen for the disk trap with a constant
capture rate, and therefore,
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⌫(t! 0)! R a0 d⇢ ⇢ C(⇢) and ⌫(t!1)! (1/a2Dt) R a0 d⇢ R a0 d⇢0 ⇢⇢0 C(⇢).
The result of the calculations is summarized in Table B.2 where we plot in Fig-
ure B.2 ⌫(t) for a point, an infinite-segment, a ring, and a disk traps (only for a
constant C). In the figure, ⌫(t) is shown against time scaled to ⌧a = a2/2D, and
dashed, dotted, dash-dotted, and solid lines correspond to a point, an infinite line, a
ring, and a disk traps, respectively. The short-time behaviors of the first three are
divergent, and that of the disk is convergent. As seen from Table B.2, the divergence
of ⌫(t) for the infinite line and the ring traps occurs as 1/
p
t, which allows for the
existence of the corresponding Laplace transforms. In contrast, in the case of a point
trap, the divergence of 1/t is too strong for the ⌫˜(✏) to exist.
The calculations in 1 and 2-dimensions that we have displayed suggest that the
Laplace transform of ⌫(t) cannot be found when the dimensionality of the trap is
more than 1-dimension smaller than that of the walker, due to the strongly divergent
behavior of such ⌫(t) at t = 0. Moreover, our calculations indicate that when the
trap-dimension is the same as the walker-dimension, ⌫(t) is convergent at t = 0.
When the former is 1-dimension less than the latter, then ⌫(t) is divergent as ⌫(t) ⇠
t 1/2, and for any smaller trap-dimensions, the ⌫(t) diverges stronger. We thus
suggest that the trapping in (s  1)-dimensions or higher where the walker moves in
s-dimensions presents no divergence problems of the kind we have discussed.
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Trap Type ⌫(t) Short time Long time
1
4⇡Dt
1
t
1
t
1p
8⇡Dt
1p
t
1p
t
1
4⇡Dte
  a22Dt I0
⇣
a2
2Dt
⌘
1p
t
1
t
2
a2
R a
0 d⇢
0 R a
0 d⇢
⇢⇢0
2Dte
  ⇢2+⇢024Dt I0
⇣
⇢⇢0
2Dt
⌘
1 1t
2
a2
R a
0 d⇢
0 R a
0 d⇢ C(⇢) ⇢⇢
0
2Dte
  ⇢2+⇢024Dt I0
⇣
⇢⇢0
2Dt
⌘ R a
0 d⇢ ⇢C(⇢) 1t
Table B.2: A summary of 2-dimensional calculation. Each trap type is depicted in
the left-most column, and corresponding ⌫(t) and its short and long time behaviors
are given. The last row is the result for the disk trap with radius-dependent capture
rate while the second row gives that for a constant rate.
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Figure B.2: ⌫(t) plotted against t/⌧a = a2/2D. The dashed, dotted, dash-dotted,
and solid curves corresponds to ⌫(t) for a point, an infinite line, a ring, and a disk
traps.
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Appendix C
Transformation of the
Homogeneous Smoluchowski
Equation to Center of Mass and
Relative Coordinates
In this Appendix, we show that the form of the homogeneous Smoluchowski equation
describing the probability density, P (r1, r2, t), to find the first walker at r1 and
the second at r2 at time t, in an arbitrary number of dimensions in the Cartesian
coordinate, is preserved when it is transformed to the center of mass (CM) and
relative coordinates, via the transformation given equation (5.6) of Chapter 5. The
Smoluchowski equation in the Cartesian coordinate is
@P (r1, r2, t)
@t
= r1 · [  (r1  R1)P (r1, r2, t)] +r2 · [  (r2  R2)P (r1, r2, t)]
+D
 r21 +r22 P (r1, r2, t), (C.1)
where R1 and R2 are the positions of the home-center of the first and second walker,
respectively. According to the specific form of the transformation given, the di↵er-
99
Appendix C. Transformation of the Homogeneous Smoluchowski Equation to Center of Mass and Relative Coordinates
ential operators in the Cartesian coordinate and CM and relative coordinates are
related by
r± = 1p
2
(r1 ±r2) ) r1,2 = 1p
2
(r+ ±r ) . (C.2)
First, we apply this transformation to the terms presenting the attraction of the
walkers to the respective potential centers. The first two terms of equation (C.1)
transforms as
r1 · [  (r1  R1)P (r1, r2, t)] +r2 · [  (r2  R2)P (r1, r2, t)]
=  

1p
2
(r+ +r ) · (r1  R1) + 1p
2
(r+  r ) · (r1  R1)
 
P (r1, r2, t)
=  

r+ ·
⇢
1p
2
(r1 + r2)  1p
2
(R1 +R2)
 
+r  ·
⇢
1p
2
(r1   r2)  1p
2
(R1  R2)
  
P (r1, r2, t)
= r+ · [  (r+  R+)P (r+, r , t)] +r  · [  (r   R )P (r+, r , t)] , (C.3)
where in arriving at the last line from the third one, we have used the definitions of
r± and R± given in equations (5.6) and (5.8), respectively. Next, we focus on the
pure di↵usion term, the third term of equation (C.1). The Laplacians, r21 and r22,
in terms of r+ and r  via equation C.2) become
r21 =
1
2
(r+ +r ) · (r+ +r ) = 1
2
 r2+ +r+r  +r r+ +r2   , (C.4)
r22 =
1
2
(r+  r ) · (r+  r ) = 1
2
 r2+  r+r   r r+ +r2   . (C.5)
The addition of these quantities yields
r21 +r22 = r2+ +r2 , (C.6)
and hence the pure di↵usion term transforms to
D
 r21 +r22 P (r1, r2, t) = D  r2+ +r2  P (r+, r , t). (C.7)
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Appendix C. Transformation of the Homogeneous Smoluchowski Equation to Center of Mass and Relative Coordinates
Putting these results together the homogeneous Smoluchowski equation in the CM
and relative coordinate is given by
@P (r+, r , t)
@t
= r+ · [  (r+  R+)P (r+, r , t)] +r  · [  (r   R )P (r+, r , t)]
+D
 r2+ +r2  P (r+, r , t), (C.8)
and we show that form of equation (C.1) is preserved under the transformation given
in equation (5.6).
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Finite-range Infection in 1D
The equation of motion for the configuration P (x+, x , t), to find the CM location of
the mice at x+ and relative location at x  at time t, for a 1-dimensional finite-range
infection is
@P (x+, x , t)
@t
=
@
@x+
  (x+   h+)P (x+, x , t) + @
@x 
  (x    h )P (x+, x , t)
+D
✓
@2
@x2+
+
@2
@x2 
◆
P (x+, x , t)
  C1  (x    A)P (x+, x , t)  C1  (x  + A)P (x+, x , t),
(D.1)
where A is the infection range in this coordinate, the first three terms represent the
Smoluchowski motion, and the infection transmission is described in the last two
terms. The infection is transmitted to the susceptible mouse from the infected one
when they are a distance A apart, i.e., when x  = ±A, as indicated by the arguments
of the delta functions, and at a 1-dimensional infection rate C1. Because there are
only two locations at which a transmission of infection occur, ⌫˜(✏) can be calculated
exactly without the use of the ⌫-function method. The propagator for this problem
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is given by
⇧(x+, x
0
+, x , x
0
 , t) =
1
4⇡DT (t)e
 (x+ h+ (x
0
+ h+)e  t)
2
+(x  h  (x0  h )e  t)
2
4DT (t) . (D.2)
The procedure to arrive at eI(✏) for this specific case starts to deviate from the
general method presented earlier in section 5.1.1 at equation (5.16), which for this
case becomes
eI(✏) = C1
✏
Z 1
 1
dx+ eP (x+, A, ✏) + Z 1
 1
dx+ eP (x+, A, ✏)  . (D.3)
To calculate the quantity in the square parenthesis, we start with the counter part
of equation (5.11) specific for 1-dimensional finite-range infection, which is
P˜ (x+, x , ✏) = ⌘˜(x+, x , ✏)
  C1
Z 1
 1
dx0+⇧˜(x+, x
0
+, x , A, ✏)P˜ (x0+, A, ✏)
  C1
Z 1
 1
dx0+⇧˜(x+, x
0
+, x , A, ✏)P˜ (x
0
+, A, ✏). (D.4)
Use of the defect technique, i.e., setting x  = ±A and integrating x+ over all space,
after some algebra, yields
Z 1
 1
dx+ eP (x+, A, ✏) + Z 1
 1
dx+ eP (x+, A, ✏)
=
1
C1
[1/C1 + ⌫˜++(✏)  ⌫˜+ (✏)] µ˜ (✏) + [1/C1 + ⌫˜  (✏)  ⌫˜ +(✏)] µ˜+(✏)
[1/C1 + ⌫˜  (✏)] [1/C1 + ⌫˜++(✏)]  ⌫˜ +(✏)⌫˜+ (✏) , (D.5)
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where
µ+(t) =
Z 1
 1
dx+⌘(x+, A, t) =
1p
4⇡DT (t) e
 (A H (x
0  H)e  t)
2
4DT (t) (D.6)
µ (t) =
Z 1
 1
dx+⌘(x+, A, t) = 1p
4⇡DT (t) e
 (A+H+(x
0  H)e  t)
2
4DT (t) (D.7)
⌫++(t) =
Z 1
 1
dx+⇧(x+, A, x
0
+, A) =
1p
4⇡DT (t) e
  [(A H)(1 e
  t)]
2
4DT (t) (D.8)
⌫+ (t) =
Z 1
 1
dx+⇧(x+, A, x
0
+, A) =
1p
4⇡DT (t) e
  [A H+(A+H)e
  t]
2
4DT (t) (D.9)
⌫ +(t) =
Z 1
 1
dx+⇧(x+, A, x0+, A) =
1p
4⇡DT (t) e
  [A+H+(A H)e
  t]
2
4DT (t) (D.10)
⌫  (t) =
Z 1
 1
dx+⇧(x+, A, x0+, A) =
1p
4⇡DT (t) e
  [(A+H)(1 e
  t)]
2
4DT (t) . (D.11)
Note that in the calculation of the µ(t)’s, the delta-function initial condition was
assumed. With this, the infection rate in the Laplace domain is given exactly by
eI(✏) = 1
✏
[1/C1 + ⌫˜++(✏)  ⌫˜+ (✏)] µ˜ (✏) + [1/C1 + ⌫˜  (✏)  ⌫˜ +(✏)] µ˜+(✏)
[1/C1 + ⌫˜  (✏)] [1/C1 + ⌫˜++(✏)]  ⌫˜ +(✏)⌫˜+ (✏) . (D.12)
Now, considering the contact limit where 1/C1 is much greater than any of the ⌫(t)’s
and µ(t)’s in its e↵ect, and where it is appropriate to replace all the µ(t)’s and ⌫(t)’s
by their steady state counter parts, the infection probability is given approximately
by
I(t) ⇠ C1
 
µ+(1) + µ (1)  · t, (D.13)
where we note that ⌫++(1) = ⌫+ (1) = µ+(1) and ⌫  (1) = ⌫ +(1) = µ (1).
The condition for the optimal value of  ⌧H value found from this result yields the
transcendental relation given in equation (5.42).
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