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vAbstract
Recent evidence in biology indicates crossmodal, which is to say informa-
tion sharing between the different senses, influences in the brain. This helps
to explain such phenomenon as the McGurk effect, where even though a
person knows that he is seeing the lip movement “GA” and is hearing the
sound “BA”, the person usually can’t help but think that they are hearing
the sound “DA”. The McGurk effect is an example of where the visual sense
influences the perception of the audio sense. These discoveries transition old
feedforward models of the brain to ones that rely on feedback connections
and, more recently, crossmodal connections. Although we have many soft-
ware systems that rely on some form of intelligence, i.e. person recognition
software, speech to text software, etc, very few take advantage of crossmodal
influences.
This thesis provides an analysis of the importance of connections between
explicit modalities in a recurrent neural network model. Each modality is
represented as an individual recurrent neural network. The connections be-
tween the modalities and the modalities themselves are trained by applying
a genetic algorithm to generate a population of the full model to solve certain
types of classification problems.
The main contribution of this work is to experimentally show the relative
importance of feedback and crossmodal connections. From this it can be
argued that the utilization of crossmodal information at an earlier stage of
decision making can boost the accuracy and reliability of intelligent systems.
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Chapter 1
Introduction
1.1 Multimodal Integration
1.1.1 Motivation and Prior Work
The emergence of cheap, powerful, and unobtrusive sensors has enabled the
creation of context aware systems. In being context aware, these systems
can react to the environment and behave in the correct manner for a given
situation (A. Pnevmatikakis and Polymenakos, 2006a). In order to correctly
judge the context of a scene (by deciding if a certain person is in the scene
or not, for example), data from multiple senses can be utilized. The use of
multiple sources of data allow for robustness in cases where a certain sensor’s
data becomes noisy, sensors fail, certain sensors have better information than
others. The challenge in using multiple data sources is in finding a way to
handle what becomes a massive amount of data.
The identification problem
The term “identification”. in biometrics, can mean one of two things. Either
we wish to verify a person’s identity or we wish to classify a person with her
identity. The verification problem is a binary one; either the person is who
she claims she is or she is not. The classification problem is more complex
(Fox and Reilly, 2004; Veeramachaneni et al., 2003).
There are two types of classification problems, closed set classification
and open set classification. In the closed set classification problem, the
person presented can be any of a certain number of people (R) that the
classifier knows about. In the open set classification problem, the person
presented may or may not be in the set of people about which the classifier
1
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knows. In the open set case, we treat the classifier as having to choose
between R + 1 classifications. The +1 comes from the idea that the result
“not in the set” should be a valid one. The classification problem can be
seen as an extension of the verification problem in that we can treat a
classification among R individuals as R separate verification tasks, the most
positive result of which we can consider our correct class (Veeramachaneni
et al., 2003).
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Figure 1.1: Late Integration
Classification using Multimodal Integration
Multimodal integration, or fusion, can be accomplished at an early stage of
classification (so-called feature integration) or at a later stage (semantic or
score integration) (Wu et al., 1999; Fox and Reilly, 2004; E. et al., 1998). In
late integration, each modality performs the classification step on its own
and these classifications are all taken into account when performing the final
classification (See figure 1.1). We can use the unimodal analysis methods
that have been previously developed and tested, thereby cutting down on
research and implementation time. One thing to note would be that late
integration does not take into account any correlations between the signals
taken from the different modalities (Wu et al., 1999). When combining the
classifications, each modality is weighted differently according to how much
trust is put into the individual modality. These weights, as will be seen
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Figure 1.2: Early Integration with fused features
later, can be static and empirically determined or can be found via a search
using particle swarms, genetic algorithms (more on this in section 1.1.3), or
statistically.
Early integration can be thought of in two ways. The first is when the
feature vectors produced by each modality are simply concatenated together
and pushed through a classifier (See figure 1.2). This method, although
potentially taking advantage of the correlation between different modalities,
suffers from what has been labeled the “curse of dimensionality” (Wu et al.,
1999; Fox and Reilly, 2004). This refers to the fact that while the feature
space grows linearly the run time for the classification algorithms generally
increase exponentially, which may cause the problem to become intractable.
Another issue faced by this method of integration is that the frame rates for
each modality are not necessarily in sync. This method also does not take
into account the reliability of each modality, bad signals may potentially
skew classification results. Finally, it may be the case that one modality
may have more features than the others and therefore be given more weight
implicitly.
Another way to think of early integration is that the modalities may
influence the feature extraction of other modalities (See figure 1.3). An
extension of this idea is that, if a modality were to classify its own input
(as in late integration), it would take the other modalities’ raw information
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Figure 1.3: Early Integration with influenced features
into account. This method has the advantage of potentially using the cor-
relations between modalities to reduce noise in the signals (which is most
likely uncorrelated (Michalowski and Simmons, 2006)) and to make bet-
ter features/judgments without falling into the trap of searching through
an extremely high dimensional space. Using other modalities in extracting
one modality’s features may also give a way to make that modality more
trustworthy (by virtue of cleaning up the features, for example).
Biological Inspiration
What does biology have to say? We have, until recently, been more attuned
to the idea that our brains work by taking our basic sense data and moving
it up through our brains’ pathways into more complex ideas in a unimodal
sense. It was thought that only after the sense data had become general
enough that the different modalities would begin to interact. Recently, evi-
dence has been uncovered that different senses interact with each other much
earlier in the pathway. (Meredith, 2002) gives a good overview of multimodal
convergence. Of note would be that the convergence of different modalities
into the same region does not show true multimodal convergence, as unless
the neurons can be shown to influence each other, the signals can not be
said to have converged. As evidence for neuron-level convergence is hard to
find, little is known about multimodal convergence. A lot of what is known
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about multimodal convergence is known through the study of the superior
colliculus. The upper three layers obtain information from the retina and
primary visual cortex. The lower three layers also obtain information from
the non primary visual areas, maps of the body surface, and the auditory
space. Because of the multimodal nature of this area, many neurons exhibit
influences from multiple modalities. Findings have also shown that there is
evidence that eye position modulates auditory responses as early as in A1
(Meredith, 2004).
Evidence of early multimodal integration is given by (Schroeder and
Foxe, 2005). Recent findings throw into question the idea that multisensory
convergence is a high level process that occurs after sensory data from each
modality is processed separately. The authors report somatosensory and
visual inputs in regions posterior to A1. One possible functional result
of this are that the somatosensory and visual information may allow for
auditory localization. Another is that the information primes the auditory
sense, resetting it such that it can examine its data for a particular sound.
For example, we expect to hear the strike of a nail when we see a hammer
coming down.
(Joassina et al., 2004) studies interference effects, when one sense inter-
feres with the perception of another sense such as described in the McGurk
effect previously. The authors suggest that the auditory information could
influence the processing of visual information in the fusiform gyrus around
90 - 130 milliseconds, the visual information would effect the auditory infor-
mation in the associative auditory area around 140 - 200 milliseconds, and
finally, from 260 - 280 milliseconds, the unimodal and crossmodal areas could
interact with the semantic areas. One thing to take into account would be
that normal reaction time, time it takes for an observer to react to a simple
stimulus, is around 200 - 300 milliseconds. This suggests that multimodal
influences are in effect before an item is recognized. Another suggestion put
forth by the authors is that the senses would send projections to the superior
colliculli, where the modalities are integrated and connections are sent back
to modulate the primary sensory areas.
A similar view is taken by (Macaluso and Driver, 2005), where the au-
thors suggest areas of feedforward multimodal convergence (late integration)
in the parietal cortex, temporal cortex, frontal cortex, superior colliculus,
the basal ganglia, and the putamen. The idea is then put forward that the
feedforward convergence is not the whole story, as there is evidence of mul-
timodal cells in areas previously thought of as unimodal, such as the visual
cortex and somatosensory cortex.
In (Gardner, 1974; Gruber and Vaneche, 1977; Piaget, 1952), Piaget
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argues that the first stage of learning is that of discovering the relationship
between what a person does and what happens to his senses after doing -
the development of the sensorimotor system. In this way, a person learns
how to move and control his limbs, certain habits, coordination between
different senses, and finally logic (discovery of means). (Piaget, 1952) states
that motors should be treated as senses instead of something separate.
Implementation of Multimodal Systems
A framework for simulating a sensorimotor system is developed and explored
in (Coen, 2006). Such a framework allows for the development of the first
stage of learning - a relationship between the found classes in the sensory
domains given to the system and the motor outputs of the system. The
learning stages in (Coen, 2006) closely resemble Piaget’s proposed stages.
The organization of the different motor outputs and the senses are discov-
ered on their own, the relationships between the different senses and motor
outputs are then discovered, and finally, because the motor outputs are
thought of as senses, by fixing the motor output to a certain value, the sys-
tem can imagine what the senses would be. This effectively figures out how
the system should change its surroundings to get a specific sensory reading,
which draws a parallel to the discovery of means. (Coen, 2006)’s system also
emphasizes the influence of one sense onto another early in the perceptual
system, rather than in a post processing stage.
(A. Pnevmatikakis and Polymenakos, 2006b) discusses the merits of mul-
timodal systems in context awareness for smart rooms, rooms that can react
to a person’s presence and commands. Adaptive background, shadow dele-
tion, and gate algorithms are used in order to segment images of people
in scenes. Direction of arrival and time delay estimation algorithms are
used to figure out the direction and location of audio signals separately.
(A. Pnevmatikakis and Polymenakos, 2006b) then defines contextual states
as triggered by reaching target probabilities of all the perceptions for that
specific context.
(Choudhury et al., 1998a) segments out faces and then classifies them
using an eigenvalue based approach. Audio speaker identification is ac-
complished by use of Hidden Markov Models. Fusion is done by assigning
confidence scores for audio and visual signals for each person to be identified
and creating a Bayes net to represent this information.
(Erdogan et al., 2005b) uses gaussian mixture models to recognize the
speaker in audio signals and the face in visual signals. Audio signals are
modeled using mel frequency cepstra coefficients (MFCCs). Face data is
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modeled by a PCA method. The authors further integrate driver signals
to identify the person driving a car. Fusion is accomplished by applying
different weights to each modality when attempting classification. To find
the best weights, an exhaustive search is conducted over the training data.
(Coen, 2006; Vogt, 1998; Braun and Gero, 2006) all recognize the im-
portance of self-training in learning systems. The ability to self-train allows
the system to be more dynamic in that it is not constrained to data with
which it may initially be trained with. (Coen, 2006; Vogt, 1998) also uti-
lize perceptual grounding in their systems, which means that the systems
discover meaning intrinsic to the data collected itself. By using perceptual
grounding, the systems do not need prior information to understand the
data fed in.
1.1.2 Classifier Types
The main classifiers used in the literature are Hidden Markov Models (HMMs),
Gaussian Mixture Models (GMMs), Support Vector Machines (SVMs), and
Vector Quantization (VQ). Each of these classifiers takes in as input a fixed
length feature vector and outputs a classification for that feature vector
(with an optional confidence level associated with that classification).
Hidden Markov Models allow us to probabilistically decide what the
state of some sequence of feature vectors lie in. For example, given and
audio signal with the spoken word “seven”, we can determine if the word
spoken was “seven” by checking if, after passing the audio signal through
the HMM as a sequence of syllables, we reach a state where the maximum
likely state is that of the spoken word “seven”. In terms of classification,
the person whose HMM outputs the largest value for the state “seven” is
most likely to be the one that spoke the word “seven”. Gaussian Mixture
Models allow us to find the probability that the feature passed in is part of
a specific (gaussian) model of a certain class.
The use of Hidden Markov Models and Gaussian Mixture Models share a
few common traits. In general, one HMM or GMM is trained per individual
per modality that the system is supposed to classify. A background HMM
or GMM is also usually created. This background model is trained on all
training data whereas the models used for each individual is trained with
that individuals data. The background data is used during run-time to
normalize the outputs of the individual HMMs or GMMs.
Support Vector Machines apply a structural risk minimization algorithm
to the data set. This is a fancy way of saying that SVMs find the boundary
least prone to given error for a given data set (yielding maximum separation
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of classes). One thing to note about SVMs is that they output a binary
result (Gutschoven and Verlinde, 2000) as it separates two classes of data.
Finally, the vector quantization algorithm generates a set of clusters from
the data given to it. The centroids of the clusters are collectively labeled
the codebook of the data set. When deciding what class to which a feature
vector belongs, the data is matched against the centroids.
1.1.3 Late Integration Methods
In late integration, each modality has already made a guess as to the clas-
sification of the person presented to the system. As no modality is made
equal, a weighted decision must be made as to the final classification of the
individual. While these weights may be arrived at experimentally, it may be
advantageous to have a system that automatically finds these weights. To
this effect, some of the papers surveyed discuss how to automate the process
of finding the weights. Their methods will be discussed presently.
Genetic Algorithms
Genetic Algorithms enable us to explore the weight-space in a stochastic
hill climbing manner. If we consider an ’individual’ to be a point in the
weight space, we can define the fitness of that individual as how well the
classification system performs using that individual’s set of weights. Given
a population of such individuals, the classical genetic algorithm operators
(mutation and crossover) can be used to explore the weight space and, over
time, yield increasingly better solutions.
Particle Swarm
Another method in which to find the weight vector is via the particle swarm
algorithm. In this algorithm, much like in genetic algorithms, an individual
is a point in the weight-space. The difference between particle swarms and
genetic algorithms is that instead of applying crossover and mutation to
explore the weight-space, an individual in the particle swarm tends to move
toward its own personal best location found (which can be stored in a history
of where the particular individual has been) and the global best location
found (from the history of all individuals). This algorithm was used by
(Veeramachaneni et al., 2003) for both feature extraction and fusion.
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Statistical Analysis
The most common way of figuring out the weight vector is by doing a statis-
tical analysis on the available data (Fox and Reilly, 2004; Wu et al., 1999).
This can be done by methods such as analyzing the variance (Erdogan et al.,
2005a) or the average distance to the mean (Falavigna and Brunelli, 1994).
General Methodology
In the literature, the most general methodology for late integration models
is as follows:
→ read in data for each modality
→ construct (normalized) features for each modality
→ have each modality classify the person in question
→ find the appropriate weight for each modality
→ use modality weights and classifications to make final classification
When training and testing their classifiers, most papers generally added
some noise into their data (Iwano et al., ; Veeramachaneni et al., 2003;
Choudhury et al., 1998b). One of the papers trained on the clean data and
tested on noisy data (Fox and Reilly, 2004). In general, for every 3 elements
of training data,there was one element of test data.
In checking the value of multimodal systems, the papers reviewed com-
pared them against the unimodal systems. Most papers, if they allowed more
than two modalities, included classifications according to different combina-
tions of the modalities. (Yang and Hauptmann, 2004) also compared the
full multimodal classification results against random classification (literally
choosing the class randomly) results.
1.1.4 Early Integration Methods
In early integration, the feature vectors from each modality are used to
influence the other modalities’ feature extraction method or classification.
Early integration can also signify feeding the feature vectors in toto to one
classification method, providing both visual and auditory feature vectors as
the input into a standard feed forward neural network, for example.
10 CHAPTER 1. INTRODUCTION
Fuzzy Neural Network
The problem of classification can be redefined as a problem of finding the
membership of an individual to the fuzzy sets “in the set” and “not in the
set” (E. et al., 1998). A fuzzy neural network is a type of feed forward
neural network that represent fuzzy rules. This network can develop a rep-
resentation of these membership sets through a standard supervised training
algorithm.
Self Organizing Maps
The idea of automatic feature extraction for one modality being influenced
by features for another modality is recent in the field. As such, there is no
literature on the topic in relation to person identification as of yet. However,
work has started on creating algorithms and data types that represent this
idea. (Coen, 2006) describes a structure, Slice, that classifies data given to it
based on a self organizing algorithm that takes into account co-occurrences
of activity in other modalities.
1.1.5 In Summary
The idea of multimodal systems and their various implementations have been
explored. An explanation was made of the classification problem and how
it relates to the person identification problem. The two different schemes
of multimodal integration have been described, that of late integration and
early integration. A discussion was made of the recent biological evidence
towards multimodal integration. There has been a substantial amount of
research done in searching the weight space for late integration. Research
into early integration, in contrast, has not been explored as much. Also
unexplored, prior to this thesis, is the usefulness of crossmodal influences in
software systems, as compared to feedforward and feedback influences.
1.2 Neural Networks and Evolutionary Algorithms
1.2.1 Motivation and Prior Work
Evolutionary algorithms have been used to cover the weight space that needs
to be searched in neural network training. The generation of intelligence for
games is one environment in which Neural Networks trained with Evolu-
tionary Algorithms has become well used. In one instance, players were
evolved to test the balance of different rules in an ancient predecessor of
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chess, Hnefatafl, to find which rule set was most probably used (Hingston,
2007). Among other games, Neural Networks and Evolutionary Algorithms
have also been used to create master-level Othello players (Chong et al.,
2005) and Tic Tac Toe players (Yau et al., 2007).
Consider a game like checkers. A standard way of programming an arti-
ficial player for the game would be to guide the search through the possible
set of moves through the use of a heuristic function. These heuristic func-
tions can quickly grow complex, making it hard to document and program.
The functions may also require a high cost in tuning parameters such as the
weights given to individual pieces and positions. In (Chellapilla and Fogel,
1999), the heuristic function in a standard minimax search was replaced by
a feed forward neural network whose weights were found through an evolu-
tionary algorithm. The evolutionary algorithm, without using any expert
knowledge about how to play the game, was able to generate networks that
were able to play at a master level. They argue that most heuristics pro-
vide a linear stimulus-response mapping, which is a limiting factor for most
games. Neural Networks, however, can be used to find nonlinear mappings.
The addition of using an evolutionary algorithm to train the neural networks
provides a way to find solutions to games where no expert can be found and
no data is supplied for training (the networks play against each other). The
individuals found in such a fashion are distinctive, each with different styles
of play and the ability to make mistakes - which end up being more fun for
the end user. The authors quote Hofstadter on randomness;
.. to a program that exploits randomness, all pathways are open,
even if most have a very low probability; conversely, to a pro-
gram whose choices are always made by consulting a fixed deter-
ministic strategy, many pathways are a priori completely closed
off. This means that many creative ideas will simply never get
discovered...
(Thompson et al., 2007) used a sandbox game, EvoTanks to explore the
dynamics of evolving AI players. In the game, one tank must destroy the
other tank in a given time limit and with an unlimited amount of ammo.
If neither tank gets destroyed, the game is considered a draw. Although
the AI players found novel and interesting ways at defeating an opponent,
the AI would be good only against that opponent. The intelligence for the
game, like checkers, is heavily dependent on what the opponent will do. In
EvoTanks, however, the set of possible states is exponentially larger and
less predictable. Each tank is controlled by a 3 layer feed forward Neural
Network, with the weights being found via a genetic algorithm. The authors
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found that although training against scripted opponents produced better AI
agents , co-evolved agents (agents train against other agents), when tested
against the scripted opponents performed at reasonably strong levels. The
authors argued that the co-evolution is the better choice when training for
games as the method would allow a more complete search of the possible
behaviors.
(Parker and Parker, 2007) conducted an similar experiment using the
game Xpilot. In their case, feed forward neural networks were evolved to
learn not only the weights to use, but also what inputs to use.
In (Germa L. Osella Massa, 2006), we see that different neural networks
modules, each specializing in a different task, may be combined together to
obtain some desired result. They extend on a framework called NEAT (Neu-
roEvolution of Augmenting Topologies) in which the history and structure
of the networks are considered in the crossover operations. The networks
in NEAT are speciated and individual networks share their species’ fitness.
NEAT increments the complexity of its training incrementally, so that the
simpler solutions have a higher probability of being searched first.
The extension to NEAT adds in the concept of modular recurrent net-
works. The modules are first trained individually and then put into a larger
decision making network. The output of each module goes to a final re-
current output network. The output network also has access to the input
layer, the connections being created and mutated as the networks evolve.
To test their extension, the authors trained a network whose task was to
avoid obstacles and reach a light source.
As another example of evolutionary algorithms training recurrent neural
networks, (Dhahri and Alimi, 2006) used an evolutionary strategy to create
radial basis function feed forward neural networks to be used for chaotic
time series predictions. (Chen and Miikkulainen, ) evolved recurrent neural
networks to create melodies in the style of Bartok. Though the resultant
melodies were simplistic, the authors were able to evolve networks that gen-
erated melodies according to the rules of music theory and specific style of
Bartok that sounded good locally (measure to measure).
Evolutionary Neural Networks have also been used in the classification
domain. In (Castellani, 2006), a feed forward neural network and its input
feature vector is evolved and ran against several classification problems. Its
results were comparable to standard back propagation models and generally
better than PCA models. (Wallace and Bluff, 2000) trained evolutionary
feed forward neural networks to classify irises with a 92% accuracy rate.
(Davila, 2003) evolved neural networks according to relative strengths of
the layers, not individual nodes, and was able to classify musical keys with
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better accuracy than could be done with other recurrent strategies.
1.2.2 General Strategies
In the simplest case, the network is represented as a feed forward neural
network and the evolutionary algorithm is used to add and remove nodes
from the hidden layer and change the weights of connections between lay-
ers. More complex algorithms allow the genotype to define the connection
strategy between layers or allow the networks to run a back propagation al-
gorithm between generations to allow for further convergence (in this case,
the evolutionary algorithm can be thought of as being used to explore the
search space).
At the more complex side of things, a genetic algorithm can be used to
find the weights of a fully connected network and its input connections. A
single network can be thought of as a specialized module and weights can
then be evolved between modules to form a more complex type of network.

Chapter 2
Neural Network - EA System
The following sections describe the structures used in this thesis. The neural
network is used to analyze time variant data from the different modalities
passed in and reach a conclusion about what it thinks the data represents.
It is designed to allow the creation of both feedforward and feedback links
between nodes. Crossmodal connections are modeled in the connections cre-
ated from one modality to another. Feedforward connections are modeled by
connections coming from the input nodes and go to the output nodes. Feed-
back connections are modeled by the connections that go from the output
nodes back to the input nodes.
A genetic algorithm is applied to evolve the weights and connections in
the neural networks towards the task of identification. The initial population
of networks is done at random. Mutation operators include simple modi-
fications of the weights (negation, adding some delta), changing threshold
and bias values, adding and removing edges and nodes, and changing the
connections between subnetworks. Crossover operators include swapping
subnetworks and connection schemes.
This system was used in order to allow the network to be able to handle
naturally recurrent data, as in audio and video signals. The structure, to
be described in the coming sections, was made to segment out the different
modalities and to allow connections between the different modalities to be
easily generated. The choice of using a genetic algorithm instead of an
algorithmic training scheme to allow the generation of different connections,
instead of simply finding weights over a fully connected graph. One reason
to use the neural network structure proposed is that, in execution, it has
the capacity of saving time in that it does not consider every node in the
network.
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2.1 System Description
2.1.1 Neural Network Design
Figure 2.1: An example of a full network with two input modalities and a
decision modality. Red arrows represent the crossmodal connections, green
arrows represent the feedback connections, and the blue arrows represent
the feedforward connections.
Full Network Structure The full network (see figure 2.1) consists of one
subnetwork for each modality, an integrator subnetwork, input and output
connections to the world, and directed connections between the subnetworks.
Subnetwork Structure A subnetwork is a directed graph with no dis-
joint nodes. Each edge of the graph has a weight associated with it. There
are an arbitrary number of nodes in the graph with edges that satisfy the
first constraint.
Node Structure Each node has a current sum value, a sigmoidal squash-
ing function f(x), a threshold, a bias, and a set of afferent and efferent
connections.
Connections from Input Modalities Each input modality is assigned a
unique subnetwork. For each element in the feature vector for the input, an
weighted edge is created from that element to some node in the subnetwork.
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Connections between Subnetworks A connection consists of a weighted
mapping from nodes in one subnetwork to nodes in another subnetwork.
Output One subnetwork in the Full Network is designated as the output
subnetwork. A set of neurons in this subnetwork are randomly chosen as
output nodes.
Network Evaluation As the network described isn’t the standard feed-
foward model, the following method for evaluating the network at each point
in time is proposed. This method tries to ensure that all the nodes get eval-
uated fairly by evaluating all the nodes in random order. At each time step,
all the nodes that take input from the world are added to an event queue.
Thereafter, half of the nodes are randomly chosen and added to the event
queue. Finally, the nodes used as output to the world are added to the event
queue. As nodes come off the event queue, we mark that they have been
visited. If the node coming off the event queue has already been visited, we
simply skip it. If f(sum + bias) ≥ threshold for a node, the node goes to
all its efferent nodes and add w ∗ f(sum+ bias), where w is the weight as-
sociated with the efferent connection, to the efferent node. If, when adding
to the efferent node’s sum the efferent node is be able to fire, that node is
moved to the front of the queue.
2.1.2 Genetic Algorithm Design
Genotype The genotype for each subnetwork is the graph for the subnet-
work itself. The genotype for a subnetwork to subnetwork connection is a
definition as to what nodes are connected from one subnetwork to the other
and the weights associated with those connections. The full network geno-
type consists of a collection of the subnetwork and subnetwork connection
genotypes. There are be 3 subnetworks in total, a subnetwork to handle
visual data, another to handle audio data, and a final to integrate the two
and output the final answer.
Genotype to Phenotype Conversion The genotypes in this case map
directly to the phenotype.
Fitness Function The fitness is a measure of how often the system man-
ages to get the output correct over the training set. More specifically, the
fitness function is numbercorrecttotalattempts .
18 CHAPTER 2. NEURAL NETWORK - EA SYSTEM
Parent Selection The parent selection is a random selection weighted
towards individuals with a higher fitness.
Survival Selection The best individuals from the combined population
of parents and children is kept as the top two thirds of the population. The
bottom third is selected via a tournament selection.
Mutation Scheme The weights in the connections (both in the subnet-
works and in the subnetwork connections) is randomly negated and trans-
formed from a range of [−1, 1]. Connections are randomly added and de-
stroyed. Other mutations include which nodes are designated input and
output nodes and changing bias and threshold values for the nodes.
Crossover Scheme Two parents contribute to creating a child. The sub-
networks are chosen from the parents in a random fashion. The connection
between subnetworks from the same parent is a copy of the same connec-
tion from the parent. If the subnetworks are from different parents, a new
connection is generated. The world input and output connections for a
subnetwork are copied from the parent the subnetwork is taken from.
Chapter 3
Experiments
The classification problem is a good example of a problem that can be
helped by multimodal fusion. For this thesis, a system that utilizes both
visual and auditory information to identify a person has been implemented.
Therefore, there are three modalities in the system; the visual, the auditory,
and the decision network. Each modality has been represented as a sepa-
rate recurrent neural network. The full system has been modeled as the set
of modalities and weighted connections between each modality. The first
stage of learning, learning how to use the senses, is represented in finding
the weights the recurrent neural networks for each modality and for the
connections between each modality. The connections between the auditory
and visual modalities represent early fusion and cross modal influence. The
connections going from the auditory and visual modalities to the decision
modalities represent the feedforward connections. Finally, the connections
starting from the decision modality to the auditory and the visual modali-
ties represent the feedback connections. A more specific description of the
features used and expected results can be found in 3.3. To test the proposed
system, two sandbox experiments (see 3.1 and 3.2) have been performed and
a preliminary analysis has been made.
3.1 Sandbox Experiment - One Output Node
3.1.1 Experimental setup
In order to test the network structure, a sandbox experiment was conducted
in which the networks were trained to differentiate between pairs of sine
waves. Each sine wave is defined by a sample increment (s), an amplitude
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Figure 3.1: Example wave form and noise. The parameters used are: sample
rate = .1, amplitude = 1, offset = 0.
(a), and an initial offset (o) such that given the equation:
y = a ∗ sin(o+ s ∗ t)
where y is the vertical position of the sine wave and t is a counter that is
initialized at 0 and incremented by one at each time step (see figure 3.1).
50 sets of training data were created per generation, randomly choosing
whether the training set would be for the pair A,B or the pair C,D. For
each training set, 50 samples of feature vectors were created. A network’s
decision for each set was based on its output in the last 25 outputs for that
set. If an output node was fired more than half the time, then the output
node is considered ’on’. Otherwise, that node is considered ’off’.
Given these four sine waves, A,B,C, and D, the networks were trained
such that its output node would be on when five time steps of wave A were
fed into the first input network and five time steps of wave B were fed into
the second input network. When C and D are shown, the output node
should be off. Sine waves A and C are members of the first input modality.
Sine waves B and D are members of the second input modality.
For the genetic algorithm, 75% of the children were created via the
crossover and mutation method and the final 25% were created through
mutation. There were 100 individuals in the population for each generation.
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3.1.2 Procedure
The parameters for the sine waves A,B,C, and D, were generated randomly
such that the sample rate was between .01 and 1, the amplitude was between
.5 and 3, and the initial offset was between -2 and 2. Five sets of networks
were then trained each with increasing amounts of noise. The noise values
used were 0, .25, .5, .75, and 1. Noise is defined as a random amount between
the range of 0 and the upper bound passed in (the noise value) added to
the value at each time step. The set of networks with a noise level of 0
were used as the control group and the other sets were used to analyse the
relationships between the noise level and the usage of connections between
the networks. This procedure was repeated for a total of 40 times.
3.1.3 Hypothesis
As the noise in the input signals increase, the strength of the crossmodal con-
nections and the feedback connections should increase as well. If crossmodal
connections are indeed strong, we should expect to see that the ratio of cross-
modal strength over feedforward strength should be close to or greater than
one. Similarly, if the feedback connections are strong, we should expect to
see that the feedback over feedforward ratio is close to or greater than one.
3.1.4 Results
As can be seen in figure 3.3, both the crossmodal importance and the feed-
back importance tend to be bimodal, either around zero importance or equal
importance. Figure 3.4 shows that the average importance tends to increase
as noise increases. Figure 3.2 gives an overall view as to how the importance
values look across all runs and noise. Note that only the top graph for each
run was used in analysis. Figure A.1 shows the error rates and the raw
feedforward, feedback, and crossmodal influences. Note that the error rates
are generally less than 15%.
3.2 Sandbox Experiment - Two Output Nodes
3.2.1 Experimental setup
The setup is the same as the one output node experiment except that the
networks now have two outputs. If the input pair was A,B, the first output
should be larger than the second output. Otherwise, if the input pair was
C,D, the second output should be larger than the first.
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Figure 3.2: Shows the number of importances > 0, the percent of impor-
tances > 0, the average of all importances > 0, and the standard deviation
of all importances > 0 for experiment one. As the first run was thrown out
in this dataset due to a lack of convergence, the total number of importances
is 45.
3.2.2 Procedure
The procedure is the same as in the one output node experiment.
3.2.3 Hypothesis
The results should be the same as the first set of experiments. The difference
here is that there should be more crossmodal importance as there is a more
complex output.
3.2.4 Results
The results are similar to that of experiment one. As can be seen in figure
3.6, both the crossmodal importance and the feedback importance tend to
be bimodal, either around zero importance or equal importance. Figure
3.7 shows that the average importance tends to increase as noise increases.
The difference between this experiment and experiment one is that there
is a larger standard deviation in the average importance per noise level in
this experiment. Figure 3.5 gives an overall view as to how the importance
values look across all runs and noise. Note that only the top graph for each
run was used in analysis. Figure A.1 shows the error rates and the raw
feedforward, feedback, and crossmodal influences. Note that the error rates
are generally less than 25%.
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Figure 3.3: Frequency histograms for feedback (FB) and crossmodal (CM)
importances in experiment one.
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Figure 3.4: Average Importance at each noise level for feedback (FB) and
crossmodal (CM) connections for experiment one. The top of the bar rep-
resents the maximum of one standard deviation, the bottom the minimum
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Figure 3.5: Shows the number of importances > 0, the percent of impor-
tances > 0, the average of all importances > 0, and the standard deviation
of all importances > 0 for experiment two. There were 10 runs, with 5 noise
levels each in this dataset, resulting in 50 crossmodal importance and 50
feedback importance values.
3.3 Person Identification Experiment
3.3.1 Experimental Setup
For the genetic algorithm, 50% of the children were created via the crossover
and mutation method, 25% were created through mutation, and the final
25% were created as new individuals. There were 100 individuals in the
population for each generation.
At each frame, if the previous 20 frames were from the same speaker,
the previous 10 frames were taken into account to decide the output of the
network. If the output node fired more than 50% of the time, then the
output node was deemed to be on.
For the neural network, there were two outputs. Each output represented
one of the individuals speaking. If no one was speaking in the signal given,
then both outputs should be off. If the person speaking was the first person,
then the first output should be on. If the second person was speaking, the
second output should be on. If both outputs are on, then the decision as to
who is speaking is decided by whichever output was greater.
3.3.2 Dataset
The dataset used was the freely available CUAVE dataset, provided by
Clemson University. It provides a large audio-visual speaker database of
digit utterences, including both single-speaker and two-speaker videos.
Michael Richard Siracusa provides a feature-extracted version of the
group section of the CUAVE database in which the audio frames are synced
with the video frames, 13 MFCCs are generated for each frame, both facial
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Figure 3.6: Frequency histograms for feedback (FB) and crossmodal (CM)
importances in experiment two.
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Figure 3.7: Average Importance at each noise level for feedback (FB) and
crossmodal (CM) connections for experiment one. The top of the bar rep-
resents the maximum of one standard deviation, the bottom the minimum
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images are segmented out into seperate grayscale image, and the ground
truth (who is speaking at what time) is given for every frame. The ground
truth is provided by (Besson et al., 2006).
3.3.3 Features used
Visual Signals
All the extracted grayscale face images were normalized such that the values
were all between 0 and 1. Each image was also scaled down into a 10x10
image. The 100 values in this image make up the visual feature vector.
Example images are shown in figure 3.8 and figure 3.9
A B C D
Figure 3.8: A. original image of the first person in group 11. B. 10x10 image
fed into the network for the first person in group 11. C. original image of
the second person in group 11. D. 10x10 image fed into the network for the
second person in group 11. These images were taken from frame 100.
A B C D
Figure 3.9: A. original image of the first person in group 18. B. 10x10 image
fed into the network for the first person in group 18. C. original image of
the second person in group 18. D. 10x10 image fed into the network for the
second person in group 18. These images were taken from frame 100.
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Auditory Signals
Mel Frequency Cepstra Coefficients (MFCCs) were used to model audio
data. This is because the Mel scale (a specific type of logarithmic scale)
closely models how humans hear different frequencies in sound data. The
power spectrum of the audio in the Mel scale is called the Mel Frequency
Cepstral. The coeffient vectors calculated from the cepstral has the property
that the euclidean distance between two vectors represent a good measure
of comparison for the audio data (Falavigna and Brunelli, 1994).
Test Data
Each group video was considered as a seperate two-person identification
task. The first half of the video was used for training the networks and the
full video was used for validating the results. There were 22 group videos in
all. Each group had data for no audio (for which the inputs to the video was
zeroes), the first person speaking, and for the second person speaking. For
the person that was speaking, the corresponding visual signal was provided
to the network to make its decision.
3.3.4 Procedure
The genetic algorithm - neural network method described was used to find a
neural network capable of discriminating between the two speakers for each
group video.
3.3.5 Hypothesis
It is expected that for every run, the crossmodal importance and the feed-
back importance should both have a value of approximately 1. This would
show that these types of connections are at least as important as feedfor-
ward connections in computation, which should follow as a result of the
video signal being inherently noisy (due to the downsampling) and of the
input signals having a relevant time dimension.
3.3.6 Results
Figure 3.11 shows a histogram of the crossmodal importance values found
from this experiment. Figure 3.11 also shows a histogram of the feedback
importance values found from this experiment. Note how most of the values
for importance are greather than 0.9. Also to note would be that the net-
works achieved verification error rates of, on average, 31% and a standard
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deviation of 9%. Note that only the top graph for each run was used in
analysis. Example outputs are shown in figure 3.10. Figure A.1 shows the
error rates and the raw feedforward, feedback, and crossmodal influences.
3.4 Analysis Method
3.4.1 Connectivity
Before running the analysis, the network is first pruned such that equivalent
connections are merged together (connections using the same source and
destination nodes), nodes that can not be reached from the input nodes are
removed, and nodes that can not reach the output nodes are removed.
The existence of a path from one node to another implies that the first
node influences the second. Furthermore, the existence of a path from one
node to a node that another node connects to implies that both nodes in-
teract and that the final result of one node is influenced by the other. In
this analysis, we look at the connectivity between certain nodes. The no-
tation used is C(a, b)length,distance, where a represents the source node and
b represents the destination node. If a path exists, C(a, b)length,distance = 1,
otherwise 0.
Distance, in this case, refers to the maximum number of steps used
to find candidate destination nodes (see figure 3.12). The destination set
consists of all nodes that are efferent to the given destination node within
the given distance. For example, a distance of zero would only include the
destination node. A distance of one would include the destination node and
all nodes that are one step away from the destination node. The maximum
path length refers to the maximum number of steps allowed from a given
source node to a destination node.
The total influence is defined over the lengths in the range of [0,m] and
the distances over the range of [0, n]. Because the influence degrades as
the length and distance increase, we can redefine the nodal influence as a
function of the minimum length and distance needed to connect nodes a and
b.
I(a, b) = 1−
√
length2min + distance
2
min√
m2 + n2
The influence table for this experiment (maximum length and distance
were both set to 10) is displayed in figure 3.13.
The feedforward influence is defined as the connectivity from the input
nodes to the output nodes. Using the above example and a set of output
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Figure 3.10: Output values for two different groups. An output of 0 signifies
no speaker. An output of 1 signifies the first speaker. An output of 2 signifies
the second speaker. An output of 4 signifies that the output was not taken
into consideration as the speaker had changed at within the last 20 frames.
The x-axis represents the frame number. The resultant graphs for groups
11 and 18 are shown in A.2.
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Figure 3.11: Frequency histograms for feedback (FB) and crossmodal (CM)
importances in experiment three.
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Figure 3.12: One of the solution networks found during experimentation.
The green node represents the start node. The red node represents the des-
tination node. The blue nodes represent all the nodes that will be considered
when searching for connectivity from the start node to the destination node
with a given distance of 3. If the starting node can reach any of the blue
nodes or the destination node within the desired maximum length, the con-
nectivity from the start node to the end node is 1, otherwise it is 0.
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Figure 3.13: The influence table for maximum length = 10 and maximum
distance = 10
nodes, Out = {o1, o2, o3, ..., on}, we can define the feedforward influence as
Ifeedforward =
∑
i∈Ainputs∪Binputs
∑
j∈OutC(i, j)
‖Ainputs‖ ∗ ‖Binputs‖ ∗ ‖Out‖
The crossmodal influence, Icrossmodal, is defined as the connectivity be-
tween input nodes across two modalities. For example, if modality A has
inputs Ainputs = {a0, a1, a2, ..., an} and modality B has inputs Binputs =
{b0, b1, b2, ..., bn}, the crossmodal influence would be defined as
Icrossmodal =
∑
i∈Ainputs
∑
j∈Binputs C(i, j) + C(j, i)
2 ∗ ‖Ainputs‖ ∗ ‖Binputs‖
The feedback influence is defined in a similar fashion, from the output
nodes back into the input nodes. Feedback, in this case, does not imply
a loop from a node back to itself. It is defined as the influence that the
decision nodes, a high level signal, have on the input nodes, the low level
signals. Using the above examples,
Ifeedback =
∑
i∈Out
∑
j∈Ainputs∪Binputs C(i, j)
‖Ainputs‖ ∗ ‖Binputs‖ ∗ ‖Out‖
We can now define crossmodal importance and feedback importance
through their relations to the feedforward influence.
Crossmodal Importance = Icrossmodal/Ifeedforward
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Feedback Importance = Ifeedback/Ifeedforward

Chapter 4
Discussion
When analyzing the graphs generated from the experiments, it was found
that the resulting networks did not contain modality-specific subgraphs with
easily traceable connections between subgraphs as was expected. Instead the
genetic algorithm found recurrent solutions, where the path of computation
for a modality traversed through all the subgraphs by way of the subgraph-
subgraph connections.
As such, instead of analyzing the explicit subgraph connections directly,
the method described in section 3.4 was used to evaluate the resulting
graphs. Weights are not taken into account in this metric because we are
more interested in whether or not one part of the graph influences the result
(a binary decision) than in the strength of the influence itself.
From the first sandbox experiment, it can be seen that the feedback
influence was, in almost all cases, at least as or more important than the
feedforward influence. This was expected because the “modalities” in this
case were sine waves, a recurrent signal. The crossmodal importance was
more varied, as a significant percentage of the values were zero or close to
zero. It is interesting to note, however, that the results were bimodal. Either
the crossmodal importance was zero or the crossmodal influence was at least
as important as the feedforward influence. This may be because, especially
in cases where there is little noise, the decision can be made by looking at
one modality. However, when crossmodal influences are needed (possibly
because of increased noise), the information for computation comes about
evenly from all modalities. The results for the second sandbox experiment
were similar. The average crossmodal importance for the second sandbox
experiments was higher than those of the first sandbox experiment, though
not as high as expected. The standard deviation for the second experiment’s
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crossmodal importance was larger than that of the first experiment, which
can be explained by the fact that the output function was more complex.
The results from the person identification experiment (experiment three)
were in line with the sandbox experiments. To note would be that there are
no zero-crossmodal or feedback importance values. This may be because
the visual and auditory data relate to the same event and therefore more in
correspondence with each other than in the previous two experiments. As
the two modalities relate to each other more readily, we see an increased
tendency towards a higher crossmodal importance value.
The error rate in the person identification experiment was somewhat
high, but as this thesis is about the connectivity between modalities as long
as the error was less than random the analysis used should hold. In regards
to error, it would be worth looking into the results taken in a study of human
person recognition done by (Bigun et al., 2001). 4000 humans were asked
to classify a given image of a face to 10 possible candidate images. In their
study, they found that humans were, on the average, 55% to 75% successful
in classifying the image correctly. Keep in mind that this classification task
was was in one modality.
In (Mihaila, 2005), there was a 100% recognition reported under no
noise conditions using the CUAVE dataset. Under noisy face conditions,
they achieved 100% recognition under the best set of fusion weights and a
minimum of 79.31%. (Dean et al., 2005) reported a 2% error in identification
using the CUAVE database, weighting the visual and audio signals equally.
The results from this thesis suggests that there is a high rate of informa-
tion sharing between modalities in the best solutions found for problems that
take into account multiple sources of corresponding noisy data. In looking
at the resultant graphs, it is seen that this information sharing occurs at an
early stage in processing data, which is much earlier than in the standard
feedforward model used in many applications written today. This idea of
early integration is in line with recent findings in biology where informa-
tion from one modality affects the sensing of another one (for example, the
McGurk affect) (Meredith, 2002).
Chapter 5
Future Work
This thesis opens up avenues for further research into the usage of crossmodal
and feedback information in computational tasks. Various suggestions are
made as to possible future work in this chapter.
One idea would be to run the experiments described over a larger set of
data. This would allow a more reliable set of statistically significant data
from which to draw conclusions. The roadblock to this is the prohibitive
computation time from running the NN-GA system to generate the data
set. It took three weeks to generate the graphs for all the experiments, even
though the computation was spread over 50+ computers.
It would be interesting to see the resultant graphs for a more complex
problem. Another interesting experiment to run would be one with more
than two input modalities and to analyze the influences of pairs of modalities
with respect to other pairs.
Another idea would be a more complex analysis function. The analysis
presented does not take into account the weights between nodes and the
thresholds and biases associated with each node. One path to pursue would
be to run the networks through a large dataset and count how often edges
are used.
39

Appendix A
Appendix
A.1 Result Charts
On the following pages are influence and importance values for all the runs
conducted in this thesis.
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A.2 Graphs
On the following pages are the best graphs from runs 11 and 18 of the person
identification experiments. Red is the audio modality. Green is the visual
modality. Blue is the decision modality. The red squares are the nodes to
which the audio input signals go to. The green squares are the nodes to
which the visual input signals go to. The blue squares are the output nodes.
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Group 18
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