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Досліджується проблема розробки ефективного способу визначення авторс-
тва текстів (на матеріалі публікацій відомих українських журналістів). Більшість 
наявних методів потребують попередньої обробки тексту, що тягне за собою нові 
витрати при розв’язанні поставленої задачі. У випадку, коли кількість можливих 
авторів можна мінімізувати, такий підхід є часто надлишковим. Ще одним недо-
ліком наявних підходів є те, що переважна більшість їх застосовувалися до іншо-
мовних текстів і не враховували особливостей української мови. Тому було вирі-
шено розробити підхід, що дозволяє визначити автора тексту українською мовою 
без попередньої обробки та дає високі результати точності, а також встано-
вити, які типи штучних нейронних мереж забезпечують мінімальну похибку для 
українських публіцистів. 
Розроблений метод використовує багатошаровий персептрон прямого поши-
рення, алгоритм навчання з учителем, векторизацію HashingVectoriser, оптиміза-
тор Adam. Визначено, що при невеликій кількості ітерацій (4–5 ітерацій) навчання 
штучної нейронної мережі отримується досить висока точність визначення ав-
торства публіцистичних текстів та досить мале значення похибки. Використано 
більше 1000 фрагментів текстів трьох українських авторів. У результаті проведе-
них експериментів було встановлено, що застосовування розробленого підходу до 
розв’язання поставленої задачі дає змогу досягти досить високих результатів. У 
текстах, що містять не менше 500 символів, точність сягає 91 %, а максимальна 
кількість ітерацій навчання штучної нейронної мережі при цьому не перевищує 15. 
Такі результати досягнуті насамперед завдяки ефективному підбору методу век-
торизації на підготовчому етапі та структури штучної нейронної мережі 
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1. Вступ 
З розвитком технологій усе частіше застосовують штучні нейронні мережі для 
вирішення певних задач, для розв’язання яких людині знадобиться значно більше 
часу, ніж комп’ютеру. Одними з таких актуальних задач є ідентифікація первин-
ного джерела, встановлення авторства анонімних текстів, боротьба з плагіатом, ви-
значення належності авторства в юридичній експертизі. На сьогодні є багато під-
ходів до їх розв’язання, які базуються на різних методах та дають різні результати 
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точності. Однак залишається відкритим питання щодо розробки універсального ме-
тоду, який дасть найкращі результати: забезпечить найвищу точність у визначенні 
авторства із витратою найменших ресурсів. 
Визначення авторства саме українськомовних публіцистів, близьких за сти-
лем, з використанням комп’ютерних підходів є малодослідженою задачею. Підходи 
до її вирішення можуть мати свої особливості і відрізнятись від загальноприйнятих 
універсальних підходів. Тому що на основні параметри, які пробують виділити до-
слідники, суттєво впливають і певні загальномовні особливості, а не тільки індиві-
дуальні риси мовостилю автора. Враховуючи саме особливості конкретної мови, 
можна розробити ефективний підхід розв’язання задачі про визначення авторства. 
 
2. Аналіз літературних даних та постановка проблеми 
В українській лінгвістиці традиційно найбільшу увагу приділяють дослі-
дженню художнього стилю, меншу – іншим стилям, зокрема й публіцистичному. 
Це стосується й вивчення індивідуального стилю авторів: мові письменників прис-
вячено більше досліджень, ніж мові публіцистів [1]. Дослідження українських лін-
гвістів стосуються переважно мовлення окремих авторів чи мови конкретних тво-
рів, а питанню визначення авторства текстів у традиційній лінгвостилістиці приді-
ляється недостатня увага. 
Упродовж останніх років оприлюднено ряд праць, у яких досліджуються сти-
леметричні параметри українськомовних наукових текстів. Зокрема, у [2] встанов-
лення авторського стилю ґрунтується на порівняльному аналізі коефіцієнтів мов-
лення автора: мовленнєва зв’язність, лексичне розмаїття, індекси синтаксичної 
складності, концентрації та ексклюзивності щодо уривку автора та інших аналізо-
ваних уривків для подальшого порівняння й визначення ступеня приналежності 
аналізованого тексту конкретному авторові. На одному з етапів використовуються 
машини опорних векторів (SVM). Недоліком є невелика вибірка − близько 200 од-
ноосібних робіт технічного спрямування близько 100 різних авторів. У [3] просте-
жено динаміку зміни різних параметрів авторського стилю (кількість різних мов-
них одиниць – слів у тексті, речень, прийменників, сполучників, кількість слів із 
частотою 1 та із частотою 10 і більше). Розроблені в цих працях методи щодо нау-
кового стилю можуть бути застосовані й стосовно інших функціональних стилів 
української мови. 
Порівняльне дослідження статистичних параметрів публіцистичного («газет-
ного») й інших стилів представлене в ряді праць. Так, стаття [4] спрямована на ви-
рішення питання розрізнення наукового, художнього, публіцистичного та розмов-
ного стилів на фонологічному рівні з використанням математичних статистичних 
методів – на основі даних щодо вживання приголосних фонем у текстах англомов-
них авторів, а в [5] окремо розглянуто статистичні параметри розмовного й публі-
цистичного стилів. Однак ці дослідження виконані на матеріалі англійської мови. 
З огляду на це актуальною залишається потреба розробки оптимальної структури 
ШНМ для визначення авторства текстів публіцистичного стилю української мови. 
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Підходи до визначення авторства можуть поєднувати накопичені знання і з теорії 
розпізнавання образів, математичної статистики та теорії ймовірності, нейронні ме-
режі, кластерний аналіз, ланцюги Маркова та інше [6–11]. У [6] досліджено стан про-
блеми на сьогоднішні і вказано, що у випадку наявності текстів 3–4 авторів у навча-
льній та тестовій вибірках навчені класифікатори впевнено демонструють до 85 % то-
чності визначення автора тексту у тестовій вибірці. У [6] була запропонована дворів-
нева архітектура з використанням машини опорних векторів (SVM). У [7] було розг-
лянуто задачу розпізнавання коротких текстів, узятих з мережі Інтернет, з метою ви-
явлення злочинців. У зв’язку з тим, що повідомлення досить короткі, то важливо було 
мати багато інформації про можливих кандидатів. На використанні машини опорних 
векторів (SVM) базувався підхід і в роботі [7], але підготовчий етап потребував вико-
ристання Stylometric Analysis. У [8] розглядалася задача визначення авторства елект-
ронних листів для 12 людей, кожен з яких створив по 10 листів розміром до 150 слів. 
Точність при цьому становила 75–80 %. Для розпізнавання використовували метод K 
найближчих сусідів. У [9] пропонуються два підходи − на основі багаторазового дис-
кримінантного аналізу (MDA) та на базі машини опорних векторів (SVM).  Порівню-
ється їх ефективність для різних задач, у тому числі при визначенні авторства спірних 
текстів збірки “Федераліст”, досліджується проблема авторства Послання євреям у 
Новому Завіті. Деякі задачі розв’язуються досить ефективно, але, разом з тим, у роботі 
відсутні чіткі рекомендації щодо універсального підходу до розпізнавання авторства 
тексту, який для будь-яких задач буде працювати однаково ефективно. У [10] викори-
стовувались машини опорних векторів (SVM), алгоритм машинного навчання, який 
конструює площину через багатовимірний гіперпростір, розділяючи навчання випад-
ків до цільових класів та послідовну мінімальну оптимізацію Платта (SMO). Цей ме-
тод також комбінує різні функції аналізу тексту та не потребує попередньої його об-
робки. Цей метод досить ефективно розв’язує задачу розпізнавання належності автору 
фрагмента тексту для бенгальських авторів Rabindranath Tagore та Sarat Chandra 
Chottopadhyay. Але використовує досить малу вибірку (лише 1–2 тексти кожного ав-
тора) і більше розв’язує задачу розпізнавання належності фрагменту тексту до твору, 
ніж розпізнавання авторства. Перенесення цього підходу до визначення авторства ук-
раїнських публіцистів не дасть таких високих результатів. В [11] запропоновано ви-
користовувати нейромережі на базі комплексних нейроелементів з узагальненими фу-
нкціями активації. У [12] показано, що використання нейромереж з двопороговими 
функціями активації може істотно покращити розпізнавальну спроможність мережі. 
У [13] пропонуються підходи з використанням стилістичних особливостей. Вони були 
запропоновані як більш надійні маркери стилів, ніж, наприклад, одиниці лексико-се-
мантичного рівня, оскільки стилістичні маркери менш усвідомлено контролюються 
автором. Для отримання індивідуального ефекту використовуються три відомі показ-
ники на основі статистичної подібності: косинус-подібність (COS), міра ChiSquare 
(CS) та евклідова відстань (ED). А для моделі машинного навчання включають три 
різні модулі: дерева рішень (DT), нейронні мережі (NN) та машини опорних векторів 
(SVM). Але навіть найбільш ефективний із цих методів дає результати (83,3 %), які 
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можна покращити. У [14] розглядається задача визначення авторства серед 55 класи-
ків світової літератури та пропонується для цього використовувати ймовірнісний під-
хід. Точність визначення для різних авторів суттєво відрізняється, хоча для деяких є 
досить високою і перевищує 90 %. Окремо розглядається відома проблема Марлоу-
Шекспір, у якій використаний метод спростовує гіпотезу, що Крістофер Марлоу є 
співавтором ранніх п'єс свого ровесника Шекспіра. У [14] для визначення авторства 
пропонується використовувати Kullback-Leibler Divergence (KLD). Ефективне поєд-
нання векторизації та архітектури штучної нейронної мережі дозволяють зменшити 
обчислювальні витрати та отримувати високу точність в задачах ідентифікації авто-
рів [15]. Цей процес потрібно розглянути і для ідентифікації авторства серед відомих 
українських публіцистів. 
Розглядувані підходи підлаштовані під специфіку кожної із задач. Це дозволяє 
стверджувати, що виробивши підхід, який використовує особливості конкретної за-
дачі, можна підвищити точність визначення авторства, зокрема і для україномов-
них публіцистичних текстів.  
 
3. Мета і завдання дослідження 
Метою дослідження є визначення ефективного поєднання методу векторизації 
та структур штучних нейронних мереж для визначення авторства текстів публіци-
стичного стилю україської мови. 
Для досягнення мети необхідно розглянути різні методи векторизації тексту та 
різні архітектури нейронних мереж, визначити найбільш ефективне їх поєднання, 
з’ясувати його точність, а також швидкість процесу навчання ШНМ для задачі ви-
значення авторства українськомовних публіцистичних текстів. 
 
4. Метод дослідження визначення авторства українськомовного публіци-
стичного тексту за допомогою ШНМ 
Для аналізу відібрано по 50 текстів Ю. Макарова, І. Лосєва, О. Покальчука, 
опублікованих у виданнях “Український тиждень” і “Дзеркало тижня. Україна” 
впродовж 2015−2019 років (за хронологічним принципом від найновіших до давні-
ших). Загальна кількість слововживань у досліджуваних текстах – понад 150 тисяч 
(Ю. Макаров – 32758, І. Лосєв – 61556, О. Покальчук – 72286). Найбільша кількість 
слововживань у текстах О. Покальчука, найменша – у Ю. Макарова. За допомогою 
спеціально створеної програми тексти (включно із заголовками, однак без зазна-
чення імені автора) поділено на фрагменти (загальна їх кількість 1194), не менші за 
500 символів, але до кінця речення. Для визначення авторства використовувались 
багатошарові нейронні мережі прямого поширення Multi-Layer Perceptron [16], ал-
горитм навчання з учителем [17, 18] та відповідний стек технологій (табл. 1). 
Персептрон реалізує функцію  f():Rᵐ→R1 через навчання на наборі даних, де 
m − розмір вхідних даних, 1 – виходу [19]. Як алгоритм навчання використаємо ал-
горитм зворотного поширення похибки [20]. Отримавши та обробивши вхідні дані  
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X=(x1, x2, …, xn)ᵀ вихідні y, будуємо нелінійний апроксиматор функцій для класифі-
кації або регресії, але між вхідним і вихідним шаром може бути певна кількість 
шарів (приховані шари). Розглядаються персептрони з різною кількістю шарів 
(рис. 1). Кожен нейрон у прихованому шарі перетворює значення з попереднього 
шару з ваговим лінійним сумуванням w1x1+w2x2+…+wnxn з нелінійною функцією 
активації, f(.):R1→R1, яка реалізується через relu або sigmoid. На виході з’являється 
середнє значення вихідного сигналу у. Як алгоритм навчання використовуємо ал-
горитм зворотного поширення похибки.  
 
Таблиця 1 
Стек використаних технологій 
Мови програмування Python 3.6, C++ 
Архітектура та алгоритм нав-
чання 
ШНМ прямого поширення, навчання зворот-
ного поширення похибок 
Бібліотеки 
Numpy, Matplotlib, Tensor-Flow, Pandas, 
HashingVectorizer 
Середовище виконання Jupiter on Google Cloud 
 
 
 
Рис. 1. Структура штучної нейронної мережі 
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Розроблений підхід працює за такою схемою (рис. 2).  
 
 
 
Рис. 2. Загальна схема роботи розробленого підходу  
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Початковим етапом є пошук текстів у мережі Інтернет для формування датасету. 
Відібрані тексти проходять подальшу обробку з допомогою програми, написаної на 
мові програмування C++. Ця програма видаляє непотрібні відступи та порожні час-
тини тексту та формує файл csv, у якому вся інформація розбита і згрупована згідно з 
наперед заданими параметрами. Саме з цим і працює в подальшому штучна нейронна 
мережа. Наступним кроком є векторизація, яка є надзвичайно важливою ланкою, і кі-
нцевий результат роботи дуже чутливий до проведеного етапу векторизації вхідних 
даних. Далі проводиться розподіл текстів на навчальні та тестові. У блок-схемі це за-
пис K-fold, де K – вказує на те, скільки разів розділити тексти на тестові та навчальні 
різним чином. Далі з текстами працює штучна нейронна мережа, яка навчається та 
проводить тестові визначення авторів тексту та видає результати, це все повторюється 
визначену кількість разів. В кінці відбувається збір результатів експериментів та ви-
значається точність та похибка проведених досліджень. 
Окремо виділимо задачу пошуку ефективної векторизації, яка має відіграє 
дуже важливу роль при створенні ефективного методу [15]. Було розглянуто такі 
методи векторизації, як ASCII Converter, Simple Vectorizer та Hashing Vectorizer. 
Суттєво кращі результати в поєднанні з розглядуваними архітектурами штучних 
нейронних мереж показав HashingVectoriser. Цей метод векторизації працює у два 
етапи. Перший етап − перетворюємо колекцію текстових документів у частотну ма-
трицю лексеми. Другий етап − перетворюємо колекцію текстових документів у 2-
вимірну матрицю. Вона містить підрахунок кількості лексем (або двійкової інфор-
мації про появу), нормалізується як частота лексеми, якщо норма='l1', або проекту-
ється на евклідову одиницю сфери, якщо норма='l2'. Ця реалізація текстового век-
торизатора використовує хеш-трюк, щоб знайти ім'я рядка маркера для відобра-
ження цілочислового індексу.  
Також використовується регуляризаційний алгоритм навчання нейронних мереж 
Adam. Це алгоритм оптимізації на основі градієнтів першого порядку стохастичної 
цільової функції, базується на адаптивних оцінках моментів нижчого порядку. Метод 
простий у реалізації, ефективний у застосуванні, має невеликі вимоги до пам'яті, інва-
ріантний діагональному масштабуванню градієнтів і добре підходить для проблем, що 
мають великі розміри даних або параметрів. Цей метод також підходить для нестаці-
онарних цілей і проблем, пов'язаних з дуже шумними або розрідженими градієнтами. 
Гіперпараметри для цього методу мають інтуїтивну інтерпретацію та зазвичай потре-
бують незначного налаштування. Емпіричні результати показують, що Adam ефекти-
вний у практичному використанні і показує кращі результати порівняно з методами 
стохастичної оптимізації. При проведенні досліджень було використано варіант цього 
методу, який базується на нормі нескінченності.  
Дуже важливим є питання кількості ітерацій, яку потрібно проробити, навча-
ючи штучну мережу. Це дослідження проведено і результати відображені на рис. 3. 
Бачимо, як збільшується точність і зменшується похибка залежно від кількості іте-
рацій навчання. Як бачимо, уже на 4–5 ітерації точність значно покращується і так 
стрімко не зростає.  
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Рис. 3. Зміна точності та похибки при збільшенні кількості ітерацій: а – збіль-
шення точності; б – зменшення похибки 
 
Слід зазначити, що кількість ітерацій, необхідних для досягнення потрібної 
точності, можна зменшити на 10–15 % за рахунок використання поліноміальних 
нейронів [21] у першому прихованому шарі мережі. 
Базові параметри та інструментарії, які використовувались при проведенні об-
числювальних експериментів, задані в табл. 2. 
Розглядувані базові параметри та інструментарії є незмінними у всіх експериме-
нтах. У всіх експериментах використовується вибірка з 1194 фрагментів текстів, які в 
подальшому діляться на два датасети – тренувальний і тестувальний. Ці датасети ді-
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ляться на завершені речення розмірністю не менше 500 символів. З них формуємо ве-
ктори розмірністю 10000, які подаються на вхід у нейронну мережу. При формуванні 
цих векторів використовується алгоритм Hashing Vectoriser. У всіх експериментах ви-
користовується модель нейронної мережі keras.Sequential,  регуляризаційний алго-
ритм навчання нейронних мереж Adam та loss function binary cross entropy.    
 
Таблиця 2 
Базові параметри та інструментарії  
Вибі-
рка 
Символів 
у тексті 
Розмірність 
вектору 
Конвертер  Модель Опти-
мізатор 
loss 
0:1193 >500 10000 Hashing 
Vectoriser  
keras.Se
quential 
adam binary cross 
entropy 
 
5. Результати дослідження належності українськомовного публіцистич-
ного тексту конкретному автору  
У результаті проведеного обчислювального експерименту було визначено 
ефективність використання різних структур штучних нейронних мереж для задачі 
визначення належності тексту публіцистичного стилю одному з трьох авторів. Ре-
зультати роботи розробленого програмного продукту показано в табл. 3. 
 
Таблиця 3  
Результати експериментів  
№ 
K-
FOLD 
Структура нейронів ШНМ 
Макс. кі-
лькість 
ітерацій 
VALUES 
ACCU
RACY 
1 1|10 [10, relu][10, relu][1, sigmoid] 15 F1≈0.8609 0.9161 
2 1|10 [10, relu][10, relu][10, relu][1, sigmoid] 15 F1≈0.8275 0.9027 
3 1|10 [10, relu][1, sigmoid] 15 F1≈0.8565 0.9128 
4 1|10 
[10, relu][10, relu][10, sigmoid] 
[1, sigmoid] 
15 F1≈0.8231 0.9011 
5 1|2 [10, relu][10, relu][1, sigmoid] 15 F1≈0.6896 0.8374 
6 1|5 [10, relu][10, relu][1, sigmoid] 15 F1≈0.8539 0.9111 
7 1|5 [10, relu][10, relu][1, sigmoid] 5 F1≈0.5787 0.8029 
8 1|5 [10, relu][10, relu][1, sigmoid] 10 F1≈0.8058 0.8893 
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У табл. 3 видно, що залежно від зміни тих чи інших параметрів або архітектури 
мережі результати стають кращими чи погіршуються. На базі даних із розглядуваних 
фрагментів текстів 3 авторів (тексти рівномірно розподілені в алфавітному порядку 
починаючи з першого слова) було визначено найбільш ефективну архітектуру нейро-
нів ШНМ. Кросперевіркою 1/10 (10-fold cross validation) було встановлено, що найе-
фективнішою є архітектура нейронів ШНМ [10, relu][10, relu][1, sigmoid]. При цьому 
загальна кількість символів у текстах більша за 500, максимальна кількість ітерацій 
15, середня точність становить 0.9161, а середня помилка f1: 0.8609. Експеримента-
льно доведено, що такі параметри при такій вибірці є найбільш ефективними (обчис-
лювальний експеримент № 1) поміж іншими параметрами.  
Розглянемо окремо за кожним з авторів точність визначення авторства розро-
бленим методом. Також перевіримо вплив розмірності векторів, які подаються на 
вхід у нейронну мережу, на точність визначення авторства. 
 
Таблиця 4 
Результати експериментів окремо за кожним з авторів 
Автор 
K-
FOL
D 
Роз-
мір-
ність 
Структура нейронів 
ШНМ 
Макс. 
кіль-
кість 
ітерацій 
VALUES 
ACCU
RACY 
Лосєв 1|10 100000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.9633 0.9661 
Лосєв 1|10 10000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.9617 0.9644 
Макаров 1|10 100000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.7013 0.8688 
Макаров 1|10 10000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.6856 0.8603 
Покаль-
чук 
1|10 100000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.9545 0.9559 
Покаль-
чук 
1|10 10000 
[10, relu][10, 
relu][1,sigmoid] 
15 F1≈0.9331 0.9347 
 
Як бачимо з табл. 4, найбільш ефективно визначено публіциста І. Лосєва. Та-
кож бачимо, що при збільшенні розмірності векторів з 10000 до 100000 точність 
відчутно зростає при визначенні авторства І. Покальчука з 0.9347 до 0.9559. Для 
інших авторів збільшення розмірності впливає на точність незначно.  
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Розглянемо також, як розпізнавалось авторство І. Лосєва на прикладі вибірок 
з датасету. 
 
Таблиця 5 
Приклад тексту, що розпізнавався  
Індекс в 
датасеті 
Приклад тексту 
Чи 
Лосєв? 
Як 
розпізнав 
метод 
1 2 3 4 
55 
А сам верховний, вочевидь, не дуже й наполягав. Тоді як такі 
нестандартні кадрові рішення були успішно апробовані в ін-
ших країнах, приміром у США під час війни між Північчю та 
Півднем, коли доброволець, простий американець із північних 
штатів Улісс Ґрант зібрав загін патріотів і почав воювати. Він 
брав міста південців одне за одним. Ґрант мав суттєву ваду: 
схильність до спиртних напоїв. Донощики повідомили прези-
дентові Аврааму Лінкольну про той факт. Але Лінкольн, який 
дав Ґранту звання бригадного генерала, знав, що це найуспіш-
ніший полководець його армії. 
1 1 
302 
Є класична істина, що окремо взята людина, будь-якого рівня, 
завжди розумніша (це не означає — моральніша, чесніша, 
праведніша тощо) за групу в частині осмислення прийнятих 
рішень. Але далі тема розпадається на професійну дискусію 
про видове і родове виживання. Вона нуднувата, однак голо-
вна ідея в тому, що як себе людина позиціює — особистістю 
чи частиною цілого, така їй і карма. Довгі роки українські по-
літтехнологи жили з цією максимою душа в душу, і, в прин-
ципі, все працювало. Імітація змін при тотальних лінощах і са-
ботажі, взагалі, всіх влаштовувала, і навіть Захід, нашого го-
дувальника. 
0 0 
364 
Знадобилося півстоліття, щоб переконатися: загадки не вирі-
шуються такими грубими інструментами, а геній точних наук, 
навіть нобелівський лауреат, не мусить претендувати автома-
тично на роль мислителя-гуманітарія (хоча претензії спостері-
гаються регулярно). Розбіжності між расами справді існують. 
Статистично. Хоча нині в Америці, зокрема, саме поняття 
«раса» вважається застарілим, в академічному світі радше 
оперують категорією «популяція». Ці розбіжності стосуються 
й таких особливостей, як когнітивні (пізнавальні) здібності. 
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Продовження Таблиці 5 
1 2 3 4 
820 
Зі знанням — як зі словом 'реформи'. Під 'перевернути' всі ав-
томатично розуміють 'змінити на ліпше'. Нас із дитинства на-
вчали: що більше знаєш, то ліпше. Не пояснюючи в подроби-
цях, кому, власне кажучи, від цього ліпше, наскільки й чому. 
А залежить від того, хто навчає. Знання — такий самий товар, 
як і все інше. Факт — це сировина, інформація — напівфабри-
кат.  А ми вже прилаштовуємо інформації свою особисту ра-
мочку, ставимо в домі на почесне місце й віддаємо шану. 
Якщо почесті соціально схвалені (як у культах і релігіях), то 
знання має шанси набути соціальної цінності, і його можна 
комусь продати. 
0 0 
821 
Розрізняється сім видів інформаційних війн: за командування 
і контроль, війни розвідок, електронна, хакерська та кібер-
війни (так, вони всі різні), психологічна, за економічну інфор-
мацію.  Кожна з них ведеться на трьох рівнях (особистому, ко-
рпоративному, глобальному) й у двох сферах — цивільній і 
військовій.  Держава має потребу в інформаційній безпеці, як 
кістки організму потребують кальцію. Держава — кістяк кра-
їни, суспільство — її плоть. Але що з того, коли добре кальци-
нований череп скалиться тобі з історичної могили, якщо ти не 
Гамлет? 
0 0 
899 
Театральні ефекти замість наближення до адекватного розу-
міння ситуації.   В Україні є окремі експерти, проте немає екс-
пертного середовища як сталої специфічної спільноти зі своїм 
етичним кодексом, своїми внутрішніми нормами, принци-
пами, визнаними правилами верифікації (перевірка інформації 
та публічних тверджень, блокування фейків), зі своєю ієрар-
хією репутацій тощо. Між іншим, постійні проблеми із соціо-
логічними фундаціями в Україні також пов’язані з відсутні-
стю соціологічного середовища, коли численні окремі соціо-
логи та компанії існують у режимі вільнохаотичного буття, 
без механізмів саморегуляції та самоконтролю, поза профе-
сійно-громадською думкою, без атмосфери цеху професіона-
лів, без взаємної цехової відповідальності. 
1 1 
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Закінчення Таблиці 5 
1 2 3 4 
920 
Тобто група схожим чином формує своє уявлення про соціа-
льний успіх, і члени групи прагнуть йому відповідати. Куль-
турні люди, спілкуючись переважно з собі подібними, інколи 
дивуються, чому в процесі групових заклинань щось шукане 
не з'являється. Але не дуже. Бо процес їм замінює результат. 
Люди результату виганяються з культурного середовища як 
бездуховні й цинічні, що, взагалі-то, правда. Але середовище 
від цього не змінюється, продовжуючи живитися праною й 
амрітою власного виготовлення. І ось культурний наратив зі-
штовхується з тим-таки снарядом соціальних макропроцесів, і 
все розмітається в емоційне клоччя. 
0 0 
845 
Сплеск обурення з приводу антиукраїнської пропаганди, тира-
жованої низкою впливових і не дуже мас-медіа, нагадує во-
лання про харасмент вельми дорослих голлівудських (і просто 
політичних) актрис.  Змістовно проблукавши років сорок по 
лос-анджелеській пустелі, вони раптово усвідомили, що увесь 
цей час жили в муках сорому і страху, які терміново потрібно 
монетизувати. Більш як чверть століття наші претенденти на 
месіанство діловито топталися на місці зі своїми особистими 
скрижалями. За цей час кремлівське інформаційне сміття засі-
яло наш інформаційний ландшафт такими териконами брехні, 
що вони стали сприйматися так само природно, як Карпати. 
0 0 
115 
Але тільки злагодженість дій здатна забезпечити їх ефективне 
функціонування. Яким чином українське громадянське суспі-
льство в конкретному вищезгаданому естонсько-українському 
проекті є не тільки сприймаючою стороною, а й такою що від-
дає? У рамках спільної протидії російським інформаційним 
операціям того ж таки 2016-го було створено спільну мережу, 
що об'єднує українських експертів з їхніми колегами з країн 
Балтії та деяких інших східноєвропейських країн. Вона діс-
тала назву 'Ліга стійкості' (Resilience League) і негайно викли-
кала пропагандистську істерику в інформаційних ресурсах, які 
працюють на Кремль. 
0 1 
 
Як бачимо з табл. 5, фрагмент тексту з датасету з індексом 115 не був розпі-
знаний розробленим методом. Виявлення в таких фрагментах текстів фахівцями-
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філологами певних стилістичних рис автора дозволило би врахувати це в розроб-
леному методі і збільшити розпізнаваність саме для нього. 
 
6. Обговорення результатів дослідження з визначення авторства україн-
ськомовного публіцистичного тексту 
Розроблений підхід, після проведення навчання, дозволяє в онлайн-режимі 
швидко й ефективно перевіряти належність тексту чи його фрагменту кожному з 
трьох розглядуваних публіцистів.  
Запропонована проста схема (рис. 2) дозволила досягнути високої точності у 
проведених дослідженнях по визначенню автора україномовних публіцистичних 
текстів. Це може бути зумовлено кількома чинниками. Насамперед серед великої 
кількості можливих варіантів автоматизованим способом було дібрано ефективне 
поєднання способу векторизації та структури ШНМ, які показали найвищі резуль-
тати (табл. 3–4). Крім того, обрані для аналізу автори – одні з найбільш відомих 
сучасних українських публіцистів, які мають досить унікальний, упізнаваний стиль 
письма, друкуються в провідних українських виданнях. Стильова виразність дослі-
джуваних текстів зумовлена також особливостями публіцистичного стилю: автор 
має змогу краще виразити своє «я» порівняно, скажімо, з офіційно-діловим чи нау-
ковим стилем.  
З огляду на це в майбутньому варто апробувати той же метод дослідження на 
ширшому емпіричному матеріалі. По-перше, на більшій кількості авторів (мож-
ливо, з не такими виразними індивідуально-авторськими мовними особливостями) 
і їхніх публіцистичних текстах. По-друге, на текстах, що належать до інших стилів 
(наукового, художнього). 
Традиційно в мовознавстві виділяють особливості стилю певного автора, од-
нак зворотний процес (визначення авторства за фрагментом тексту) без викорис-
тання ШНМ є дуже складним завданням. Традиційні методи вивчення індивідуаль-
ного стилю авторів у мовознавстві базуються на рисах, ідентифікованих людиною 
(на лексичному, морфологічному, синтаксичному рівнях). ШНМ ж сама обирає 
критерії розмежування авторів, і ці критерії можуть базуватися на явищах, не помі-
тних для мовознавця. Тому наступний етап дослідження – відстеження рис, за до-
помогою яких ШНМ визначає авторство. 
На відміну від підходів в інших дослідженнях, запропонований підхід на під-
готовчому етапі не визначає конкретних елементів, які будуть виступати парамет-
рами у визначенні авторства. Цей процес повністю переданий процедурі вектори-
зації та ШНМ. Саме процедура векторизації перетворює вхідні тексти у матрицю, 
у якій фіксуються частотні параметри лексеми [15]. Основною перевагою цього 
підходу є те, що великий об’єм вхідних наборів даних добре масштабується, оскі-
льки немає потреби зберігати словник у пам'яті. До недоліків слід віднести те, що 
немає можливості обчислити зворотне перетворення (від індексів характеристик до 
рядкових імен), що може бути проблемою при спробі самоаналізу – з’ясування 
того, які особливості є найбільш важливими для моделі. Крім того, можуть бути 
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збіги: окремі лексеми можуть бути відображені в одному індексі функції. Однак на 
практиці це рідко трапляється, якщо n_features є досить великим (наприклад, 218 
для проблем класифікації тексту). Відзначимо, що збільшення розмірності вхідного 
вектору прямопропорційно впливає на точність моделі.  
Розвиваючи цей напрямок, плануємо збільшити кількість вхідних даних та ав-
торів, використати інші види ШНМ та обробку вхідних даних.  
 
7. Висновки 
Правильно підібрана векторизація тексту на підготовчому етапі дає змогу сут-
тєво підвищити ефективність визначення авторства українськомовних текстів пуб-
ліцистичного стилю за допомогою ШНМ. Разом з тим вона дозволяє зменшити об-
числювальні витрати та уникнути рутинних процедур, які часто проводять на під-
готовчому етапі. З розглядуваних методів векторизації, таких як ASCII Converter, 
Simple Vectorizer та Hashing Vectorizer, найбільш ефективним виявився метод 
HashingVectoriser для всіх розглядуваних архітектур штучних нейронних мереж. 
Серед розглядуваних архітектур нейронних мереж найбільш ефективною для ви-
значення авторства публіцистичних українськомовних текстів виявилась архітек-
тура [10, relu][10, relu][1,sigmoid]. Розроблений підхід забезпечує високу точність 
(для одного з авторів вона перевищує 96 %), яка відповідає рівню найбільш ефек-
тивних методів. До його переваг також слід віднести невелику кількість ітерацій 
навчання штучної нейронної мережі (4–5 ітерацій). Розроблений підхід може спри-
яти більш ефективному визначенню авторства текстів, написаних флективними мо-
вами, зокрема українською. Водночас результати роботи ШНМ (кваліфікація тек-
сту як належного чи не належного певному авторові) є цікавим емпіричним мате-
ріалом для подальших лінгвістичних студій, оскільки з погляду філології важливо 
з’ясувати, завдяки яким саме мовним елементам належність тексту авторові визна-
чається правильно. 
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