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The method of subquotients is developed and used to determine
all finite dimensional rank 2 Nichols algebras of diagonal type over an
arbitrary field of characteristic zero.
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1 Introduction
This paper is the continuation of [5]. Let k be a field of characteristic zero,
G an abelian group, V ∈kGkG YD a Yetter–Drinfel’d module, and assume that
the braiding of V is of diagonal type. Let B(V ) denote the corresponding
Nichols algebra. Our aim is to give an answer to the following question of
Andruskiewitsch stated in his survey [1].
Question 5.40. Given a braided vector space V of diagonal type and di-
mension 2, decide when B(V ) is finite dimensional. If so, compute dimB(V ),
and give a “nice” presentation by generators and relations.
∗email: Istvan.Heckenberger@math.uni-leipzig.de
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In the previous part we proved finite dimensionality of several rank 2
Nichols algebras with help of Gran˜as differential operators [4], Kharchenkos
theory [6] and full binary trees. Here it is shown that any finite dimensional
rank 2 Nichols algebra of diagonal type is isomorphic to one of the examples
in [5].
The starting point of our classification is the following observation. Under
certain assumptions one can find elements of B(V ) such that the subalgebra
generated by them maps surjectively onto another Nichols algebra. The latter
is called a subquotient of B(V ). The existence of subquotients can be used
in a very simple way to prove infinite dimensionality of Nichols algebras.
For example, if there is a proper subquotient of B(V ) which is isomorphic
to B(V ) or if the subquotient is infinite dimensional then B(V ) is infinite
dimensional.
The method of subquotients presented here is applicable also for Nichols
algebras of higher rank. However our classification method is effective only
together with the constructive part described in [5]. The latter uses full
binary trees which have to be generalized or replaced if the rank of the
Nichols algebra is greater than 2. It remains a challenging problem to find
an appropriate structure which carries sufficiently many information needed
to prove finiteness results and to read off the algebra structure of B(V ).
The structure of the paper is as follows. First we formulate general condi-
tions for the existence of subquotients. In order to allow an easier application
some Corollaries are formulated. Then in Theorem 5 the list of all finite di-
mensional rank 2 Nichols algebras is given, this time sorted systematically
by the entries of the braiding. The main part of this paper is devoted to
the description of sufficiently many kinds of subquotients of B(V ). In the
last section the classification is splitted into six special cases. In each of
them additional careful choices of subquotients are needed in order to obtain
valuable criterions for the entries of the braiding.
We use the notation and conventions in [5], Section 2, which follow mainly
[2].
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2 Nichols algebras and subquotients
Suppose that k is a field of characteristic zero, G an abelian group, and
V ∈ kGkGYD a finite dimensional Yetter–Drinfel’d module with completely
reducible kG-action. Set d := dimk V . Let δ : V → kG⊗V , . : kG⊗V → V ,
and σ ∈ Endk(V ⊗ V ) denote the left coaction of kG on V , the left action
of kG on V , and the braiding of V , respectively. Let B(V ) be the Nichols
algebra generated by V . The aim of this paper is to determine all V ∈ kGkGYD
such that dimk V = 2 and dimk B(V ) <∞.
Let V ∗ denote the Yetter–Drinfel’d module (left) dual to V . Then the
vector space B(V ∗)⊗ kG together with the product
(f ′ ⊗ g′)(f ′′ ⊗ g′′) := f ′(g′.f ′′)⊗ g′g′′, f ′, f ′′ ∈ B(V ∗), g′, g′′ ∈ G,
and the coproduct
∆(f) := f ⊗ 1 + δ(f), ∆(g) := g ⊗ g, f ∈ V ∗, g ∈ G,
is a Hopf algebra and will be denoted as usual by B(V ∗)#kG. Recall the
following lemma from [5].
Lemma 1. There exists a unique action 〈·, ·〉 of B(V ∗)#kG on B(V )
satisfying
〈f, v〉 = f(v), 〈g, ρ〉 = g.ρ for f ∈ V ∗, v ∈ V, g ∈ G, ρ ∈ B(V ),
〈f1f2, ρ〉 = 〈f1, 〈f2, ρ〉〉 for f1, f2 ∈ B(V
∗)#kG, ρ ∈ B(V ),
〈f, ρρ′〉 = 〈f(1), ρ〉〈f(2), ρ
′〉 for f ∈ B(V ∗)#kG, ρ, ρ′ ∈ B(V ).
Suppose that d ∈ N, gi ∈ G for 1 ≤ i ≤ d, qij ∈ k \ {0} for i, j ∈
{1, 2, . . . , d}, and {xi | 1 ≤ i ≤ d} is a basis of V such that
δ(xi) = gi ⊗ xi, gi.xj = qijxj .
Such a basis always exists and is called a canonical basis of V . The algebra
B(V ) admits an Nd0-grading such that deg xi = ei where {ei | 1 ≤ i ≤ d} is
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a basis of the N0-module N
d
0. The corresponding Z-grading, the so called
total grading, is defined by totdeg ρ :=
∑d
i=1 ni whenever ρ ∈ B(V ), deg ρ =∑d
i=1 niei. The N
d
0-grading and the left kG-coaction on V induce a group
homomorphism g : Zd → G and a bicharacter χ : Zd × Zd → k given by
g(ei) := gi, χ(ei, ej) := qij .
For notational convenience we will also write g(x) and χ(x′, x′′) instead of
g(deg x) and χ(deg x′, deg x′′) for homogeneous elements x, x′, x′′ ∈ B(V ).
Let {yi | 1 ≤ i ≤ d} denote the dual basis of V
∗. Then one gets
δ(yi) = g
−1
i ⊗ yi, gi.yj = q
−1
ij yj, σ(yi ⊗ yj) = qijyj ⊗ yi. (1)
Thus for diagonal braidings the linear map ι : V → V ∗, ι(xi) := yi for
1 ≤ i ≤ d, extends to an algebra isomorphism ι : B(V )→ B(V ∗).
The corollaries of the following lemma are our main tools in the classifi-
cation of Nichols algebras.
Lemma 2. Let V and W be finite dimensional Yetter–Drinfel’d modules
of diagonal type over an abelian group G and H, respectively. Set dV :=
dimk V and dW := dimk W . Fix a canonical basis {wi | 1 ≤ i ≤ dW} of W
and elements hi ∈ H, 1 ≤ i ≤ dW , such that δ(wi) = hi ⊗ wi. Further, let
V0 ⊂ B(V ) and W0 ⊂ B(W ) be Yetter–Drinfel’d submodules of dimension
n < ∞. Let A and B denote the subalgebras of B(V ) and B(W ) generated
by V0 and W0, respectively. Choose canonical bases {v
0
i | 1 ≤ i ≤ n} and
{w0i | 1 ≤ i ≤ n} of V0 and W0, respectively. Suppose that
• 〈ι(wi), B〉 ⊂ B whenever 1 ≤ i ≤ dW ,
• there exists a Z-grading deg0 of B(V ) such that the elements v
0
i are
homogeneous with respect to deg0 and deg0(v
0
i ) > 0 for 1 ≤ i ≤ n,
• there exist algebra automorphisms αi ∈ Autk(A), and k-linear maps
Yi : A → A, 1 ≤ i ≤ dW , and ϕ0 : V1 → B where V1 := Y (V0) and Y
denotes the unital k-subalgebra of Endk(A) generated by {Yi | 1 ≤ i ≤
dW}, satisfying the following properties.
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– For 1 ≤ i ≤ dW there exist ni ∈ N such that the maps αi and Yi are
homogeneous of degree 0 and −ni with respect to deg0, respectively,
– Yi(ab) = Yi(a)b+ αi(a)Yi(b) for all a, b ∈ A and 1 ≤ i ≤ dW ,
– ϕ0(v
0
j ) = w
0
j , ϕ0(αi(v
0
j )) = h
−1
i .w
0
j for 1 ≤ i ≤ dW and 1 ≤ j ≤ n,
– ϕ0(Yi(a)) = 〈ι(wi), ϕ0(a)〉 for all a ∈ V1 and 1 ≤ i ≤ dW .
Then there exists a unique surjective k-algebra homomorphism ϕ : A → B
such that ϕ↾V1= ϕ0.
Proof. Since {v0i | 1 ≤ i ≤ n} and {w
0
i | 1 ≤ i ≤ n} generate A and B,
respectively, and ϕ(v0i ) = w
0
i , surjectivity and uniqueness of ϕ is clear. To
prove existence one has to show that
a :=
∑
m∈N0,1≤i1,i2,...,im≤n
λm,i1i2...imv
0
i1
v0i2 · · · v
0
im
= 0, λm,i1i2...im ∈ k (∗)
⇒
∑
m∈N0,1≤i1,i2,...,im≤n
λm,i1i2...imw
0
i1
w0i2 · · ·w
0
im
= 0.
This can be done by induction over deg0(a). Let Gm denote the set of homo-
geneous elements of A of degree m with respect to deg0. Since deg0(v
0
i ) > 0
one has G0 = k1 and Gm = {0} for m < 0. Thus the assertion (∗) holds for
a ∈ Gm, m ≤ 0. Suppose now that j ∈ N0 and (∗) holds for all a ∈ Gm,
m ≤ j. Then for arbitrary a ∈ Gj+1 we have to show that 〈ι(wi), a˜〉 = 0
for 1 ≤ i ≤ dW where a˜ :=
∑
m∈N0,1≤i1,i2,...,im≤n
λm,i1i2...imw
0
i1
w0i2 · · ·w
0
im
. One
computes
〈ι(wi),w
0
i1
w0i2 · · ·w
0
im
〉 =
m−1∑
l=0
(h−1i .w
0
i1
. . . w0il)〈ι(wi), w
0
il+1
〉w0il+2 · · ·w
0
im
=
m−1∑
l=0
ϕ(αi(v
0
i1
. . . v0il))ϕ0(Yi(v
0
il+1
))ϕ(v0il+2 . . . v
0
im
) = ϕ(Yi(v
0
i1
v0i2 · · · v
0
im
)).
Here the last two equations are valid because of the induction hypothesis and
the assumption on the degrees of Yi and αi. Now a = 0 implies Yi(a) = 0 for
1 ≤ i ≤ dW and hence 〈ι(wi), a˜〉 = 0.
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Corollary 3. In the setting of Lemma 2 suppose additionally that V = W
and A is a proper subspace of B. Then B and hence B(V ) are infinite
dimensional vector spaces.
Let B(V )+ denote the unique maximal ideal of B(V ).
Corollary 4. Let V be a Yetter–Drinfel’d module of diagonal type and
W ⊂ B(V )+ an n-dimensional Yetter–Drinfel’d submodule where n ∈ N0.
Choose a canonical basis {wi | 1 ≤ i ≤ n} of W and let A denote the subalge-
bra of B(V ) generated by W . If there exist λi ∈ k \ {0}, 1 ≤ i ≤ n, such that
the restrictions of 〈ι(wi), ·〉 onto A are skew-primitive and 〈ι(wi), wj〉 = δijλi
then B(W ) is a quotient algebra of A. In particular, dimk B(W ) =∞ implies
that dimk B(V ) =∞.
Definition 1. In the situation of Corollary 4 we say that B(W ) is a sub-
quotient of B(V ) and write B(W )⊆|B(V ). If furtherW 6= ∅ andW 6= V then
we say that B(W ) is a proper subquotient of B(V ) and write B(W )⊂|B(V ).
Proof of Corollary 4. In Lemma 2 set V0 = W0 := W and v
0
i :=
w0i := wi for 1 ≤ i ≤ n. For the grading deg0 take the grading totdeg on
B(V ). Further, set αi := h
−1
i .(·) and Yi := λ
−1
i 〈ι(wi), ·〉. Then Lemma 2 gives
a surjective algebra homomorphism ϕ : A → B(W ) extending the identity
ϕ0 = id : W → W .
3 The main result
From now on consider only the case where dimk V = 2. For n ∈ N, n ≥ 2 let
Rn denote the subset of k consisting of the primitive n
th roots of unity. The
following theorem is the main result of this paper.
Theorem 5. Let k be a field of characteristic zero and G an abelian
group. Let V ∈ kGkGYD be a Yetter–Drinfel’d module with dimk V = 2 and
completely reducible kG-action. Assume that the Nichols algebra B(V ) is
finite dimensional. Then there exists a canonical basis B of V such that the
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entries of the matrix (qij)i,j=1,2 of the braiding of V with respect to B satisfy
q12q21 = 1 or q12q21q22 = 1 or q22 = −1 or q22 ∈ R3.
More precisely, B can be chosen such that one of the following holds.
1. q12q21 = 1 and q11, q22 ∈ ∪
∞
n=2Rn.
2. If q12q21 6= 1, q12q21q22 = 1:
• q11q12q21 = 1, q12q21 ∈ ∪
∞
n=2Rn.
• q11 = −1, q12q21 ∈ ∪
∞
n=3Rn.
• q11 ∈ R3, q12q21 ∈ ∪
∞
n=2Rn, q11q12q21 6= 1.
• q11 ∈ ∪
∞
n=4Rn, q12q21 ∈ {q
−2
11 , q
−3
11 }.
• q12q21 ∈ R8, q11 = (q12q21)
2.
• q12q21 ∈ R24, q11 = (q12q21)
6.
• q12q21 ∈ R30, q11 = (q12q21)
12.
3. If q12q21 6= 1, q11q12q21 6= 1, q12q21q22 6= 1, q22 = −1, q11 ∈ R2 ∪R3:
• q11 = −1, q12q21 ∈ ∪
∞
n=3Rn.
• q11 ∈ R3, q12q21 ∈ {q11,−q11}.
• q0 := q11q12q21 ∈ R12, q11 = q
4
0.
• q12q21 ∈ R12, q11 = −(q12q21)
2.
• q12q21 ∈ R9, q11 = (q12q21)
−3.
• q12q21 ∈ R24, q11 = −(q12q21)
4.
• q12q21 ∈ R30, q11 = −(q12q21)
5.
4. If q12q21 6= 1, q11q12q21 6= 1, q12q21q22 6= 1, q22 = −1, q11 /∈ R2 ∪R3:
• q11 ∈ ∪
∞
n=5Rn, q12q21 = q
−2
11 .
• q11 ∈ R5 ∪R8 ∪ R12 ∪R14 ∪R20, q12q21 = q
−3
11 .
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• q11 ∈ R10 ∪ R18, q12q21 = q
−4
11 .
• q11 ∈ R14 ∪ R24, q12q21 = q
−5
11 .
• q12q21 ∈ R8, q11 = (q12q21)
−2.
• q12q21 ∈ R12, q11 = (q12q21)
−3.
• q12q21 ∈ R20, q11 = (q12q21)
−4.
• q12q21 ∈ R30, q11 = (q12q21)
−6.
5. If q12q21 6= 1, q11q12q21 6= 1, q12q21q22 6= 1, q11 6= −1, q22 ∈ R3:
• q0 := q11q12q21 ∈ R12, q11 = q
4
0, q22 = −q
2
0.
• q12q21 ∈ R12, q11 = q22 = −(q12q21)
2.
• q12q21 ∈ R24, q11 = (q12q21)
−6, q22 = (q12q21)
−8.
• q11 ∈ R18, q12q21 = q
−2
11 , q22 = −q
3
11.
• q11 ∈ R30, q12q21 = q
−3
11 , q22 = −q
5
11.
Remark. The list of Nichols algebras given in Theorem 5 coincides with
the one of [5, Theorem 4]. Here the examples are sorted systematically by
their structure constants whereas in [5, Theorem 4] they are listed by their
tree types. Therefore the Nichols algebras given in Theorem 5 are precisely
all finite dimensional rank two Nichols algebras of diagonal type over the
field k.
4 Construction of subquotients
As in Section 2 let {x1, x2} denote a canonical basis of V . In this paper we
want to classify all Nichols algebras B(V ) satisfying
dimk B(V ) <∞. (A0)
8
To do so we determine the necessary additional conditions for the structure
constants qij , i, j ∈ {1, 2}.
4.1 The results in this subsection essentially coincide with the assertion of
Lemma 3.7 in [3].
Note that 〈yi, x
m
i 〉 =
∑m−1
j=0 q
−j
ii x
m−1
i and the characteristic of k is zero.
Thus assumption (A0) implies that
q11, q22 ∈
∞⋃
n=2
Rn. (A1)
Set x21 := x1x2 − q12x2x1 and y21 := ι(x21). Then by Equation (1) and
Lemma 1 one gets
〈y1, x21〉 = 0, 〈y2, x21〉 = (q
−1
21 − q12)x1, 〈y21, x21〉 = q
−1
21 − q12,
∆(y21) = y21 ⊗ 1 + g
−1
1 g
−1
2 ⊗ y21 + (1− q12q21)y1g
−1
2 ⊗ y2.
Now if (A0) holds then xm21 = 0 for some m ∈ N. On the other hand
〈y21, x
m
21〉 = 〈y21, x21〉
m−1∑
j=0
(q11q12q21q22)
−jxm−121 .
Thus (A0) implies that
q12q21 = 1 or q11q12q21q22 ∈
∞⋃
n=2
Rn. (A2)
Let z0 := x2, zi+1 := x1zi−q
i
11q12zix1, and zˆi := ι(zi) for i ∈ N0. Set b0 :=
1, bi :=
∏i−1
j=0(1 − q
j
11q12q21) for i ∈ N, (0)p := 0, (i)p :=
∑i−1
j=0 p
j, (0)!p := 1,
(i)!p := (1)p(2)p · · · (i)p for i ∈ N and p ∈ k, and
(
i
j
)
p
:= (i)!p/((j)
!
p(i− j)
!
p) for
i, j ∈ N0, j ≤ i. Then one can prove by induction over i that
〈y1, zi〉 = 0, 〈y2, zi〉 = q
−i
21 bix
i
1, 〈zˆj, zi〉 = 〈y
j
1y2, zi〉 =
q−i21 bi(i)
!
q−111
(i− j)!
q−111
xi−j1 ,
∆(zˆi) = zˆi ⊗ 1 +
i∑
m=0
(
i
m
)
q11
bi
bm
yi−m1 g
−m
1 g
−1
2 ⊗ zˆm (2)
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for all i, j ∈ N0 with j ≤ i. In particular,
zi = 0⇔ bi(i)
!
q11
= 0⇔ 〈zˆi, zi〉 = 0. (3)
Note that for all i ∈ N one has
〈zˆi+1, zi+1〉
〈zˆi, zi〉
−
〈zˆi, zi〉
〈zˆi−1, zi−1〉
=χ(zi, x1)
−1 − χ(x1, zi). (4)
Similarly let u0 := x1, ui+1 := uix2 − q12q
i
22x2ui, and uˆi := ι(ui) for
i ∈ N0. Set c0 := 1 and ci :=
∏i−1
j=0(1− q12q21q
j
22) for i ∈ N. Then one proves
by induction over i that
〈y1, ui〉 =δi0, 〈y2, ui〉 =q
−1
21 (1− q12q21q
i−1
22 )(i)q−122 ui−1
for all i ∈ N0. In particular, ui = 0 if and only if ci(i)
!
q22
= 0. Because of the
symmetry of the conditions for ui = 0 and zi = 0 one can choose the order
of the basis vectors x1 and x2 in such a manner that
min{i ∈ N | ui = 0} ≤ min{i ∈ N | zi = 0} (A3)
whenever (A0) holds. Thus assumptions (A0) and (A3) imply that either
z1 = 0 or z2 = u2 = 0 or z2 6= 0, i. e.
q12q21 = 1 or (1−q11q12q21)(1+q11) = (1−q12q21q22)(1+q22) = 0 or z2 6= 0.
(A4)
4.2 Assume that zi 6= 0 for some i ∈ N. To shorten notation we define
pi := χ(zi, zi)
−1. By Lemma 1 and (2) one gets 〈zˆi, z
m
i 〉 = (m)pi〈zˆi, zi〉z
m−1
i
for all m > 0. Since zmi = 0 for some m ∈ N and 〈zˆi, zi〉 6= 0 assumption
(A0) implies pi 6= 1.
Suppose that zi+1 6= 0 for some i ∈ N. If pi = −1 then
〈zˆi−1, z
2
i 〉 = q
−i
21 bi(i)
!
q−111
(x1zi + χ(zi−1, zi)
−1zix1) = q
−i
21 bi(i)
!
q−111
zi+1,
〈zˆi+1zˆi−1, z
2m
i 〉 = 〈zˆi, zi〉
m−1∑
j=0
〈zˆi+1, χ(zi−1, zi)
−2jz2ji zi+1z
2(m−1−j)
i 〉
= 〈zˆi, zi〉〈zˆi+1, zi+1〉
m−1∑
j=0
χ(zi, zi)
−4jz
2(m−1)
i
10
since 〈y1, zi〉 = 〈y1, zi+1〉 = 〈zˆi+1, zi〉 = 0. As the characteristic of k is zero
this yields that z2mi 6= 0 for all m > 0. Therefore (A0) implies that
i ∈ N, p−1i (= χ(zi, zi)) = 1 ⇒ zi = 0,
i ∈ N, p−1i = −1 ⇒ zi+1 = 0.
(A5)
4.3 For i ∈ N0 set zi,1 := zi+1zi − χ(zi+1, zi)zizi+1, zˆi,1 := ι(zi,1), and
di,0 :=q
−1
21 (1− q
i
11q12q21)(i+ 1)q−111 + χ(zi, zi+1)
−1 − χ(zi+1, zi).
Then one obtains
〈zˆi, zi,1〉 =〈zˆi, zi+1〉zi − χ(x1, zi)zi〈zˆi, zi+1〉
+ (χ(zi, zi+1)
−1 − χ(zi+1, zi))〈zˆi, zi〉zi+1 = di,0〈zˆi, zi〉zi+1
and hence zi,1 = 0 implies di,0zi+1 = 0.
Suppose now that di,0zi+1 6= 0 for some i ∈ N and p
2
i + pi + 1 = 0. Then
〈zˆi−1, z
3
i 〉 =〈zˆi, zi〉(x1z
2
i + χ(zi−1, zi)
−1zix1zi + χ(zi−1, zi)
−2z2i x1)
=〈zˆi, zi〉(zi+1zi − χ(x1, zi)χ(zi, zi)zix1zi + χ(zi−1, zi)
−2z2i x1)
=〈zˆi, zi〉(zi+1zi − χ(zi+1, zi)zizi+1) = 〈zˆi, zi〉zi,1,
〈zˆi+1zˆizˆi−1, z
3m
i 〉 =〈zˆi, zi〉
m−1∑
j=0
χ(zi−1, zi)
−3j〈zˆi+1zˆi, z
3j
i zi,1z
3(m−1−j)
i 〉
=di,0〈zˆi, zi〉
2
m−1∑
j=0
χ(zizi−1, zi)
−3j〈zˆi+1, z
3j
i zi+1z
3(m−1−j)
i 〉
=mdi,0〈zˆi, zi〉
2〈zˆi+1, zi+1〉z
3(m−1)
i
since 〈y1, zi〉 = 〈y1, zi,1〉 = 〈y1, zi+1〉 = 〈zˆi, z
3
i 〉 = 〈zˆi+1, zi〉 = 0 and p
3
i = 1.
As the characteristic of k is zero this yields that z3mi 6= 0 for all m > 0.
Therefore using (A5) assumption (A0) implies that
i ∈ N, p3i = 1 ⇒ di,0zi+1 = 0. (A6)
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4.4 In this subsection assume only that (A5) holds. Let i ∈ N. If zi+1 = 0
then set wi := 0. Otherwise by Equation (3) and (A5) one can define
wi := zi+1zi−1 − χ(zi+1, zi−1)zi−1zi+1 −
〈zˆi+1, zi+1〉
(2)pi〈zˆi, zi〉
z2i .
Set wˆi := ι(wi). Our aim in this subsection is to prove the following lemma.
Lemma 6. Assume that (A5) holds and let i ∈ N. If 〈zˆm+1zˆm−1, wm〉 = 0
for 1 ≤ m ≤ i then wm = 0 for 1 ≤ m ≤ i. Otherwise dimk B(V ) =∞.
Therefore (A0) implies the condition
wi = 0 for all i ∈ N. (A7)
In order to prove Lemma 6 we can assume that zi+1 6= 0 and hence z2 6= 0.
One obtains 〈y1, wi〉 = 0 and
〈zˆi−1, wi〉 =
〈zˆi+1, zi+1〉
(2)q−111
(x21zi−1 − χ(x
2
1, zi−1)zi−1x
2
1)
+ 〈zˆi−1, zi−1〉(χ(zi−1, zi+1)
−1 − χ(zi+1, zi−1))zi+1
−
〈zˆi+1, zi+1〉
(2)pi
(x1zi + χ(zi−1, zi)
−1zix1)
=
(
〈zˆi+1, zi+1〉
(2)q−111
+ 〈zˆi−1, zi−1〉χ(zi−1, zi+1)
−1
− 〈zˆi−1, zi−1〉χ(zi+1, zi−1)−
〈zˆi+1, zi+1〉
(2)pi
)
zi+1
=(q11pi − 1)
(
q−111 〈zˆi+1, zi+1〉
(2)q−111 (2)pi
+ q12q
−1
21 〈zˆi−1, zi−1〉(1 + q
−1
11 p
−1
i )
)
zi+1.
In particular, one gets
〈y2, w1〉 =
q−221 (1− q12q21q22)(1 + q
−1
22 )(1 + q11q
2
12q
2
21q22)
1 + q11q12q21q22
z2,
〈zˆi, wi〉 = 0, 〈wˆi, wi〉 = 〈zˆi+1zˆi−1, wi〉.
Further, let A denote the subalgebra of B(V ) generated by wi and zi. In
what follows for f ∈ B(V ∗)#kG let f ↾A denote the map 〈f, ·〉 : A → B(V ).
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Then 〈y1, A〉 = 0 and hence zˆj ↾A is skew-primitive for all j ∈ N0. Since
〈zˆi+1, A〉 = 0 one obtains
∆(wˆi)↾A⊗A= ∆(zˆi+1)(zˆi−1 ⊗ 1 + g
1−i
1 g
−1
2 ⊗ zˆi−1)↾A⊗A
−
q−121 bi+1(i+ 1)q−111
(2)pibi
∆(zˆi)(zˆi ⊗ 1 + g
−i
1 g
−1
2 ⊗ zˆi)↾A⊗A .
Using Equation (2), the definition of zˆi, and the fact that y1 ↾A= zˆm ↾A= 0
for m > i one obtains
∆(zˆi+1)(zˆi−1 ⊗ 1)↾A⊗A= zˆi+1zˆi−1 ↾A ⊗1
+ (i+ 1)q11
bi+1
bi
χ(zi, zi−1)(zˆig
−i
1 g
−1
2 ⊗ zˆi)↾A⊗A,
∆(zˆi+1)(g
1−i
1 g
−1
2 ⊗ zˆi−1)↾A⊗A= (g
−2i
1 g
−2
2 ⊗ zˆi+1zˆi−1)↾A⊗A,
∆(zˆi)(zˆi ⊗ 1)↾A⊗A= (zˆ
2
i ⊗ 1 + χ(zi, zi)zˆig
−i
1 g
−1
2 ⊗ zˆi)↾A⊗A,
∆(zˆi)(g
−i
1 g
−1
2 ⊗ zˆi)↾A⊗A= (zˆig
−i
1 g
−1
2 ⊗ zˆi + g
−2i
1 g
−2
2 ⊗ zˆ
2
i )↾A⊗A .
These equations give that
∆(wˆi)↾A⊗A= (wˆi ⊗ 1 + g
−2i
1 g
−2
2 ⊗ wˆi)↾A⊗A .
Thus wˆi ↾A is a skew-primitive endomorphism of A.
Example 1. Assume that g2 ∈ G, q ∈ k \{0}, g1 = g
2
2, and the braiding
of V is given by the matrix
(
q4 q2
q2 q
)
. Further, suppose that (A0) holds.
1. By (A1) q has to be a root of unity and q4 6= 1. Thus z1 6= 0.
2. If q5 = 1 and q 6= 1 then z2 6= 0 and χ(z2, z2) = 1 which contradicts
(A5). Thus u2 6= 0.
3. If q4 = −1 then u2 6= 0 and χ(u2, u2) = 1. One gets 〈y1y
2
2, u
m
2 〉 =
m〈y1y
2
2, u2〉u
m−1
2 which is a contradiction to (A0) and 〈y1y
2
2, u2〉 6= 0. Thus
z2 6= 0.
4. By (A5) with i = 1 one has q9 6= −1.
5. If q13 = −1 and q 6= −1 then zi 6= 0 for all i < 13. Further, one gets
χ(z6, z6) = −1 which is a contradiction to (A5).
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6. Otherwise 〈y2, w1〉 and x21 are both nonzero. SetW := kw1+kx21. By
Corollary 4 one obtains B(W )⊂|B(V ) and the braiding of B(W ) with respect
to the basis {w1, x21} of W is given by the matrix
(
q36 q18
q18 q9
)
.
Thus there are two possibilities.
• There exists an infinite chain · · ·⊂|B(Vn)⊂|B(Vn−1)⊂| · · ·B(V1)⊂|B(V ) of
Nichols algebras where Vi, i ∈ N, are two dimensional Yetter–Drinfel’d
modules of diagonal type.
• There exists a finite chain B(Vn)⊂|B(Vn−1)⊂| · · · B(V1)⊂|B(V0) = B(V )
of Nichols algebras where Vi, 0 ≤ i ≤ n, are two dimensional Yetter–
Drinfel’d modules of diagonal type, and B(Vn) is infinite dimensional.
Therefore B(V ) is infinite dimensional.
Example 2. Assume that g1 ∈ G, q ∈ k \{0}, g2 = g
3
1, and the braiding
of V is given by the matrix
(
q q3
q3 q9
)
. Further, suppose that (A0) holds and
q3 6= −1.
1. By (A1) q has to be a root of unity and q9 6= 1. Since q3 6= −1 this
yields z1 6= 0.
2. If q ∈ R7 then u2 6= 0 and χ(u2, u2) = 1. One gets 〈y1y
2
2, u
m
2 〉 =
m〈y1y
2
2, u2〉u
m−1
2 for all m > 0 which contradicts (A0). Hence by (3) one
obtains that z2 6= 0.
3. If q ∈ R18 then z3 6= 0 and χ(z3, z3) = 1 which contradicts (A5).
4. If q15 = 1 and q3 6= 1 then q ∈ R5 ∪ R15. In the first case z2 6= 0
and χ(z2, z2) = 1 which is a contradiction to (A5). In the second case
one has zi = 0 if and only if i ≥ 10. Further, χ(z2, z2)
3 = q75 = 1 and
d2,0 = q
−3(1− q8)(1 + q−1 + q−2) 6= 0. This is a contradiction to (A6).
5. If q22 = −1 then q2 = −1 or q ∈ R44. The first case is a contradiction
to (A2). In the second case one has zi = 0 if and only if i ≥ 39. Further,
χ(z19, z19) = 1 which is a contradiction to (A5).
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6. Otherwise 〈y2, w1〉 and x21 are both nonzero. Set W := kw1 + kx21.
By Corollary 4 one obtains that B(W )⊂|B(V ) and the braiding of B(W ) is
given by the matrix
(
q64 q32
q32 q16
)
. By the first example dimk B(W ) =∞.
Therefore dimk B(V ) <∞ implies q
3 = −1.
We continue with the proof of Lemma 6. Suppose that 〈zˆi−1, wi〉 6= 0 for
i ∈ N. Then one can apply Corollary 4 with W = kwi + kzi which gives
B(W )⊂|B(V ). By Example 1 one gets dimk B(V ) = ∞. This proves the
second part of the Lemma.
Assume that 〈zˆm−1, wm〉 = 0 for 1 ≤ m ≤ i. We show by induction over
m that wm = 0 for 1 ≤ m ≤ i. If m = 1 then zˆ0 = y2 and hence w1 = 0.
Now turn to the induction step.
We prove by induction on −n that 〈zˆn, wm+1〉 = 0 for 0 ≤ n ≤ m.
Then the case n = 0 proves that wm+1 = 0. By assumption 〈zˆm, wm+1〉 =
0. If 〈zˆn+1, wm+1〉 = 0 then 〈y1, 〈zˆn, wm+1〉〉 = 0 and hence there exists
λ ∈ k such that 〈zˆn, wm+1〉 = λz2m+2−n. Thus it suffices to show that
〈zˆ2m+2−nzˆn, wm+1〉(= 〈y
2m+2−n
1 y2zˆn, wm+1〉) = 0. Since n+2 ≤ 2m+2− n it
suffices to check that 〈yn+21 y2zˆn, wm+1〉(= 〈zˆn+2zˆn, wm+1〉) = 0. Since n < m
one has wˆn+1 = 0 and hence the latter equation follows from the hypothesis
〈zˆn+1, wm+1〉 = 0.
4.5
Lemma 7. Assume that (A7) is satisfied. Let i, j ∈ N0 such that zi 6= 0
and j < i− 1. Then zizj − χ(zi, zj)zjzi ∈ Link{zmzi+j−m | j < m < i}.
Proof. We use induction over i− j. If i = j + 2 then the claim follows
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from wj+1 = 0. To prove the induction step note that
zi+1zj =(x1zi − χ(x1, zi)zix1)zj = x1χ(zi, zj)zjzi
+ terms in x1Link{zmzi+j−m | j < m < i} ⊕ kzizj+1 ⊕ kzizjx1
=χ(zi+1, zj)zjzi+1 + terms in Link{zmzi+j+1−m | j < m < i+ 1}
+ terms in Link{zmzi+j−mx1 | j ≤ m ≤ i}.
Since 〈y1, zi+1zj〉 = 0 this gives the assertion.
Corollary 8. If (A7) holds then zi,1 = 0 if and only if di,0zi+1 = 0.
Proof. Since 〈y1, zi,1〉 = 0 one has zi,1 = 0 if and only if 〈zˆj1 zˆj2, zi,1〉 = 0
whenever j1, j2 ∈ N0 and j1 + j2 = 2i + 1. By Lemma 7 this is equivalent
to the fact that 〈zˆj1 zˆj2 , zi,1〉 = 0 whenever j1, j2 ∈ N0, j1 ≤ j2 + 1, and
j1 + j2 = 2i+ 1. Since 〈zˆi+1, zi,1〉 = 0 this is the same as 〈zˆi+1zˆi, zi,1〉 = 0.
Corollary 9. If (A7) holds then z2i = 0 if and only if (2)pizi = 0.
Proof. Analogous to the proof of Corollary 8.
4.6 In this subsection assume that (A5)–(A7) hold. Let i ∈ N. If zi,1 = 0
then set si := 0. Otherwise di,0zi+1 6= 0 by Corollary 8, p
3
i 6= 1 by (A6), and
pi 6= −1 by (A5) and since zi+1 6= 0. Thus one can define
si :=zi,1zi−1 − χ(zi,1, zi−1)zi−1zi,1 −
di,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
z3i .
For j ∈ N let I(y1, zˆj) denote the left ideal of B(V
∗) generated by y1 and zˆj .
Then using (2) direct computation shows that
∆(zˆj,1) =zˆj,1 ⊗ 1 + g(zj,1)
−1 ⊗ zˆj,1 + χ(zj , zj+1)dj,0zˆj+1g(zj)
−1 ⊗ zˆj
+ terms in (I(y1, zˆj+2)#kG)⊗ B(V
∗)
(5)
for all j ∈ N0. In this subsection the following lemma will be proved.
Lemma 10. Assume that (A5)–(A7) hold and let i ∈ N. If 〈zˆi,1zˆi−1, si〉 =
0 then si = 0. Otherwise (3)−pi = 0 or dimk B(V ) =∞.
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Let i ∈ N. Without loss of generality assume that zi,1 6= 0. By (A7) one
has wm = 0 for m ∈ N. Further, 〈y1, si〉 = 0 and
〈zˆi, si〉 =〈zˆi, zi,1〉zi−1 − χ(zi+1, zi−1)zi−1〈zˆi, zi,1〉 − di,0〈zˆi+1, zi+1〉(2)
−1
pi
z2i = 0.
By Lemma 7 one has si = 0 if and only if 〈zˆj1 zˆj2 zˆj3 , si〉 = 0 whenever
j1, j2, j3 ∈ N0, j1 + j2 + j3 = 3i, and j1 ≤ j2 + 1 ≤ j3 + 2. Since 〈zˆi, si〉 = 0
this yields that si = 0 is equivalent to 〈zˆi+1zˆizˆi−1, si〉 = 0.
Since 〈zˆi, si〉 = 0 and wi = 0 one has 〈zˆi,1zˆi−1, si〉 = 〈zˆi+1zˆizˆi−1, si〉 =
〈zˆi+1zˆi−1,1, si〉. Moreover, Equation wˆi = 0 implies that
y1zˆi−1,1 =(zˆi+1 + χ(x1, zi)zˆiy1)zˆi−1 − χ(zi, zi−1)(zˆi + χ(x1, zi−1)zˆi−1y1)zˆi
=
(
〈zˆi+1, zi+1〉
(2)pi〈zˆi, zi〉
+ χ(x1, zi)− χ(zi, zi−1)
)
zˆ2i + χ(x1, zi−1,1)zˆi−1,1y1
=di−1,0(2)
−1
pi
zˆ2i + χ(x1, zi−1,1)zˆi−1,1y1 (6)
by (4). Clearly one gets 〈zˆi−1,1, zi,1〉 ∈ kx
2
1. Further, zi+1 6= 0 implies that
z2 6= 0 and (2)q−111 6= 0, and hence Equations 〈y1, zi,1〉 = 0 and (6) give
〈zˆi−1,1, zi,1〉 =(2)
−1
q−111
〈y1zˆi−1,1, zi,1〉x1 =
di−1,0di,0〈zˆi, zi〉〈zˆi+1, zi+1〉
(2)pi(2)q−111
x21.
Using (4) and Equations 〈zˆi, zi−1,1〉 = 0, 〈zˆi+1, zjx
i+1−j
1 〉 = 0 for j ≤ i, one
gets
〈zˆi,1zˆi−1, si〉 =
〈
zˆi+1zˆi−1,1, zi,1zi−1 − χ(zi,1, zi−1)zi−1zi,1 −
di,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
z3i
〉
=
〈
zˆi+1, 〈zˆi−1,1, zi,1〉zi−1 + di−1,0χ(zi−1, zi+1)
−1〈zˆi, zi,1〉〈zˆi−1, zi−1〉
−
di,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
di−1,0〈zˆi, zi〉〈zˆi−1, z
2
i 〉
〉
=di−1,0di,0〈zˆi, zi〉〈zˆi+1, zi+1〉
2
(
1
(2)pi(2)q−111
+ χ(zi−1, zi+1)
−1 〈zˆi−1, zi−1〉
〈zˆi+1, zi+1〉
−
1
(3)!pi
)
.
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To prove the second statement of the lemma it suffices to show that ι(si)↾A
is skew-primitive where A denotes the subalgebra of B(V ) generated by zi
and si. Indeed, in this case Corollary 4 with W = kzi + ksi and Example 2
imply the assertion since pi 6= −1 and zˆi ↾A is skew-primitive.
First note that
si =zi+1zizi−1 − χ(zi+1, zi)zizi+1zi−1 − χ(zi,1, zi−1)zi−1zi,1 −
di,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
z3i
=zi+1zi−1,1 + χ(zi, zi−1)zi+1zi−1zi − χ(zi+1, zi−1,1)zizi−1zi+1
− χ(zi+1, zi)
〈zˆi+1, zi+1〉
(2)pi〈zˆi, zi〉
z3i − χ(zi,1, zi−1)zi−1zi,1 −
di,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
z3i
=zi+1zi−1,1 − χ(zi+1, zi−1,1)zi−1,1zi+1
+
(
χ(zi, zi−1)− χ(zi+1, zi)−
di,0
(3)pi
)
〈zˆi+1, zi+1〉
(2)pi〈zˆi, zi〉
z3i
=zi+1zi−1,1 − χ(zi+1, zi−1,1)zi−1,1zi+1 −
di−1,0〈zˆi+1, zi+1〉
(3)!pi〈zˆi, zi〉
z3i .
Now one has 〈zˆi+1, A〉 = 0 and 〈zˆi, A〉 ⊂ A and one computes
∆(zˆi+1zˆi−1,1)↾A⊗A= ∆(zˆi+1)(zˆi−1,1 ⊗ 1 + g(zi−1,1)
−1 ⊗ zˆi−1,1
+ χ(zi−1, zi)di−1,0zˆig(zi−1)
−1 ⊗ zˆi−1)↾A⊗A
=
(
zˆi+1zˆi−1,1 ⊗ 1 + χ(zi, zi−1,1)(i+ 1)q11
bi+1
bi
y1zˆi−1,1g(zi)
−1 ⊗ zˆi
+ g(si)
−1 ⊗ zˆi+1zˆi−1,1 + χ(zi, zi)
2di−1,0zˆig(zi)
−2 ⊗ zˆi+1zˆi−1
)
↾A⊗A
(6)
=
(
zˆi+1zˆi−1,1 ⊗ 1 + g(si)
−1 ⊗ zˆi+1zˆi−1,1
+ χ(zi, zi)
2di−1,0〈zˆi+1, zi+1〉
(2)pi〈zˆi, zi〉
(zˆ2i g(zi)
−1 ⊗ zˆi + zˆig(zi)
−2 ⊗ zˆ2i )
)
↾A⊗A,
∆(zˆ3i )↾A⊗A= ∆(zˆi)
3 ↾A⊗A= (zˆ
3
i ⊗ 1 + (3)p−1
i
zˆ2i g(zi)
−1 ⊗ zˆi
+ (3)p−1
i
zˆig(zi)
−2 ⊗ zˆ2i + g(zi)
−3 ⊗ zˆ3i )↾A⊗A .
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This proves that ι(si)↾A is skew-primitive.
4.7 In this subsection assume that (A5) and (A7) hold. Set
zi,2 := zi+1zi,1 − χ(zi+1, zi,1)zi,1zi+1, i ∈ N0.
Using Equation (2) and wˆi+1 = 0 one obtains immediately the formulas
〈zˆi+1, zi,2〉 = 0, 〈zˆi+2zˆi, zi,2〉 = 0, 〈zˆi+1zˆi, zi,2〉 ∈ kzi+1. (7)
For i ∈ N0 set
di,1 := q
−1
21 (1− q
i
11q12q21)(i+ 1)q−111 + (2)pi+1(χ(zi, zi+1)
−1 − χ(zi+1, zizi+1)).
Then using the formulas for ∆(zˆi), ∆(zˆi,1) and Equation (6) one obtains that
∆(zˆi,2)− zˆi,2 ⊗ 1− g(zi,2)
−1 ⊗ zˆi,2 − χ(zi,1, zi+1)di,1zˆi+1g(zi,1)
−1 ⊗ zˆi,1
−χ(zi, zi+1)
2di,0di,1(2)
−1
pi+1
zˆ2i+1g(zi)
−1 ⊗ zˆi
(8)
is an element of (I(y1, zˆi+2, zˆi+2zˆi+1)#kG)⊗B(V
∗). Here I(y1, zˆi+2, zˆi+2zˆi+1)
denotes the left ideal of B(V ∗) generated by y1, zˆi+2, and zˆi+2zˆi+1. The
expression (8) does not make sense if (2)pi+1 = 0. In this case zi+2 = 0 by
(A5) and zˆ2i+1 = 0 by Corollary 9. Thus y1zˆi,1 = χ(x1, zi,1)zˆi,1y1 and the
formula for ∆(zˆi,2) takes the form (8) without the last summand.
Now we prove that for all i ∈ N0 one has
〈zˆi+1zˆi, zi,2〉 = di,0di,1〈zˆi, zi〉〈zˆi+1, zi+1〉zi+1. (9)
Recall from Subsection 4.3 that 〈zˆi, zi,1〉 = di,0〈zˆi, zi〉zi+1. Therefore one gets
〈zˆi+1zˆi, zi,2〉
(7)
=〈zˆi,1, zi+1zi,1 − χ(zi+1, zi,1)zi,1zi+1〉
(5)
=〈zˆi,1, zi,1〉(χ(zi,1, zi+1)
−1 − χ(zi+1, zi,1))zi+1
+ di,0〈zˆi+1, zi+1〉〈zˆi, zi,1〉
=di,0〈zˆi, zi〉〈zˆi+1, zi+1〉(χ(zi,1, zi+1)
−1 − χ(zi+1, zi,1) + di,0)zi+1
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which implies (9).
Lemma 11. Assume that (A5) and (A7) hold. Let i ∈ N0 such that
zi+1 6= 0. Then one has
〈zˆi, zi,2〉 =

di,0di,1(2)
−1
pi+1
〈zˆi, zi〉z
2
i+1 if pi+1 6= −1,
0 if pi+1 = −1.
Proof. By (7) one has 〈zˆi+1, zi,2〉 = 0. Therefore Lemma 7 implies that
〈zˆi, zi,2〉 ∈ Link{zi+1−nzi+1+n | 0 ≤ n ≤ i + 1}. Note that zi+1+n = 0 if and
only if 〈zˆi+1, zi+1+n〉 = 0. Further, 〈zˆi+1zˆi, zi,2〉 ∈ kzi+1 by (9). This together
with Equation
〈zˆi+1, zi+1−nzi+1+n〉 = χ(zi+1, zi+1−n)
−1zi+1−n〈zˆi+1, zi+1+n〉, n ∈ N,
and the fact that the latter is an element of (k \ {0})zi+1x
n
1 , implies that
〈zˆi, zi,2〉 ∈ kz
2
i+1. Now apply 〈zˆi+1, ·〉 and use (9) and Corollary 9.
Corollary 12. If (A5) and (A7) hold then zi,2 = 0 if and only if
di,0di,1(2)pi+1zi+1 = 0.
Proof. Similar to the proof of Corollary 8.
4.8 Suppose that (A5) and (A7) hold, χ(zi,1, zi,1) = −1 for some i ∈ N0, and
zi,2 6= 0. Then one has 〈zˆi,1, zi,2〉 ∈ kzi+1 and 〈zˆi,1, zi,2〉 6= 0 by Corollary
12 and Equations (7) and (9). From this one gets 〈zˆi,2, zi,2〉 6= 0. The
latter implies that z2mi,1 6= 0 for all m > 0. Indeed, one computes 〈zˆi, z
2
i,1〉 =
di,0〈zˆi, zi〉zi,2 and 〈zˆi,2zˆi, z
2m
i,1 〉 = m〈zˆi,2zˆi, z
2
i,1〉z
2m−2
i,1 .
4.9 To obtain sufficiently many subquotients we will need the following
expressions. Assume again that (A5)–(A7) hold and fix i ∈ N such that
χ(zi,1, zi,1) 6= −1 (see also 4.8) and zi,2 6= 0. Set
ti :=zi,2zi − χ(zi,2, zi)zizi,2 −
di,1
1 + χ(zi,1, zi,1)−1
z2i,1
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and tˆi := ι(ti). Our aim is to apply Corollary 4 with W = kti + kzi,1.
One has 〈zˆi+1, ti〉 = 0. Let A denote the subalgebra of B(V ) generated
by the elements ti and zi,1. Equations (5) and (9) yield that zˆi,1 ↾A is skew-
primitive and 〈zˆi,1, ti〉 = 0. Therefore 〈zˆi,1, A〉 ⊂ A. One gets 〈zˆi,2, ti〉 = 0 as
well and hence zˆi,2 ↾A= 0 by (8).
Note that 〈zˆi,1, A〉 ⊂ A implies zˆi+mzˆi+1zˆi ↾A= zˆi+mzˆi,1 ↾A= 0 for m ≥ 1.
Therefore using the formulas for ∆(zˆi), ∆(zˆi,1), and ∆(zˆi,2) one gets
∆(tˆi)↾A⊗A= ∆(zˆi,2)(zˆi ⊗ 1 + g(zi)
−1 ⊗ zˆi)↾A⊗A
−
di,1
1 + χ(zi,1, zi,1)−1
∆(zˆi,1)(zˆi,1 ⊗ 1 + g(zi,1)
−1 ⊗ zˆi,1)↾A⊗A .
For the summands of this expression one computes
∆(zˆi,2)(zˆi ⊗ 1)↾A⊗A= (zˆi,2zˆi ⊗ 1 + χ(zi,1, zi,1)di,1zˆi,1g(zi,1)
−1 ⊗ zˆi,1)↾A⊗A,
∆(zˆi,2)(g(zi)
−1 ⊗ zˆi)↾A⊗A= (g(ti)
−1 ⊗ zˆi,2zˆi)↾A⊗A,
∆(zˆi,1)(zˆi,1 ⊗ 1)↾A⊗A= (zˆ
2
i,1 ⊗ 1 + χ(zi,1, zi,1)zˆi,1g(zi,1)
−1 ⊗ zˆi,1)↾A⊗A,
∆(zˆi,1)(g(zi,1)
−1 ⊗ zˆi,1)↾A⊗A= (g(zi,1)
−2 ⊗ zˆ2i,1 + zˆi,1g(zi,1)
−1 ⊗ zˆi,1)↾A⊗A .
Therefore ∆(tˆi)↾A⊗A= (tˆi ⊗ 1 + g(ti)
−1 ⊗ tˆi)↾A⊗A.
To apply Corollary 4 with W = kti + kzi,1 one has to check the relation
〈tˆi, ti〉 6= 0. Since 〈zˆi,1, ti〉 = 0 one gets 〈tˆi, ti〉 = 〈zˆi,2zˆi, ti〉. Recall that there
exist µm ∈ k such that 〈zˆi, zi,m〉 = µmz
m
i+1 for m ∈ {1, 2}. Therefore
〈zˆi, ti〉 ∈ kzi,2 + kzi,1zi+1 + kziz
2
i+1.
Since 〈zˆi,1, ti〉 = 0 one obtains 〈zˆi, ti〉 ∈ kzi,2. Note that zi,2 6= 0 implies that
(2)pi+1 6= 0 by Corollary 12. Thus using the definition of ti one gets
〈zˆi, ti〉 =
(
µ2 + (χ(zi, zi,2)
−1 − χ(zi,2, zi))〈zˆi, zi〉 −
di,1µ1
1 + χ(zi,1, zi,1)−1
)
zi,2
=〈zˆi, zi〉
(
di,0di,1
(2)pi+1
−
di,0di,1
1 + χ(zi,1, zi,1)−1
+ χ(zi, zi,2)
−1 − χ(zi,2, zi)
)
zi,2.
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Lemma 13. Suppose that (A5)–(A7) hold. Let i ∈ N such that zi,2 6=
0 and either χ(zi,1, zi,1) = −1 or χ(zi,1, zi,1) 6= −1, 〈zˆi, ti〉 6= 0. Then
dimk B(V ) =∞.
Proof. If χ(zi,1, zi,1) = −1 then dimk B(V ) = ∞ by Subsection 4.8.
Otherwise 〈zˆi, ti〉 6= 0 implies that 〈tˆi, ti〉 6= 0 and one can apply Corollary 4
with W = kti + kzi,1. Then by Example 1 one gets dimk B(V ) =∞.
5 The classification
The structures worked out in the previous sections are sufficient to perform
the proposed classification of finite dimensional Nichols algebras. Thus in
this section we generally assume that G is an abelian group, V ∈ kGkGYD
is a two-dimensional Yetter–Drinfel’d module of diagonal type and B(V ) is
the corresponding Nichols algebra such that (A0) and (A3) hold. Suppose
first that in (A4) we have z2 = 0. Then by (A1) and (A2) B(V ) appears in
Theorem 5(1, 2.1, 2.2, 3.1). More precisely, if q11q12q21 = 1 and q22 = −1 then
first one has to exchange the variables x1 and x2. Thus to prove Theorem 5
it remains to consider the case when z2 6= 0. Set a := min{i ∈ N | zi+2 = 0}.
By (A7) wa has to be zero. The relations za+2 = 0, za+1 6= 0, and Equation
(3) imply that (1− qa+111 q12q21)(1− q
a+2
11 ) = 0. If q
a+1
11 q12q21 = 1 then
〈zˆa−1, wa〉 =
(qa+111 q
−1
22 − 1)〈zˆa−1, za−1〉
1 + qa11q
−1
22
q−111 q
−2
21 (1 + q
−1
22 )(1 + q
−2a−1
11 q22)za+1
and if qa+211 = 1 then
〈zˆa−1, wa〉 =(q
−3
11 (q12q21)
−aq−122 − 1)
q211q
−2
21 〈zˆa−1, za−1〉
1 + q−411 (q12q21)
−aq−122
×
(q11(q12q21)
a+1q22 + 1)(1 + q
−6
11 (q12q21)
1−aq−122 )za+1.
Therefore wa = 0 allows only the following six possibilities.
• q22 = q
a+1
11 , q12q21 = q
−a−1
11 .
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• q22 = −1, q12q21 = q
−a−1
11 .
• q22 = −q
2a+1
11 , q12q21 = q
−a−1
11 .
• qa+211 = 1, q22 = q
−3
11 (q12q21)
−a.
• qa+211 = 1, q22 = −q
−6
11 (q12q21)
−a+1.
• qa+211 = 1, q22 = −q
−1
11 (q12q21)
−a−1.
Note that by the definition of a we may also assume that
qm11 6= 1 for all m ∈ N, m < a + 2. (A8)
In the following subsections we will analyze each case separately.
5.1 Consider the case q22 = q
a+1
11 , q12q21 = q
−a−1
11 , a ≥ 1. Then the braiding
is of Cartan type (cf. [3, Sect. 4]) and hence it is known for many values of
q11 that dimk B(V ) < ∞ if and only if a ≤ 2 (see e. g. Theorem 4.6 in [3]).
Note that by (A1) and (A8) one has q11 ∈ ∪
∞
n=a+2Rn. The settings for a = 1
and a = 2 appear in Theorem 5(2.4) up to the case a = 1, q11 ∈ R3, which is
a special case of Theorem 5(2.3). We prove dimk B(V ) =∞ for a ≥ 3.
Since χ(z2, z2) = q
4−2(a+1)+a+1
11 = q
3−a
11 one gets a contradiction to (A5) if
a = 3.
Let a ≥ 4. Set n := 2, v01 := za−1, v
0
2 := za, w
0
1 := z2, w
0
2 := x1,
deg0(x1) := −2, deg0(x2) := 2a+ 1, and
α1 := g
−a
1 g
−1
2 .(·), α2 := g
a+1
1 g2.(·),
Y1 :=
〈zˆa, ·〉
〈zˆa, za〉
, Y2(ρ) :=
〈zˆ2, z2〉〈zˆa, za〉
〈zˆa+1, za+1〉
(za+1ρ− (g
a+1
1 g2.ρ)za+1)
for ρ ∈ B(V ). One gets the formulas
χ(za, v
0
1)
−1 =q−211 q
−1
12 = χ(x1, w
0
1)
−1, χ(za, v
0
2)
−1 =q−111 = χ(x1, w
0
2)
−1,
χ(za+1, v
0
1) =q
−a−1
11 q
−2
21 = χ(x2, w
0
1)
−1, χ(za+1, v
0
2) =q
−1
21 = χ(x2, w
0
2)
−1.
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Further, da,0 = 0 and hence za,1 = 0 by Corollary 8. Since wa = 0 as well
the smallest subspace of B(V ) containing kv01 and kv
0
2 and stable under the
action of Y1 and Y2 is V1 := kza−1 + kza + kz
2
a. Now one can check step by
step that all assumptions of Corollary 3 are fulfilled where one has to set
n1 := 1, n2 := 1, and ϕ0(za−1) := z2, ϕ0(za) := x1, ϕ0(z
2
a) := x
2
1. This gives
a contradiction to (A0).
5.2 Assume now that q12q21 = q
−a−1
11 and q22 = −1. Then u2 = 0, pi =
−q
i(a+1−i)
11 for all i, and
d1,0 = q
−1
21 (1− q
−a
11 + q
−2a
11 )(1− q
a−1
11 ),
d2,0 = q
−1
21 (1− q
a−2
11 )(q
a−2
11 + 1− q
1−a
11 − q
−a
11 + q
1−2a
11 + q
3−3a
11 ).
If a = 1 and q11 ∈ R4 then B(V ) appears in Theorem 5(2.4). Otherwise
a = 1 and (A8) imply that q211 6= 1 and B(V ) appears in Theorem 5(3.2, 4.1).
Further, if a ≥ 2 then 〈y2, w1〉 = 0 and
〈zˆ1, w2〉 = q
−3
21 b1
q−a11 (1 + q
2a−1
11 )
1 + qa−111
(1− q−a11 + q
−2a
11 )(1− q
a−2
11 )z3.
If a = 2 then one gets d1,1 = q
−1
21 (1 − q
−2
11 )(1 + q
3
11)(1 + q
−4
11 ) and (2)p2 =
1 − q211. Thus by (A8) and Corollary 12 one has z1,2 = 0 if and only if
q11 ∈ R6 ∪R8 ∪R12. The case q11 ∈ R6 was already considered in Subsection
5.1. If q11 ∈ R8 ∪ R12 then B(V ) appears in Theorem 5(4.2). Otherwise by
Lemma 13 〈zˆ1, t1〉 has to be zero. One computes
〈zˆ1, t1〉
〈zˆ1, z1〉
=
q−1011 q
−2
21 (1− q
5
11)(1 + q
7
11)(5)−q211
1− q311 + q
6
11
z1,2
which yields q11 ∈ R5 ∪ R14 ∪ R20. In these cases B(V ) appears in Theorem
5(4.2).
Let a ≥ 3. Then by (A8) and Equation 〈zˆ1, w2〉 = 0 one obtains that
(q2a−111 +1)(q
2a
11 − q
a
11 + 1) = 0. This means that if a = 3 then q11 ∈ R10 ∪R18
and if a = 4 then q11 ∈ R14 ∪ R24. In these cases B(V ) appears in Theorem
5(4.3) and Theorem 5(4.4), respectively.
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Suppose now that a ≥ 5. Then w3 = 0 implies that
0 =
〈zˆ2, w3〉
〈zˆ2, z2〉
=
−q−221 (q
3a−5
11 + 1)(q
a−3
11 − 1)
(3)qa−211
×
(q−211 + q
1−a
11 + q
−a
11 − q
2−2a
11 − q
1−2a
11 − q
−2a
11 + q
2−3a
11 + q
1−3a
11 + q
4−4a
11 )z4.
For q2a−111 = −1 and (3)−qa11 = 0 one obtains
〈zˆ2, w3〉
〈zˆ2, z2〉
=
−q−221 (1− q
a−4
11 )(q
a−3
11 − 1)
(3)qa−211
q−211 (5)q11z4,
〈zˆ2, w3〉
〈zˆ2, z2〉
=
−q−221 (1− q
−5
11 )(q
a−3
11 − 1)
(3)qa−211
(1 + q−211 )(1− q
4−a
11 )z4,
respectively. In both cases (A8) implies that 〈zˆ2, w3〉 6= 0 which is a contra-
diction to (A7).
5.3 In this subsection we consider the case q12q21 = q
−a−1
11 , q22 = −q
2a+1
11 .
Note that by (A3) one has ui = 0 for some i ∈ {2, 3, . . . , a + 2}. If u2 = 0
then q22 = −1 or q12q21q22 = 1 and hence this case is already covered by the
previous subsections.
If a = 1 then u3 has to be zero as well. This gives q
2
11 = −1 or q
6
11−q
3
11+1 =
0. However q211 = −1 yields χ(z1, z1) = 1 which is a contradiction to (A5). If
q11 ∈ R18 then B(V ) appears in Theorem 5(5.4).
For a = 2 one obtains
d1,0 = q11q
−1
21 (3)
2
q−111
(1− q−111 ) 6= 0 by (A8),
d1,1 = q
−7
11 q
−1
21 (1− q11)(1 + q
2
11)(q
8
11 + q
7
11 − q
5
11 − q
4
11 − q
3
11 + q11 + 1).
Further, u2 6= 0 implies that 1 6= q12q21q22 = −q
2
11 and (A5) and z3 6= 0 yield
p2 6= −1. Therefore from Corollary 12 we obtain that z1,2 = 0 if and only if
q11 ∈ R30. In this case B(V ) appears in Theorem 5(5.5). Otherwise Lemma
13 gives that 〈zˆ1, t1〉 has to be zero. Therefore
d1,0d1,1
1− q−311
−
d1,0d1,1
1 + q−1111
− q−221 q
−11
11 + q
−2
21 q
5
11 = q
−6
11 q
−2
21
(q211 + 1)(1− q
−5
11 )
q1111 + 1
×
(q811 + 1)(q
12
11 − q
10
11 − q
9
11 + q
7
11 + q
6
11 + q
5
11 − q
3
11 − q
2
11 + 1) = 0.
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If q511 = 1 then q22 = −1. This case was considered in Subsection 5.2. Further,
as mentioned above u2 6= 0 implies q
2
11 6= −1.
Recall that u2 6= 0, u3 = 0 yields (q
7
11 − 1)(3)−q511 = 0 and u3 6= 0, u4 = 0
implies that (q1211+1)(1+q
10
11) = 0. Further, we assumed that q11 /∈ R30. Thus
Equations 〈zˆ1, t1〉 = 0 and u4 = 0 lead to a contradiction.
Let a ≥ 3. Then
〈zˆ1, w2〉 =
−q−111 q
−3
21 (1 + q
−2
11 )b1
1− q−111
(1− q2−a11 )(1− q
−a−1
11 )z3.
Thus Equation w2 = 0 gives a contradiction to (A8).
5.4 In the fourth case we suppose that qa+211 = 1 and q22 = q
−3
11 (q12q21)
−a. By
(A8) it can be assumed that q11 ∈ Ra+2. Further, the case (q12q21)
a+2 = 1
can be excluded as well. Indeed, if (q12q21)
a+2 = 1 then qi11q12q21 = 1 for
some i ∈ N0, i ≤ a + 1. But za+1 6= 0 implies that i < a + 1 is not possible
and the case i = a + 1 was already considered in Subsections 5.1–5.3.
If a = 1 then q11 ∈ R3, q12q21q22 = 1, and (q12q21)
3 6= 1, and B(V ) appears
in Theorem 5(2.3).
For a ≥ 2 one gets
〈zˆa−2, wa−1〉
〈zˆa−2, za−2〉
=
q211q
−2
21 (q
−5
11 q12q21 − 1)
1 + q−611 q12q21
(q211 + 1)(q11 + 1)(3)−q−411 q12q21za.
Assume that a = 2. Then q211 = −1, q22 = q11(q12q21)
−2, and w1 = 0. Further,
by (A3) u4 has to be zero. If u2 = 0 then (q22 + 1)(q12q21q22 − 1) = 0. If
q12q21q22 = 1 then q11 = q12q21 which was excluded. If q22 = −1 then
q12q21 ∈ R8, q11 = (q12q21)
−2, and B(V ) appears in Theorem 5(4.5).
If a = 2, u2 6= 0, and u3 = 0 then (q12q21q
2
22 − 1)(3)q22 = 0. Since
(q12q21)
4 6= 1 there are two possibilities:
• q22 ∈ R12, q11 = q
−3
22 , q12q21 = q
−2
22 . Then χ(z1, z1) = q
−4
22 and d1,0 =
q−121 (1− q
−2
22 ) which is a contradiction to (A6).
• q12q21 ∈ R24, q11 = (q12q21)
−6, q22 = (q12q21)
−8. Then B(V ) appears in
Theorem 5(5.3).
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If a = 2, u3 6= 0, and u4 = 0 then (q
2
22 + 1)(q12q21q
3
22 − 1) = 0. Again there
are two possibilities:
• q211 = q
2
22 = −1. Then q22 = q11(q12q21)
−2 implies (q12q21)
4 = 1. This is
a contradiction to the assumption at the beginning of this subsection.
• q1022 = −1, q12q21 = q
−3
22 , q11 = q
−5
22 . The change of the role of x1 and x2
leads to an algebra which was already considered in Subsection 5.3.
Suppose that a ≥ 3. Then we must have 〈zˆa−2, wa−1〉 = 0 by (A7).
If q12q21 = q
5
11 then (q12q21)
a+2 = 1 which was excluded. Further, (A8)
gives q411 6= 1. Thus one obtains q
−8
11 (q12q21)
2 − q−411 q12q21 + 1 = 0 and hence
q−1211 q
3
12q
3
21 = −1. Then Equation
0 =
〈zˆa−3, wa−2〉
〈zˆa−3, za−3〉
=
q212(q
−12
11 q
2
12q
2
21 − 1)
1 + q−1311 q
2
12q
2
21
(3)
−q−111
(5)q−111 (q
−7
11 q12q21 − 1)za−1
together with (q12q21)
a+2 6= 1 and q−1211 q
2
12q
2
21 = −(q12q21)
−1 implies that
(3)−q11(5)q11(q12q21 + 1) = 0.
If (3)−q11 = 0 then q
3
11 = −1. Since q11 ∈ Ra+2 one gets a = 4. On the
other hand, (q−411 q12q21)
3 = −1 implies (q12q21)
3 = −1 which contradicts the
assumption (q12q21)
a+2 6= 1.
If q12q21 = −1 then (3)−q−411 q12q21 = 0 implies that q11 ∈ R3 ∪ R6 ∪ R12.
Since a ≥ 3 this is again a contradiction to (q12q21)
a+2 6= 1.
In the remaining case one has a = 3, (5)q11 = 0, and −q11q12q21 ∈ R3.
This is equivalent to q12q21 ∈ R30, q11 = (q12q21)
−6, which then yields that
q22 = −1. This example appears in Theorem 5(4.8).
5.5 In this subsection assume that q11 ∈ Ra+2 and q22 = −q
−6
11 (q12q21)
1−a
where a ∈ N. Further, as in Subsection 5.4 one can exclude the case
(q12q21)
a+2 = 1. One has pa+1 = −q
5
11(q12q21)
−2,
χ(za−1, za−1) =− q
3
11, χ(za, za−1) =− q12, χ(za, za+1) =− q
−4
11 q12q
2
21,
χ(za−1, za) =− q21, χ(za, za) =− q
−2
11 q12q21, χ(za+1, za) =− q
−4
11 q
2
12q21.
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da−1,0 =q
−1
21 (3)q11(q
−2
11 q12q21 − 1),
da,0 =q11q
−1
21 (q
3
11(q12q21)
−1 + 1)(q−511 (q12q21)
2 − 1),
da,1 =− q11q
−1
21 (q
−10
11 (q12q21)
4 − q−511 (q12q21)
2 + 1)(1− q811(q12q21)
−3),
〈zˆa, ta〉
〈zˆa, za〉
=
q−1511 q
−3
12 q
−5
21 ((q12q21)
4 + q1011)
1 + q−511 (q12q21)
2
(q12q21 − q
2
11)((q12q21)
5 + q1311)za,2.
Suppose that a = 1. Then q11 ∈ R3 and q22 = −1. Consider the equation
d1,0 = 0. The case q12q21 = −1 was part of the previous subsection. On
the other hand, if (q12q21)
2 = q211 then B(V ) appears in Theorem 5(3.2).
Otherwise d1,0 6= 0 and (2)p2 6= 0. Since q
2
11(q12q21)
4 − q11(q12q21)
2 + 1 =
((q12q21)
2+1)(q211(q12q21)
2+1) there are three possibilities for d1,1 = 0. First
if q212q
2
21 = −1 then set q0 := q11q12q21. One gets (3)−q20 = 0, q11 = q
4
0 ,
q12q21 = −q
3
0 , q22 = −1. This example appears in Theorem 5(3.3). Next
if (q12q21)
2 = −q11 then q12q21 ∈ R12 and q22 = −1. In this case B(V )
appears in Theorem 5(3.4). Finally, if q11 = (q12q21)
−3 then q12q21 ∈ R9,
q22 = −1, and B(V ) appears in Theorem 5(3.5). If nothing of these equations
is true then by Corollary 12 z1,2 6= 0 and hence 〈zˆ1, t1〉 has to vanish. Since
(q12q21)
3 6= 1 one has q12q21 6= q
2
11. Since χ(z1, z1) 6= 1 by (A5) one obtains
q11q12q21 6= −1. Therefore there are two remaining cases. If (3)−(q12q21)4 = 0
and q11 = −(q12q21)
4 then B(V ) appears in Theorem 5(3.6). On the other
hand, if q12q21 ∈ R30 and q11 = −(q12q21)
5 then B(V ) appears in Theorem
5(3.7).
If a = 2 then q211 = −1 and q22 = (q12q21)
−1. Lemma 10 implies that
(3)−q12q21 = 0 or 〈zˆ2,1zˆ1, s2〉 = 0. One computes
〈zˆ2,1zˆ1, s2〉 =
d1,0d2,0〈zˆ2, z2〉〈zˆ3, z3〉
2q12q21(3)q−111 q
−2
12 q
−2
21
(1 + q−111 )(1 + q
−1
12 q
−1
21 )(3)q−112 q
−1
21
(1− q11q12q21)
.
Since (q12q21)
4 6= 1 one has d1,0 6= 0. Relations d2,0 = 0 and (q12q21)
4 6=
1 imply that (q12q21)
4 = −1, q11 = (q12q21)
2. In this case B(V ) appears
in Theorem 5(2.5). If (3)q−111 q
−2
12 q
−2
21
= 0 then q12q21 ∈ R24, q11 = (q12q21)
6,
and B(V ) appears in Theorem 5(2.6). On the other hand, if (3)−q12q21 = 0
then set q0 := q11q12q21. Now one has q11 = q
3
0, q12q21 = −q
4
0, (3)−q20 = 0,
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d2,0 = −q
−1
21 q0(1 + q0)
2, d2,1 = −2q
−1
21 q0(3)q0, (2)p3 = 1 + q0, and 〈zˆ2, t2〉 =
〈zˆ2, z2〉(1− q
−1
0 )
−1q−221 q0(1 + q
2
0)
2(1 + q0)z2,2. Then Corollary 12 and Lemma
13 give a contradiction to (A0).
Suppose now that a ≥ 3. Then
〈zˆa−2, wa−1〉
〈zˆa−2, za−2〉
=− (q−211 + 1)
q411q
−2
21 (1− q
−5
11 q12q21)(1− q
−2
11 q12q21)
1− q−111
za.
By (A8) and (q12q21)
a+2 6= 1 this implies that 〈zˆa−2, wa−1〉 6= 0 which is a
contradiction to (A7).
5.6 Finally we have to consider Nichols algebras where q11 ∈ Ra+2, q22 =
−q−111 (q12q21)
−a−1, and (q12q21)
a+2 6= 1 (cf. Subsect. 5.4). One has
〈y2, w1〉 =
(1 + q−111 (q12q21)
−a)(1− q11(q12q21)
a+1)(1− (q12q21)
1−a)
q221(1− (q12q21)
−a)
z2.
If a = 1 then by assumption (A3) one has u3 = 0. Equation u2 = 0 is
equivalent to (q22+1)(1−q12q21q22) = 0. The cases q22 = −1 and q12q21q22 = 1
were considered in Subsection 5.5 and 5.4, respectively. Moreover, u3 = 0,
u2 6= 0 imply that (3)q22(1−q12q21q
2
22) = 0. The algebra B(V ) with q12q21q
2
22 =
1 was already considered in Subsection 5.3 (exchange the generators x1 and
x2). If (3)q22 = 0 then either q11 = q
−1
22 or q11 = q22. In the first case one
has q0 := q11q12q21, q0 ∈ R12, q11 = q
4
0, q22 = −q
2
0 . Otherwise (3)−(q12q21)2 = 0
and q11 = q22 = −(q12q21)
2. These examples appear in Theorem 5(5.1) and
Theorem 5(5.2), respectively.
If a ≥ 2 then we must have w1 = w2 = 0 by (A7). For (q12q21)
a = q12q21,
(q12q21)
a = −q−111 , and (q12q21)
a = q−111 (q12q21)
−1 one computes
〈zˆ1, w2〉
〈zˆ1, z1〉
=
−q−221 (1 + q
−2
11 )
1− q−111
q−111 (q12q21 − 1)(q
3
11q12q21 − 1)z3,
〈zˆ1, w2〉
〈zˆ1, z1〉
=
q−221 (q
−3
11 (q12q21)
−1 − 1)
1 + q−411 (q12q21)
−1
q−111 (2)q−111 (2)q
−2
11
(3)−q211q12q21z3,
〈zˆ1, w2〉
〈zˆ1, z1〉
=
−q−221 (1 + q
−3
11 (q12q21)
−2)
1 + q−211 (q12q21)
−1
q−211 (1− q
3
11q12q21)(3)−q11q12q21z3,
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respectively. Let a = 2. Then w1 = 0, q
2
11 = −1, and (q12q21)
4 6= 1 imply that
q11(q12q21)
2 = −1 or q11 = −(q12q21)
3. In the first case one has (q12q21)
4 = −1,
q11 = (q12q21)
2, q22 = (q12q21)
−1 which was already considered in Subsection
5.5. In the second case one has (3)−(q12q21)2 = 0, q11 = (q12q21)
−3, q22 = −1.
Then B(V ) appears in Theorem 5(4.6).
Assume that a ≥ 3. Then (A8), (q12q21)
a+2 6= 1, and w1 = w2 = 0 imply
that either Equations (q12q21)
a = −q−111 , (3)−q211q12q21 = 0 or q11(q12q21)
a+1 = 1,
q311(q12q21)
2 = −1 or q11(q12q21)
a+1 = 1, (3)−q11q12q21 = 0 hold. Elementary
computations show that in the first case there exist precisely two solutions
satisfying the assumptions at the beginning of this subsection. If a = 3,
q12q21 ∈ R30, q11 = −(q12q21)
−3, and q22 = (q12q21)
−1 then B(V ) appears
in Theorem 5(2.7). Otherwise a = 13, q12q21 ∈ R30, q11 = (q12q21)
2, and
q22 = (q12q21)
−1. In this case χ(z9, z9) = −(q12q21)
5 and d9,0 = 2q
−1
21 /(1 −
q−112 q
−1
21 ) 6= 0 which is a contradiction to (A6).
In the second case, i. e. if q11(q12q21)
a+1 = 1 and q311(q12q21)
2 = −1, (A8)
and (q12q21)
a+2 6= 1 imply that a = 3, q12q21 ∈ R20, q11 = (q12q21)
−4, and
q22 = −1. Then B(V ) appears in Theorem 5(4.7).
Finally, Equations q11(q12q21)
a+1 = 1, (3)−q11q12q21 = 0 have to be con-
sidered. One gets q311(q12q21)
3a+3 = 1 and (q12q21)
3(a+2) = (−1)a. Hence
q311(q12q21)
−3 = (−1)a and together with (3)−q11q12q21 = 0 one obtains q
6
11 =
(−1)a+1. By (A8) this gives a = 10 and hence (3)−(q12q21)10 = 0. Together
with 1 = q−a−211 = (q12q21)
(a+1)(a+2) = (q12q21)
132 this implies that q12q21 is a
12th root of unity. The latter is a contradiction to (q12q21)
a+2 6= 1.
Now all possible settings for the structure constants qij , i, j ∈ {1, 2}, are
investigated. Thus the proof of Theorem 5 is finished.
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