Abstract Various land-atmosphere coupling mechanisms exist that may lead to largescale impacts on climate and hydrology. Some of them are still less understood and not adequately represented in state-of-the-art climate modelling. But, as the current generation of climate models enables consideration and implementation of important coupling processes, the present study provides perspectives for the modelling of relevant climatehydrology interactions. On a more short-term perspective, these comprise anthropogenic land use and especially irrigation, which has been shown that it may even affect remote regions. On a long-term perspective, the coupling of hydrology to carbon cycle and vegetation becomes important, specifically the dynamics of permafrost and wetlands. Here, we present a review of current knowledge combined with some exemplary studies from a large-scale point of view. Therefore, we focus on climate-hydrology interactions that are relevant on scales utilized in the current or forthcoming global and regional climate modelling exercises.
studies of global and regional climate change, climate models are the current operational tools. Although the ability of climate models to simulate the various characteristics of the climate or Earth system has considerably improved within the past decades, gaps or large uncertainties in the representation of some specific processes still exist. Consequently, there is a lot of room for improvement. In the following, we will focus on climatehydrology interactions and provide two major perspectives for their modelling within the framework of Earth system models (ESMs). Here, only those interactions that are relevant on scales utilized in the current or forthcoming global and regional climate modelling exercises are considered. Harding et al. (2011) give a general overview of current knowledge of the terrestrial global water cycle. Here, they consider aspects of state-of-the-art global hydrology modelling, past and projected future hydrological change in means and extremes, as well as uncertainties in our understanding of the current global water cycle and how it will develop in the future. But in those aspects, the feedback of terrestrial hydrology to the climate is mostly not considered. In order to investigate the interactions between climate and hydrology and how they may behave under climate change conditions, a coupled framework is necessary where both components are adequately represented. Strong interactions between the climate, hydrology and land use occur (Claussen 2004; Falloon and Betts 2010) . The snow-climate feedback is well known and described (e.g., Cess et al. 1991) . However, feedbacks between CO 2 , vegetation, soil moisture, groundwater recharge and climate are less well understood and are not well described in most climate and hydrological models.
Soil moisture controls the partitioning of the available energy into latent and sensible heat flux and conditions the amount of surface runoff. By controlling evapotranspiration, it is linking the energy, water and carbon fluxes (Koster et al. 2004; Dirmeyer et al. 2006; Seneviratne and Stöckli 2008) . Seneviratne et al. (2006) stated that a northward shift of climatic regimes in Europe due to climate change will result in a new transitional climate zone between dry and wet climates with strong land-atmosphere coupling in central and eastern Europe. They specifically highlight the importance of soil-moisture-temperature feedbacks (in addition to soil-moisture-precipitation feedbacks) for future climate changes over this region. A comprehensive review of soil moisture feedbacks is given by Seneviratne et al. (2010) . Their general principles are known (e.g., Koster et al. 2004 Koster et al. , 2006 Teuling et al. 2009 ), even though there is still room for model improvement.
Soil moisture shows a high variability from daily to interannual timescales. An appropriate knowledge of soil moisture conditions is important for the initialization and quality of seasonal to yearly climate predictions. Fischer et al. (2007) indicated that the record-breaking European heat wave in 2003 was enhanced by the large soil moisture anomalies that were caused by a large precipitation deficit together with early vegetation green-up in the months preceding the extreme summer event. Loew et al. (2009) showed that these soil moisture anomalies were observable using remote sensing sensors. Consequently, the impact of soil moisture memory on the climate is an important scientific topic (e.g., Seneviratne et al. 2006) and is addressed specifically in the BMBF project MiKlip PastLand where its value for seasonal to decadal prediction is investigated.
From the hydrological perspective, two major challenges for modelling climatehydrology interactions have currently arisen where we will shed some light on in the following. On a more short-term perspective, these comprise anthropogenic land use and especially irrigation. The coupling of hydrology to carbon cycle and vegetation is important on the long-term perspective, specifically the dynamics of permafrost and wetlands.
While the process of anthropogenic emissions due to fossil fuel burning is fairly well established in state-of-the-art climate model simulations, up to now, the possible impact of land-use changes on the climate is mostly neglected in long-term climate simulation. Dale (1997) reviewed the literature dealing with the relationship between land-use change and climate change and concluded that in recent centuries, land-use change has had much greater effects on ecological variables than has climate change. Pielke et al. (2002) documented that land-use change impacts regional and global climate through the surfaceenergy budget, as well as through the carbon cycle, whereat the surface-energy budget effects may be more important than the carbon-cycle effects. While this is valid for the past climate, results of Cox et al. (2000) indicated that carbon-cycle feedbacks could significantly accelerate climate change over the twenty-first century and pointed out the necessity to consider the potentially large direct human influences on terrestrial carbon uptake through changes in land cover and land management. Changes in the land surface (vegetation, soils, water) resulting from human activities can affect the regional climate through shifts in radiation, cloudiness and surface temperature. Changes in vegetation cover affect surface energy and water balances at the regional scale, so that the impact of land-use change may be very significant for the regional climate over time periods of decades or longer (Denman et al. 2007) . The effects of a specific land-use change on the climate depend on the surrounding environment and climate characteristics as a regional modelling study of Gao et al. (2003) over China has shown.
An extreme anthropogenic impact on the local hydrology is the practice of irrigation. Over 18 % of total cultivated land is irrigated (Fischer et al. 2007 ); additionally, much nonagricultural land has been substantially modified by human activities. Conversion of land to agriculture not only impacts the local evaporation and hydrological response, but may also influence the distribution of rainfall and evaporative demand in the surrounding landscape as well as have remote impacts on the large-scale circulation. The latter will be considered in more detail in Sect. 2. Agriculture and urban development have increased substantially in the past century and will continue to develop in the twenty-first century. Therefore, any assessment of the world's water resources must take into account both the direct and indirect influences of land-use changes and the exploitation of the riverine system.
Earth's climate is determined to a large extent by greenhouse gases (GHG) in the atmosphere, which influence the radiation budget and thus the energy balance of the planet. Thus, fluxes that may change the atmospheric GHG content are of great importance in climate change research. Apart from water vapour and anthropogenic GHG, various components of the global carbon cycle, especially CO 2 and CH 4 , play a significant role. In recent years, estimates for the amount of carbon stored in soils have attracted more and more attention, and here especially the consideration of the vast permafrost regions increased numbers drastically (Tarnocai et al. 2009; Zimov et al. 2006; Schuur et al. 2008; McGuire et al. 2009 ). Permafrost, being defined as ground that is at or below zero degrees Celsius for more than two consecutive years, affects roughly one-quarter of the northern hemisphere (Brown et al. 1997) . It is believed to store between 1,400 and 1,800 Pg of C in the upper few metres of the soil (Schuur et al. 2008) , which would be twice the amount of the atmosphere's content. The high northern latitudes are one of the critical regions of anthropogenic climate change, where the observed warming is clearly above average due to the so-called Arctic Amplification ACIA 2005) . Climate model simulations project this trend to continue (Serreze and Barry 2011) . The combination of the high C stocks in subarctic and arctic soils with the pronounced warming in the affected regions could thus lead to a positive feedback through the release of formerly trapped, 'deep-frozen' C into the atmosphere, when near-surface permafrost thaws. For the thawed soils and their biogeochemistry, it is decisive whether dry or wet conditions predominate: Aerobic decomposition is relatively fast and leads to the release of CO 2 , while anaerobic decomposition is much slower and leads to the release of CH 4 as the main product of the combustion of organic soil material. Therefore, not only the soil's temperature but also its moisture status and specifically the presence of wetlands are important for the assessment of the biogeochemical response to climatic conditions and thus should be represented in climate or ESMs in a realistic and process-based manner. Thus, the adequate representation of permafrost hydrology is a necessary and challenging task in climate modelling, which will be considered in more detail in Sect. 3.
2 Impact of Anthropogenic Land Use, Especially Irrigation, on Climate Several studies (e.g., Gordon et al. 2005; Piao et al. 2007; Rost et al. 2008a, b) demonstrated that land cover conversions and water withdrawals have already noticeably changed the partitioning of terrestrial precipitation into evapotranspiration and runoff. Gerten (2013) estimated that these direct human impacts have increased the global river discharge by about 5 %, which is caused by the associated reduction in evapotranspiration. Regionally, the implications of anthropogenic land use may be much larger. Partially, even opposite effects (increased evapotranspiration, reduced runoff) may be induced by land-use change or irrigation (Gerten et al. 2008) .
Observations and model studies in tropical forests have shown effects of changing surface energy and water balance on the state of the atmosphere. For example, Marengo and Nobre (2001) found that the removal of vegetation led to decreases in precipitation, evapotranspiration and moisture convergence in central and northern Amazonia. Oyama and Nobre (2004) showed that the removal of vegetation in north-east Brazil would substantially decrease precipitation. Other model studies indicated that increased boreal forest reduces the effects of snow albedo and causes regional warming (Denman et al. 2007 ). Related to the latter, e.g., Göttel et al. (2008) investigated the influence of changed vegetation fields on the projected regional climate over the Barents Sea region in an off-line coupling experiment with the regional climate model (RCM) REMO and the dynamic vegetation model LPJ-GUESS (Sitch et al. 2003) . They projected a forest ratio increase and a shift of the tree line to higher altitudes and latitudes caused by a warmer climate with longer snow-free periods and growing season lengths. The feedback effects to the climate of these changes were one order of magnitude lower than the effects of the greenhouse gas forcing. A further warming in spring could be attributed to the snow-albedo effect, while a cooling in summer was dedicated to changes in roughness length, enhanced transpiration and changes in surface albedo. A more extreme study was conducted by Bathiany et al. (2010) who investigated the effect of large-scale changes in forest cover on global climate. They completely removed tropical forest within the ESM of the Max Planck Institute for Meteorology (MPI-ESM), which resulted in a simulated 0.4 K warming due to an increase in CO 2 concentrations and a decrease in tropical evapotranspiration. A similar experiment for the high northern latitudes led to a global cooling of 0.25 K in case of complete deforestation and an equally large warming in case of afforestation. In both cases, the involved albedo changes (snow-masking effect) are the main drivers of the temperature change.
Land-use changes such as deforestation may have a substantial climate impact in areas located close to strong climatic gradients, such as tropical regions as well as arid and semiarid regions. In this respect, Africa is one of the 'hot spot' areas. Taylor et al. (2002) stated that the climatic impacts of land-use change in the Sahel region are likely to increase rapidly in the coming years. So far, the effect of deforestation and reduced vegetation cover associated with land-use change in Africa has mainly been studied with coarse-grid (300 km resolution or coarser) global climate models in the form of time slice experiments and idealized forcing (see, e.g., Feddema et al. 2005) . With these coarse resolution models, effects on the local and regional climate can usually not be resolved. For this purpose, RCMs are an adequate tool, such as done by Paeth et al. (2009) for West Africa who conducted long-term transient climate change experiments with the RCM REMO at 50 km resolution over West Africa where they forced their simulations with increasing greenhouse gas concentrations and land-use changes until 2050. Their results indicate that significant future changes in the near-surface climate may be caused by land-use changes.
A specific form of land use is irrigation, which can considerably affect the regional climate (Boucher et al. 2004; Lobell et al. 2009 ) and whose feedbacks onto rainfall (ter Maat et al. 2006 ) may become especially important where irrigation coincides with areas of global hot spots for land surface-atmosphere feedbacks. Koster et al. (2004) identified the Sahel zone as one of the hot spot areas for the feedback of surface soil wetness to subsequent rainfall. In this semiarid region, irrigation is not a major agricultural practice, but an increase in dryland agriculture is possible which is sensitive to rainfall totals. A study of Taylor et al. (2002) showed that future likely changes in land cover could result in a reduction of nearly 10 % in rainfall. Another hot spot of soil moisture-precipitation coupling is located over India (Koster et al. 2004) . The Indian subcontinent is one of the most intensely irrigated regions (Fig. 1a ) in the world (Sacks et al. 2009 ), and many studies have shown the role of irrigation in modifying the local climate through feedback mechanisms (e.g., De Rosnay et al. 2003; Douglas et al. 2006 Douglas et al. , 2009 Lee et al. 2009 ). Effects of irrigation, embedded in South Asian Summer Monsoon (SASM), affect 22 % of world's population and hence play a crucial role in modifying the water resources, agriculture, economics and human mortality of the region. Therefore, this topic is covered separately in the following Sect. 2.1.
Impact of Irrigation on the South Asian Summer Monsoon (SASM)
As mentioned above, the effects of irrigation on local climate through feedback mechanisms are well known from earlier studies. Saeed et al. (2011) found that REMO is able to reproduce the general characteristics of the SASM; however, over the land areas of northwest India and Pakistan, a systematic warm temperature bias of more than 5°C can be noticed (Fig. 2a, c) . The too enhanced simulation of the heat low ( Fig. 2) is a common systematic error that is present in many regional climate models applied over South Asia (Lucas-Picher et al. 2011) . For more than a decade, this heat low is used as an important predictor for SASM rainfall (Singh et al. 1995) . The major part of this heat low region falls inside the densely irrigated Indus basin (Fig. 1b) , which is the largest contiguous irrigation network in the world, and its surface water is heavily manipulated by building large dams, link canals, watercourses, etc., hence resulting in modification of the amount of water in the soil (Khan et al. 2008) . It is estimated that the Indus River drains only one-eighth of the *400 km 3 water that annually falls on the basin in the form of rain and snow, with the remainder used mostly for irrigation and returned to the atmosphere by evapotranspiration (ET) (Karim and Veizer 2002) . Saeed et al. (2009) applied the regional climate model REMO over South Asia at a resolution of degree (*55 km) domain, forced with lateral boundary conditions obtained from the European Centre for Medium Range Weather Forecasts reanalysis (ERA40) (Uppala et al. 2005) . In order to take into account the effect of irrigation, a map of areas equipped for irrigation ( Fig. 1a ; Siebert et al. 2005 ) was used in the simulation and the results for four SASM summer months June, July, August and September (JJAS) were presented. For the potentially irrigated fraction of a grid box, the (Siebert et al. 2005) . b Locations of Indus and Ganges catchments at 0.5°resolution soil wetness was increased to a critical value in each time step, so that potential ET can occur. In this way, it is assumed that irrigation is conducted to fulfil optimal conditions for the vegetation/crops, allowing them to transpire at a potential rate. Note that the main results will not change if water for irrigation is limited by available water from the rivers (Saeed et al. 2012) .
In the REMO simulation without irrigation, the overestimation of the heat low (too high temperature, too low pressure; Fig. 2 ) resulted in increased differential heating between ocean and land, and therefore the overestimation of winds entering into the plains of the Indian subcontinent from the Arabian Sea. This causes a situation unfavourable for westward propagating currents from Bay of Bengal to intrude deep into western India and Pakistan. Therefore, less moisture is advected causing an underestimation of precipitation over this area as well. When irrigation is accounted for, a more realistic behaviour of the simulated climate is yielded. Figures 3 and 4 compare the changes in the REMO simulation with irrigation ( Fig. 3b, d ) to the reference simulation without irrigation (Fig. 3a, c ). An improvement of simulated temperature and MSLP can be seen over the whole region, but statistically significant and most pronounced changes are present over Indus, Ganges (Fig. 1b) and southern India (Fig. 4a, b) . For these regions, the standard REMO version simulated the largest systematic biases (Fig. 2) ; hence, the irrigation led to a better representation of these variables. Figure 4c indicates a significant increase in ET over the whole subcontinent region, again with largest increase over Indus and southern India. The reduced differential heating of the land relative to the ocean leads to a reduction in the too strong westerly winds from the Arabian Sea into the Indian plains (Fig. 4d) . This creates conditions favourable for monsoon depressions originating from the Bay of Bengal to intrude deep into the land up to western India and Pakistan. Saeed et al. (2009) could illustrate this behaviour for the development and movement of several monsoon depressions that brought rainfall to the western part of the Indian peninsula and that have been Figure 5 shows one of these cases that occurred from 19 to 21 September 1991 (Mahajan et al. 1995) . All these cases have in common that, in the REMO simulation without irrigation, a depression forms in the Bay of Bengal, but it stops at the east coast of India and dissolves. Only in the simulation with irrigation, the depression is able to travel deep into land towards western India and Pakistan and to transport moisture and precipitation into these regions, such as it has been observed. Together with the increased local recycling of moisture due to the increased ET, this leads to an increase in precipitation over central/western India and Pakistan, which reduces the dry precipitation bias in this area.
For the same two model set-ups of REMO, i.e. with and without the representation of irrigation, climate change simulations have been conducted over the South Asian model domain following the A1B emission scenario (Gerten et al. 2011) . Figure 6 shows that for the projected 2-m temperature changes (2085-2099 minus 1985-1999) , REMO without irrigation projects an increase of more than 4°C in general and more than 6°C over the central Indian region. In contrast, the REMO simulation with irrigation projects much less warming, with a temperature increase ranging from 2 to 4°C. This highlights the role of irrigation in attenuating the climate change signal over the South Asian region. Thus, it can be concluded that the irrigation performed over the twentieth century may have already masked recent climate change signals over this region.
Conclusions and Perspectives for the Impact of Irrigation on Climate
The results presented in Sect. 2.1 signify the role of irrigation in effecting the local temperature, which in turn effects large-scale circulations and precipitation of the SASM. They also show the potential of irrigation for mitigating climate change effects in the SASM region. The present neglect of irrigation was the main cause of the systematic REMO model error over the heat low region in NW India and Pakistan that led to a too enhanced formation (too warm, too deep) of this heat low. The representation of irrigation has caused the removal of this bias. Similar biases in other RCMs (Lucas-Picher et al. 2011 ) suggest that they are also related to the missing irrigation process. Consequently, the representation of water used for irrigation in climate models is necessary for the realistic simulation of SASM circulation and associated rainfall. This, together with taking into account land-use change, has also been emphasized by Gordon et al. (2005) for the global scale.
The impact of resolution on the irrigation effects upon the SASM has not been explicitly considered up to now. In a recent study of Tuinenburg et al. (2013) , consistent results to those presented in Sect. 2.1 were found across an ensemble of three RCMs and one GCM. Here, the application of irrigation on a large scale led to changes in the large-scale circulation, in which moisture shifted away from the Ganges plain towards the Indus basin and Pakistan. This has confirmed the results found by Puma and Cook (2010) and Asharaf et al. (2012) . But generally, a higher resolution leads to an improved simulation of the SASM. Kumar et al. (2013) summarized that most of the GCM studies focusing on the Indian monsoon region concluded that GCMs have difficulties in simulating the mean monsoon climate over India. Due to their coarse horizontal resolution, GCMs have limitations in simulating the complex orographic precipitation over India. Also, several RCM studies have been carried out to simulate the summer monsoon over South Asia, whereat all have reported an improvement in the simulation of SASM spatial and temporal distribution compared to coarser global models (Kumar et al. 2013) .
Eighty percentage of Indus basin river flows are attributed to the melt of snow and glacier. Considering the large impact of irrigation on SASM behaviour, one can assume that under global warming the changes in the timings of water inflows would shift towards earlier months, hence causing changes in cropping patterns and subsequently irrigation. As irrigation is impacting the climate change signal over the SASM, changes in irrigation patterns over the Indus basin will also affect the SASM circulation and associated rainfall under climate change. Therefore, not only irrigation itself but also changes in irrigation patterns need to be regarded for climate change studies over the SASM region.
While irrigation seems to have a positive mitigating impact on the SASM climate, the picture looks different for areas where the human consumption of water leads to drying and shrinking of surface waters (Asokan et al. 2010) . Here, the associated decrease in evaporation from these surface waters counteracts the direct irrigation effect of increasing evapotranspiration in irrigated land areas. A very prominent example is the Aral Sea, which was the fourth largest lake on the globe until 1960, with a surface area of about 68,000 km 2 . But, large irrigation activities in many parts of Middle Asia were mainly responsible for the catastrophic desiccation of the Aral Sea within the last five decades (see Breckle and Geldyeva (2012) and references therein). How irrigation has affected the current climate or may affect the future climate under global warming conditions in other regions is an important subject for future studies. In this respect, a first ESM study was provided by Guimberteau et al. (2012) . Irrigation also causes groundwater depletion over many areas of the globe (Döll et al. 2012) . How this may affect climate and water resources is a prospect for future studies as the current knowledge of the impacts of changing groundwater on climate is limited. 
Permafrost
Permafrost and wetlands are two focal points in the coupling of hydrology to biogeochemical processes under climate change conditions. A large part (*24 %) of the northern hemisphere terrestrial land surface is underlain by permafrost (French 1990 ) that is mainly situated in high latitudes (Fig. 7) . Here, climate warming is more pronounced than elsewhere and is very likely to continue to do in the future according to Solomon et al. (2007) . Permafrost soils build a globally relevant carbon reservoir as they store large amounts of deep-frozen organic material with high carbon contents. If permafrost thaws under global warming conditions, the stored carbon can be decomposed and released to the atmosphere as additional greenhouse gas, which will lead to a positive feedback. Consequently, relevant scientific questions are the following: How fast, how deep and to what temperature are permafrost soils going to thaw in the future? 
In Sect. 3.1, relevant hydrological processes are described that occur in permafrost areas and that should preferably represented in models simulating interactions of permafrost hydrology with vegetation, climate and the carbon cycle. The current state of the representation of permafrost processes in ESMs is tackled in Sect. 3.2, while Sect. 3.3 deals with the specific topic of wetlands.
Basic Hydrological Processes in Permafrost Areas
Apart from climatic cold conditions, the occurrence of permafrost is largely controlled by physiographic features such as aspect, slope and elevation. Other factors such as soil types, soil moisture, vegetation cover and disturbances (e.g., wildfire) can also influence the distribution of permafrost (Haugen et al. 1982; Yoshikawa et al. 2002) . The most basic process in permafrost areas is the seasonal melting and freezing of soil water in the presence of continuously frozen ground below a certain depth. The depth to which the soil is thawed is called the active layer. Regions that are affected by permafrost or extensive seasonal ground freezing show a specific behaviour of important hydrological variables: (1) Soil moisture is often rather high in near-surface layers, despite low precipitation rates in many regions; (2) river discharge observations display very low wintertime values; and (3) surface runoff shows a steep spring peak after snowmelt that can deliver a substantial part of the annual total runoff (Swenson et al. 2012) . Several reasons are responsible for these features, which will be described below.
Firstly, the phase change exerts a drop in liquid water content, and the freezing front can be seen as a water sink within the soil. This leads to the development of a gradient in liquid water content and thus induces water movement towards the freezing front. This process is called cryosuction. It leads to unique characteristics of soil moisture in regions with permafrost and extensive seasonal ground freezing, namely to the increase in total soil moisture in the upper layers as well as to the development of large ice bodies in the ground (see also description of ice wedges below).
Secondly, the permeability for liquid water flow is reduced in frozen soils. This might be the main and most obvious effect frozen soil exerts on hydrology (Niu and Yang 2006) . According to Staehli et al. (1999) , there are two possible pathways for the flow of liquid water when soil temperature is below 0°C. Transport channels for slow water flows are provided by thin films of adsorptive and capillary water, which are still existing in liquid phase and whose amount depends mainly on soil texture type. Alternatively, fast water movement is possible through air-filled macropores. Soils contain such pores through structural variations like cracks, holes and channels, e.g., from dead roots and soil inhabitants like worms.
Nearly impermeable soil layers can develop due to the freezing of the soil during winter and spring seasons (Koren et al. 1999) as ice bodies in the ground impede liquid water movement through blocking of the pore space (Swenson et al. 2012 ). Moreover, a strongly frozen soil will contain only very limited amounts of unfrozen water so that the ability of the subsurface material to conduct liquid water, i.e. the hydraulic conductivity, is decreased, yet not totally set to zero.
Frozen ground and snow cover also influence rainfall-runoff partitioning, the timing of spring runoff and the amount of soil moisture that subsequently is available for evapotranspiration in spring and summer (Koren et al. 1999) . For the infiltration of surface water into the soil, the above-explained principles lead to the same general behaviour as for the hydraulic conductivity, as the infiltration process is lastly determined by the soil's ability to conduct water away from the surface. Nevertheless, infiltration can vary even more than Surv Geophys (2014) 35:739-764 751 the conductivity. When considering two areas with the same climatic conditions, several other locally variable factors influence infiltration:
• Soil texture.
• Orography and slope.
• Snow: thicker snow cover leads to enhanced insulation and thus weaker freezing of the soil, and vice versa.
• Vegetation: similar effects as snow, via weaker or stronger insulating properties of the vegetation cover, and via its roots' effects on the soil structure.
These influencing factors can lead to patterned areas with surface-water-impeding zones in some parts, and with permeable zones, where conditions for infiltration are much more favourable, in others. In consequence, the impact of frozen soil on infiltration and on hydraulic conductivity is strongly scale dependent (Niu and Yang 2006; Koren et al. 1999) . Thus, it is important to notice that the falling below the 0°C threshold does not lead to a complete blocking of infiltration and percolation. These characteristics complicate the implementation of cold regions' soil processes in land surface schemes for climate and Earth system modelling.
The response of the soil to freezing leads to specific variations in the annual cycle of soil hydrology. The snowmelt, which is usually constrained to a very short period of sometimes less than two weeks, delivers a large water input to the land surface, which at this time of the year is still frozen. Infiltration capacity is thus low, and much of the snowmelt water is channelled into surface runoff. The thawing of the active layer begins immediately upon the completion of snowmelt (Boike et al. 1998) , dependent upon a number of factors including soil material, duration of snow cover, soil moisture and ice content, and convection of heat by groundwater (Woo 1986 ). The beginning of the thawing coincides with high surface moisture values, and ice melting in near-surface layers occurs on the top of still frozen, and thus less permeable, deeper layers. Consequently, subsurface water flows are weak, and high soil moisture values develop within the still thin thawed upper layers. Refreezing of infiltrated snowmelt water also contributes to this (Swenson et al. 2012) . Over the course of the warm summer season, the thawing and deepening of the active layer increase the water-holding capacity of the soil, resulting in a decreasing surface water contribution during precipitation events and a steadily increasing baseflow contribution (Hinzman and Kane 1991) . The latter is a lateral slow subsurface runoff that can develop as the permafrost table forms a barrier to the deeper soil, where again water cannot easily percolate. Due to the enlarged water storage and increased baseflow, upper soil layers can also become drier in this part of the year. The autumn precipitation often coincides with the start of the freezing season; thus, again high surface runoff rates are produced, yet much lower than in spring. During winter, the decreased hydraulic conductivity in frozen soils leads to the observed very low winter baseflow. Permafrost degradation due to a warming trend will likely lead to a decreasing seasonal variability of water flows (Frampton et al. 2011) , whereat results of Frampton et al. (2013) show that total runoff will first increase and then decrease as the permafrost degradation progresses further to total thaw. Apart from the above-mentioned effects of the soil processes on hydrological quantities, perennially frozen ground shows some unique features that are examples for processes that act on both long and short timescales and that are often highly nonlinear. Massive ice wedges are one of these features, which occur in permafrost-dominated landscapes (French 1990) . Water enters the soils through frost cracks and, through volume expansion during freeze-up, further increases the cavities in the ground. Cryosuction leads to movement of unfrozen, supercooled water towards the freezing front, and, over time, the ice body can grow to reach several metres in height and thickness. This process happens very slow and lasts many years to decades (French 1990) . Ice wedges (and other ice bodies) are the reason for the often oversaturated ice contents in permafrost soils and can be seen as long-term storages of both energy and water in the climate system. However, the presence of ice wedges may also lead to abrupt changes that occur on the landscape scale when large ice bodies in the soil, after a period of relatively slow and constant warming, collapse in sudden events, e.g., due to intense rain events that bring high heat inputs into the ground. This might lead to considerable change in the landscape in the form of severe soil subsidence, opening of channels and coastal erosion. Belonging to these phenomena are the so-called thermokarst lakes that develop when formerly stable permafrost thaws at the top due to perturbation (e.g., a fire event), and soil subsidence and melting ground ice lead to the formation of a lake (see, e.g., French 2007 ). This describes a particular process of wetland formation (see also Sect. 3.3). On the other hand, these thermokarst lakes may also drain by catastrophic outflow following lake tapping due to the expansion of adjacent basins or truncation by coastal retreat (see, e.g., Mackay 1988; Walker 1978; Romanovskii et al. 2000) . Cycles of slow build-up of ice masses in the ground and relatively short-term collapses in conjunction with the implied morphological changes have happened ever since. Yet, since the atmosphere is warming, and since the atmospheric moisture transport from mid-to high northern latitudes as well as precipitation and circulation patterns is believed to change with anthropogenic climate change, these events might become more abundant in the future. This again has implications for the carbon cycle, as erosion events always bring formerly bound carbon back into the cycle.
Representation of Permafrost Processes in ESMs
The climate modelling community has a long history in systematic model intercomparison through the climate model intercomparison projects (CMIPs; Meehl et al. 2000) . Results from CMIPs provide a good overview of the respective state of ESM model accuracy and performance. Koven et al. (2012) analysed the performance of ESMs from the most recent CMIP5 exercise over permafrost areas. They found that the CMIP5 models have a wide range of behaviours under the current climate, with many failing to agree with fundamental aspects of the observed soil thermal regime at high latitudes. This is partially related to the fact that most of these models do not include permafrost-specific processes, not even the most basic process of freezing and melting of soil water. Moreover, the land surface parameterizations used in GCMs usually do not adequately resolve the soil conditions (Walsh et al. 2005) , which often rely on either point measurements or information derived from satellite data.
Although a good understanding of many permafrost-related hydrological processes exists at the point and hillslope scales, this knowledge had not been adequately or systematically incorporated even into process-based mesoscale hydrological models (Vörösmarty et al. 1993 ) for a long time. Models on point/hillslope scales were generally constrained to one-dimensional domains of vertical extent only (Riseborough et al. 2008) , which usually could not be upscaled to larger scales due the complexity of physical interactions in permafrost regions. Also, Bolton (2006) has identified a lack of processbased hydrology models that adequately simulate the soil moisture dynamics at the watershed scale and also include a realistic land-atmosphere exchange in permafrostdominated regions. But, such models are required to bridge the gap between the point/ hillslope scale understanding and the scale of RCMs and GCMs by capturing the hydrological behaviour and variation in individual watersheds. Recent developments started to Surv Geophys (2014) 35:739-764 753 fill this gap (see, e.g., Schramm et al. 2007; Bense et al. 2009; Frampton et al. 2011) , thereby responding to the need for an increased realism of numerical permafrost models highlighted by Riseborough et al. (2008) and Woo et al. (2008) . As the development of mesoscale permafrost-related hydrology models has only gained momentum within the last years, it is not surprising that the situation is comparable or even worse for climate models. Until recently, the representation of frozen ground physics, as well as of above-mentioned characteristics (Sect. 3.1) like reduced permeability of frozen soil and impeded infiltration of spring melt water, was, if at all, represented in a rather simplified way. An intercomparison study of different land surface schemes especially with respect to cold regions' climate and hydrology revealed large differences between the models, even in case the implementation of frozen ground physics was constructed in a similar way (Luo et al. 2003) . Due to missing processes and related deficiencies of their land surface schemes, climate models often show substantial biases in hydrological variables over high northern latitudes (Luo et al. 2003; Swenson et al. 2012) . Therefore, large efforts are ongoing to extend ESMs in this respect, in order to improve simulated soil moisture profiles and associated ice contents, river discharge, surface and subsurface runoff. The ESM improvement over permafrost areas is, e.g., one of the research objectives of the European Union Project PAGE21 (http://www.page21.org).
Given the substantial range in the level of complexity and advancement of permafrostrelated processes implemented in the ESMs, the large variety of results from the CMIP5 models is not surprising (see Fig. 8 ; Koven et al. 2012) . The most comprehensive ESM land surface schemes include freezing and melting of soil water, the dependency of soil thermal properties on water and ice content, multilayer snow schemes with snow on the top of the soil instead of blending upper soil layers and snow and the representation of soil organic matter (e.g., the Community Land Model (CLM) of Lawrence et al. 2011 ). In contrast, many models incorporate only few of these processes. Soil hydrology is assessed using multilayer schemes that compute vertical flows using Richards law (Richards 1931) or some of its derivations (e.g., Oleson et al. 2004) , thereby replacing more and more the formerly used bucket schemes. The reduced permeability can thus be considered via coupling of soil thermodynamics and hydrology, i.e. hydraulic properties are functions of liquid soil water content only, instead of the total water content. This is refined in some models through the implementation of a freezing point depression. Reduction in infiltration at the surface is partially assessed, ranging from very simple approaches like total blocking soils in case of freezing to the consideration of subgrid scale variability, based on power law relationships between infiltration and the degree of soil freezing. Examples for global ESM land surface schemes that are in various states of ongoing development are CLASS (Verseghy 1991) , ORCHIDEE , JSBACH (Ekici et al. 2013 ) and JULES . The latter three also participate in the Page21 (http://www.page21.eu) model improvement activities. One of the planned Page21 improvements is the development of a global scheme for the formation and drainage of thermokarst lakes that has not been implemented in any ESM up to now.
It is important to note that also for models that represent the same processes the results may diverge markedly. This can be attributed to differences in parameterization schemes and the choice of parameters, e.g., soil column depth and thickness of its layers, as well as to the choice of input data, e.g., soil porosity or heat capacity of the soil's dry material. In addition, initial conditions play a role due to the long spin-up times of model soils. These may comprise several years for liquid and frozen soil water content, several years (de Ridder 2008) up to two decades for soil temperature and several centuries to millennia for soil carbon storages (Wutzler and Reichstein 2007; Hashimoto et al. 2011) . In this respect, Christensen (1999) pointed out the importance of an adequate initialization of soil temperature and soil moisture in climate modelling experiments. An inadequate initialization of these fields may lead to transient signals that have to be suppressed as much as possible in modern numerical climate experiments as climate sensitivity experiments operate with quite small signals.
Wetlands
Thawing permafrost will also contribute to the formation (French 2007) or disappearance (Smith et al. 2005) of wetlands that currently cover about 6-8 % of the land surface. Note that available global wetland observations span a range of potential wetland coverages, partially due to their different wetland definitions which they are based on (see Stacke and Hagemann 2012) . Despite this, they agree on many large-scale patterns that can be seen in Fig. 9 showing the ensemble mean coverage of wetlands based on four different data sets. Due to their function as water storage, the majority of research studies found that wetlands regulate river discharge, mitigate flood events and show increased evapotranspiration compared to other land cover types (Bullock and Acreman 2003) . However, some exceptions to this general behaviour have been reported (van der Velde et al. 2013) where evapotranspiration is less efficient for wetlands than for other land cover types. The extension of wetlands determines the area where anoxic decomposition instead of oxic decomposition may take place. While CO 2 is released under oxic conditions, the anoxic decomposition yields methane that is a far more active greenhouse gas than CO 2 . Here, the water level is an important factor for the wetland's biogeochemistry which results in carbon sequestration or decomposition (e.g., O'Connor et al. 2010 , and references therein). Generally, an increase in wetland area will lead to an enhanced methane production. On the other hand, a decrease will reduce moisture fluxes to the atmosphere and may lead to a reduction in precipitation. Thus, their future development is of major interest in climate change studies.
While most studies identify wetlands as net carbon sinks for today's climate conditions (Bohn et al. 2007; Gorham 1991; Friborg et al. 2003) , a number of studies concluded that some wetlands might turn into carbon sources in a warmer climate (St-Hilaire et al. 2010; Gorham 1991) due to higher productivity of methane-releasing microbes. Several recent studies suspected wetlands to play an important role during the periods of climate change (e.g., Ringeval et al. 2011; Gedney et al. 2004; Levin et al. 2000) . However, the representation of the wetland's spatial extent and its temporal variations is still a weak point in today's ESMs and needs to be improved by a better simulation of their hydrological cycle (O'Connor et al. 2010; Ringeval et al. 2010 ). However, even without consideration of the carbon cycle, the wetland hydrology in itself is an important key factor in the climate system. Wetlands are often related to regions with open surface water and saturated soil. Such regions have to be considered in ESMs because of their potential feedbacks to the atmosphere (Coe and Bonan 1997) . The effect of open water surfaces on the energy and water balance was investigated by several modelling studies, e.g., Bonan (1995) and Mishra et al. (2010) , who reported a significant impact of wetlands on the local climate. Generally, they found a cooling of the surface in wetland-dominated regions due to increased evapotranspiration, as well as an increase in the latent heat flux and a decrease in the sensible heat flux. Eventually, this could result in increased precipitation rates as shown by Coe and Bonan (1997) and Krinner et al. (2012) . Furthermore, wetlands interact in several ways with the hydrological cycle of their surrounding area. Most studies report wetlands to regulate river flow, mitigate flood events and recharge groundwater (Bullock and Acreman 2003). These observations are consistent with a modelling study by Mishra et al. (2010) who found decreased surface runoff in wetland-dominated regions. However, the range of possible hydrological impacts of wetlands is rather large and depends strongly on additional conditions such as topography and soil properties. This is emphasized by several studies that describe different wetland impacts such as an increased effect on flood peaks and no or a discharging impact on groundwater (Bullock and Acreman 2003). All of these processes are of great interest for impact studies that investigate how climate change might affect the water storage capacities in a region or the characteristics of river flooding.
The modelling of the hydrological cycle in wetlands and their extent dynamics has motivated a large number of modelling studies. Generally, most models follow one of two Fig. 9 Observed wetland fraction at 0.5°resolution obtained from the ensemble mean of four global wetland data sets (see Stacke and Hagemann 2012) main approaches for the hydrological representation of wetlands. One approach is concerned with the redistribution of soil moisture in the model grid cell. A widely used example is TOPMODEL (Beven and Kirkby 1979) . In this approach a topographical index is computed that depends on the drainage of a given area routed through a point and its slope. This index is then applied to determine the position of the local water table at that point relative to the mean water table of the whole grid cell. The grid cell fraction where the subgrid soil moisture exceeds the soil moisture storage capacity of the grid cell is then regarded as a wetland. The TOPMODEL approach was used and improved in several studies (e.g., Barling et al. 1994; Gedney et al. 2004; Bohn et al. 2007; Kleinen et al. 2012) and is able to compute changes in wetland extent as well. While this approach is an elegant solution, it has one major problem. As the wetland fraction depends on the redistribution of the mean grid cell soil moisture, it follows that there is an upper boundary for the maximum water depth and wetland fraction. For the extreme case of a grid cell with zero slope, no wetland can emerge because the mean soil moisture can obviously not exceed the maximum soil moisture capacity. However, observations indicate that flat regions appear to be more suitable for wetland formation.
The second approach is the explicit modelling of surface water. In this case depressions in the topography are identified and filled with water that results from a positive water balance. On the one hand, this can be done on a continental scale (e.g., Coe 1997 Coe , 1998 Coe , 2000 , but then the quality of the wetland representation is strongly limited by resolution of the model. Alternatively, regional models allow for a higher resolution but then depend strongly on detailed soil property information (e.g., Bowling and Lettenmaier 2010; Yu et al. 2006) or are calibrated for specific catchments (e.g., Bohn et al. 2007 ). Decharme et al. (2008 Decharme et al. ( , 2011 developed a global inundation model, but its focus is concentrated on the representation of floodplains.
In contrast to these sophisticated approaches, Stacke and Hagemann (2012) developed a somewhat simpler hydrological scheme that represents the global distribution and extent variability of very different types of wetlands. The scheme was designed for the application in complex ESMs on global scale with medium to coarse resolutions (50 km or coarser), as the representation of surface water dynamics is-albeit important-not strongly developed in such models. The global-scale hydrological scheme of Stacke and Hagemann (2012) has been implemented in the Max Planck Institute for Meteorology Hydrology Model (MPI-HM). It solves the water balance of wetlands and estimates their extent dynamically. The extent depends on the balance of water flows in the wetlands and the slope distribution within the grid cells. In contrast to most models, this scheme is not directly calibrated against wetland extent observations. Using MPI-HM, the spatial distribution of simulated wetlands agreed well with different global observations for present climate (Fig. 10) . The best results were achieved for the northern hemisphere where not only the wetland distribution pattern but also their extent was simulated reasonably well. However, the wetland fraction in the tropical parts of South America and Central Africa was strongly overestimated, which seems to be related to an underestimation of potential evapotranspiration over wet tropical areas by the Penman-Monteith method used in MPI-HM. The simulated extent dynamics correlated well with monthly inundation variations obtained from satellites for most locations. Also, the simulated river discharge was affected by wetlands, resulting in a delay and mitigation of peak flows. Compared to simulations without wetlands, locally increased evaporation and decreased river flow into the oceans were generated due to the implemented wetland processes.
Concluding Remark
In the present review, we have highlighted some noticeable deficiencies in climate modelling with respect to the hydrological cycle, which provide perspectives for the modelling of relevant interactions between climate and terrestrial hydrology. These interactions are often imposed by different land-atmosphere coupling mechanisms. Over many regions, the wet state of the soil (soil moisture, wetlands, irrigation) determines feedback characteristics. These feedbacks not only impact the local scale but also often act on the large scale. In this respect, human land use may affect remote regions as has been shown for irrigation over the South Asian monsoon region. As the characteristic of associated feedbacks varies for different regions and may change under future climate conditions, they have to be regarded in respective modelling studies. The coupling to biogeochemistry, i.e. carbon cycle and vegetation, is important to quantify feedbacks related to wetlands and permafrost. The representation of their complex dynamics within ESMs is a challenging task, but it is nevertheless necessary to investigate ongoing and future climate changes over the high-latitude regions. Fig. 10 Zonal means of land surface wetland fraction. The grey area indicates the range of the observation data sets, the green curve shows their mean extent (cf. Fig. 9) , and the blue curve shows wetland fractions as simulated by the MPI-HM
