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We consider normal-superconductor (NS) and superconductor-normal-superconductor (SNS)
junctions based on one-dimensional nanowires with Rashba spin-orbit coupling and proximity-
induced s-wave spin-singlet superconductivity and analytically demonstrate how both even- and
odd-frequency and spin-singlet and -triplet superconducting pair correlations are always present.
In particular, by using a fully quantum mechanical scattering approach, we show that Andreev
reflection induces mixing of spatial parities at interfaces, thus being the unique process which gen-
erates odd-frequency pairing; on the other hand, both Andreev and normal reflections contribute to
even-frequency pairing. We further find that locally neither odd-frequency nor spin-triplet correla-
tions are induced, but only even-frequency spin-singlet pairing. In the superconducting regions of
NS junctions, the interface-induced amplitudes decay into the bulk, with the odd-frequency com-
ponents being generally much larger than the even-frequency components at low frequencies. The
odd-frequency pairing also develops short and long-period oscillations due to the chemical potential
and spin-orbit coupling, respectively, leading to a visible beating feature in their magnitudes. More-
over, we find that in short SNS junctions at pi-phase difference and strong spin-orbit coupling, the
odd-frequency spin-singlet and -triplet correlations strongly dominate with an alternating spatial
pattern for a large range of sub-gap frequencies.
I. INTRODUCTION
Conventional superconductors are characterized by an
equal-time pairing amplitude, but in its most general
form superconducting pairing can also occur at differ-
ent times, or equivalently at finite frequency. Such finite
frequency pairing opens for an odd-frequency dependence
of the pairing amplitudes, or Cooper pair wave-functions,
which have the only formal requirement that they need to
be fully antisymmetric under the interchange of all quan-
tum numbers (frequency, spin, and spatial coordinates),
due to Fermi-Dirac statistics. For even-frequency depen-
dence this leads to the usual classification of symmetries
of Cooper pairs into spin-singlet and even parity in spa-
tial coordinates, such as s-wave (in short ESE for its
frequency, spin, and spatial symmetries) or spin-triplet
and odd in spatial coordinates, e.g., p-wave (ETO). But
the antisymmetry condition also allows for more exotic
odd-frequency pairing, where the pairing function can in-
stead have spin-triplet and even spatial parity (s-wave)
symmetry (OTE) or spin-singlet and odd in spatial parity
(p-wave) symmetry (OSO).
Originally,Berezinskii 1 envisaged a possible odd-
frequency dependence in the superconducting order pa-
rameter in the context of superfluid 3He with OTE sym-
metry. Later, Balatsky and Abrahams 2 investigated an
odd-frequency order parameter in spin-singlet supercon-
ductors with OSO symmetry and discussed interesting
peculiarities of such a non-trivial state. Although the ini-
tial excitement of odd-frequency superconductivity was
related to the frequency dependence of the order param-
eter itself, no experimental evidence of such a state has
been reported so far. The search has instead mainly
turned towards the study of odd-frequency pair correla-
tions in systems possessing conventional even-frequency
order parameters. In this regard, it is important to men-
tion that even such odd-frequency pair correlations can
arise due to intrinsic properties of the system, as found
for example in multiband superconductors,3–7 or even
due to more exotic mechanisms.2,8–12
Odd-frequency pairing has also been extensively stud-
ied in hybrid systems that include superconductor-
ferromagnet junctions,13–39 normal-superconducror (NS)
junctions,21,40–48 topological insulators-superconductor
junctions, 49–58 as well as in inhomogeneous systems un-
der time-dependent fields.59,60 In NS junctions, odd-
frequency pairing is generated due to the interface
breaking the spatial parity, which allows the trans-
formation from even s-wave to odd p-wave symme-
try, while conserving the spin structure. Likewise, un-
der the presence of spin active fields for example cre-
ated by a ferromagnet, a spin-singlet to -triplet con-
version can take place, which has raised strong inter-
est due to its fundamental importance in unconventional
superconductivity61–64 and also due to applications in
superconducting spintronics.22,26,36
Although the existence of intrinsic odd-frequency pair-
ing has been debated, the emergence of induced odd-
frequency pairing in hybrid systems is nowadays well es-
tablished. For instance, the induced long-range super-
conducting correlations in superconductor-ferromagnet
junctions13 are only explained by considering odd-
frequency superconducting pairing.14–16 Similarly, the
enhancement of local density of states at interfaces of hy-
brid junctions,41,42,52,54 as well as Majorana bound states
in topological superconductors have been demonstrated
to be due to odd-frequency pairing.29,43,52,54,65–69 For a
recent review on progress on odd-frequency superconduc-
tivity, see Ref. [70].
While interfaces generally mix spatial parities, spin ac-
tive fields also allow mixing of spin states, which opens
for spin-triplet pairing amplitudes using simple conven-
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2tional spin-singlet superconductors. Among the alter-
natives to achieve spin-triplet odd-frequency supercon-
ducting pairing, hybrid structures with magnetic fields
have mainly been considered so far. Another intrigu-
ing possibility is offered by spin-orbit (SO) coupling,71–73
which exhibits large intrinsic values in many materials,
thus avoiding the need of external magnetic fields and ex-
plicit breaking of time-reversal symmetry. The SO cou-
pling can be of different nature depending on the crys-
tal symmetries,74 and can, in some situations, even be
controlled by voltage gates.75–78 Only very few and re-
cent works have so far investigated this possibility of
SO coupling generating significant odd-frequency pair-
ing and then with their major findings focused on two-
dimensional situations.44,45,79,80 Additional studies are
thus desirable for a better understanding of the induced
odd-frequency superconducting pairing in systems with
SO coupling. In particular, one-dimensional systems are
highly interesting in this regard as they both provide pos-
sibilities for analytical treatment within a fully quantum
picture without any notable approximations and because
of the huge recent experimental interest in SO coupled
one-dimensional nanowires.81–93
In this work we therefore investigate analytically and
within a fully quantum mechanical framework the emer-
gence of odd-frequency superconducting pairing in one-
dimensional nanowire-based junctions with SO coupling.
In particular, we consider NS and short superconductor-
normal-superconductor (SNS) junctions with Rashba SO
coupling,71–73 which arises due to the lack of structural
inversion symmetry. These are both highly relevant ex-
perimental situations as large values of intrinsic Rashba
SO coupling have been reported in InAs,81–83,85,86,91,93
InSb,84,87,89,92 and InAsSb nanowires.90 Additionally,
a strong superconducting proximity effect has recently
been observed in such nanowires, as clearly reflected in
induced hard gaps,81–87,89–93 and thus providing the nec-
essary superconducting order parameter in the S regions
of the wire.
Using retarded Green’s functions extracted from scat-
tering states, which allow us to fully analytically extract
all pairing amplitudes, we demonstrate that both even-
and odd-frequency spin-singlet (ESE and OSO) and spin-
triplet (ETO and OTE) pairings are induced in SO cou-
pled NS and SNS nanowires even without any external
magnetic fields. The former two arise due to translational
invariance breaking,21,40,42 while the latter two are due
to the SO field causing mixing between spin-singlet and
-triplet spin states.94–101 We find that locally only ESE
pairing survives due to the specific scattering processes
present in junctions with Rashba SO coupling, while non-
local pairing correlations, including both even and odd
parities, are non-zero in all symmetry classes.
More specifically for the normal region of NS junc-
tions, we find that all pairing amplitudes coexist and
all are proportional solely to the Andreev processes at
the interface. However, in the superconducting region,
the pairing amplitudes acquire contributions from both
the bulk and interface through Andreev as well as nor-
mal reflections processes. The interface terms exhibit
an exponential and oscillatory decay from the interface,
such that their magnitudes develop a beating profile de-
termined by the SO coupling. Interestingly, we reveal
that the odd-frequency components in both the normal
and superconducting regions are only determined by An-
dreev processes. This we demonstrate as a direct conse-
quence of Andreev scattering being responsible for mix-
ing the spatial parities at interfaces. Although Andreev
terms also contribute to the even-frequency components,
these also contain additional contributions from normal
reflections. At low-frequencies, both odd-frequency spin-
singlet and triplet pairings (OSO and OTE) are stronger
than even-frequency terms and thus explain the large val-
ues of the local density of states (LDOS) in the S region.
In short SNS junctions we find that pairing amplitudes
are phase (φ) dependent and sense the emergence of An-
dreev bound states in the junction. Also in this case,
we reveal that all odd-frequency components are solely
generated by Andreev scattering. We also show that
at zero phase all the interface amplitudes vanish, pro-
vided full transparency and large chemical potentials in
the junction, and they only acquire larger finite values
as the phase approaches φ = pi. While at low SO cou-
pling both the even- and odd-frequency components ex-
hibit large values, at strong SO coupling odd-frequency
pairing dominates, especially when frequencies are larger
than the Andreev state energies and below the supercon-
ducting gap. Thus the odd-frequency pairing serves as
an indicator for the reduction of the minigap at φ = pi at
large SO coupling.
The remainder of this paper is organized as follows.
In Sec. II we present the model and discuss the method
based on retarded Green’s functions calculated from scat-
tering states. In Sec. III we analytically derive all induced
pairing amplitudes in NS and short SNS junctions at fi-
nite SO coupling. Finally, we present some concluding re-
marks in Sec. IV. For completeness, in the Appendices we
provide all the details on the derivation of the analytical
calculations reported in this work and also show how odd-
frequency spin-singlet pairing emerges in NS and short
SNS junctions at zero SO coupling.
II. MODEL AND METHOD
We consider a one-dimensional single-mode nanowire
with Rashba SO coupling71–73 as shown in Fig. 1, whose
right region is in proximity to a spin-singlet s-wave su-
perconductor (S), while the left region in contact either
with a normal (X = N) or superconducting lead (X = S).
Experimental advances have made very good contacts
between nanowires and leads, which guarantees induced
superconducting correlations into the nanowire. The
Bogoliubov-de Gennes Hamiltonian for the nanowire, in
3(�) (�)
FIG. 1. (Color online.) (a) Nanowire with Rashba SO coupling in contact with a conventional spin-singlet s-wave superconductor
(S). Left region of the nanowire is in contact with either normal (X=N) or superconducting lead (X=S). (b) Energy dispersion
with quasiparticles indicated for nanowire showing how SO coupling splits the normal bands around k = 0 (left), while proximity
to an s-wave superconductor opens gaps at the Fermi momenta kF1,2 (in brown), mixing electron and hole bands of different
spins (right). Horizontal arrows indicate normal (solid color) and Andreev (changing colors) scattering processes.
the basis (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓), can thus be written
HBdG(x) =
( p2x
2m
−µi
)
σ0τz+
α
~
σzτ0px+∆(x)σyτy , (1)
where px = −i~∂x, while σi and τi are the i-Pauli ma-
trices in spin and Nambu spaces, respectively. The first
term is the kinetic energy of the nanowire with µ being
the chemical potential. Due to different local environ-
ments of the wire controllable by gate voltages, we allow
for different chemical potentials, µN and µS in the nor-
mal and superconducting regions of the nanowires, re-
spectively. The second term is the Rashba SO coupling
with α being the SO strength. Note that the choice
of SO direction along the z-axis is both most common
and also allows us to directly compare with results re-
cently obtained for the edge of a two-dimensional topo-
logical insulator.54 The third term represents the induced
conventional spin-singlet s-wave superconductivity with
∆(x) being the induced pairing potential which intro-
duces a length scale ξ = ~
√
2µS/m/∆ known as the su-
perconducting coherence length, where ∆ is the value of
the induced superconducting potential in the wire. We
consider for NS junctions ∆(x) = θ(x)∆ and for SNS
junctions ∆L/R(x) = ∆e
iφL/R , with L/R denoting the
left and right S regions,102 as shown in Fig. 1(a). The in-
terface between the X and S regions we model by adding
the finite delta barrier V δ(x) to the above Hamiltonian,
giving an interface transparency Z = 2mV/~2.
Our choice of system and Hamiltonian is strongly moti-
vated by recent experiments where high quality junctions
made of InAs81–83,85,86,91,93 and InSb84,87,89,92 nanowires
with strong intrinsic SO coupling have been fabricated
with extremely good contact to superconductors, result-
ing in hard induced gaps in the nanowires. Further-
more, a recent study reported that InAsSb90 exhibits
even larger values of SO coupling than previous two ma-
terials, making it important to study the impact of strong
spin-orbit coupling.
The energy versus momentum for the Hamiltonian in
Eq. (1) is plotted in Fig. 1(b) in the normal and supercon-
ducting regimes, respectively. The SO coupling splits the
normal spin bands around k = 0, while a finite supercon-
ducting potential ∆ opens gaps at the Fermi momenta
kF1,2 , mixing electron and hole bands of different spins.
Notice that at low energies, each energy corresponds to
eight values of momentum, namely, ±ke1,2 and ±kh1,2
with
ke1(2)(ω) = ±kSO +
√
k2SO + kµi(1 + ω/µi) (2)
where kh1(2)(ω) = ke1(2)(−ω), kSO = mα/~2, and kµi =√
2mµi/~2 and i denotes the normal (N) and supercon-
ducting (S) regions. In the S region at low energies but
above the gap, the momenta acquire the same form but
with ω → √ω2 −∆2. Notice how the SO coupling intro-
duces a new energy scale associated with kSO, which we
refer to as the SO energy Eso = mα
2/(2~2). Since there
are no spin flip processes possible due to the absence
of any magnetic fields, normal reflection occurs between
states of the same spin band, with different momenta
e.g. ke1(2) → −ke2(1) [see blue and red horizontal arrows
in Fig. 1(b)], while Andreev reflection takes place be-
tween states of different spin bands with momenta, e.g.,
ke1(2) → kh1(2) [see blue-red and red-blue gradient ar-
rows]. This is different from the case in topological in-
sulators, where normal reflections are forbidden, despite
similarities in the SO term in the Hamiltonian (1).
The aim of this work is to study the role of Rashba
SO coupling on the induced superconducting pairing in
nanowire-based superconducting junctions. For this pur-
pose we follow Ref. [54] and first construct the retarded
Green’s function Gr(x, x′, ω) with outgoing boundary
conditions in each region derived from the scattering pro-
cesses at the interface.103 For a more detailed description,
see Appendix A. While the explicit forms of all Green’s
functions are given in Appendix C, we focus in the main
text primarily on their anomalous electron-hole compo-
nents which directly determine the pairing amplitudes.
In the chosen basis, the spin symmetry of the anomalous
electron-hole component is obtained from
Greh(x, x
′, ω) = (fr0σ0 + f
r
j σj)iσy , (3)
4where σi is the i-Pauli matrix in spin space and repeated
indices imply summation. Here, fr0 corresponds to the
spin-singlet (↑↓ − ↓↑), fr1,2 to the equal spin-triplet
(↓↓ ± ↑↑), and fr3 to the mixed spin-triplet (↑↓ + ↓↑)
contributions. Due to the specific Fermi points of the
Rashba bands [see Fig. 1(b)], only mixed spin-singlet fr0
and triplet fr3 states are expected,
94–101 which is also
what we explicitly find.
Since the equal spin-triplet amplitudes vanish,
fr1,2(x, x
′, ω) = 0, for the remainder of this work we re-
fer to the mixed spin-triplet amplitude fr3 simple as the
spin-triplet component. Also, fri is referred to as pairing
amplitude, while |fri | =
√
fri (f
r
i )
∗ denotes the pairing
magnitude. Finally, we can extract the even- and odd-
frequency components by using
fr,Ei (x, x
′, ω) =
fri (x, x
′, ω) + fai (x, x
′,−ω)
2
,
fr,Oi (x, x
′, ω) =
fri (x, x
′, ω)− fai (x, x′,−ω)
2
,
(4)
where fai necessarily correspond to the advanced Green’s
function Ga(x, x′, ω) = [Gr(x′, x, ω)]†.54
In the Appendix C we provide the full expressions for
the Green’s functions, but in order to reach tractable
analytical expressions in the main text we work with a
few reasonable assumptions. We consider large chemical
potentials in the nanowires such that µi + ESO  ω,∆.
Then the wave vectors acquire the following form
ke1(2) = kF1(2) + κ
N , (5)
where kF1(2) = ±kSO + k¯, k¯ =
√
2m(µi + ESO)/~2,
κN = k¯ω/[2(µi + ESO)]. In the superconducting re-
gion for ω < ∆ we have kSe1(2) = ±kSO + k¯ + iκ with
κ = k¯
√
∆2 − ω2/[2(µS + ESO)]. Also to simplify some
results we assume the same chemical potential µN = µS.
Finally, in the main text we mainly consider fully trans-
parent junctions, Z = 0, but whenever important we
incorporate a finite Z and the full expressions are always
given in the appendix.
III. PAIRING AMPLITUDE ANALYSIS
Following the method outlined above we here analyze
the pairing amplitudes and their symmetries in both NS
and short SNS junctions based on nanowires with Rashba
SO coupling.
A. NS junctions
We first focus on a semi-infinite NS junction with the
interface located at x = 0. The Green’s function in each
region of the hybrid junction is a 4×4 matrix in electron-
hole and spin spaces due to the SO coupling and is cal-
culated from the scattering processes at the interface.
The pairing amplitudes are then directly obtained from
the anomalous electron-hole element of Gr(x, x′, ω) using
Eqs .(3) and (4), assuming that µi + ESO  ω,∆ with
i = N,S in order to derive analytical expressions. Full
derivation and details on the calculations are given in
Appendix C, such that we here can focus on the result-
ing even and odd-frequency pairing amplitudes.
In the normal N region we obtain for the even and
odd-frequency pairing amplitudes
fr,E0 (x, x
′, ω) =
η
2i
cos[k¯(x− x′)]A−+xx′ (ω) ,
fr,O0 (x, x
′, ω) = −η
2
sin[k¯(x− x′)]A−+xx′ (ω) ,
fr,E3 (x, x
′, ω) =
η
2i
cos[k¯(x− x′)]sgn(x− x′)A+−xx′ (ω) ,
fr,O3 (x, x
′, ω) = −η
2
sin[k¯|x− x′|]A+−xx′ (ω) ,
(6)
which correspond to ESE, OSO, ETO and OTE classes,
respectively, as easily seen by their frequency, spin, and
spatial parities. Here η = 2m/~2, while Amnxx′ (ω) =
e−iκ
N
ω (x+x
′)
[
Amcos[kSO|x−x′|]−Anisin[kSO|x−x′|]
]
, and
A± = a42±a31, a42 = −a31. The expressions for the An-
dreev coefficients aij are given in the Appendix C 1.
The first observation is that all symmetry classes (ESE,
OSO, ETO, and OTE) are present in N and proportional
to the Andreev reflection coefficients aij , which forms
the core of the proximity effect.104,105 The finite values
of these pairing amplitudes in N indeed represent the
proximity-induced superconducting correlations, which
interestingly, include both mixed spin-triplet pairing and
odd-frequency components. Notice that, at zero SO cou-
pling, the spin symmetry is preserved and the last two
expressions in Eqs. (6) vanish, such that, as expected,
only ESE and OSO amplitudes are induced into the N
region due to the translation invariance breaking at the
interface.21,40,42 We have verified this conclusion by per-
forming a full calculation at zero SO coupling, which is
presented in Appendix B. A finite Rashba SO induces
spin-mixing,94–101 which gives rise to spin singlet fr0 and
mixed spin-triplet correlations fr3 which are both non-
local, i.e., they are finite only for x 6= x′, as also seen in
Fig. 2(a).
Secondly, all pairing amplitudes exhibit an oscilla-
tory behavior determined by the SO coupling strength,
through Amnxx′ , and by the chemical potential through k¯,
see Eqs. (6) and Fig. 2(a). Note that our description is
at zero temperature and therefore the induced pairing
amplitudes in the N region do not decay but, instead,
survive technically infinitely far away. Any finite tem-
perature corrects this issue, one only needs to go into
the Matsubara representation by ω → iω. This is a well-
known behavior for proximity-induced superconductivity
in the N region of a NS junction, since the decay length
into N is ξN ∼ 1/T , see e.g. Refs. [106] and [107].
Moreover, we find that, quite generally, at both zero
and finite SO coupling, the Andreev reflection is solely
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FIG. 2. (Color online.) Spatial dependence of the pairing
magnitudes in NS junctions in N region (a) and S region for
ω = 0.1∆ (b) and ω = 0.01∆ (d), as well as frequency de-
pendence for the factors B and B± (c). Magenta curve in
(b,d) shows the spatial dependence of the LDOS. Parameters:
ω = 0.1∆, x′ = 0, Eso = 0.5∆, µN,S = 10∆, Z = 0.
responsible for mixing the spatial parities by mixing elec-
tron and hole wave vectors with spatial coordinates (x
and x′) and therefore all even and odd-frequency compo-
nents are generated by Andreev reflection in the N region.
For instance, we find that the spin-triplet amplitude, see
the derivation of Eqs. (6) in Appendix C 1, before de-
composing into even and odd-frequency components is
proportional to the Andreev coefficients (for right mov-
ing electron with spin up and down) multiplied by the
term [θ(x− x′)ei(−ke1x+kh1x′)− θ(x′− x)ei(−ke2x+kh2x′)].
We directly see that this latter term mixes spatial coor-
dinates (x and x′) with electron and hole wave vectors
of different spin bands, being therefore the generator of
both even- and odd-parity amplitudes and subsequently
also the generator of even- and odd-frequency compo-
nents. We attribute this phenomenon to the Andreev
process for the following reason. A right moving electron
with spin down and momentum ke1 is Andreev reflected
into a hole band with spin up and momentum kh1 , lead-
ing to the first term in the exponent, −ke1x+ kh1x′ [see
red-blue gradient arrow in Fig. 1(b)]. Likewise, a right
moving electron with spin up with momentum ke2 being
Andreev reflected to a left moving hole with spin down
with momentum kh2 and leading to a term −ke2x+kh2x′
[see blue-red gradient arrow in Fig. 1(b)]. We can also
understand the vanishing of the local (x = x′) spin-
triplet amplitudes ETO and OTE as a direct consequence
of the dependence on the Andreev reflection, by simply
evaluating the exponential term given above at x = x′.
Then we obtain for the two Andreev processes the expo-
nents −ke1 + kh1 and −ke2 + kh2 , which, interestingly,
for a Rashba nanowire are the same and therefore the
exponential term discussed above vanishes. This means
vanishing local ETO and OTE amplitudes, in agreement
with previous studies.44,100 Similarly, we can explain the
non-existence of a finite local OSO amplitude.
Although the expressions in Eqs. (6) correspond to the
large chemical potential limit, µ + ESO  ω,∆, it is
straightforward to show that the existence of all four
symmetry classes for the pairing amplitude remains un-
der more general conditions. Also, the vanishing of odd-
frequency and spin-triplet local x = x′ correlations is a
general feature that does not rely on any approximation.
In the superconducting region of a NS junction the
pairing amplitudes acquire a more complicated structure.
In this case, the pairing amplitudes read as
6fr,E0,B(x, x
′, ω) = B(ω)2cos[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
fr,E0,I (x, x
′, ω) = B(ω)e−κ(x+x
′)
{
eik¯(x+x
′)
kSe1 + k
S
e2
[
b51e
ikSO|x−x′| + b62e−ikSO|x−x
′|
]
+
e−ik¯(x+x
′)
kSh1 + k
S
h2
[
b82e
ikSO|x−x′| + b71e−ikSO|x−x
′|
]}
+B+(ω)e
−κ(x+x′)cos[k¯(x− x′)]A+−xx′ (ω) ,
fr,O0,I (x, x
′, ω) = B−(ω)e−κ(x+x
′)isin[k¯(x− x′)]A+−xx′ (ω) ,
fr,E3,B(x, x
′, ω) = B(ω)(−2i)sin[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
fr,E3,I (x, x
′, ω) = B(ω)e−κ(x+x
′)sgn(x− x′)
{
eik¯(x+x
′)
kSe1 + k
S
e2
[
b62e
−ikSO|x−x′| − b51eikSO|x−x′|
]
+
e−ik¯(x+x
′)
kSh1 + k
S
h2
[
b71e
−ikSO|x−x′| + b82eikSO|x−x
′|
]}
+B+(ω)e
−κ(x+x′)sgn(x− x′)cos[k¯(x− x′)]A−+xx′ (ω) ,
fr,O3,I (x, x
′, ω) = B−(ω)e−κ(x+x
′)sgn(x− x′)isin[k¯(x− x′)]A−+xx′ (ω) ,
(7)
where B(ω) = η/[2i((u/v) − (v/u))], B± = (η/2i)(u2 ±
v2)/(u2 − v2), and Amnxx′ (ω) = Amcos[kSO|x − x′|] −
iAnsin[kSO|x−x′|] with A± = a˜72±a52. Also, a52 = a˜72
and bij are the Andreev and normal reflection coefficients,
respectively, while u and v are the Bogoliubov coherence
factors, all given by explicit expressions in Appendix C.
The pairing amplitudes in Eq. (7) are divided up into
bulk (B) and interface (I) contributions, where bulk con-
tributions do not depend on any Andreev or normal re-
flections processes, as they are associated with the inter-
face.
Identifying symmetries we see that Eq. (7) corresponds
to ESE, OSO, ETO, and OTE symmetries, respectively,
where the OSO and OTE pairing amplitudes vanish in
the bulk, i.e. fr,O0(3)B(x, x
′, ω) = 0. Furthermore, we
notice that the even-frequency amplitudes (ESE and
ETO) both have a bulk term and their interface con-
tributions include normal (i.e. proportional to bij) and
Andreev (i.e. proportional to aij) reflections, while the
odd-frequency amplitudes (OSO and OTE) contain solely
interface contributions, which are proportional only to
Andreev reflection coefficients. The last conclusion also
holds at zero SO coupling as reported in Appendix B.
This result further supports the direct coupling between
induced odd-frequency pairing and Andreev reflection,
where the latter acts as the necessary mixer of even and
odd-parities at the interface. Also, we see again how
both spin-triplet ETO and OTE as well as the OSO am-
plitude only survive non-locally, in full accordance with
our results in the normal region.
Interestingly, all the amplitudes develop an oscillatory
behavior, as seen in Figs. 2(b) and 2(d), which depends
on the chemical potential µS for small SO contribution
through k¯ and on SO strength through A. The ESE
and ETO classes also have an additional SO oscillatory
dependence reflected in the terms in curly brackets stem-
ming from normal reflections. However, for full transpar-
ent junctions (Z = 0) only Andreev processes matter and
thus the oscillations then only include short- and long-
period oscillations that depend on the chemical potential
(µS) and SO coupling, respectively. The small period
oscillations are given by the terms that include k¯ which
contain the chemical potential and SO coupling, for in-
stance for OSO the sin[k¯(x − x′)] term. On the other
hand, the large period is given by the SO coupling it-
self, for instance by the cos[kSO|x−x′|] term in the OSO
amplitude. This multiple oscillations periods give rise
to a considerable beating features for the OSO and OTE
magnitudes, which therefore reveal a clear presence of SO
coupling in the system. Moreover, in Figs. 2(b) and 2(d)
we observe that the interface contributions exhibit an ex-
ponential decay into the bulk of S with a decay length
given by 1/κS. A strong SO coupling slows the decay of
the pairing magnitudes.
Moreover, for the interface amplitudes, there is a com-
petition between normal (terms with bij) and Andreev
(terms with aij) processes, where the former terms also
include B(ω) and the latter B±(ω). The Andreev con-
tributions to the even-frequency amplitudes (ESE and
ETO) are proportional to B+, while the Andreev contri-
butions to the odd-frequency (OSO and OTE) are pro-
portional to B−. At low energies (ω < ∆), the fac-
tors B and B± play an important role mainly because
B− = 1 is larger than both B+, which grows almost lin-
early, and B(ω), as seen in Fig. 2(c). Furthermore, for
large chemical potentials, the case discussed here, the
normal reflection magnitudes are very small in compar-
ison to the Andreev magnitudes, provided there is no
mismatch of chemical potentials and a fully transparent
interface is guaranteed. The combined effect of these be-
7haviors is that the OSO and OTE magnitudes are much
larger than the ESE and ETO magnitudes, as clearly
seen in Figs. 2(b) and 2(d). We have verified that vary-
ing the SO coupling does not alter the dominant behavior
of odd-frequency pairing amplitudes.
Another interesting quantity here is the LDOS, which
in the S region has contributions from both the bulk
and interface as derived in Appendix C 1. In particular,
the interface term in the large chemical potential limit is
given by ρI(x, ω) = (−1/pi)Im[ρ¯I(x, ω)] with
ρ¯I(x, ω) =
2ηe−2κx
i(u2 − v2)
[
u2e2ik¯xb51
kSe1 + k
S
e2
+
v2e−2ik¯xb71
kSh1 + k
S
h2
]
+
4ηuva52e
−2κx
i(u2 − v2) ,
(8)
where the first and second lines correspond to contribu-
tions from normal and Andreev reflections, respectively.
In Fig. 2(b) and 2(d) the magenta curve shows the spatial
dependence of the LDOS in the transparent limit Z = 0.
The major contribution to the LDOS for Z = 0 comes
from the Andreev reflection, a52, as in this regime nor-
mal reflections are small. We observe that the LDOS
decays exponentially in a very similar way to the pairing
amplitudes but does not exhibit the oscillatory behavior
due to the SO coupling. However, the local ESE at low
energies is rather small due to the factor B+, as also seen
in Fig. 2(b,c,d), and thus does not explain the large value
of LDOS. We are therefore forced to attribute non-local
pairing and the finite odd-frequency magnitudes to the
large values of LDOS in the S region.
We conclude this part by pointing out that SO cou-
pling mixes spin states giving rise to a coexistence of
spin-singlet and mixed spin-triplet pairing amplitudes.
Locally, only even-frequency spin-singlet (ESE) survives
due to the special Andreev reflections in a Rashba SO
coupled nanowire. However, large odd-frequency OSO
and OTE dominate all non-local pairing correlations,
including at short distances even compared to the su-
perconducting coherence length ξ. We also stress that,
within our scattering approach, the Andreev reflection is
the sole process that mixes spatial parities and therefore
gives rise to a simultaneous coexistence of even and odd-
frequency pairs which decay from the interface in the S
and N regions.
B. Short SNS junctions
Next, we turn to short nanowire SNS junctions at finite
SO coupling with the interface located at x = 0, where
LN → 0 the length of the N region. We allow for a fi-
nite phase difference, where the phase in the right region
is fixed to φ while zero in the left region. The Green’s
functions from the left and right S regions are calculated
in a similar way as for NS junctions and they give the
same information but now with phase-dependent prop-
erties. Thus, it is enough to focus on the right region
only we we obtain (for details see Appendix C 2):
fr,E0,B(x, x
′, ω) = 2B(ω)
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
cos[kso|x− x′|]e−κ|x−x′|eiφ ,
fr,E0,I (x, x
′, ω) = B(ω)
{
eik¯(x+x
′)CNR,+1,xx′ (ω, φ) + e
−ik¯(x+x′)CNR,+2,xx′ (ω, φ) ,
+ cos[k¯(x− x′)]
[
CAR,+1,xx′ (ω, φ)e
−ikso|x−x′| + CAR,+2,xx′ (ω, φ)e
ikso|x−x′|eikso|x−x
′|
]}
e−κ(x+x
′)eiφ ,
fr,O0,I (x, x
′, ω) = iB(ω)
[
CAR,−1,xx′ (ω, φ)e
−ikso|x−x′| + CAR,−2,xx′ (ω, φ)e
ikso|x−x′|
]
sin[k¯(x− x′)]e−κ(x+x′)eiφ ,
fr,E3,B(x, x
′, ω) = −2iB(ω)
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
sgn(x− x′)sin[kso|x− x′|]e−κ|x−x′|eiφ ,
fr,E3,I (x, x
′, ω) = B(ω)
{
CNR,−1,xx′ (ω, φ)e
ik¯(x+x′) + CNR,−2,xx′ (ω, φ)e
−ik¯(x+x′) ,
+ cos[k¯(x− x′)]
[
CAR,+1,xx′ (ω, φ)e
−ikso|x−x′| − CAR,+2,xx′ (ω, φ)eikso|x−x
′|
]}
sgn(x− x′)e−κ(x+x′)eiφ ,
fr,O3,I (x, x
′, ω) = iB(ω)
[
CAR,−1,xx′ (ω, φ)e
−ikso|x−x′| − CAR,−2,xx′ (ω, φ)eikso|x−x
′|
]
sin[k¯|x− x′|]e−κ(x+x′)eiφ ,
(9)
where CNR,±1,xx′ = [b62e
−ikso|x−x′| ± b51eikso|x−x′|]/(kSe1 +
kSe2), C
NR,±
2,xx′ = [b71e
−ikso|x−x′|±b82eikso|x−x′|]/(kSh1+kSh2),
CAR,±1,xx′ = (a˜61
u
v ± a61 vu ), and CAR,±2,xx′ = (a˜52 uv ± a52 vu ).
Here the label NR (AR) in the coefficients C stands
8for normal (Andreev) reflection with accompanied coeffi-
cients bij (aij) and where a˜ij signifies the corresponding
reflection for the conjugated process (see Appendix C 2
for more details).
The pairing amplitudes in Eq. (9) correspond to ESE,
OSO, ETO, and OTE amplitudes, respectively, where
there are zero bulk (B) terms for the odd-frequency com-
ponents fr,O0,3,B(x, x
′, ω) = 0. On the other hand, the
interface (I) terms are present for all symmetries and
involve both normal and Andreev reflections. Normal
reflections contribute to interface even-frequency ampli-
tudes (ESE and ETO), while Andreev reflections con-
tribute to all symmetry classes. Interestingly, Eqs. (9)
also indicate that the odd-frequency amplitudes (OSO
and OTE) are proportional only to the Andreev coeffi-
cients, with neither bulk nor normal reflection terms, in
agreement with the results for NS junctions. In addition,
we observe in Eqs. (9) that local (x = x′) odd-frequency
and spin-triplet pairings (OSO, ETO, and OTE) all van-
ish, also in agreement with our findings for NS junctions.
Yet another similarly to NS junctions is how the inter-
face amplitudes exponentially decay into the bulk of the
S region with a decay length 1/κ and an oscillatory be-
havior determined by the chemical potential (through k¯)
and SO coupling (terms in square brackets).
While many overall properties are similar for short SNS
junctions and NS junctions, short SNS junctions acquire
a unique dependence of their pairing functions on the
superconducting phase difference φ. The normal and
Andreev reflection coefficients bij and aij also acquire
a phase dependence with important consequences. The
most striking result of this is that in SNS junctions a
pair of Andreev bound states (ωABS,±) emerge within
∆. The emergence of these states is reflected in the coef-
ficients aij and bij and therefore captured in the pairing
amplitudes as resonances in the phase-dependent pairing
magnitudes, as shown in Figs. 3(a,b) at or close to φ = pi.
At zero phase-difference, φ = 0, and at large chemical
potentials and fully transparent interface (Z = 0), i.e. the
regime discussed here, the interface pairing magnitudes
vanish, as observed in Fig. 3(a) and 3(b). This stems from
vanishing normal and Andreev reflection coefficients in
this regime. We have checked that a finite value of Z
gives rise to finite normal coefficients at φ = 0 which
induce finite even-frequency interface pairing, while the
Andreev coefficients remain zero and lead to zero odd-
frequency terms. A finite phase-difference results in finite
even- and odd- frequency pairing amplitudes, which all
exhibit resonances signaling the emergence of Andreev
bound states [see Fig. 3(a), 3(b), 3(e), and 3(f)].
At φ = pi, Andreev and normal coefficients are all fi-
nite even for fully transparent junctions (Z = 0), with
their behavior strongly dependent on the strength of the
SO coupling and chemical potential as any of these two
parameters drives the system into the so-called Andreev
approximation, where the SO energy or effective chemi-
cal potential are the largest energy scales. In the case of
small SO coupling [see Fig. 3(c)], both normal and An-
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FIG. 3. (Color online.) Phase dependent at x = 0.1ξ [(a),
(b)], spatial dependent at φ = pi [(c), (d)], and frequency-
dependent at φ = pi and at x = 0.1ξ [(e), (f)] pairing mag-
nitudes in short SNS junctions for ESO = 0.5∆ [(a), (c), (e)]
and ESO = 50∆ [(b), (d), (f)]. Parameters: ω = 0.1∆, x
′ = 0,
µN,S = 10∆, Z = 0.
dreev coefficients are large which translates to a situa-
tion where even- and odd-frequency amplitudes are all
large. When studied as a function of position, the odd-
frequency components are somewhat larger in magnitude
at φ = pi [see Fig. 3(c)]. The coexistence of even and
odd-frequency amplitudes remains at finite transparency
(Z 6= 0), where the even-frequency can acquire larger
values by increasing Z.
The situation is different for strong SO coupling at
φ = pi, where we find that the odd-frequency com-
pletely dominates over the even-frequency amplitudes
[see Figs. 3(b) and 3(d)]. In this case, the normal re-
flection coefficients are heavily reduced, inducing a sup-
pression of even-frequency amplitudes, while the Andreev
terms remain at around the same values, leading to dom-
9inating odd-frequency pairing at φ = pi. It is important
to mention here that the dominant behavior we find is
not restricted to low frequencies ω. In fact, we find that
the dominant behavior of odd-frequency remains for en-
ergies larger than the energy of the Andreev states but
below the superconducting gap, namely, for all frequen-
cies ωABS,± < ω < ∆, as can be seen in Fig. 3(f). At
very low frequency ω ≈ 0 the odd-frequency terms prac-
tically vanish (as necessary for an odd function) and the
even-frequency amplitudes dominate. When finite trans-
parency is allowed (Z 6= 0) the normal reflections be-
come larger and induce larger even-frequency amplitudes,
which can be comparable or even larger than the odd-
frequency terms. Although, Figs. 3(b), 3(d), and 3(f)
show pairing magnitudes for quite large and possibly un-
realistic SO coupling strengths, as they were chosen to
highlight the role of SO, we have verified that similar
results are obtained by choosing experimentally relevant
SO coupling strength in the very large chemical potential
limit.
Furthermore, it has been demonstrated that the SO
coupling in short junctions does not split the ABSs108–114
but that it has a clear effect on the minigap at φ =
pi,110,111,114 significantly reducing its size when the SO
gets stronger. This is also what we observe by com-
paring Fig. 3(e) and (f), where the frequency dependent
pairing magnitudes capture this effect. This thus shows
that the closing of this minigap by SO coupling acts
as an indicator of dominant odd-frequency pairing for
ωABS,± < ω < ∆. This phenomenon can be seen as a
crossing in the phase-dependent spectrum or as a saw-
tooth profile at φ = pi in the phase-dependent supercur-
rent of short SNS junctions.111,114
IV. CONCLUDING REMARKS
In this work we have studied the emergence of
odd-frequency superconducting pairing in NS and SNS
junctions with Rashba spin-orbit (SO) coupling. We
have analytically found that, as expected, transla-
tional symmetry breaking at interfaces induces even-
and odd-frequency spin-singlet components (ESE and
OSO)21,40,42 and, interestingly, singlet to triplet con-
version due to SO coupling induces also even- and
odd-frequency mixed spin-triplet amplitudes (ETO and
OTE). Importantly, we have demonstrated that, both at
zero and finite SO coupling, Andreev reflection is solely
responsible for mixing of spatial parities at interfaces and
therefore acts as the generator of all odd-frequency com-
ponents in both NS and SNS junctions. We have also
obtained that locally, i.e., at x = x′, only the even-
frequency spin singlet pairing (ESE) is finite due to the
specific features of Rashba SO coupling. However, non-
local pairing correlations, including both even and odd
parity, are non-zero in all symmetry classes.
In terms of NS junctions, we have shown that all pair-
ing amplitudes coexist in the normal region and are solely
proportional to the Andreev reflection, with an oscilla-
tory behavior. In the superconducting region, the am-
plitudes also acquire contributions from the bulk and
interface, the latter due to both normal and Andreev
reflections. The interface terms exponential decay with
both short and long-period oscillations due to the chem-
ical potential and SO coupling, respectively. The large-
period oscillations thus cause a prominent beating feature
in the pairing magnitudes which is sensitive to the SO
coupling. Interestingly, the odd-frequency terms emerge
purely proportional to the Andreev processes, while even-
frequency terms contain also contributions from normal
reflections and the bulk. Also, at very low frequencies
(ω  ∆), the odd-frequency spin-singlet and spin-triplet
amplitudes (OSO and OTE) are much larger than the the
even-frequency terms (ESE and ETO). This we have used
to directly relate the high values of the LDOS we find at
low frequencies in the superconducting region to odd-
frequency pairing. In fact, we have found that the LDOS
in the large chemical potential and high transparency
limits is heavily dominated by one single Andreev pro-
cess for a NS junction. The same Andreev process also
determines the odd-frequency amplitudes, both OSO and
OTE pairing. Thus, by measuring the LDOS and from
there extract the associated Andreev coefficient, we can
exactly resolve and determine all odd-frequency pairing
amplitudes in NS junctions. As a consequence, large
LDOS indicates the presence of large odd-frequency pair-
ing, a signature that could be observed experimentally.
In short SNS junctions, we have demonstrated that
the pairing amplitudes become phase dependent and
also capture the emergence of Andreev bound states in
the junction. At zero phase, all amplitudes vanish at
full transparency, while they acquire a finite value as
the phase approaches φ = pi, where the odd-frequency
components are also strongly dominating, especially for
strong SO coupling and full transparency junctions. This
behavior is preserved for frequencies larger than bound-
state energies but below the superconducting gap. Fur-
thermore, we have showed that the odd- and even-
frequency pairing amplitudes capture the reduction of
the minigap in the low-energy spectrum at φ = pi caused
by large SO coupling, which thus serves as an indica-
tor of odd-frequency dominant behavior for frequencies
larger than bound-state energies but below the super-
conducting gap. The closing of the minigap, which leads
to a sawtooth profile in current-phase curves, therefore
corresponds to a strong experimental signature of large
odd-frequency pairing. On the other hand, at very low
frequencies ω ≈ 0 and strong SO coupling, the even-
frequency amplitudes (ESE and ETO) are larger than
the odd-frequency components (OSO and OTE).
To conclude, Andreev reflection mixes spatial parities
at interfaces and thus generates both even- and odd-
frequency components. Adding SO coupling allows for a
mixing of spin symmetries without breaking time-reversal
symmetry and thus all possible symmetry classes of su-
perconducting pairing, ESE, OSO, ETO, and OTE, gen-
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erally appear in NS and SNS junctions in Rashba SO
coupled nanowires. Importantly, all odd-frequency com-
ponents are solely generated by Andreev reflection. This
is both a significant conceptual result and can also be
used to experimentally measure the odd-frequency com-
ponents, as this quantity can be obtained from LDOS or
conductance measurements81,88,89,92,115 which therefore
allow to fully determine the odd-frequency amplitudes.
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Appendix A: Retarded and advanced Green’s
functions
In this appendix we briefly outline the method we
use to calculate the pairing amplitudes. We follow
Ref. [54] and first construct the retarded Green’s function
Gr(x, x′, ω) with outgoing boundary conditions in each
region from the scattering processes at the interface.103
Thus, the retarded Green’s function reads as
Gr(x, x′, ω) =

Ψ1(x)[α11Ψ˜
T
5 (x
′) + α12Ψ˜T6 (x
′) + α13Ψ˜T7 (x
′) + α14Ψ˜T8 (x
′)]
+Ψ2(x)[α21Ψ˜
T
5 (x
′) + α22Ψ˜T6 (x
′) + α23Ψ˜T7 (x
′) + α24Ψ˜T8 (x
′)]
+Ψ3(x)[α31Ψ˜
T
5 (x
′) + α32Ψ˜T6 (x
′) + α33Ψ˜T7 (x
′) + α34Ψ˜T8 (x
′)]
+Ψ4(x)[α41Ψ˜
T
5 (x
′) + α42Ψ˜T6 (x
′) + α43Ψ˜T7 (x
′) + α44Ψ˜T8 (x
′)] , x > x′
Ψ5(x)[β11Ψ˜
T
1 (x
′) + β12Ψ˜T2 (x
′) + β13Ψ˜T3 (x
′) + β14Ψ˜T4 (x
′)]
+Ψ6(x)[β21Ψ˜
T
1 (x
′) + β22Ψ˜T2 (x
′) + β23Ψ˜T3 (x
′) + β24Ψ˜T4 (x
′)]
+Ψ7(x)[β31Ψ˜
T
1 (x
′) + β32Ψ˜T2 (x
′) + β33Ψ˜T3 (x
′) + β34Ψ˜T4 (x
′)]
+Ψ8(x)[β41Ψ˜
T
1 (x
′) + β42Ψ˜T2 (x
′) + β43Ψ˜T3 (x
′) + β44Ψ˜T4 (x
′)] , x < x′
(A1)
where Ψi represent the scattering processes at the in-
terface of the junction under investigation and they are
found after solving the BdG equations given by HBdG(k);
their specific form for NS and SNS junctions is given in
subsequent appendices. Moreover, Ψ˜i correspond to the
conjugated processes found after solving the BdG equa-
tions using HBdG(−k)∗ instead HBdG(k). The Green’s
function Gr includes eight scattering processes Ψi assum-
ing that spin-up and -down particles are involved in the
problem. The first four processes Ψ1,2,3,4 account for
right moving particles (up and down electrons, up and
down holes) from the left region towards the interface.
The last four processes Ψ5,6,7,8 correspond to left mov-
ing particles from the right region towards the interface
(up and down electrons, up and down holes). If spin is
not an active degree of freedom, half of the scattering
states drop out of the problem. Equation (A1) is a gen-
eralization of the expression given by McMillan 103 and
later by Furusaki and Tsukada117 and the method allows
the calculation of the Green’s function in the left and
right regions separately. We thus do not consider a situ-
ation that accounts for the total Green’s function of the
left region coupled to the right one.
The coefficients αij and βmn in Eq. (A1) are found
from the continuity of the Green’s function
[ω −HBdG(x)]Gr(x, x′, ω) = δ(x− x′) , (A2)
where HBdG is the BdG Hamiltonian of the system de-
fined in Eq. (1). Then, by integrating around x = x′ we
13
obtain
[Gr(x > x′)]x=x′ = [Gr(x < x′)]x=x′ ,
[∂xG
r(x > x′)]x=x′ − [∂xGr(x < x′)]x=x′ = ησ0τz ,
(A3)
where η = 2m/~2 and σi and τi are i-Pauli matrices in
spin and electron-hole spaces, respectively.
In general, the Green’s function, either in the left or
right region, is a 2× 2 matrix in electron-hole space,
Gr(x, x′, ω) =
(
Gree G
r
eh
Grhe G
r
hh
)
, (A4)
where each element is a matrix. If spin is an active degree
of freedom, and using the basis of HBdG they individual
Green’s function components read as
Gree(x, x
′, ω) =
(
[Gree]↑↑ [G
r
ee]↑↓
[Gree]↓↑ [G
r
ee]↓↓
)
,
Greh(x, x
′, ω) =
(
[Greh]↑↑ [G
r
eh]↑↓
[Greh]↓↑ [G
r
eh]↓↓
)
.
(A5)
Electron-hole symmetry connects the electron-electron
and hole-hole blocks and also the electron-hole and hole-
electron blocks. Thus, it is enough to calculate Gree and
Greh. Notice that if spin is not active, then the Green’s
function in Eq. (A4) is a 2 × 2 matrix in electron-hole
space but the electron-electron and electron-hole compo-
nents are just numbers.
We are here interested in the pairing amplitudes, which
are obtained from the anomalous electron-hole element
Greh. The spin symmetry is decomposed according to
Eq. (3) in the main text, where we obtain the pairing
amplitudes as
fr0 (x, x
′, ω) =
[Greh]↑↓ − [Greh]↓↑
2
,
fr1 (x, x
′, ω) =
[Greh]↓↓ − [Greh]↑↑
2
,
fr2 (x, x
′, ω) =
[Greh]↓↓ + [G
r
eh]↑↑
2i
,
fr3 (x, x
′, ω) =
[Greh]↑↓ + [G
r
eh]↓↑
2
.
(A6)
Here fr0 corresponds to spin-singlet (↑↓ − ↓↑), fr1,2
equal spin-triplet (↓↓ ± ↑↑), and fr3 mixed spin-triplet
(↑↓ + ↓↑) amplitudes.
Appendix B: Zero spin-orbit coupling
In this appendix we revisit the emergence of odd-
frequency superconducting pairing in junctions without
SO coupling. Although the induced odd-frequency pair-
ing in NS junctions is well established within the quasi-
classical Usadel and Eilenberger frameworks,21,40,42 a de-
tailed scattering approach has not yet been carried out.
We believe our approach is useful, yet simple to visualize
the emergence of odd-frequency superconducting pairing
and especially establish its relation with the scattering
processes at the interfaces. As explained above, we first
calculate the Green’s functions, a 2 × 2 matrix in either
the N or S regions in electron-hole subspace as spin is now
not an active degree of freedom, from scattering states
and then obtain the pairing amplitudes.
With spin is not actively involved in the problem, the
system’s Hamiltonian is given by
HBdG(x) =
(
H0 ∆(x)
∆†(x) −H0
)
, (B1)
where H0(x) =
~2k2
2m − µ(x). For NS junctions
∆(x) =
{
0 , x < 0,
∆ , x > 0,
(B2)
while for short SNS junctions
∆(x) =
{
∆ , x < 0,
∆eiφ , x > 0.
(B3)
The chemical potential µ(x) can, in principle, take differ-
ent values in N and S. First, we discuss semi-infinite NS
junctions with the interface located at x = 0 and then
short SNS junctions
1. NS junction
Here, we discuss NS junctions, whose interface is lo-
cated at x = 0 in the limit of vanishing SO coupling. In
this case, the scattering processes at the interface read
as
Ψ1(x) =
{
φN1 e
ikex + a1φ
N
3 e
ikhx + b1φ
N
2 e
−ikex, x < 0
c1φ
S
1 e
ikSe x + d1φ
S
4 e
−ikShx, x > 0
Ψ2(x) =
{
φN4 e
−ikhx + a2φN2 e
−ikex + b2φN3 e
ikhx, x < 0
c2φ
S
4 e
−ikShx + d2φS1 e
ikSe x, x > 0
Ψ3(x) =
{
c3φ
N
2 e
−ikex + d3φN3 e
ikhx, x < 0
φS2 e
−ikSe x + a3φS4 e
−ikShx + b3φS1 e
ikSe x, x > 0
Ψ4(x) =
{
c4φ
N
3 e
ikhx + d4φ
N
2 e
−ikex, x < 0
φS3 e
ikShx + a4φ
S
1 e
ikSe x + b4φ
S
4 e
−ikShx, x > 0
(B4)
where
φN1,2 =
(
1
0
)
, φN3,4 =
(
0
1
)
,
φS1,2 =
(
u
v
)
, φS3,4 =
(
v
u
)
,
(B5)
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and
ke,h =
√
2m
~2
(µN ± ω) ,
qe,h =
√
2m
~2
[
µS ±
√
ω2 −∆2
]
,
u =
√
1
2
[
1 +
√
ω2 + ∆2
ω
]
,
v =
√
1
2
[
1−
√
ω2 + ∆2
ω
]
.
(B6)
The conjugated processes needed for the Green’s func-
tions are found after solving for H∗BdG(−k). In this spe-
cial case without SO coupling, however, the solutions are
the same as previous equations, namely Ψ˜i = Ψi because
φ˜
N(S)
i = φ
N(S)
i , also resulting in the same coefficients,
namely, ai = a˜i and so on. The coefficients in the scat-
tering states are found from the conditions established
when integrating the BdG equations,
[
∂xΨ(x > 0)]− [∂xΨ(x < 0)] = ZΨ(x = 0) ,
[Ψi(x < 0)] = [Ψi(x > 0)] ,
(B7)
where Z = 2mV/~2 is the interface transparency, where
for generality we consider a delta potential V (x) = Zδ(x)
at x = 0.
a. Green’s function in N
The next step consists on finding the Green’s function
Gr following Eqs. (A1), where we only include four scat-
tering processes as spin is not involved in the problem.
For doing so we need to find the coefficients α and β from
the continuity and discontinuity of Gr at x = x′ given by
Eq. (A3), but without σ0. After some algebra, we finally
obtain the elements of the Green’s function
Gree(x, x
′, ω) =
η
2ike
eike|x−x
′| +
ηb1
2ike
e−i(x+x
′)ke ,
Greh(x, x
′, ω) =
η
2ikh
A¯e−i(kex−khx
′) ,
Grhe(x, x
′, ω) =
η
2ike
A¯ei(khx−kex
′) ,
Grhh(x, x
′, ω) =
η
2ikh
e−ikh|x−x
′| +
ηb2
2ikh
ei(x+x
′)kh ,
(B8)
where A¯ = (a1/ke) = (a2/kh) depends on the Andreev
reflection coefficient for a right moving electron from N,
a1, where
a1 =
2ke(k
S
e + k
S
h )uv
D¯
, a2 =
2kh(k
S
e + k
S
h )uv
D¯
,
b1 =
P
D¯
, b2 =
Q
D¯
,
D¯ = u2
[
(ke + k
S
e + iZ)(kh + k
S
h − iZ)
]
+ v2
[
(kSe − kh + iZ)(ke − kSh + iZ)
]
,
P = u2
[
(ke − kSe − iZ)(kh + kSh − iZ)
]
+ v2
[
(kSe − kh + iZ)(ke + kSh − iZ)
]
,
Q = u2
[
(ke + k
S
h + iZ)(kh − kSh + iZ)
]
+ v2
[
(kSe + kh + iZ)(k
S
h − ke − iZ)
]
.
(B9)
Note that in these expressions we have omitted the nor-
malization constants in the Andreev coefficients ai as
they simplify out in the general expression of the Green’s
functions.
The pairing amplitudes are determined by the anoma-
lous terms, which in this case are not matrices, but just
numbers due to the absence of spin. Thus, the electron-
hole Green’s function is the pairing amplitude and reads
as
fr0 (x, x
′ω) =
η
2i
A¯ e−i(kex−khx
′) , (B10)
where ke,h = kµN
√
1± ωµN with kµN =
√
2mµN/~2.
Notice that the pairing amplitude is proportional to
the Andreev reflection coefficient through A¯. The ex-
ponential term mixes electron and hole wave vectors at
different positions, introducing a mixing of spatial parity.
In this case, the simple expression given above describes
the effect of the superconducting region on the normal
region. Since there is no active spin mechanism in our as-
sumption, previous expression has the same spin-singlet
symmetry as the initial superconductor before contacting
with the normal region.
Further insight is obtained by writing the even and
odd-frequency pairing components for large µN , where
we approximate ke,h ≈ kµ
(
1± ω2µN
)
,
fr,O0 (x, x
′, ω) = −η
2
A¯ e−ik
N (x+x′)sin[kµN (x− x′)] ,
fr,E0 (x, x
′, ω) =
η
2i
A¯ e−ik
N (x+x′)cos[kµN (x− x′)]
(B11)
where, kN = ωkµN /(2µN ). Since we consider a spin-
singlet ∆, the only possibilities for the pairing classes
are the spin-singlet ESE and OSO symmetries, respec-
tively. These are proportional to the Andreev reflection,
through the coefficient a1, an effect which is at the core
of the proximity effect104,105 and, quite interesting, both
even- and odd-frequency pairing coexist with a dominant
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behavior of one or the other depending on the modula-
tion factors, sine or cosine. Locally, at x = x′, how-
ever, only even-frequency pairing exists and is maximum,
while odd-frequency can dominate non-locally. In fact, it
is hard to think about pair formation at the same po-
sition (x = x′) after Andreev reflection at an interface.
Thus, we believe the most common formation of pairs
occurs in fact when x 6= x′, a condition that directly
enables the existence of odd-frequency component as we
then always have a contribution from OSO. In particu-
lar, when kµN (x− x′) = pi2 + pin for n = 0, 1, 2, · · · , OSO
becomes maximum and ESE zero. This latter situation
might arise when considering Copper pairs formed from
electrons at different positions. Notice that these results
arise purely due to the NS interface breaking spatial in-
variance and thus mixing even and odd spatial parities,
which is a fundamental effect directly connected to An-
dreev reflection. This information is shown in the expo-
nential part of Eq. (B10), which mixes electron and hole
wave vectors with x and x′ and acts as the generator
of even- and odd-frequency components. We close this
part by pointing out that in order to observe the decay
of superconducting correlations in the normal metal we
needs to incorporate a finite temperature by going to the
Matsubara representation where ω → iω.
b. Green’s function in S
The Green’s function in the S region is obtained sim-
ilarly to in the N region and we arrive at the following
expression
Gr(x, x′, ω) =
η
2ikSe
1
u2 − v2
[
eik
S
e |x−x′|
(
u2 uv
uv v2
)
+ b3e
ikSe (x+x
′)
(
u2 uv
uv v2
)
+ a3e
i(kSe x−kShx′)
(
uv u2
v2 uv
)]
+
η
2ikSh
1
u2 − v2
[
e−ik
S
h |x−x′|
(
v2 uv
uv u2
)
+ b4e
−ikSh (x+x′)
(
v2 uv
uv u2
)
+ a4e
i(kSe x
′−kShx)
(
uv v2
u2 uv
)]
,
(B12)
where (a4/k
S
h ) = (a3/k
S
e ) with
a3 = −2k
S
e (ke + kh)uv
D¯
, b3 =
R
D¯
, b4 =
S
D¯
,
S = u2
[
(ke + k
S
e + iZ)(k
S
h − kh + iZ)
]
+ v2
[
(kh − kSe − iZ)(ke + kSh + iZ)
] (B13)
are the Andreev and normal coefficients found from wave-matching. Then, from Eq. (B12) the electron-hole term is
found to be
Greh(x, x
′, ω) =
η
2i
uv
u2 − v2
{
eik
S
e |x−x′|
kSe
+
e−ik
S
h |x−x′|
kSh
+
b3
kSe
eik
S
e (x+x
′) +
b4
kSh
e−ik
S
h (x+x
′)
+
a3
kSe
[u
v
ei(k
S
e x−kShx′) +
v
u
ei(k
S
e x
′−kShx)
]}
,
(B14)
which again corresponds to the pairing amplitude only of spin-singlet nature fr0 . Next, we can write the wave vectors
in the large chemical potential limit: kSe,h = kµS ± iκ, where κ =
√
∆2 − ω2[kµS/(2µS)] to to arrive at the simpler
expressions
fr0 (x, x
′, ω) =
η
2i
uv
u2 − v2
{
e−κ|x−x
′|
[
eikµS |x−x
′|
kSe
+
e−ikµµ |x−x
′|
kSh
]
+ e−κ(x+x
′)
[
b3
kSe
eikµS (x+x
′) +
b4
kSh
e−ikµS (x+x
′)
]
+
a3e
−κ(x+x′)
kSe
[u
v
eikµS (x−x
′) +
v
u
e−ikµS (x−x)
]}
.
(B15)
Here, the pairing amplitude is formed out from correlations deep in the bulk (first square bracket) and contributions
from the NS interface (second and third square brackets). The interface contributions correspond to normal reflection
(bi in second square bracket) and Andreev reflection (a3 in third square bracket). At this level, we observe that the
bulk and normal reflection contributions exhibit an even in space contribution without mixing the spatial parity, while
the bulk becomes space independent at x = x′. At the interface, however, Andreev processes add a very interesting
feature. The Andreev term is proportional to ei(k
S
e x
′−kShx) in Eq. (B14), which mixes spatial coordinates with electron
and holes wave vectors. This leads to eikµS (x−x
′) = cos[kµS (x− x′)] + isin[kµS (x− x′)] in Eq. (B15). The first term is
even in space, while the second is odd, showing directly that the Andreev reflection is responsible for spatial parity
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mixing. The Andreev reflection thus generates even- and odd-parity components, which in turn gives rise to even and
odd-frequency dependence due to the antisymmetry condition. This discussion can be further clarify by writing the
even-frequency (ESE) pairing
fr,E0 (x, x
′, ω) =
ηuv
2i(u2 − v2)e
−κ|x−x′|
[eikµS |x−x′|
kSe
+
e−ikµS |x−x
′|
kSh
]
+
ηuv
2i(u2 − v2)e
−κ(x+x′)
[b3eikµS (x+x′)
kSe
+
b4e
−ikµS (x+x′)
kSh
]
+
ηa3
2ikSe
u2 + v2
u2 − v2 cos[kµS (x− x
′)]e−κ(x+x
′) ,
(B16)
and odd-frequency (OSO) pairing
fr,O0 (x, x
′, ω) =
ηa3
2kSe
sin[kµS (x− x′)]e−κ(x+x
′) . (B17)
The odd-frequency component is purely proportional to the Andreev reflection coefficient a3. The even-frequency
component, however, has contributions from the bulk (first term in square brackets), normal reflection (second term
in square brackets), and Andreev reflection (last term in square brackets). However, normal reflection coefficients bi
are very small (negligible) if the interface is transparent (Z) and if there is not mismatch of large chemical potentials,
leaving only large contributions due to Andreev reflection a3. Locally, at x = x
′ OSO is zero while ESE is maximum.
On the other hand, when kµS (x − x′) = pi2 + pin for n = 0, 1, 2, · · · the opposite case happens: OSO dominates over
the completely reduced ESE. The odd-frequency term is thus generated at the interface and exhibits an exponential
decay into the bulk of S. Previous expression together with Eq. (B11) shows on a very a strong relation between
odd-frequency pairing and Andreev reflection. In summary, it is the Andreev reflection process that mixes spatial
parities and is responsible for the coexistence for the odd-frequency components at the interface.
2. Short SNS junction
Next we treat a SNS junction, where for analytical tractability we restrict ourselves to a very short N region. The
scattering processes are constructed in a similar way as for NS junctions. Thus,
Ψ1(x) =
{
φSL1 e
ikSe x + a1φ
SL
3 e
ikShx + b1φ
SL
2 e
−ikSe x, x < 0
c1φ
SR
1 e
ikSe x + d1φ
SR
4 e
−ikShx, x > 0
Ψ2(x) =
{
φSL4 e
−ikShx + a2φSL2 e
−ikSe x + b2φSL3 e
ikShx, x < 0
c2φ
SR
4 e
−ikShx + d2φSR1 e
ikSe x, x > 0
Ψ3(x) =
{
c3φ
SL
2 e
−ikSe x + d3φSL3 e
ikShx, x < 0
φS2 e
−ikSe x + a3φS4 e
−ikShx + b3φSR1 e
ikSe x, x > 0
Ψ4(x) =
{
c4φ
SL
3 e
ikhx + d4φ
SL
2 e
−ikex, x < 0
φS3 e
ikShx + a4φ
SR
1 e
ikSe x + b4φ
SR
4 e
−ikShx, x > 0
(B18)
where
φN1,2 =
(
1
0
)
, φN3,4 =
(
0
1
)
, φSi1,2 =
(
u eiφi/2
v e−iφi/2
)
, φSL3,4 =
(
v eiφi/2
u e−iφi/2
)
(B19)
where i = L,R denote the left and right S regions. The conjugated processes in this special case without SOC are
the same as previous equations. The coefficients in the scattering states are again found from{
[∂xΨ(x > 0)]− [∂xΨ(x < 0)]
}
x=0
= Z[Ψ(x < 0)]x=0 ,
[Ψi(x < 0)]x=0 = [Ψi(x > 0)]x=0 ,
(B20)
with similar conditions applying for Ψ˜i
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a. Green’s function
The Greens function in the left S region is
Gr(x, x′, ω) =
η
2ikSe
1
u2 − v2
{[
eik
S
e |x−x′| + b1e−ik
S
e (x+x
′)
](
u2 uveiφL
uve−iφL v2
)
+ a1e
i(kShx−kSe x′)
(
uv v2eiφL
u2e−iφL uv
)}
+
η
2ikSh
1
u2 − v2
{[
e−ik
S
h |x−x′| + b2eik
S
h (x+x
′)
](
v2 uveiφL
uve−iφL u2
)
+ a2e
i(kShx
′−kSe x)
(
uv u2eiφL
v2e−iφL uv
)}
(B21)
while in the right S region we obtain
Gr(x, x′, ω) =
η
2ikSe
1
u2 − v2
{[
eik
S
e |x−x′| + b3eik
S
e (x+x
′)
](
u2 uveiφR
uve−iφR v2
)
+ a˜3e
i(kSe x−kShx′)
(
uv v2eiφR
u2e−iφR uv
)}
+
η
2ikSh
1
u2 − v2
{[
e−ik
S
h |x−x′| + b4e−ik
S
h (x+x
′)
](
v2 uveiφR
uve−iφR u2
)
+ a˜4e
i(kSe x
′−kShx)
(
uv u2eiφR
v2e−iφR uv
)}
(B22)
where ai and bi in this case are the coefficients corresponding to the SNS geometry. Since both Green’s functions
provide the same information, such as LDOS, supercurrents, and pairing amplitudes, we only need to analyze the one
in the right S region. Thus, we write the anomalous electron-hole component
Greh(x, x
′, ω) =
η
2i
uv eiφR
u2 − v2
{
eik
S
e |x−x′|
kSe
+
e−ik
S
h |x−x′|
kSh
+
b1
kSe
eik
S
e (x+x
′) +
b2
kSh
e−ik
S
h (x+x
′)
+
a1
kSe
u
v
ei(k
S
e x−kShx′) +
a2
kSh
v
u
ei(k
S
e x
′−kShx)
]}
,
(B23)
where we have used that b3(4) = b1(2) and a˜3(4) = a1(2), and
a1(φL, φR) =
2kSe (k
S
e + k
S
h )uv(u
2eiφL − v2eiφR)(eiφR − eiφL)
D
,
a2(φL, φR) =
kSh
kSe
a1(φR, φL) ,
b1(φL, φR) = e
i(φR+φL)
(u4 + v4)Z(2ikSh + Z)− 2u2v2
[(
kSe
2 − kSh
2)
(1− cos(φL + φR)) + Z(Z + 2ikSh )
]
D
,
b2(φL, φR) = −b1(φL, φR) ,
(B24)
where the denominator is given by D = −(u4 + v4)eφL+φR(2kSh − iZ)(2kSe + iZ)+ u2v2[(kSe + kSh )2(e2iφL + e2iφR)−
2ei(φL+φR)(kSe − kSh + iZ)2
]
. Notice how Andreev reflection is fully determined by a finite phase difference between
the two superconducting regions, where at zero phase difference the Andreev coefficient a1 = 0. On the other hand,
normal reflection is allowed even if there is no phase difference, but in the full transparent regime (Z = 0) we still
have b1 = 0 at zero phase difference. These coefficients play an important role in the pairing amplitudes as they fully
determine their existence at the interface.
Then, by using the wave vectors in the large chemical potential limit and energies within ∆, kSe,h = kµS ± iκ, where
κ =
√
∆2 − ω2[kµS/(2µS)], we obtain
Greh(x, x
′, ω) =
η
2i
uv eiφR
u2 − v2
{
e−κ|x−x
′|
[
eikµS |x−x
′|
kSe
+
e−ikµµ |x−x
′|
kSh
]
+ e−κ(x+x
′)
[
b1
kSe
eikµS (x+x
′) +
b2
kSh
e−ikµS (x+x
′)
]
+ e−κ(x+x
′)
[
a1
kSe
u
v
eikµS (x−x
′) +
a2
kSh
v
u
e−ikµS (x−x)
]}
.
(B25)
Observe that in this case the anomalous electron-hole component, being the pairing amplitude in this case, acquires
an overall factor that is dependent on the superconducting phase of the right S region. As in the NS case, such
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amplitude contains contributions from the bulk (first term) and interface (second and third terms). The interface
contributes through normal (terms with bi) and Andreev (ai) reflections. The interface contributions exponentially
decay into the bulk of the S region. By writing the even and odd-frequency amplitudes separately we obtain
fr,E0 (x, x
′, ω) =
η
2i
uv eiφR
u2 − v2
{
e−κ|x−x
′|
[
eikµS |x−x
′|
kSe
+
e−ikµµ |x−x
′|
kSh
]
+ e−κ(x+x
′)
[
b1
kSe
eikµS (x+x
′) +
b2
kSh
e−ikµS (x+x
′)
]
+ e−κ(x+x
′)cos[kµS (x− x′)]
[
a1
kSe
u
v
+
a2
kSh
v
u
]}
,
fr,O0 (x, x
′, ω) =
η
2i
uv eiφR
u2 − v2 e
−κ(x+x′)isin[kµS (x− x′)]
[
a1
kSe
u
v
− a2
kSh
v
u
]
,
(B26)
where we notice that bulk and normal reflection contribu-
tions induce parity even terms, while the Andreev reflec-
tion mixes spatial parity giving rise to both even and odd
components in the spatial coordinates and therefore even-
and odd-frequency terms. These two pairing components
correspond to ESE and OSO classes, respectively. Ob-
serve that the odd-frequency component is solely pro-
portional to the Andreev reflection coefficients; normal
reflections do not generate odd-frequency pairs.
The very first observation we make is that at φ = 0,
the Andreev coefficients are zero, as seen directly in
Eqs. (B24), and therefore the Andreev contribution is
zero, leaving only normal reflection and bulk terms. This
indicates a relation between phase-dependent properties
at the junction interface, namely, Andreev bound states
and supercurrents. In fact, in the large chemical poten-
tial limit we can directly obtain from fr,O the well-known
expression for the energy for the Andreev bound states:
ω± = ±∆
√
1− τsin2(φ/2), with τ = 1/(1 + Z¯2) and
Z¯ = Z/(2kµS ), since the bound state show up as poles
in the Andreev reflection and thus also as poles in fr,O.
Thus, the interface pairing functions capture the forma-
tion of Andreev bound states, which in turn fully deter-
mine the supercurrent in short junctions. Indeed, the
supercurrent across a short SNS junction is proportional
to the integral over frequency of (a1/k
S
e )−(a2/kSh ) as was
reported already long time ago.117,118 The supercurrent is
thus described by an expression very similar to the odd-
frequency term given by Eq. (B26). In the fully trans-
parent regime, the normal coefficients are much smaller
than the Andreev coefficients and therefore the interface
pairing amplitudes are all approximately determined by
Andreev reflections.
We conclude this section by pointing out that within
a scattering approach we have explained the well-
established induced odd-frequency pairing in NS and in
SNS junctions in terms of Andreev reflections and have
also been able to directly relate odd-frequency pairing to
the supercurrent in short SNS junctions.
Appendix C: Finite spin-orbit coupling
In this appendix, we treat the case of finite SO coupling, i.e., the junction is modeled by Eq. (1) in the main text.
The construction of the Green’s functions follows the same recipe as in the previous appendix, with the sole difference
that now we need to account for the spin degree of freedom. Under spin-orbit coupling the spin becomes an active
degree of freedom and the problem gets notably more complicated than the case discussed in the previous appendix.
Here, we provide the detailed equations and results underlying the results in the main text for NS and SNS junctions
with Rashba SO coupling in the main text.
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1. NS junction
For the NS junction there are at finite SO coupling eight scattering processes, four particles coming from the left
region and four from the right one, and they read as
Ψ1(x) =
{
φN1 e
ik2x + b11φ
N
2 e
−ik1x + b12φN4 e
−ik2x + a11φN6 e
ik¯1x + a12φ
N
8 e
ik¯2x , x < 0,
t11φ
S
1 e
ikSe2
x + t12φ
S
3 e
ikSe1
x + c11φ
S
5 e
−ikSh2x + c12φS7 e
−ikSh1x , x > 0.
Ψ2(x) =
{
φN3 e
ik1x + b21φ
N
2 e
−ik1x + b22φN4 e
−ik2x + a21φN6 e
ik¯1x + a22φ
N
8 e
ik¯2x , x < 0,
t21φ
S
1 e
ikSe2
x + t22φ
S
3 e
ikSe1
x + c21φ
S
5 e
−ikSh2x + c22φS7 e
−ikSh1x , x > 0.
Ψ3(x) =
{
φN5 e
−ik¯2x + b31φN6 e
ik¯1x + b32φ
N
8 e
ik¯2x + a31φ
N
4 e
−ik2x + a32φN2 e
−ik1x , x < 0,
t31φ
S
5 e
−ikSh2x + t32φS7 e
−ikSh1x + c31φS1 e
ikSe2
x + c32φ
S
3 e
ikSe1
x , x > 0.
Ψ4(x) =
{
φN7 e
−ik¯1x + b41φN8 e
ik¯2x + b42φ
N
6 e
ik¯1x + a41φ
N
4 e
−ik2x + a42φN2 e
−ik1x , x < 0,
t41φ
S
5 e
−ikSh2x + t42φS7 e
−ikSh1x + c41φS1 e
ikSe2
x + c42φ
S
3 e
ikSe1
x , x > 0.
Ψ5(x) =
{
t51φ
N
4 e
−ik2x + t52φN2 e
−ik1x + c51φN6 e
ik¯1x + c52φ
N
8 e
ik¯2x , x < 0,
φS2 e
−ikSe1x + b51φS1 e
ikSe2x + b52φ
S
3 e
ikSe1x + a51φ
S
5 e
−ikSh2x + a52φS7 e
−ikSh1x , x > 0.
Ψ6(x) =
{
t61φ
N
4 e
−ik2x + t62φN2 e
−ik1x + c61φN6 e
ik¯1x + c62φ
N
8 e
ik¯2x , x < 0,
φS4 e
−ikSe2x + b61φS1 e
ikSe2
x + b62φ
S
3 e
ikSe1
x + a61φ
S
5 e
−ikSh2x + a62φS7 e
−ikSh1x , x > 0.
Ψ7(x) =
{
t71φ
N
6 e
ik¯1x + t72φ
N
8 e
ik¯2x + +c71φ
N
4 e
−ik2x + c72φN2 e
−ik1x , x < 0,
φS6 e
ikSh1
x + b71φ
S
5 e
−ikSh2x + b72φS7 e
−ikSh1x + a71φS1 e
ikSe2
x + a72φ
S
3 e
ikSe1
x , x > 0.
Ψ8(x) =
{
t81φ
N
6 e
ik¯1x + t82φ
N
8 e
ik¯2x + +c81φ
N
4 e
−ik2x + c82φN2 e
−ik1x , x < 0,
φS8 e
ikSh2
x + b81φ
S
5 e
−ikSh2x + b82φS7 e
−ikSh1x + a81φS1 e
ikSe2
x + a82φ
S
3 e
ikSe1
x , x > 0.
(C1)
where k1,2 = ke1,2 , k¯1,2 = kh1,2 and
φN1,2 =
100
0
 , φN3,4 =
010
0
 , φN5,6 =
001
0
 , φN7,8 =
000
1
 , φS1,2 =
u00
v
 , φS3,4 =
 0−uv
0
 , φS5,6 =
 0−vu
0
 , φS7,8 =
v00
u

(C2)
The conjugated processes Ψ˜i have the same form but instead of previous vectors we obtain φ˜
N
1,2 = φ
N
3 , φ˜
N
3,4 = φ
N
1 ,
φ˜N5,6 = φ
N
7 , φ˜
N
7,8 = φ
N
5 , φ˜
S
1,2 = φ
S
3 , φ˜
S
3,4 = φ
S
1 , φ˜
S
5,6 = φ
S
7 , φ˜
S
7,8 = φ
S
5 . The coefficients of these scattering processes are
found by matching them at the interface x = 0 as outlined in Eq. (B7). Then, the retarded Green’s function is found
by plugging all scattering functions into Eq. (A1), where Eqs. (A3) are also employed to find the coefficients.
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a. Green’s function in N
After some tedious but straightforward algebra, we obtain in the N region the electron-electron and electron-hole
components
[Gree]↑↑(x, x
′, ω) =
η
i(ke1 + ke2)
{[
θ(x− x′)eike2 (x−x′) + θ(x′ − x)e−ike1 (x−x′)
]
+ e−i(ke1x+ke2x
′)[b11θ(x− x′) + b22θ(x′ − x)] ,
[Gree]↓↓(x, x
′, ω) =
η
i(ke1 + ke2)
{[
θ(x− x′)eike1 (x−x′) + θ(x′ − x)e−ike2 (x−x′)
]
+ e−i(ke2x+ke1x
′)[b22θ(x− x′) + b11θ(x′ − x)]
}
,
[Gree]↑↓(x, x
′, ω) = 0 , [Gree]↓↑(x, x
′, ω) = 0
[Greh]↑↑(x, x
′, ω) = 0 , [Greh]↓↓(x, x
′, ω) = 0 ,
[Greh]↑↓(x, x
′, ω) =
η
i
ei(−ke1x+kh1x
′)[a42θ(x− x′) + a˜21θ(x′ − x)] ,
[Greh]↓↑(x, x
′, ω) =
η
i
ei(−ke2x+kh2x
′)[a31θ(x− x′) + a˜12θ(x′ − x)] ,
(C3)
where a˜12 = −a42, a˜21 = −a31,
a42 =
(kSe2 + k
S
h1
)uv
u2(kSh1 + kh2 − iZ)(kSe2 + ke1 + iZ) + v2(ke1 − kSh1 + iZ)(kSe2 − kh2 + iZ)
,
a31 = −
(kSe1 + k
S
h2
)uv
u2(kSh2 + kh1 − iZ)(kSe1 + ke2 + iZ) + v2(kSe1 − kh1 + iZ)(ke2 − kSh2 + iZ)
,
b11 =
u2(kSh1 + kh2 − iZ)(ke2 − kSe2 − iZ) + v2(kSe2 − kh2 + iZ)(ke2 + kSh1 − iZ)
u2(kSh1 + kh2 − iZ)(kSe2 + ke1 + iZ) + v2(ke1 − kSh1 + iZ)(kSe2 − kh2 + iZ)
,
b22 =
u2(kSh2 + kh1 − iZ)(ke1 − kSe1 − iZ) + v2(kSe1 − kh1 + iZ)(ke1 + kSh2 − iZ)
u2(kSh2 + kh1 − iZ)(kSe1 + ke2 + iZ) + v2(kSe1 − kh1 + iZ)(ke2 − kSh2 + iZ)
.
(C4)
The spin-singlet and triplet pairing amplitudes are then found using Eqs. (3) and (A6), resulting in
fr0 (x, x
′, ω) =
η
2i
{
a42
[
θ(x− x′)ei(−ke1x+kh1x′) + θ(x′ − x)ei(−ke2x+kh2x′)
]
− a31
[
θ(x− x′)ei(−ke2x+kh2x′) + θ(x′ − x)ei(−ke1x+kh1x′)
]}
,
fr3 (x, x
′, ω) =
η
2i
{
a42
[
θ(x− x′)ei(−ke1x+kh1x′) − θ(x′ − x)ei(−ke2x+kh2x′)
]
+ a31
[
θ(x− x′)ei(−ke2x+kh2x′) − θ(x′ − x)ei(−ke1x+kh1x′)
]}
.
(C5)
In these pairing amplitudes we can introduce the wave vectors defined in Eqs. (2) and demonstrate that f3(x, x, ω) = 0.
To visualize this result, we further simplify the pairing amplitudes in the limit of large chemical potential and at the
same time we isolate the even- and odd-frequency components. Then, we obtain
fr,E0 =
η
2i
e−iκ
N
ω (x+x
′)cos[k¯(x− x′)]
(
a42e
−ikSO|x−x′| − a31eikSO|x−x′|
)
,
fr,O0 =
η
2i
e−iκ
N
ω (x+x
′)(−i)sin[k¯(x− x′)]
(
a42e
−ikSO|x−x′| − a31eikSO|x−x′|
)
,
fr,E3 =
η
2i
e−iκ
N
ω (x+x
′)sgn(x− x′)cos[k¯(x− x′)]
(
a42e
−ikSO|x−x′| + a31eikSO|x−x
′|
)
,
fr,O3 =
η
2i
e−iκ
N
ω (x+x
′)sgn(x− x′)(−i)cos[k¯(x− x′)]
(
a42e
−ikSO|x−x′| + a31eikSO|x−x
′|
)
,
(C6)
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which, in this large chemical potential limit, can be further simplified using a31 = −a42,
fr,E0 =
η
2i
e−iκ
N
ω (x+x
′)cos[k¯(x− x′)]2a42cos[kSO|x− x′|] ,
fr,O0 =
η
2i
e−iκ
N
ω (x+x
′)(−i)sin[k¯(x− x′)]2a42cos[kSO|x− x′|] ,
fr,E3 =
η
2i
e−iκ
N
ω (x+x
′)sgn(x− x′)cos[k¯(x− x′)](−2i)a42sin[kSO|x− x′|] ,
fr,O3 =
η
2i
e−iκ
N
ω (x+x
′)sgn(x− x′)(−i)sin[k¯(x− x′)](−2i)a42sin[kSO|x− x′|] .
(C7)
This is the final result given by Eqs. (6) in the main text, where the result is also further analyzed.
b. Green’s function in S
In the S region we obtain for the electron-electron part
[Gree]↑↑(x, x
′, ω) =
ηu2
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe2 (x−x′) + θ(x′ − x)e−ikSe1 (x−x′)
+ ei(k
S
e2
x+kSe1
x′)[θ(x− x′)b62 + θ(x′ − x)b51]
}
+
ηuva52θ(x
′ − x)
i(u2 − v2)
[
ei(k
S
e2
x−kSh2x
′) + ei(k
S
e1
x′−kSh1x)
]
+
ηv2
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh1 (x−x′) + θ(x′ − x)eikSh2 (x−x′)
+ e−i(k
S
h1
x+kSh2
x′)[θ(x− x′)b71 + θ(x′ − x)b82]
}
+
ηuva˜72θ(x− x′)
i(u2 − v2)
[
ei(k
S
e2
x−kSh2x
′) + ei(k
S
e1
x′−kSh1x)
]
,
[Gree]↓↓(x, x
′, ω) =
ηu2
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe1 (x−x′) + θ(x′ − x)e−ikSe2 (x−x′)
+ ei(k
S
e1
x+kSe2
x′)[θ(x− x′)b51 + θ(x′ − x)b62]
}
+
ηuva61θ(x
′ − x)
i(u2 − v2)
[
ei(k
S
e1
x−kSh1x
′) + ei(k
S
e2
x′−kSh2x)
]
+
ηv2
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh2 (x−x′) + θ(x′ − x)eikSh1 (x−x′)
+ e−i(k
S
h2
x+kSh1x
′)[θ(x− x′)b82 + θ(x′ − x)b71]
}
+
ηuva˜81θ(x− x′)
i(u2 − v2)
[
ei(k
S
e1
x−kSh1x
′) + ei(k
S
e2
x′−kSh2x)
]
,
[Gree]↑↓(x, x
′, ω) = 0 , [Gree]↓↑(x, x
′, ω) = 0 ,
(C8)
which contain elements from bulk, normal (terms proportional to bij), and Andreev reflections (terms proportional
to aij). Here we find that a˜72 = a61, a52 = a˜81, a˜72 = a52, b51 = b62, b71 = b82, and
a52 = − (ke1 + kh2)uv
u2(kSh1 + k
S
h2
− iZ)(kSe2 + ke1 + iZ) + v2(ke1 − kSh1 + iZ)(kSe2 − kh2 + iZ)
,
b51 =
u2(kSe1 − ke1 − iZ)(kSh1 + kh2 − iZ) + v2(kSe1 + kh2 − iZ)(ke1 − kSh1 + iZ)
u2(kSh1 + kh2 − iZ)(kSe2 + ke1 + iZ) + v2(ke1 − kSh1 + iZ)(kSe2 − kh2 + iZ)
,
b71 =
u2(kSh1 − kh1 + iZ)(kSe1 + ke2 + iZ) + v2(kh1 − kSe1 − iZ)(ke2 + kSh1 + iZ)
u2(kSh2 + kh1 − iZ)(kSe1 + ke2 + iZ) + v2(kSe1 − kh1 + iZ)(ke2 − kSh2 + iZ)
,
(C9)
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For the electron-hole component we get
[Greh]↑↓(x, x
′, ω) =
ηuv
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe2 (x−x′) + θ(x′ − x)e−ikSe1 (x−x′) + b51ei(k
S
e2
x+kSe1
x′)
}
+
ηuv
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh1 (x−x′) + θ(x′ − x)eikSh2 (x−x′) + b71e−i(k
S
h2
x′+kSh1x)
}
+
ηa52
i(u2 − v2)
[
u2ei(k
S
e2
x−kSh2x
′) + v2ei(k
S
e1
x′−kSh1x)
]
,
[Greh]↓↑(x, x
′, ω) = − ηuv
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe1 (x−x′) + θ(x′ − x)e−ikSe2 (x−x′) + b51ei(k
S
e2
x′+kSe1x)
}
− ηuv
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh2 (x−x′) + θ(x′ − x)eikSh1 (x−x′) + b71e−i(k
S
h2
x+kSh1
x′)
}
− ηa61
i(u2 − v2)
[
u2ei(k
S
e1
x−kSh1x
′) + v2ei(k
S
e2
x′−kSh2x)
]
[Greh]↑↑(x, x
′, ω) = 0 ,
[Greh]↓↓(x, x
′, ω) = 0 .
(C10)
From the diagonal elements of Gree given by Eqs. (C8) we calculate the LDOS as ρS(x, ω) =
(−1/pi)ImTr[Gree(x, x, ω)], which in the large chemical potential limit and for energies within ∆ read as ρS(x, ω) =
(−1/pi)Im[ρ¯(x, ω)], where
ρ¯(x, ω) =
2η
i(u2 − v2)
[
u2
kSe1 + k
S
e2
+
v2
kSh1 + k
S
h2
]
+
2ηe−2κx
i(u2 − v2)
[
u2e2ik¯xb51
kSe1 + k
S
e2
+
v2e−2ik¯xb71
kSh1 + k
S
h2
]
+
4ηuva52e
−2κx
i(u2 − v2) . (C11)
Thus the LDOS includes contributions from the bulk ρ¯B (first term in square brackets) and interface ρ¯I through
normal (second term) and Andreev reflections (third term). The interface terms are discussed in the main text and
its relation to odd-frequency pairing is there clearly pointed out.
From the anomalous Green’s function we obtain the pairing amplitudes, decomposed according to Eq. (3) and in
the large chemical potential limit are given by
fr0 (x, x
′, ω) =
ηuv
2i(u2 − v2)
{
2cos[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
+ 2cos[kSO|x− x′|]e−κ(x+x′)
[
eik¯|x−x
′|
kSe1 + k
S
e2
b51 +
e−ik¯|x−x
′|
kSh1 + k
S
h2
b71
]
+ e−κ(x+x
′)
(u
v
eik¯(x−x
′) +
v
u
e−ik¯(x−x
′)
)
a522cos[kSO|x− x′|]
}
,
fr1 (x, x
′, ω) = 0 , fr2 (x, x
′, ω) = 0 ,
fr3 (x, x
′, ω) =
ηuv
2i(u2 − v2)
{
(−2i)sin[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
+ sgn(x− x′)(−2i)sin[kSO|x− x′|]e−κ(x+x′)
[
eik¯|x−x
′|
kSe1 + k
S
e2
b51 +
e−ik¯|x−x
′|
kSh1 + k
S
h2
b71
]
+ sgn(x− x′)e−κ(x+x′)
(u
v
eik¯(x−x
′) +
v
u
e−ik¯(x−x
′)
)
a52(−2i)sin[kSO|x− x′|]
}
.
(C12)
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Further isolating the even- and odd-frequency components we arrive at
fr,E0 (x, x
′, ω) =
ηuv
2i(u2 − v2)
{
2cos[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
+ 2cos[kSO|x− x′|]e−κ(x+x′)
[
eik¯|x−x
′|
kSe1 + k
S
e2
b51 +
e−ik¯|x−x
′|
kSh1 + k
S
h2
b71
]
+ e−κ(x+x
′)cos[k¯(x− x′)]
(u
v
+
v
u
)
a522cos[kSO|x− x′|]
}
,
fr,O0 (x, x
′, ω) =
η
2i
e−κ(x+x
′)(i)sin[k¯(x− x′)]a522cos[kSO|x− x′|] ,
fr,E3 (x, x
′, ω) =
ηuv
2i(u2 − v2)
{
(−2i)sin[kSO|x− x′|]e−κ|x−x′|
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
,
+ sgn(x− x′)(−2i)sin[kSO|x− x′|]e−κ(x+x′)
[
eik¯|x−x
′|
kSe1 + k
S
e2
b51 +
e−ik¯|x−x
′|
kSh1 + k
S
h2
b71
]
+ sgn(x− x′)cos[k¯(x− x′)]e−κ(x+x′)
(u
v
+
v
u
)
a52(−2i)sin[kSO|x− x′|]
}
,
fr,O3 (x, x
′, ω) =
η
2i
sgn(x− x′)isin[k¯(x− x′)]e−κ(x+x′)a52(−2i)sin[kSO|x− x′|] .
(C13)
These expressions correspond to the pairing amplitudes given in the main text by Eqs. (7).
2. Short SNS junction
Finally, we treat a short SNS junctions located at x = 0 with finite Rashba SO coupling. The solution method is
the same as above but here we also have to keep track of a finite phase difference across the junction, as given by
Eq. (B3). The scattering states are defined in the left (zero phase) and right (finite phase φ) superconducting regions
and acquire the same form as in Eqs. (C1), with the eigenvectors in the left region labelled by SL and of the the same
form as in NS junctions, and in the right region labeled by SR and reading as
φSR1,2 =

ueiφ/2
0
0
ve−iφ/2
 , φSR3,4 =

0
−ueiφ/2
ve−iφ/2
0
 , φSR5,6 =

0
−veiφ/2
ue−iφ/2
0
 , φSR7,8 =

veiφ/2
0
0
ue−iφ/2
 ,
φ˜SR1,2 =

0
−ue−iφ/2
veiφ/2
0
 , φ˜SR3,4 =

ue−iφ/2
0
0
veiφ/2
 , φ˜SR5,6 =

ve−iφ/2
0
0
ueiφ/2
 , φ˜SR7,8 =

0
−ve−iφ/2
ueiφ/2
0

(C14)
The scattering states have the same form as in previous section for NS junctions and are fully determined after
matching them at the interface x = 0. Then, the Green’s functions are constructed following Eqs. (A1) and (A3). The
left and right S regions provide the same information and we can only focus on the right region. The electron-electron
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component is given by
[Gree]↑↑ =
ηu2
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe2 (x−x′) + θ(x′ − x)e−ikSe1 (x−x′)
+ ei(k
S
e2
x+kSe1
x′)[b˜62θ(x− x′) + b51θ(x′ − x)]
}
+
ηuv
i(u2 − v2)
[
θ(x− x′)a˜61ei(k
S
e2
x−kSh2x
′) + θ(x′ − x)a52ei(k
S
e1
x′−kSh1x)
]
+
ηv2
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh1 (x−x′) + θ(x′ − x)eikSh2 (x−x′)
+ e−i(k
S
h1
x+kSh2
x′)[b˜71θ(x− x′) + b82θ(x′ − x)]
}
+
ηuv
i(u2 − v2)
[
θ(x− x′)a˜72ei(k
S
e1
x′−kSh1x) + θ(x′ − x)a81ei(k
S
e2
x−kSh2x
′)
]
,
[Gree]↓↓ =
ηu2
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe1 (x−x′) + θ(x′ − x)e−ikSe2 (x−x′)
+ ei(k
S
e1
x+kSe2
x′)[b˜51θ(x− x′) + b62θ(x′ − x)]
}
+
ηuv
i(u2 − v2)
[
θ(x− x′)a˜52ei(k
S
e1
x−kSh1x
′) + θ(x′ − x)a61ei(k
S
e2
x′−kSh2x)
]
+
ηv2
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh2 (x−x′) + θ(x′ − x)eikSh1 (x−x′)
+ e−i(k
S
h2
x+kSh1
x′)[b˜82θ(x− x′) + b71θ(x′ − x)]
}
+
ηuv
i(u2 − v2)
[
θ(x− x′)a˜81ei(k
S
e2
x′−kSh2x) + θ(x′ − x)a72ei(k
S
e1
x−kSh1x
′)
]
,
[Gree]↑↓ = 0 ,
[Gree]↓↑ = 0 ,
(C15)
and the electron-hole component is given by
[Greh]↑↑ = 0 ,
[Greh]↓↓ = 0 ,
[Greh]↑↓ =
ηuveiφ
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe2 (x−x′) + θ(x′ − x)e−ikSe1 (x−x′) + ei(kSe2x+kSe1x′)[b˜62θ(x− x′) + b51θ(x′ − x)]
}
+
ηeφ
i(u2 − v2)
[
θ(x− x′)u2a˜61ei(k
S
e2
x−kSh2x
′) + θ(x′ − x)v2a52ei(k
S
e1
x′−kSh1x)
]
+
ηuveiφ
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh1 (x−x′) + θ(x′ − x)eikSh2 (x−x′) + ei(kSh1x+kSh2x′)[b˜71θ(x− x′) + b82θ(x′ − x)]
}
+
ηeφ
i(u2 − v2)
[
θ(x− x′)v2a˜72ei(k
S
e1
x′−kSh1x) + θ(x′ − x)u2a81ei(k
S
e2
x−kSh2x
′)
]
,
[Greh]↓↑ = −
ηuveiφ
i(kSe1 + k
S
e2)(u
2 − v2)
{
θ(x− x′)eikSe1 (x−x′) + θ(x′ − x)e−ikSe2 (x−x′) + ei(kSe1x+kSe2x′)[b˜51θ(x− x′) + b62θ(x′ − x)]
}
− ηe
φ
i(u2 − v2)
[
θ(x− x′)u2a˜52ei(k
S
e1
x−kSh1x
′) + θ(x′ − x)v2a61ei(k
S
e2
x′−kSh2x)
]
− ηuve
iφ
i(kSh1 + k
S
h2
)(u2 − v2)
{
θ(x− x′)e−ikSh2 (x−x′) + θ(x′ − x)eikSh1 (x−x′) + e−i(kSh1x′+kSh2x)[b˜82θ(x− x′) + b71θ(x′ − x)]
}
− ηe
φ
i(u2 − v2)
[
θ(x− x′)v2a˜81ei(k
S
e2
x′−kSh2x) + θ(x′ − x)u2a72ei(k
S
e1
x−kSh1x
′)
]
,
(C16)
where the coefficients aij and bij become phase-dependent due to the finite phase difference across the junction and
they are thus different than the coefficients found in NS junctions.
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We have found that in general b˜ij(φ) = bij(φ), a˜ij(φ) = aij(−φ), and
b62(φ) = b51(φ) , b82(φ) = b71(φ) ,
a72(φ) = a˜61(φ) , a81(φ) = a˜52(φ) , a˜72(φ) = a61(φ) , a˜81(φ) = a52(φ) ,
b51(φ) =
4sin2(φ/2)(kSe1 − kSh1)(kSe1 + kSh2)u2v2 − iZ(kSh1 + kSh2 − iZ)
K
,
b71(φ) = −
4sin2(φ/2)(kSe1 − kSh1)(kSe2 + kSh1)u2v2 − iZ(kSe1 + kSe2 + iZ)
K
,
a52(φ) =
(1− e−iφ)(kSe1 + kSh2)uv(eiφu2 − v2)
K
,
a61(φ) =
(1− e−iφ)(kSe2 + kSh1)uv(eiφu2 − v2)
K
,
(C17)
where K = (u4+v4)(kSh1+k
S
h2
−iZ)(kSe1+kSe2+iZ)−2u2v2[(kSh2−kSe2−iZ)(kSe1−kSh1+iZ)+(kSe2+kSh1)(kSe1+kSh2)cos(φ)].
The pairing amplitudes are finally found by employing Eqs. (3) in a similar way as for NS junctions. We therefore
do not repeat the process here, but rather only write the even- and odd-frequency components, which read as
fr,E0,B(x, x
′, ω) = 2B(ω)
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
cos[kso|x− x′|]e−κ|x−x′|eiφR ,
fr,E0,I (x, x
′, ω) = B(ω)
{
eik¯(x+x
′)
kSe1 + k
S
e2
[
b51e
ikso|x−x′| + b62e−ikso|x−x
′|
]
+
e−ik¯(x+x
′)
kSh1 + k
S
h2
[
b82e
ikso|x−x′| + b71e−ikso|x−x
′|
]
,
+ cos[k¯(x− x′)]
[(
a˜61
u
v
+ a61
v
u
)
e−ikso|x−x
′| +
(
a˜52
u
v
+ a52
v
u
)
eikso|x−x
′|
]}
e−κ(x+x
′)eiφR ,
fr,O0,B (x, x
′, ω) = 0 ,
fr,O0,I (x, x
′, ω) = iB(ω)
{[
a˜61
u
v
− a61 v
u
]
e−ikso|x−x
′| +
[
a˜52
u
v
− a52 v
u
]
eikso|x−x
′|
}
sin[k¯(x− x′)]e−κ(x+x′)eiφR ,
fr,E3,B(x, x
′, ω) = −2iB(ω)
[
eik¯|x−x
′|
kSe1 + k
S
e2
+
e−ik¯|x−x
′|
kSh1 + k
S
h2
]
sgn(x− x′)sin[kso|x− x′|]e−κ|x−x′|eiφR ,
fr,O3,I (x, x
′, ω) = B(ω)
{
eik¯(x+x
′)
kSe1 + k
S
e2
[
b62e
−ikso|x−x′| − b51eikso|x−x′|
]
+
e−ik¯(x+x
′)
kSh1 + k
S
h2
[
b71e
−ikso|x−x′| − b82eikso|x−x′|
]
,
+ cos[k¯(x− x′)]
[(
a˜61
u
v
+ a61
v
u
)
e−ikso|x−x
′| −
(
a˜52
u
v
+ a52
v
u
)
eikso|x−x
′|
]}
sgn(x− x′)e−κ(x+x′)eiφR ,
fr,O3,B (x, x
′, ω) = 0 ,
fr,O3,I (x, x
′, ω) = iB(ω)
[(
a˜61
u
v
− a61 v
u
)
e−ikso|x−x
′| −
(
a˜52
u
v
− a52 v
u
)
eikso|x−x
′|
]}
sin[k¯(x− x′)]sgn(x− x′)e−κ(x+x′)eiφR .
(C18)
which correspond to ESE, OSO, ETO and OTE symmetries, respectively, and are reported in Eqs. (9) in the main
text, where the results are also extensively analyzed.
