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Abstract
Magnetically induced current densities and ring-current pathways have been calcu-
lated at density functional theory (DFT) and second-order Møller-Plesset perturbation
theory (MP2) levels of theory for a set of expanded porphyrins consisting of five or six
pyrrolic rings. The studied molecules are sapphyrin, cyclo[6]pyrrole, rubyrin, oran-
garin, rosarin, and amethyrin. Different functionals have been employed to assess
the functional dependence of the ring-current strength susceptibility. Vertical singlet
and triplet excitation energies have been calculated at the second-order approximate
coupled cluster (CC2), expanded multi-configurational quasi-degenerate perturbation
theory (XMC-DPT2), and time-dependent density functional theory levels. The low-
est electronic transition of the antiaromatic molecules were found to be pure magnetic
transitions providing an explanation for the large paratropic contribution to the total
current density. Rate constants for different nonradiative deactivation channels of the
lowest excited states have been calculated yielding lifetimes and quantum yields of the
lowest excited singlet and triplet states. The calculations show that the spin-orbit
interaction between the lowest singlet (S0) and triplet (T1) states of the antiaromatic
molecules is strong, whereas for the aromatic molecule the spin-orbit coupling van-
ishes. The experimentally detected fluorescence from S2 to S0 of amethyrin has been
explained. The study shows that there are correlations between the aromatic character
and optical properties of the investigated expanded porphyrins.
1 Introduction
Porphyrinoids are porphyrin derivatives with one or several of its four pyrrolic rings modi-
fied by inserting heteroatoms or by adding substituents.1 Their aromatic character depends
on the number and properties of the heteroatoms and what kind of substituents that are
conjugated with the main macrocycle.2–7 Many antiaromatic porphyrinoids are stable with
interesting properties for technological devices.2,8,9 The term antiaromatic was used for the
first time by Breslow in 1965.10,11 Some of the antiaromatic porphyrinoids have been found
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to possess high conductivity making them useful as building blocks in conductive materi-
als.12,13 The aromatic character of porphyrinoids has therefore been investigated computa-
tionally in a number of works.14–28 Computational and experimental studies have revealed
novel properties of antiaromatic porphyrinoids such as that closed-shell strongly antiaromatic
porphyrinoids can be paramagnetic.29,30 Thus, one can expect that the magnetic properties
of such molecules change when being exposed to a strong magnetic field.31,32 In a recent
study, we showed that the paramagnetic properties of the antiaromatic porphyrinoids origi-
nate from a low-lying electronic dipole-forbidden singlet state with a strong magnetic-allowed
transition.33
The low-lying electronic state with electronic dipole-forbidden transitions may also be
the underlying reason for the unusual photophysical properties of strongly antiaromatic ex-
panded porphyrins,34,35 whose lowest electronic singlet state is reached by a magnetic-dipole
allowed electronic transition.34,35 Experimental studies have shown that the antiaromatic
expanded porphyrins have a very weak fluorescence or even lacking it.34,36 Kim and cowork-
ers measured the total lifetimes of low-lying singlet and triplet states of three aromatic
and three antiaromatic expanded porphyrins.34,35 The study showed that the first triplet
electronic state of the antiaromatic molecules decays rapidly to the ground state with the
triplet-state lifetime in the nanosecond regime. The lifetime of the lowest singlet state of the
antiaromatic porphyrinoids is up to 30 times shorter than for the aromatic ones,34 probably
because of the optically dark state in the near infrared region (NIR) that participates in the
relaxation dynamics process of the excited states.34
Recently, we investigated photophysical properties of classic porphyrins such as free-base
porphyrin, tetraphenylporphyrins and tetrabenzoporphyrins using quantum chemical calcu-
lations.37 Rate constants for intramolecular nonradiative transitions such as internal conver-
sion (IC) and intersystem crossing (ISC) were calculated for transitions between low-lying
singlet and triplet states. The same computational approach has also been successfully em-
ployed in calculations of rate constants for nonradiative electronic transitions in [8]circulene
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derivatives.38–40
The aim of this work is to calculate rate constants for radiative and nonradiative electronic
transitions between low-lying singlet and triplet states of expanded porphyrinoids. Calcu-
lations of magnetically induced current densities and current pathways provide additional
information about relations between photophysical properties and the aromatic character of
the studied molecules.
2 Computational methods
2.1 Molecular structures
The initial molecular structures were taken from Ref. 35 and were reoptimized with Turbo-
mole version 7.2 at the density functional theory (DFT) level using the B3LYP functional41,42
and the Karlsruhe triple-ζ quality basis sets (def2-TZVP).43–46 The optimized structures of
the expanded porphyrinoids are shown in 1. The Cartesian coordinates of the optimized
molecular structures are given as Supporting Information. The notation for the irreducible
representations of the symmetric molecules is used for labeling the excited states. The molec-
ular structure of molecule III was also optimized using the M06-2X functional, because recent
studies suggested that functionals with significant Hartree-Fock exchange are needed when
studying expanded porphyrinoids.47–49 However, the optimized structures using the B3LYP
and M06-2X functionals are almost identical with an RMS deviation of 0.35 A˚ for the C–C
bond distances. The Cartsian coordinates of the two structures are given as Supporting
Information.
Sapphyrin (I) consists of five pyrrolic rings, which are connected via four methine bridges
and one direct carbon-carbon link. The molecular structure of sapphyrin with three inner
hydrogens belongs to the C2v point group. Cyclo[6]pyrrole (II) consists of six directly linked
pyrrolic rings. It has four inner hydrogens and belongs to the D2h point group. Rubyrin (III)
consists of six pyrrolic rings, which are connected via four methine bridges and two direct
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Figure 1: The molecular structure of the studied expanded porphyrins. Carbon atoms are
shown in pink, nitrogens are brown and hydrogens are light blue.
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carbon-carbon links. Two of the directly linked pyrrolic rings are inverted. The molecular
structure of rubyrin with four hydrogens connected to the six pyrrolic nitrogen belongs to
the C2h point group. Orangarin (IV) consists of five pyrrolic rings, which are connected via
two methine bridges and three direct links. Orangarin with three inner hydrogens belongs to
the C2v point group. Rosarin (V) consists of six pyrrolic rings, which are connected via three
alternating methine bridges and carbon-carbon links. Rosarin has three inner hydrogens and
belongs to the C3h point group. Amethyrin (VI) consists also of six pyrrolic rings, which are
connected via two methine bridges and four direct links. Amethyrin has four inner hydrogens
and belongs to the C2h point group.
2.2 Methods for calculating excitation energies
The excited states of the expanded porphyrinoids were studied at ab initio levels of theory.
Excitation energies were also calculated at the time-dependent density functional theory
(TDDFT) level, even though previous calculations showed that TDDFT yields overestimated
excitation energies for the lowest singlet states of the antiaromatic porphyrinoids.34,35
We have calculated the lowest singlet and triplet excitation energies at the expanded
multi-configurational quasi-degenerate perturbation theory (XMC-QDPT2) level using the
def2-TZVP basis sets.50 The complete active space self-consistent field (CASSCF) calcula-
tions consider 8 electrons in 8 molecular orbitals (MO) for molecules I, II, IV and VI, whereas
for molecules III and VI the CASSCF space consisted of 10 electrons in 9 orbitals and 12
electrons in 11 orbitals, respectively. We performed state-average CASSCF (SA-CASSCF)
calculations over the 9 lowest electronic states.
In the XMC-QDPT2 calculations, the effective Hamiltonian included 30 states. The
oscillator strengths were also calculated at the XMC-QDPT2 level. At the SA-CASSCF
level, the considered states are orthogonal with a common set of active molecular orbitals
(MO) leading to a straight forward analysis and comparison of the electronic properties
of the studied electronic states. Calculations at the XMC-QDPT250 level of theory are
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more efficient as compared to the original CASPT251 and related NEVPT252 level of theory
calculations. An important advantage of XMC-QDPT2 calculations is that they do not
suffer from intruder-state problems.50 Excitation-energy calculations at the XMC-QDPT2
were carried out using the Firefly software.53
Vertical excitation energies have also been examined at the second-order approximate
coupled cluster level (CC2)54 using the resolution-of-the-identity approximation55–57 as im-
plemented in Turbomole46,58 version 7.2. We employed the reduced-virtual-space (RVS)
approximation, where orbital energies above 70 eV are neglected in the correlation calcula-
tion of the excitation energy.59 The triplet excitation energies of rosarin (V) were calculated
at the configuration interaction singles level with a perturbative treatment of the double ex-
citations (CIS(D)),60 because the CC2 calculations suffered from technical difficulties. The
def2-TZVP basis sets were employed in the calculations.44
The singlet excitation energies were also calculated at the TDDFT level using the B3LYP
functional and the def2-TZVP basis sets as implemented in Turbomole 7.2.41,42,44,61,62
2.3 Methods for calculating spin-orbit coupling interactions
The matrix elements of the spin-orbit coupling interaction between the singlet and the triplet
states were calculated using perturbation theory. The SA-CASSCF wavefunctions and the
XMC-QDPT2 excitation energies of the electronic states were used as zero-order wavefunc-
tions and excitation energies, respectively. The Breit-Pauli one-electron operator was used
as perturbation operator. The calculations of the spin-orbit couplings were performed using
GAMESS-US software version 2016.63
2.4 Methods for calculating rate constants
The ground-state equilibrium molecular structures were used in the calculations of the pho-
tophysical properties, since the Stokes shift is very small for the considered molecules.34,35
Stokes shifts are generally very small for classical porphyrins.37
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The radiative rate constants from the i-th excited singlet state (Si) to the electronic
ground state (S0) were obtained by applying the Strickler-Berg equation:
64
kr = 0.7 · E2 · f (1)
where E is the transition energy between S0 and Si, f is the corresponding oscillator strength.
The Strickler-Berg equation can be used for estimating the fluorescence lifetime when the
Stokes shift is small indicating that the difference between the molecular structures of the
electronic ground and excited states is small,64 which is generally the case for porphyrins.
The internal conversion rates (kIC) between excited spin-singlet states (Si → Si−k, with
k = 0, 1, ..i− 1) were calculated using the following expression:65,66
kIC = NX−H · |〈ψ(Si)|Ω|ψ(Si−k)〉|
2
E2
· 1020−E5 (2)
where E the energy difference (in cm−1) between the Si and Si−k (k = 1, ..i−1) states, NX−H
is the number of all X-H bonds (X=C or N), 〈ψ(Si)|Ω|ψ(Si−k)〉 (in cm−1) are the nonadiabatic
coupling matrix elements (NACME). The expression for the dependence between the rate
constant (kIC) and energy difference E between two states with the same spin was derived
by assuming that the energy difference E(Si) and E(Si−k) transfers into the vibrations of
X-H bonds due to their high frequency and large anharmonicity.65 Eq. (2) has an expected
accuracy of about 6%.65 The NACMEs were calculated using the incomplete neglect of
differential overlap (INDO) method as described in Refs. 65 and 66.
The rate constants for the intersystem crossing between Si and the j-th triplet state (Tj)
were estimated using the following expression:66
kSiTj = 10
10 · |〈ψ(Si)|HSO|ψ(Tj)〉|2 · ρ (3)
where 〈ψ(Si)|HSO|ψ(Tj)〉 are matrix elements of the spin-orbit coupling interaction oper-
ator in cm−1. For macrocyclic organic molecules like porphyrins and circulenes, the main
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contribution to the Franck-Condon factor originates from vibrational states with energies of
about 1400 cm−1, which corresponds to a Huang-Rhys factor of y ≈ 0.3.38,66,67 The density
of the final states (ρ) is determined at zero temperature by using Franck-Condon factors that
were estimated from an average vibrational mode whose energy is 1400 cm−1. The obtained
semi-empirical expression for the density of states is
ρ = F0n =
ynexp(−y)
n!
(4)
where, n ≈ E(Si)−E(Tj)
1400
and y=0.3 is the Huang-Rhys factor for the 1400 cm−1 mode.66
The total lifetime (τ(Si)) of the Si state and its fluorescence quantum yield (φfl(Si))
were obtained as
τ(Si) =
1∑
kr +
∑
kIC +
∑
kISC
(5)
φfl(Si) =
kr(Si)∑
kr +
∑
kIC +
∑
kISC
(6)
Here,
∑
kIC denotes the sum of the internal conversion rate constants from Si into
all singlet states with lower energy.
∑
kISC denotes the sum of intersystem crossing rate
constants from Si to all triplet states that are energetically below Si. kr(Si) is the radiative
rate constant from Si → S0.
∑
kr denotes the sum of all radiative rate constants from Si to
all singlet states that are energetically below Si.
The phosphorescence rate constant (kphos) and the internal conversion rate constant
(kIC(T˜1 → S0)) from the spin-mixed first triplet state (T˜1) to the singlet ground state (S0)
were calculated using Eq. (7) and Eq. (8).68
kphos =
∑
p
kr((Sp → S0))|ap|2
(
E(T1)
E(Sp)
)3
+
∑
m
|bm|2 ·kmr (Tm → T1)
(
E(T1)
E(T1)− E(Tm)
)3
(7)
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kIC(T˜1 → S0) =
∑
p
kIC(Sp → S0)|ap|2
(
E(T1)
E(Sp)
)2
· exp
(
(E(S0)− E(T1))
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)
, (8)
where ap =
〈ψ(T1)|HSO|ψ(Sp)〉
E(T1)−E(Sp) and bm =
〈ψ(S0)|HSO|ψ(Tm)〉
E(S0)−E(Tm) . T˜1 is a spin-mixed triplet state with
a portion of singlet (ψ(Sp)) character due to the spin-orbital interaction. k
m
r (Tm → T1)
is the radiative rate constant for the transition from Tm to T1. The wavefuction of the
spin-mixed state can be expressed as ψ(T˜1) = ψ(T1)+
∑
apψ(Sp). The wavefunction of spin-
mixed singlet ground state has also some triplet state character ψ(S˜0) = ψ(S0)+
∑
bmψ(Tm)
implying that IC processes between T˜1 and S˜0 can also occur.
The rate constants kmr (Tm → T1) estimated using Eq. (1) are large implying that contri-
butions from higher triplet states to the overall kphos rate constant can be omitted.
The lifetime of the lowest triplet state was obtained as
τ(T1) =
1
kphos + kic(T˜1 → S0) + kT1S0
. (9)
2.5 Methods for current density calculations
The magnetically induced current densities were calculated at the DFT level using different
functionals as well as at the second-order Møller-Plesset perturbation theory (MP2) level.
Current densities were calculated using the gimic program,69–72 which is an independent
program that uses basis-set information and density matrices in atomic orbital basis as in-
put data. The first-order magnetically perturbed density matrices are obtained from nuclear
magnetic shielding calculations.69,70 gimic calculations performed using def2-TZVP basis
sets44,73 yield accurate gauge-origin independent current densities, because gauge-including
atomic orbitals (GIAO), a.k.a. London atomic orbitals (LAO) are employed.74,75 The nuclear
magnetic resonance (NMR) shieldings were calculated at the DFT and MP2 levels using the
mpshift module of Turbomole.76,77 The B3LYP,41,42 BHLYP,78 PBE0,79 TPSS,80TPSSh81
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and M06-2X82 functionals were employed in the magnetic-shielding and current-density cal-
culations in order to assess which functional works well in calculations of magnetic properties
of antiaromatic porphyrinoids. The magnetically induced current densities were also calcu-
lated at the MP2 level to check the reliability of the employed functionals,77,83 since previous
current density calculations on strongly antiaromatic porphyrinoids showed that B3LYP cal-
culations exaggerate the paratropic ring current strength around the macroring.29 A recent
overview of current density studies on porphyrinoids can be found in Ref. 28.
3 Results and discussion
3.1 Current-density calculations
The current-density calculations confirm the aromatic character of the expanded porphyrins
that were deduced form experimental data.34 The signed modulus of the current-density are
plotted in 2 and ring-current strengths calculated at different levels of theory are summarized
in 1. We recently showed that there is a linear correlation between the magnetic and energetic
aromaticity criteria,84 implying that the ring-current criterion can be used for assessing
the aromatic character. The ring-current strengths for the aromatic expanded porphyrins
(molecules I, II and III) calculated at the B3LYP level are in the range of 24-30 nA/T, which
is of the same size as the ones obtained for the classical porphyrins.19 Molecules IV, V and
VI sustain strong paratropic ring currents implying that they are antiaromatic according to
the ring-current criterion.
Ring-current strengths calculated at different levels of theory are compared in 1. The
calculations show that roughly the same ring current strengths are obtained for the aromatic
molecules II and III at all employed levels of theory. The ring-current strength was also
calculated for molecule III at the M06-2X level using the molecular structure optimized at
the same level. The obtained ring-current strength differ by 1% from the one obtained with
the M06-2X functional using the molecular structure optimized at the B3LYP level.
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For molecule I, ring-current strengths calculated using different DFT functionals agree
well, whereas MP2 calculations yield a ring-current strength of 50 nA/T, which is 20 nA/T
larger than the one obtained at the other levels of theory. Judged from the multireference
diagnostics, molecule I seems to be dominated by one reference determinant. The calculated
excitation energies are as accurate as the ones obtained for molecules II and III. The reason
for the large correlation contribution to the ring-current strength at the MP2 level of theory
could not been elucidated, since current-density calculations at higher levels of theory are
not feasible for molecules of this size.
For the antiaromatic molecules, calculations at the DFT levels overestimate the ring-
current strength, when assuming that the MP2 values are the most accurate ones. Hybrid
functionals seem to work better than pure DFT functionals suggesting that the incorrect
shape of the long-ranged potential leads to a strong paratropic ring current. The electron
mobility is reduced by introducing HF exchange in the functional. The best agreement with
the MP2 values was obtained when using the BHLYP functional that has 50% HF exchange.
The deviation from the MP2 values increases with decreasing amount of HF exchange in the
functional. The M06-2X functional with 54% HF exchange slightly underestimates the ring-
current strengths of the antiaromatic porphyrinoids. The ring-current strengths calculated
at the HF level are about a factor of two smaller than the ones obtained at the MP2 level.
The current strengths passing individual bond shown in 3 yield the pathways of the ring
currents. The calculations show that the ring-current splits for all the studied molecules at
the pyrrolic rings. Thus, the current pathways of the expanded porphyrins are very similar
to those obtained for other porphyrinoids.28 There is no evidence for strong local currents
in the pyrrolic rings suggesting that all pi-electrons participate in the aromatic pathways as
also obtained for other porphyrinoids.28
Calculations at the B3LYP level show that sapphyrin (I) sustains a net ring-current
strength susceptibility of 30.1 nA/T. The current strengths in 1 and 3 slightly differ, because
different integration grids and planes have been used. The obtained current strengths at the
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Figure 2: The signed modulus of the calculated current densities for molecules I-VI. The
modulus of the paratropic current density is shown in red and the diatropic contribution is
blue.
Table 1: The net ring-current strength (in nA/T) around the porphyrin macror-
ing of molecules I-VI calculated at the Hartree-Fock (HF), the second-order
Møller-Plesset (MP2) and density functional theory (DFT) levels of theory.
Molecule B3LYP BHLYP PBE0 TPSS TPSSh M06-2X HF MP2
I 28.2 30.5 29.9 28.5 29.3 32.8 25.4 50.5
II 23.5 26.1 24.1 22.2 23.0 27.6 29.2 23.5
III 28.9 30.0 28.8 28.0 27.5 32.7 32.9 29.3
IV -36.1 -25.9 -34.5 -40.4 -37.8 -21.5 -14.0 -30.3
V -39.7 -26.5 -37.6 -43.8 -42.3 -23.5 -12.8 -25.8
VI -30.9 -21.0 -29.3 -36.5 -33.5 -19.0 -9.5 -22.8
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Figure 3: The net ring-current strengths (in nA/T) passing selected bonds in the aromatic
molecules I-III. The current densities of I-III were calculated at the B3LYP/def2-TZVP
level. The current pathways of the aromatic molecules are indicated by black arrows. For
the antiaromatic molecules (IV-VI), the ring-current strengths and pathways were calculated
at the MP2/def2-TZVP level. The current pathways of the antiaromatic molecules (IV-VI)
are indicated by red arrows.
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DFT levels almost the same indicating that molecule I is aromatic according to the ring-
current criterion. The ring current divides into an outer and inner pathway at each pyrrolic
ring as it in general does for porphyrinoids.28 For pyrrolic rings with an inner hydrogen,
the main part of the ring current takes the outer route via the β carbons. At the two
neighbouring pyrrolic rings that are directly connected via a C-C bond, a current of 21.4
nA/T flows via the β carbons and 8.6 nA/T passes the NH moiety. The third pyrrolic ring
with an inner hydrogen sustains current of 18.2 nA/T along the outer route and 12.0 nA/T
passes via the NH moiety. For the two pyrrolic rings without an inner hydrogen, the current
strength along the inner pathway of 16.5 nA/T is slightly stronger than the one of 13.5 nA/T
passing the β carbons.
Cyclo[6]pyrrole (II) is aromatic with a ring-current strength susceptibility of 24.4 nA/T
at the B3LYP level. The pyrrolic rings with an inner hydrogen sustain a current flow of 18.4
nA/T along the outer route and a current of 6.2 nA/T passes via the NH moiety. For the
pyrrolic rings without an inner hydrogen, the ring current is almost equally divided between
the two pathways.
Rubyrin (III) is aromatic sustaining a ring-current strength of 30.1 nA/T at the B3LYP
level. For the pyrrolic rings without an inner hydrogen the ring current divides into two
almost equally strong pathways. The current strength of the inner pathway is 16.8 nA/T
and a current of 13.5 nA/T flows via the β carbons. The current strength of the outer
pathway of the rings with an inner hydrogen is 18.2 nA/T and the current strength for the
inner one is 10.8 nA/T. A strong current of 21.0 nA/T passes the NH moiety of the inverted
pyrrolic rings, whereas 9.4 nA/T passes the β carbons on the inside of the porphyrinoid ring.
The ring-current strength of rubyrin is 10% stronger than for free-base porphyrin, whereas
the porphyrinoids consisting of free-base porphyrin with one or two inverted pyrrolic rings
sustain ring currents of only 13.0-16.4 nA/T.22
Organarin (IV) is antiaromatic sustaining a net current strength of -36.1 nA/T at the
B3LYP level. MP2 calculations yield a ring-current strength of -30.3 nA/T. Since B3LYP
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might overestimate the ring-current strengths of the antiaromatic porphyrinoids, the MP2
values are used in the analysis of the current pathways. The current strengths of the inner
pathways are much stronger than the outer ones. Paratropic currents of -21.6 nA/T to -24.6
take the inner route at the pyrrolic rings, whereas the current strengths via the β carbons
are in the range of -4.6 nA/T to -8.6 nA/T. Thus, the ring current splits into two pathways
at all pyrrolic rings. The current strength of the inner pathway is somewhat weaker when
the nitrogen has an inner hydrogen.
Rosarin (V) is antiaromatic sustaining a current strength of -26.0 nA/T at the MP2 level.
The ring current flows mainly along the inner pathway at the pyrrolic rings. The current
strengths via the β carbons are in the range of -1.9 nA/T to -5.6 nA/T. The ring current
splits at the pyrrolic rings and no local ring currents in the pyrrolic rings are observed.
Amethyrin (VI) is antiaromatic sustaining a current strength of -22.8 nA/T at the MP2
level. The paratropic current flow along inner pathway dominates. The current strengths
via the β carbons are in the range of -2.0 nA/T to -4.4 nA/T. The current flow is slightly
stronger along the inner route for pyrrolic rings without an inner hydrogen.
3.2 Electronic excitation energies
Calculated and experimental values for the lowest singlet excitation energies and the os-
cillator strengths of the studied molecules are compared in 2. The first singlet excitation
energies calculated at the XMC-QDPT2 are about 0.2 eV smaller than the experimental
values, whereas CC2 and B3LYP excitation energies are 0.2-0.3 eV larger than the exper-
imental ones for the aromatic porphyrinoids. Comparison of calculated excitation energies
shows that the lowest CC2 and B3LYP excitation energies of the aromatic molecules are
0.4-0.5 eV larger than those obtained at the XMC-QDPT2 level of theory. Experimental
values for the S2 state have not been reported. The CC2 excitation energies are 0.2-0.5
eV larger than the XMC-QDPT2 ones, whereas the B3LYP and XMC-QDPT2 excitation
energies agree better with deviations of 0.0-0.3 eV.
16
Table 2: Vertical excitation energies (in eV) of the lowest singlet states calculated
at the XMC-QDPT2 and CC2 levels of theory are compared with experimental
data. Excitation energies calculated at the TDDFT level using the B3LYP func-
tional are also reported. The oscillator strengths are given in parenthesis. The
molecular point groups and the irreducible representation of the excited states
are also given. Experimental data are taken from Refs. 34 and 35.
Level/Molecule I (C2v) II (D2h) III (C2h) IV (C2v) V (C3h) VI (C2h)
XMC-QDPT2 1.54 (0.0002) 1.34 (0.50) 1.14 (0.04) 1.19 (0.00) 1.24 (0.00) 1.25 (0.00)
CC2 1.98 (0.002) 1.88 (0.33) 1.53 (0.06) 1.23 (0.01) 1.35 (0.00) 1.32 (0.00)
B3LYP 1.97 (0.002) 1.84 (0.28) 1.49 (0.04) 0.96 (0.00) 0.90 (0.00) 1.00 (0.00)
S1 Exp. 1.74 A1 1.56 B2u 1.34 Bu – B1 – A
′ – Ag
XMC-QDPT2 1.91 (0.04) 1.56 (0.85) 1.69 (0.03) 2.10 (0.03) 2.05 (0.00) 2.12 (0.80)
CC2 2.27 (0.05) 2.05 (0.52) 1.90 (0.03) 2.87 (0.45) 3.01 (0.04) 2.76 (0.65)
B3LYP 2.05 (0.02) 1.87 (0.40) 1.69 (0.02) 2.46 (0.12) 2.39 (0.00) 2.27 (0.10)
S2 Exp. – B1 – B3u – Bu 2.25 A1 2.24 E
′ 2.08 Bu
For the antiaromatic molecules, the CC2, B3LYP and XMC-QDPT2 excitation energies
of the S1 state agree well suggesting that the S1 state can be described by single electron
replacements from the ground state configuration. The CC2 excitation energies are 0.04-
0.11 eV larger than the XMC-QDPT2 values, whereas B3LYP slightly underestimate the
excitation energies with deviations of 0.25-0.35 eV with respect to XMC-QDPT2 energies.
The CC2 excitation energies of the S2 state are 0.6-1.0 eV larger than the ones calculated
at the XMC-QDPT2 level. The large difference between the values calculated at the two
levels of theory and the deviation of 0.62-0.75 eV indicate that the S2 states have significant
multiconfiguration character. The S2 energies calculated at the B3LYP level agree better
with experimental data having excitation energies that are 0.14-0.20 eV larger than the
experimental values. Calculations at the XMC-QDPT2 level yield S2 excitation energies
that deviate by 0.04-0.19 eV from the experimental ones.
The lowest triplet excitation energies calculated at the XMC-QDPT2 and CC2 levels are
compared in 3. For rosarin (V) with C3h symmetry, we were not able to converge the CC2
equations for the T2 to T4 states. The CIS(D) excitation energies of rosarin are therefore
reported in 3. The calculations yielded on the average 0.4 eV lower triplet excitation energies
at the XMC-QDPT2 level than obtained in the CC2 calculations. The three lowest CIS(D)
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excitation energies of rosarin agree well with the XMC-QDPT2 values, whereas the fourth
CIS(D) excitation energy is 0.85 eV larger than obtained at the XMC-QDPT2 level.
The S0 → S1 electronic transition of orangarin (IV) has the largest coefficient for the
HOMO(7a2)-LUMO(9b2) transition. HOMO and LUMO have a nodal symmetry correspond-
ing the angular quantum number λ = 5. According to the molecular orbital rule, transitions
with ∆λ = 0 lead to the paratropic global current,14 which is also obtained for orangarin
(IV) in this work. The magnetic contribution to the transition probability dominates as
for other antiaromatic porphyrinoids,33 since according to the selection rules for transition
matrix elements over the angular momentum operator, the lowest singlet transition of the
antiaromatic molecules (IV – VI) is a magnetic dipole transition. Thus, the antiaromatic
character of molecules IV–VI is strongly influenced by the magnetically allowed S0 → S1
transition. Porphyrinoids with a strong magnetic dipole allowed S0 → S1 transition can be
expected to be antiaromatic, because the lowest excitation will give rise to a large paratropic
ring-current contribution as recently shown for antiaromatic carbaporphyrins and isophlo-
rins.33 The reason for the fluorescent S2 → S0 state of the antiaromatic amethyrin (VI) is
discussed below.
3.3 Spin-orbit coupling
The spin-orbit coupling interaction between the lowest triplet T1 and ground state S0 must
vanish for molecules II and III due to the selection rules of the angular momentum for
D2h and C2h symmetries.
85 However, for molecules I and IV-VI, the selection rules for the
transition matrix elements over the angular momentum operator allow T1 → S0 transition
due to spin-orbit coupling, which might be the reason for the fast decay of the T1 state for
molecules IV-VI. The calculated matrix elements of the spin-orbit coupling operator in 4
confirm that the antiaromatic molecules have large spin-orbit coupling between the T1 and
S0 states, whereas the matrix element vanishes for the aromatic ones.
The large non-zero 〈ψ(S0)|HSO|ψ(T1)〉 matrix element for molecules IV, V and VI sug-
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Table 3: Excitation energies (in eV) of the lowest triplet states calculated at the
XMC-QDPT2 and CC2 level of theory. For molecule V, the excitation energies
of the triplet states were calculated at the CIS(D) level. The molecular point
groups and the irreducible representation of the excited states are also given.
Molecule Level T1 T2 T3 T4
I (C2v) XMC-QDPT2 B1: 1.09 A1: 1.56 A1: 1.78 B2: 1.84
CC2 B1: 1.63 A1: 1.96 A1: 2.13 B1: 2.23
II(D2h) XMC-QDPT2 B1u: 0.58 B2u: 0.94 B3g: 1.82 Ag: 2.10
CC2 B3u: 1.03 B2u: 1.36 B1g: 2.62 B2u: 2.79
III (C2h) XMC-QDPT2 Bu: 0.84 Bu: 1.06 Bu: 1.24 Bu: 1.80
CC2 Bu: 1.24 Bu: 1.56 Bu: 1.62 Bu: 2.17
IV (C2v) XMC-QDPT2 B2: 0.74 A1: 1.73 B2: 2.47 A1: 2.60
CC2 B1: 1.02 A1: 2.02 B1: 2.53 A1: 2.91
V (C3h) XMC-QDPT2 A
′: 0.75 E ′: 1.74 E ′: 1.74 A′: 1.85
CIS(D) A′: 0.86a A′: 1.61 A′: 1.61 A′: 2.70
VI (C2h) XMC-QDPT2 Ag: 0.79 Bu: 1.56 Bu: 2.40 Bu: 2.50
CC2 Ag: 1.12 Bu: 1.90 Bu: 2.50 Ag: 3.05
a The CC2 excitation energy is 1.03 eV.
Table 4: The matrix elements of the spin-orbit coupling interaction (in cm−1)
between the singlet and triplet states calculated at the multiconfiguration self-
consistent field (MCSCF) level using the XMC-QDPT2 excitation energies.
Matrix element I II III IV V VI
〈ψ(S0)|HSO|ψ(T1)〉 0.00 0.00 0.00 2.24 1.90 2.20
〈ψ(S1)|HSO|ψ(T1)〉 3.00 2.95 2.91 0.00 1.18 0.03
〈ψ(S1)|HSO|ψ(T2)〉 0.00 0.00 0.00 1.20 2.20 0.00
〈ψ(S2)|HSO|ψ(T1)〉 0.00 0.00 0.00 2.40 0.00 0.00
〈ψ(S2)|HSO|ψ(T2)〉 0.00 0.00 1.80 0.00 1.50 0.00
〈ψ(S2)|HSO|ψ(T3)〉 0.00 0.00 0.00 0.00 1.60 0.00
〈ψ(S2)|HSO|ψ(T4)〉 3.30 0.00 0.00 0.00 0.00 0.00
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gests that intersystem crossing is fast, when also the energy difference between T1 and S0
states is small. The rate constant for phosphorescence (kphos) and the one for intersystem
crossing (kIC(T˜1 → S0)) cannot be expected to be small enough to compete with the singlet-
triplet rate constant (kISC) for the decay process of the T1 state. All rate constants involved
in the excitation-energy deactivation process have to be calculated for obtaining a detailed
understanding of the reasons for the fast triplet decay.
3.4 Rate constants, lifetimes and quantum yields
The calculated rate constants for the investigated deactivation channels of the S1, S2 and
T1 states of molecules I-VI are summarized in 4. The rate constants were obtained by using
the spin-orbit coupling matrix elements listed in 4, the oscillator strengths and excitation
energies calculated at the XMC-QDPT2 level given in 2 and 3, and the nonadiabatic coupling
matrix elements (NACME) calculated at the INDO level.
The rate of the IC process dominates the decay of the S2 state for all molecules. The
IC rate from S1 to S0 is also fast for all molecules. For molecule I, the triplet manifold is
significantly occupied via the ISC process from S2 to T4 and from S1 to T1. The calculated
rate constant for the ISC processes from the S2 state of molecule I is only a factor of ten
smaller than the IC rate costant of the S2 to S1 transition. For molecule III and V, the ISC
process from S1 to T1 also lead to a significant occupation of the triplet state. The T1 state
of molecules I, III, and V decays to S0 via the IC channel. For the rest of the molecules, the
decay channels involving the triplet manifold is negligible.
The calculated rate constants for the radiative process from S1 to S0 of molecules I-III
are much smaller than the IC rate. However, fluorescence have been experimentally detected
from the S1 state of molecules I-III. The calculated radiative transition rates from the Q band
is probably underestimated, because Herzberg-Teller effects that increase the intensity of the
Q bands by orders of magnitude have not been accounted for in this work.67 Fluorescence
has not been observed from the S1 state of molecules IV-VI, whereas weak fluorescence has
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(a) (b)
(c) (d)
(e) (f)
Figure 4: The rate constants (in s−1) of S1, S2, T1 states for molecules I-VI. The red ar-
rows represent radiative transitions, whereas the blue ones show nonradiative deactivation
channels. The open ended arrows illustrate transitions to the S0 state.
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been detected from the S2 state of molecule IV.
34,36 The calculated rate constant for the
radiative transition from S2 to S0 of molecule VI is a factor of 30 smaller than the IC rate
constant. By considering the Herzberg-Teller effect, the ratio between the two rate constants
can be smaller leading to two significant decay channels and a weak fluorescence.
For molecules I-III, the fluorescence quantum yield from the S1 state (φ(S1)) is signif-
icantly larger than the fluorescence quantum yield from the S2 state (φ(S2)), because the
IC process from S2 to S1 is very fast. The relatively small difference in the radiative and
nonradiative rate constants for the decay of the S1 state results in the observed fluorescence,
especially when one considers that Herzberg-Teller effects have been omitted in the calcula-
tions. The antiaromatic molecules have very small φ(S1) values, whereas the quantum yield
from the S2 state is much larger than φ(S1). The large φ(S2) value for molecule VI explains
the detected fluorescence.
Table 5: Calculated lifetimes (τ in µs and ps) of the S1, S2, T1 states of molecules
I-VI are compared with experimental data. The calculated fluorescence quantum
yield (φ in %) for the S1 and S2 states of molecules I-VI are also reported.
Property I II III IV V VI
τ(T1),µs 322 476 625 0.1 1 0.1
τ(T1),µs (Exp.)
a 14.9 16 146 0.002
τ(S1),ps 653 609 424 178 142 196
τ(S1),ps (Exp.)
a 2430 430 560
τ(S2),ps 87 10 421 98 9.9 813
τ(S2),ps (Exp.)
a 8.7 30 110
φ(S1),% 0.013 2.6 0.1 0.002 0 0
φ(S2),% 0.005 0.08 0.04 0.7 0.0001 12
a The experimental values were taken from the Ref. 35
The calculated lifetimes and fluorescence quantum yields are summarized in 5. The
deviations between calculated and measured lifetimes do generally not exceed one order
of magnitude, implying that the calculations yield qualitatively the correct trends. The
calculated lifetimes of the τ(T1) state are systematically longer than obtained experimentally
suggesting that the calculated T1 excitation energies are somewhat too large. The lifetimes
of the S1 state of molecules II and III agree well with experimental data. For molecule I, the
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experimental lifetime is about four times larger than obtained in the calculations. For the
S2 state of molecules IV and VI, the calculated lifetimes are about an order of magnitude
larger than the measured ones, whereas for molecule V the measured lifetime of the S2 state
is three times larger than the calculated one.
Table 6: Comparison of excitation energies (in eV) calculated at the XMC-
QDPT2 level with experimental data. Calculated and experimental decay rates
(in s−1) of the S1, S2 and T1 states are also compared.
Molecule Excitation energy Decay rate of
and state Exp. Calc S1 or S2 (Exp.) S1 or S2 (Calc.) T1 (Exp.) T1 (Calc.)
I S1 1.74 1.54 4 · 108 1 · 109 7 · 104 3.1 · 103
II S1 1.56 1.34 2 · 109 2 · 109 6 · 104 2.1 · 10
III S1 1.34 1.14 2 · 109 1 · 1010 7 · 103 1.6 · 104
IV S2 2.25 2.10 1 · 1011 5 · 1010 – 1.0 · 107
V S2 2.24 2.05 3 · 1010 1 · 1011 5 · 108 1.0 · 106
VI S2 2.08 2.12 1 · 1010 1 · 109 – 1.0 · 107
The calculated decay rates of the lowest singlet and triplet states are compared to ex-
perimental data in 6. The obtained values for the singlet states are in good agreement with
experimental values, since they deviate by less than one order of magnitude. The calculated
decay rates of the T1 states are generally one to three orders of magnitude too small as
compared to experimental data. For molecule III, the calculated and measured decay rates
of the T1 state agree well. Singlet excitation energies calculated at the XMC-QDPT2 level
are about 0.2 eV smaller than the experimental values. Excitation energies of the lowest
triplet state have not been measured for the studied molecules.
4 Summary and conclusions
Magnetic and optical properties have been studied computationally for a set of six expanded
porphyrins. The aromatic character was assessed by analysing the magnetically induced cur-
rent density of the molecules. By scrutinizing the integrated current strength susceptibility
for selected bonds, the aromatic pathways have been identified. Sapphyrin (I), cyclo[6]pyrrole
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(II) and rubyrin (III) are aromatic sustaining net diatropic ring currents, whose strengths
are 24-30 nA/T at the B3LYP level. The ring-current strengths are of about the same size
as for free-base porphyrin. Organarin (IV), rosarin (V) and amethyrin (VI) are antiaromatic
sustaining net paratropic ring currents of -23 nA/T to -30 nA/T at the MP2 level of theory.
The current divides into two branches at each pyrrolic ring suggesting that all pi-electrons
participate in the aromatic pathway.
For the aromatic molecules, the ring current flows preferably via the β carbons of the
pyrrolic rings with an inner hydrogen, while it splits nearly equally at the other pyrrolic
rings though with a slightly stronger current via the nitrogen.
For the antiaromatic molecules, strong paratropic currents flow via the nitrogen moiety
regardless whether it has an inner hydrogen or not. The strength of the ring current passing
the β carbons is between -1.2 nA/T and -8.6 nA/T. Thus, on the average a small fraction
of about 18% of the ring current takes the outer route at the pyrrolic rings.
Calculations at different levels of theory show that for the aromatic molecules about about
the same ring-current strengths are obtained at the DFT level using different functionals.
The current strengths obtained at the HF and MP2 level also agree well with those calculated
at the DFT levels. However, the ring current strength calculated for molecule I at the MP2
level is for some unknown reason 18-25 nA/T larger than obtained at the other levels of
theory. The calculated ring-current strengths of the antiaromatic molecules depend on the
amount of HF exchange in the functional. The BHLYP functional with 50% HF exchange
yields ring-current strengths in good agreement with MP2 values. Functionals with less HF
exchange yield stronger paratropic ring currents. HF calculations seem to underestimate the
strength of the paratropic ring current of the antiaromatic porphyrinoids.
Singlet and triplet excitation energies have been calculated using the XMC-QDPT2
method. Excitation energies have also been calculated at the CC2 and B3LYP levels. For
the aromatic molecules, CC2 and B3LYP calculations yield somewhat larger excitation en-
ergies than obtained at the XMC-QDPT2 level. For the antiaromatic molecules, the S1 to
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S0 transition is a magnetic dipole allowed transition, which explains why the molecules are
antiaromatic sustaining strong paratropic ring currents. The CC2 energies for the S1 state of
the antiaromatic molecules agree well with the XMC-QDPT2 ones, whereas B3LYP slightly
underestimates them. The CC2 excitation energies of the S2 state are much larger than
the XMC-QDPT2 ones indicating a significant double excitation character of the S2 state of
the antiaromatic molecules. The calculated spin-orbit coupling interactions reveal a strong
coupling between the T1 state and the S0 ground state for the antiaromatic molecules IV–VI,
while the spin-orbit coupling between these states vanishes for the aromatic molecules (I-III).
Rate constants for radiative and nonradiative processes have been obtained by calculating
spin-orbit coupling matrix elements, the oscillator strengths, and excitation energies at the
XMC-QDPT2 level. Nonadiabatic coupling matrix elements were calculated at the semi-
empirical INDO level. The XMC-QDPT2 calculations yield singlet excitation energies that
are about 0.2 eV smaller than experimental values. The calculated rate constants show that
the excitation-energy decay process is mainly dominated by deactivation along IC channels.
The triplet manifold participates in the deactivation process for molecules I, III and V. For
the aromatic molecules, the radiative transition rate from the S1 state is not much smaller
than the IC rate, which explains the observed fluorescence. The S1 state of the antiaromatic
molecules is dark, whereas fluorescence has been detected from the S2 state of molecule
VI. The calculations show that fluoresence from the S2 state is a significant decay channel,
since the obtained radiative rate costant for the S2 to S0 transition is of about the same
magnitude as the one calculated for the IC processes. Calculated and measured decay rates
of the S1 and S2 states agree within an order of magnitude with experimental data. For T1,
the deviations are somewhat larger.
The present study shows that accurate rate constants can be calculated for excitation-
energy decay channels via radiative and nonradative processes by using high-level electronic
structure methods such as the expanded multi-configurational quasi-degenerate perturbation
theory (XMC-DPT2) approach. The obtained optical properties depend on the aromatic
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character of the expanded porphyrins, which have been investigated in detail by performing
explicit current-density and current-strength calculations using the GIMIC method.
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