Given countable directed graphs G and G ′ , we show that the associated quiver algebras A G ,
Introduction
In [27] , Muhly introduced a class of non-selfadjoint operator algebras arising from finite directed graphs, which he called quiver algebras, and subsequently studied them with Solel [28] . These are norm closed algebras generated by families of partial isometries and projections which arise from finite directed graphs. Each graph determines a generalized Fock Hilbert space and partial creation operators which act on the Hilbert space. The construction carries over to countable directed graphs and recently, the second author and Power [24, 25] began studying these algebras as well as their w * -closures, which they called free semigroupoid algebras. More recent work includes collaborations with Jaeck [17] and Jury [18, 19] . The free semigroupoid algebras include as special cases the space H ∞ realized as the analytic Toeplitz algebra [13, 14] and the non commutative analytic Toeplitz algebras L n , introduced by Popescu [30, 31, 32] and studied by Davidson and Pitts [7, 8, 9] , as well as Arias [1] and the authors [6, 26] . However, this is a broad enough class to include various nest algebras, inflation algebras and infinite matrix function algebras as special cases.
A central result of [24] is the classification of the free semigroupoid and quiver algebras up to unitary equivalence. In both cases the graph forms a complete invariant. Such a result is a departure from the case of directed graph C * -algebras where, for instance, the graph is known not to be a * -isomorphism invariant of the algebra in general. (The compact operators on a Hilbert space H can be expressed as the universal C *algebra of several non-isomorphic graphs). This is an advantage of the non-selfadjoint perspective. Indeed, the free semigroupoid and quiver algebras include a rich diversity of examples, and at the same time it has been possible to link deep properties of the algebras with properties of the underlying graph in ways not possible in the C * -algebra setting.
In this paper, we consider fundamental isomorphism problems for non-selfadjoint algebras generated by directed graphs. Specifically, our main focus is on the isomorphism class of the quiver algebras. The classification result of Kribs and Power raises the question whether the graph is a complete invariant for Banach algebra or even algebraic isomorphisms. In Theorem 3.12 we show that the graph is indeed an invariant for bicontinuous isomorphisms. This is accomplished through the study of multiplicative linear functionals and the use of nest representation theory. With the exception of [20] , this is the first time that nest representations have been used for the classification problem of non-selfadjoint operator algebras. Subsequently we consider quiver algebras associated with graphs having either no sources or no sinks. (This is typically a standing assumption in graph C * -algebra theory.) For such algebras we prove an automatic continuity result (Theorem 3.15), which allows us to show that the graph forms a complete invariant for algebraic isomorphisms.
The representation techniques of Section 3 are also applicable to arbitrary free semigroupoid algebras, thus allowing us to improve on the main result of [24] . In Theorem 5.9 we show that two free semigroupoid algebras are isomorphic as dual algebras (w * -bicontinuous isomorphism) precisely when the associated graphs are isomorphic. In particular, similar free semigroupoid algebras are unitarily equivalent. For free semigroupoid algebras associated with locally finite directed graphs with no sinks, we obtain an automatic continuity theorem that allows us to show that the graph forms an invariant for algebraic isomorphisms as well.
The C * -algebra generated by a quiver algebra is a graph C * -algebra of Cuntz-Krieger-Toeplitz type. There exists another important class of non-selfadjoint operator algebras associated with directed graphs which are, however, subalgebras of C * -algebras of Cuntz-Krieger type. Indeed, given a directed graph G, there exist a distinguished C * -algebra labeled as C * (G) [3, 21, 23, 35] . This is the universal C * -algebra generated by the set of projections {P x }, indexed by the vertices of the graph, and the set of partial isometries {S e }, indexed by the edges of the graph, subject to a certain set of relations ( ‡) of Cuntz-Krieger type. As with the quiver algebras, one may consider the non-selfadjoint operator algebra alg(G) ⊆ C * (G) generated by {P x } and {S e }. This can be thought as the universal operator algebra satisfying ( ‡). Even though alg(G) is not unitarily equivalent to A G , Theorem 4.5 shows that the two algebras are isometrically isomorphic, provided that G has no sources. (The proof of this result utilizes a Cuntz-Krieger uniqueness Theorem [35] , thus making an important connection with the selfadjoint theory.) This allows us to apply the classification scheme of Theorem 3.12 and show that the graph is also a complete invariant for alg(G). For graphs with no sources and no sinks, an application of the Wold decomposition from [19] allows us to conclude that A G is the universal algebra for a larger set of relations ( †). The uniqueness of A G is also discussed.
Representation theory has been proven to be an indispensable tool for the study of strongly maximal TAF algebras [4, 5, 20, 16] . It is not a coincidence that it is also useful in the context of quiver algebras. The results of this paper warrant its further study, which we plan to undertake elsewhere. Remark 1.1. After this work was completed, we became aware of a recent manuscript of B. Solel [34] which contains related work. In [34] , Solel classifies the quiver algebras with respect to isometric isomorphisms and the free semigroupoid algebras with respect to wot-wot continuous isometric isomorphisms. These results follow in a direct manner from Theorems 3.12 and 5.9 of this paper.
Preliminaries
Let G be a countable directed graph with vertices x ∈ V(G) and directed edges e ∈ E(G). Given a path w = e i k · · · e i 1 in G, by which we mean an allowable finite word in the edges of G, we write w = ywx when the initial and final vertices of w are x and y respectively. Define the range of w by r(w) = y and the source of w by s(w) = x. Notice that r(w) = r(e i k ) and s(w) = s(e i 1 ). For a vertex x in G we put r(x) = x = s(x). Further, x is said to be a sink if it does not emit any edges; i.e., there are no edges e ∈ E(G) so that e = ex. Similarly, x is said to be a source (not to be confused with the source map defined above) if there are no edges ending at x. A graph G is said to be locally finite if each vertex receives and emits a finite number of edges. Let G t be the transpose directed graph obtained from G simply by reversing directions of all directed edges.
Let F + (G) be the free semigroupoid determined by G. This is the set of vertices V(G) and all finite paths in G written in reduced form as above, with the natural operations of concatenations of finite paths allowed by the graph structure. Further define F(G) to be the (free) groupoid generated by F + (G). If w belongs to F + (G), let |w| be the number of directed edges which determine w as a finite word, and put |x| = 0 for every vertex x ∈ V(G). A path w = e k · · · e 1 ∈ F + (G) is said to be a loop if s(w) = r(w). If in addition, r(e i ) = r(e j ), for i = j, then w is said to be vertex-simple. A vertex-simple loop w = e k · · · e 1 , e i ∈ E(G) has an entrance if there exists an edge f ∈ E(G) such that r(f ) = r(e i ), for some i, but f = e i .
Let H G = ℓ 2 (F + (G)) be the Hilbert space with orthonormal basis {ξ w : w ∈ F + (G)} indexed by elements of F + (G). Define a family of partial isometries on H G as follows: For each v ∈ F + (G) let
with the convention ξ vw = 0 when vw / ∈ F + (G). Note that the operator L x , for x ∈ V (G), projects onto the subspace span{ξ w : w = xw}. As in [17, 18, 19, 24] , L x , x ∈ V(G), will be denoted by P x . Observe that every partial isometry L v , v ∈ F + (G), is the product of the operators {L e : e ∈ E(G)} corresponding to the directed edges which determine v as a product inside F + (G). The L e may be regarded as partial 'creation operators' acting on a generalized 'Fock space' Hilbert space H G . This spatial construction was introduced by Muhly [27] . Definition 2.1. Let G be a countable directed graph. The quiver algebra A G is the norm closed algebra generated by the family L v , v ∈ F + (G). The free semigroupoid algebra L G is the closure of A G in the weak operator topology.
In the case that G consists of a single vertex with n ≥ 2 loop edges, the associated quiver algebra is the non-commutative disc algebra A n of Popescu [30] , while L G is the non-commutative analytic Toeplitz algebra L n , [1, 6, 7, 8, 9, 26, 30, 31, 32] . (In that case, H G is the full n-variable Fock space and is denoted as H n .) The papers of Kribs and Power [24, 25] contain a wealth of examples that demonstrate the diversity of the quiver and free semigroupoid algebras.
Elements of L G have Fourier expansions: if A ∈ L G and x ∈ V(G) then Aξ x = w=wx a w L w , for some scalars a w ∈ C, and the Cesarotype sums
converge in the w * -topology to A [24] . (We mention that in the case of G with no sinks, the w * and wot topologies coincide on L G [19] .) If in addition, A ∈ A G , then the Cesaro-type sums converge in the norm topology. As a notational convenience we write A ∼ w a w L w . Given a graph G and the associated Hilbert space
with the convention ξ wv = 0 when wv / ∈ F + (G). The operator R x , for x ∈ V(G), projects onto the subspace span{ξ w : w = wx} determined by paths starting at x and will be denoted as Q x . The 'tree component'
The weakly closed algebra generated by a family {Q x } x∈G and {R v } v∈F + (G) is denoted as R G . It turns out that L ′ G = R G [24] ; this is not surprising, L G (respectively R G ) is generated by the left (respectively right) regular representation of F + (G).
Let G be a countable directed graph. Given a set of projections {P x } x∈V(G) and a set of partial isometries {S e } e∈E(G) one may define a natural set of relations which these collections must obey, as follows:
for all e ∈ E(G) (4) r(e)=x S e S * e ≤ P x for all x ∈ V(G) It is clear that the partial creation operators L e , e ∈ E(G), and the associated projections P x , x ∈ V(G), satisfy ( †). In [18] , a Wold decomposition was obtained for operators which satisfy these relations. These conditions also appear in graph C * -algebra theory, with the extra requirement that the inequality in (4) is actually an equality. This modified set of conditions will be denoted as ( ‡). In fact, there exists a universal C * -algebra for the relations ( ‡), which is denoted as C * (G) [3, 21, 23, 35] . Universality in this context means that if {P ′ x } x∈V(G) and {S ′ e } e∈E(G) are families of projections and isometries satisfying ( ‡), then there exists a C * -homomorphism from C * (G) onto the C * -algebra generated by {P ′ x } x∈V(G) and {S ′ e } e∈E(G) such that P x is mapped to P ′ x , x ∈ V(G), and S e is mapped to S ′ e , e ∈ E(G). Definition 2.2. The (non-selfadjoint) norm closed subalgebra of C * (G) generated by the families {S e | e ∈ E(G)} and {P x | x ∈ V(G)} is denoted as alg(G).
It turns out that alg(G) is the 'universal operator algebra', in a sense which we make precise below, generated by partial isometries and projections satisfying ( †).
The Classification of Quiver Algebras
In order to classify the quiver algebras we need to analyze their nest representations. It turns out that the one and two dimensional representations suffice for our purposes.
The maximal ideal space of A G is denoted as M G . It consists of all non-zero multiplicative linear functionals on A G and is equipped with the w * -topology. Given x ∈ V(G), the set of all ρ ∈ M G so that ρ(P x ) = 1 is denoted as M G,x . Notice that the finite sums from {P x } x∈V(G) form an approximate identity for A G . Therefore, given ρ ∈ M G there exists at least one x ∈ V(G) so that ρ(P x ) = 1; the orthogonality of {P x } x∈V(G) guarantees that such an x is unique. Given any edge e with distinct source and range, the partial isometry L e is nilpotent and so ρ(L e ) = 0, for any ρ ∈ M G . Hence, given ρ ∈ M G,x and a path w, we have ρ(L w ) = 0 whenever w passes through a vertex y = x. In particular, ρ(L w ) is non-zero only if w = x or w consists entirely of loop edges with source x. Proposition 3.1. Let G be a countable directed graph. Let x ∈ V(G) and assume that there exist exactly n distinct loop edges whose source is x. Then, M G,x equipped with the w * -topology is homeomorphic to the closed unit ball B n inside C n .
Proof. Let e 1 , e 2 , . . . , e n be the distinct loop edges with source x ∈ V(G). We define a map φ x : M G,x −→ C n by the formula φ x (ρ) = (ρ(L e 1 ), ρ(L e 2 ), . . . , ρ(L en )), ρ ∈ M G,x .
Since any multiplicative form is completely contractive, and the L e i are partial isometries with mutually orthogonal ranges, it follows that the range of φ x is contained in B n . We will show that φ x is the desired homeomorphism.
Let λ = (λ 1 , λ 2 , . . . λ n ) be an n-tuple satisfying λ 2 2 = n i=1 |λ i | 2 < 1; that is, λ belongs to the interior of B n . We define
where w in the above sum ranges over all monomials in e 1 , e 2 , . . . , e n .
(This construction originates from [1, 8] and was reiterated in [24] ). It is easily seen that v λ,x is an eigenvalue for
for all other f ∈ E(G) and so ρ 1 and ρ 2 agree on the generators of A G . By continuity, ρ 1 = ρ 2 .
We have established that φ x is an continuous injective map between compact Hausdorff spaces. Hence φ −1
x is also continuous.
Remark 3.2. Observe that from this proof it follows that every element ρ ∈ M G,x is either of the form ρ ≡ ρ λ,x where λ = φ x (ρ), or is a w * limit of such functionals. Moreover, if n = ∞, then a easy modification of the above proof shows that M G,x is isomorphic to the closed unit ball of l 2 , equipped with the weak topology.
Proof. The space M G ∪{0} is a compact Hausdorff space and so M G is locally compact. Fix an x ∈ V(G) and consider the map ψ x :
Clearly, ψ x is continuous and M G, 2) ). Hence, M G,x is clopen. Proposition 3.1 shows that M G,x is also connected and the conclusion follows.
The maximal ideal space M G allows us to identify the vertices of the graph G with the connected components of M G . In order to decide whether there exists a directed edge between two given vertices from the algebraic structure of A G we use representation theory on two dimensional Hilbert space.
Let π : A G −→ Alg N be a two dimensional nest representation of A G , where G is a countable directed graph. Assume that the nest of projections N = {0, N, I} is acting on a Hilbert space H and so there exists a basis {h 1 , h 2 } of H with N = [h 2 ] and N ⊥ = [h 1 ]. We may associate with π two multiplicative linear forms ρ (1) π and ρ (2) π , defined as
Proof. Clearly there exist vertices
We first examine the case where x 1 = x 2 = x. By way of contradiction assume that there are no loop edges with source x. Therefore, for any edge e ∈ E(G), either s(e) = x or r(e) = x Now notice that since x 1 = x 2 = x, we have ρ (i) π (P x ) = 1, i = 1, 2, and so (4) π(P x ) = I.
Hence if y ∈ V(G), y = x, then π(P y ) = π(P y )π(P x ) = π(P y P x ) = 0.
This implies that π(L e ) = 0, for any edge e with s(e) = x or r(e) = x. Hence π(L e ) = 0, for all e ∈ V(G), and so the range of π has linear dimension one, a contradiction. We now examine the case where x 1 = x 2 . By way of contradiction assume that there are no edges with source x 1 and range x 2 .
In this case, there exist a, b ∈ C so that π(P x 1 ) = 0 a 0 1 and π(P x 2 ) = 1 b 0 0 .
(However, π(P x 2 )π(P x 1 ) = 0 and this implies that a = −b.)
Let S ∈ A G so that π(S) = ( 0 1 0 0 ). Without loss of generality we may assume that S = P x 2 SP x 1 since
Hence, S can be approximated in norm by polynomials in L w , with w = x 2 wx 1 ∈ F + (G). This implies the existence of one such w = x 2 wx 1 ∈ F + (G) with π(L w ) = ( 0 a 0 0 ), for some non-zero a ∈ C. However, by assumption in this case we have Both π(AL e ) and π(BL f C) are then nilpotent of order two and so their product is zero. Hence, π(L w ) = 0, a contradiction which proves the theorem.
to be the collection of all two dimensional nest representations π : A G −→ Alg N determined as in Lemma 3.4 by edges e ∈ E(G) with e = x 2 ex 1 ; i.e., so that ρ Proof. One direction follows from Lemma 3.4. For the other direction assume that there exists an edge e = x 2 ex 1 . Consider the Hilbert space H e ⊆ H G generated by the orthogonal vectors ξ x 1 , ξ e and let E e be the orthogonal projection on H e . Notice that for any edge f ∈ E(G),
. In any case, the space H e is co-invariant by A G and so the mapping
Let N be the subspace generated by ξ e and let N = {0, N, I}. The previous considerations show that N is invariant by E e A G E e and so π e maps into Alg N . In addition, π e (P x 1 ) = N ⊥ , π e (P x 2 ) = N and π e (L e ) = 0 1 0 0 .
Hence, π e is surjective. Finally, it is clear that ρ
In order to calculate the number of edges between two vertices x, y of G, we need to gain a better understanding of rep x,y (A G ). We define
Notice that each π ∈ rep x,y (A G ) induces a natural representation of A G /K x,y , which we also denote as π, and is defined as
Recall that the Jacobson radical rad(A) of a complex algebra A is defined as the intersection of the kernels of the irreducible representations of A. It is known that for any complex algebra A, the Jacobson radical rad(A) coincides with the largest ideal of A consisting of quasinilpotent elements.
is a strictly upper triangular 2 × 2 matrix and so π(A) 2 = 0.
Conversely, it is easily seen that the collection of all cosets A+K x,y ∈ A G /K x,y satisfying π(A + K x,y ) 2 = 0, ∀π ∈ rep x,y (A G ), forms an ideal of A G /K x,y . Therefore, any such coset is contained in rad(A G /K x,y ) and the conclusion follows. Lemma 3.8. Let G be a countable directed graph and let x, y ∈ V(G).
Proof. Let π ∈ rep x,y (A G ). If x = y then π(P x ) = π(P y ) = I and so there is nothing to prove. Otherwise, Proposition 3.7 implies the existence of a c ∈ C so that π(A) = ( 0 c 0 0 ) . Arguing as in the proof of Theorem 3.4 we obtain
and so π(A − P y AP x ) = 0.
Since π ∈ rep x,y (A G ) was arbitrary, the conclusion follows.
Lemma 3.9. Let G be a countable directed graph and let x, y ∈ V(G) with x = y. Assume that there exist n distinct edges e 1 , e 2 , . . . , e n with source x and range y. Let A = P y AP x ∈ K x,y and let A ∼ a w L w be the Fourier expansion of A. Then, a e i = 0, for all i = 1, 2, . . . , n.
Proof. Let π e i ∈ rep x,y (A G ), i = 1, 2, . . . , n be as in the proof of Theorem 3.6. As we have seen, π e i (L e i ) = ( 0 1 0 0 ) , while π e i (L f ) = 0, for all other f ∈ E(G). Hence,
and so a e i = 0 for i = 1, 2, . . . , n.
Corollary 3.10. Let G be a countable directed graph and let x, y ∈ V(G) with x = y. Assume that there exist n distinct edges e 1 , e 2 , . . . , e n with source x and range y. Then the collection
Let I be a closed ideal of a Banach algebra B and let {B i } i∈I be a subset of I. The set {B i } i∈I is said to be a generating set for I if the closed ideal generated by {B i } i∈I equals I. (In that case, the B i 's are said to be the generators of I.) The ideal I is said to be n-principal when n is the smallest cardinality of a generating set. If n = ∞, we understand n-principal to mean that there is no finite generating set for I. Theorem 3.11. Let G be a countable directed graph and let x, y ∈ V(G) with x = y. Assume that there exist n distinct edges with source x and range y.
Proof. Let e 1 , e 2 , . . . , e n be the edges with source x and range y. First we show that the collection,
be a polynomial which is ǫ-close to A + K x,y . We may assume that each L w k in the sum above factors as L w k = L u k L e i L v k , for some u k , v k ∈ F + (G) and i ∈ {1, 2, . . . , n}. (An L w k not of this form is easily seen to belong to K x,y since π(P z ) = 0 for π ∈ rep x,y (A G ) and z / ∈ {x, y}.)
Hence each L w k + K x,y belongs to the ideal generated by L e i + K x,y , i = 1, 2, . . . , n, and so does p(L)+K x,y . But the polynomials p(L)+K x,y approximate A + K x,y and so L e i + K x,y , i = 1, 2, . . . , n, is a generating set for rad(A G /K x,y ). By way of contradiction assume that there exists a generating set
for rad(A G /K x,y ) with m < n. By Lemma 3.8, we may assume that A j = P y A j P x . Therefore, there exist scalars a j,i so that
Let M be the subspace of A G generated by L e i , i = 1, 2, . . . , n, and let M 0 ⊂ M be the linear span of a j,1 L e 1 + a j,2 L e 2 + · · · + a j,n L en , j = 1, 2, . . . , m.
Let X ∈ M\M 0 . Clearly, X +K x,y belongs to rad(A G /K x,y ). Since the collection A j + K x,y , j = 1, 2, . . . , m, is generating for rad(A G /K x,y ), the operator X can be approximated by finite sums of the form
where, B k , C k ∈ A G , and D = P y DP x ∈ K x,y andÂ k ∈ {A 1 , A 2 , . . . A m }. Lemma 3.9 shows now that Φ 1 (D) = 0. It is also easy to see that Φ 1 (BA j C) = µ j a j,1 L e 1 + a j,2 L e 2 + · · · + a j,n L en , µ j ∈ C.
for all j = 1, 2, . . . , m and B, C ∈ A G . Hence,
A simple approximation argument with the contractive map Φ 1 shows now that Φ 1 (X) = X belongs to M 0 , which is a contradiction.
We are in position now to prove the classification theorem for the quiver algebras. Given a directed graph G, we associate a graph G, which is constructed using the algebraic structure of A G as follows. The vertices of G are the connected components of the maximal ideal space M G of A G . By Corollary 3.3 there is a natural one-to-one correspondence g : V(G) −→ V(G) so that ρ(P g(x) ) = 1, for all ρ ∈ x. To each vertex x ∈ V(G), we attach as many loop edges as the homeomorphic class of x. By Proposition 3.1, the number of loop edges starting at x and g(x) are equal. Given two distinct vertices x 1 , x 2 ∈ V(G), we create as many directed edges from x 1 to x 2 as the least number of generators for rad(A G /K g(x 1 ),g(x 2 ) ) ⊆ A G /K g(x 1 ),g(x 2 ) , provided that rep g(x 1 ),g(x 2 ) (G) = ∅. Theorem 3.11 shows that the number of directed edges from x 1 to x 2 and g(x 1 ) to g(x 2 ) coincide. Hence, G and G are isomorphic as graphs. Proof. Assume that the algebras A G , A G ′ are isomorphic as Banach algebras. It suffices to show that the graphs G and G ′ are isomorphic.
be a bicontinuous isomorphism between A G and A G ′ . Then, τ induces a homeomorphism between the maximal ideal spaces of A G and A G ′ , which we still denote as τ , and is defined by the formula τ (ρ) = ρ • τ −1 , ρ ∈ M G . Since homeomorphisms preserve connected components, τ establishes a one-to-one correspondence between the vertices of G and G ′ , which we, once again, denote as τ . It is clear that the number of loop edges attached between x and τ (x), x ∈ V(G), coincide. Let x 1 , x 2 be two distinct connected components of M G .
Assume that π ∈ rep x 1 ,x 2 (G). Let N be a nest such that π maps A G onto Alg N and let h 1 , h 2 be as in (3) so that
This proves one direction of the claim. By reversing the above argument, we obtain the other direction.
The claim above implies now that τ (K x 1 ,x 2 ) = K τ (x 1 ),τ (x 2 ) and so τ induces an isomorphism between A G /K x,y and A G ′ /K τ (x 1 ),τ (x 2 ) . Furthermore,
Hence τ preserves the number of directed edges between distinct vertices of the graphs G and G ′ . This concludes the proof.
Given an (algebraic) isomorphism or an epimorphism between two Banach algebras, it is always desirable to know whether or not it is continuous. This is the problem of automatic continuity and it has attracted much attention since the early stages of Banach algebra theory. An important tool for the study of this problem is Rickart's notion of a separating space. Let φ : A −→ B be an epimorphism between Banach algebras and let S(φ) be the separating space of φ. This is the two-sided closed ideal of B defined as S(φ) = b ∈ B | ∃{a n } n ⊆ A such that a n → 0 and φ(a n ) → b .
One can easily see that the graph of φ is closed if and only if S(φ) = {0}. Thus by the closed graph theorem, φ is continuous if and only if S(φ) = {0}.
The following is an adaption of [33, Lemma 2.1] and was used in [11] for the study of isomorphisms between limit algebras. Lemma 3.13 (Sinclair) . Let φ : A −→ B be an epimorphism between Banach algebras and let {B n } n∈N be any sequence in B. Then there exists n 0 ∈ N so that for all n ≥ n 0 ,
The above lemma will allow us to classify a large class of quiver algebras up to algebraic isomorphism. Definition 3.14. We say that a countable directed graph G is infinite in one direction if G or G t has no sinks (i.e. G has no sinks or no sources).
Theorem 3.15. Let G be a countable directed graph which is infinite in one direction and let A be any Banach algebra. If φ : A −→ A G is an epimorphism of algebras then φ is automatically continuous.
Proof. Consider the extensionφ : A + CI −→ A G + CI of φ. It suffices to show thatφ is continuous.
Assume that G has no sinks. By way of contradiction assume that φ is not continuous and so S(φ) = {0}. If there are infinitely many distinct x n ∈ V(G), n ∈ N, so that P xn S(φ) = 0, then the sequence
contradicts Lemma 3.13. Hence there exists a vertex x ∈ V(G) and a path w = ywx, y ∈ V(G), so that P x S(φ) = 0 and the vertex y supports at least one loop, say u ∈ F + (G). (Indeed, otherwise we could start from x, move forward on an infinite path with no loops, by multiplying on the left with the corresponding creation operators, and therefore produce infinitely many distinct P x with P x S(φ) = 0.) Hence P y S(φ) = 0 and we have
This shows that the sequence B n = (L u ) n , n ≥ 1, contradicts Lemma 3.13 and so φ is necessarily continuous.
An argument similar to the one above shows thatφ is also continuous when G has no sources. In order to show that the graph of any quiver algebra is an invariant for algebraic isomorphisms, one has to extend Theorem 3.15 to arbitrary countable graphs. At the present, we do not know how to do this. Nevertheless, there are cases where the automatic continouity of the algebraic isomorphism is not needed, as the following result shows. Proof. In this case we assume that rep x,y (G) consists of not necessarily continuous representations and we proceed as earlier. The difference here is that rad(A G /K x,y ) is an n-dimensional vector space, provided that there exist exactly n-directed edges from x to y. This property is preserved by arbitrary isomorphisms and the conclusion follows.
Universal Operator Algebras
The quiver algebras are defined concretely on a Fock like Hilbert space. Furthermore, the C * -algebras generated by them are of Cuntz-Krieger-Toeplitz type. In this section we show that given a countable graph G with no sources, the algebra A G is isometrically isomorphic to alg(G), the disc subalgebra of the universal graph C * -algebra C * (G). As such, the quiver algebras form a universal operator algebra for the relations ( ‡). Moreover, an application of the Wold decomposition allows us to show that A G forms a universal algebra for a larger set of relations ( †).
We shall use the following class of representations of C * (G) in the proof below. Let Ω + G be the collection of infinite paths, which have final vertices, in the generators of F + (G). Given ω = e i 1 e i 2 · · · in Ω + G , define a sequence of finite paths in F + (G) by ω k = e i 1 · · · e i k for k ≥ 1 and ω 0 = r(e i 1 ). Given k ∈ N, let F k ω(G) denote the set of reduced words in the groupoid F(G) of the form u = vω −1 k with v ∈ F + (G); so the sources s(v) = s(ω k ) for the product u to be allowable in F(G). Let We now identify A G as a subalgebra of a graph C * -algebra of Cuntz-Krieger type. S ′ e | H (0) ≃ L e for e ∈ E(G). Further note that S ′ * e S ′ e | H (0) ≃ L * e L e = L s(e) . Thus, if p is a polynomial in the polynomial ring P + G generated by F + (G), then (7) p
On the other hand, the restrictions of the S ′ e to the invariant subspaces H (k) = x∈V(G) ⊕H Thus, A G is isometrically isomorphic to τ G (alg(G)). Next we shall prove that τ G is a monomorphism of C * -algebras. (Note that this is immediate when C * (G) is simple.) We require the following result from [35] . Recall that the presence of no sources for G is automatic when the relations ( ‡) are satisfied. Proof. It is well known that the boundary of the spectrum consists of generalized eigenvalues, and hence the conclusion follows Theorem 4.5. Let G be a countable directed graph with no sources. Then A G and alg(G) are isometrically isomorphic as algebras.
Proof. By Lemma 4.2, it suffices to prove that τ G is injective. In light of Szymanski's Theorem, we need to verify that if w is a vertex-simple loop with no entrances, then σ(τ G (S w )) contains the unit circle. Note that (6) identifies an invariant subspace H (0) for τ G (S w ) so that τ G (S w )| H (0) is unitarily equivalent to L w . Now the restriction of L w to the subspace generated by span{ξ w n | n ∈ N} ⊆ H G is unitarily equivalent to the forward shift S, and so there exists an invariant subspace M ⊆ H of τ G (S w ) so that τ G (S w )| M ≃ S. The conclusion follows from Lemma 4.4.
Remark 4.6. In the case where G is finite and has no sources and no sinks the above result also follows from [27, Theorem 6.8] .
Observe that the above theorem clearly implies that A G and A G ′ are algebraically isomorphic when the same is true for alg(G) and alg(G ′ ). Thus an immediate consequence of Theorem 4.5 and Corollary 3.16 is the following. Theorem 4.5 also shows that A G is a universal operator algebra for the relations ( ‡). Actually, more is true. [19] (which holds for G with no sinks) implies the existence of C * -homomorphisms
and
We claim that
is the desired homomorphism. Indeed, π(L u ) ≃ S ′ u , for all u ∈ F + (G). Furthermore, (ψ ⊕ id)(A G ) is complete and φ 1 ⊕ φ 2 is a closed map, being a C * -homomorphism. Hence π(A G ) is closed and π is a surjective map.
Remark 4.9. There are many instances in the theory of graph C *algebras where C * (G) is simple. For instance, one such case is when G satisfies condition L [22] . In such a case, A G is the only operator algebra satisfying ( ‡) since the surjective homomorphism in Theorem 4.8 is also injective.
An Application to Free Semigroupoid Algebra Theory
The w * -closures of the quiver algebras, the free semigroupoid algebras, have also been classified by Kribs and Power [24] up to unitary equivalence. Once again, the graph forms a complete invariant. In light of Theorem 3.12, it is natural to ask if the graph forms a complete invariant for bicontinuous or even algebraic isomorphisms. Even though we cannot answer these questions in full, we come close. In Theorem 5.9 we show that two free semigroupoid algebras are isomorphic as dual algebras if and only if the associated graphs are isomorphic. In particular, our result classifies the free semigroupoid algebras up to similarity and shows that two such algebras are similar if and only if they are unitarily equivalent. For free semigroupoid algebras associated with locally finite directed graphs with no sinks, we show that the graph forms an invariant for algebraic isomorphisms as well.
The proof of Theorem 5.9 follows the same line of reasoning as that of Theorem 3.12. All the results of Section 3, as well as their proofs, adopt easily to the w * context. The only exceptions are Proposition 3.1 and Theorem 3.11.
Let M w * G denote the set of all w * -continuous multiplicative linear functionals on L G . If x ∈ V(G) then M w * G,x denotes the collection of all functionals ρ ∈ M w * G so that ρ(P x ) = 1. Clearly, the (disjoint) union of all M w * G,x , x ∈ V(G), equals M w * G .
Lemma 5.1. Let G be a countable directed graph, x ∈ V(G) and let e 1 , e 2 , . . . , e n ∈ E(G) so that r(e i ) = s(e i ) = x, i = 1, 2, . . . , n.
Let alg(P x , L e 1 , L e 2 , . . . , L en ) be the w * -closed algebra generated by P x and L e 1 , L e 2 , . . . , L en . Then there exists a w * -bicontinuous isomorphism from alg(P x , L e 1 , L e 2 , . . . , L en ) onto L n , which maps L e i to L i , i = 1, 2, . . . , n.
Proof. It suffices to show that alg(P x , L e 1 , L e 2 , . . . , L en ) is unitarily equivalent to an ampliation of L n , so that generators are mapped to generators.
Let S x be the collection of all vectors ξ w , w = xw ∈ F + (G), such that w = f 1 f 2 . . . f m , with f j ∈ E(G) and s(f 1 ) = x. It is easily seen that the subspaces
are mutually orthogonal, reducing for alg(P x , L e 1 , L e 2 , . . . , L en ), and satisfy
For each w ∈ S x ∪ {ξ x }, consider the unitary operator
where ξ ∅ is the vacuum vector inside the full Fock space H n , and V w ξ e i 1 e i 2 ...e i k w = ξ i 1 i 2 ...i k .
It is clear that a desired unitary operator is ⊕ w∈Sx∪{ξx} V w .
Definition 5.2. Let G be a countable directed graph and let x ∈ V(G). We say that a directed loop u = xux is primitive if it does not factor as u = wv, where w, v ∈ F + (G), r(w) = s(w) = r(v) = s(v) = x, and 1 ≤ |w| < |u|. Clearly any loop edge supported at x is a primitive loop but there may be many more. The collection of all primitive loops w with r(x) = s(x) = x is denoted as P(F + (G), x).
Lemma 5.3. Let G be a countable directed graph, x ∈ V(G) and let u 1 , u 2 , . . . , u n , with n = ∞ possibly, be the primitive loops with source x. Then there exists a w * -bicontinuous isomorphism from P x L G P x onto L n , which maps L u i to L i for i = 1, 2, . . . , n.
Proof. As in the proof of the previous lemma, it suffices to show that P x L G P x is unitarily equivalent to an ampliation of L n , such that generators are mapped to generators. Clearly P x L G P x is generated by L w with w ∈ P(F + (G), x). Let T x be the collection of all vectors ξ w , w = xw, such that w = uv, u ∈ P(F + (G), x), v ∈ F + (G). The subspaces
are mutually orthogonal, reducing for P x L G P x , and satisfy
For each w ∈ T x ∪ {ξ x } consider the unitary operator
for any u i 1 , u i 2 , . . . , u im ∈ P(F + (G), x). Then it is evident that a desired unitary operator is given by ⊕ w∈Tx∪{ξx} U w .
If w is a loop with source x ∈ V(G), then w denotes the number of primitive loops whose product equals w. Theorem 5.5. Let G be a countable directed graph. Let x ∈ V(G) and assume there exists exactly n distinct loop edges whose source is x.
n , the open unit ball of C n . Proof. Let e 1 , e 2 , . . . , e n , e i = xe i x, i = 1, 2, . . . , n, be the distinct loop edges starting at x ∈ V(G) and define φ x : M w * G,x −→ C n by the formula φ x (ρ) = (ρ(L e 1 ), ρ(L e 2 ), . . . , ρ(L en )), ρ ∈ M w * G,x . Since any multiplicative form is completely contractive, the range of φ x is contained in B n . We will show that φ x is the desired homeomorphism.
Let λ = (λ 1 , λ 2 , . . . λ n ) be an n-tuple satisfying λ 2
where w in the above sum ranges over all paths whose edges are from e 1 , e 2 , . . . , e n . As in the proof of Proposition 3.1, the linear form ρ λ,x defined as
is multiplicative and clearly w * -continuous. We claim that φ x (M G,x ) = B • n . From the considerations of the previous paragraph it follows that φ x (M w * G,x ) contains B • n . Indeed, φ x (ρ λ,x ) = λ, for any λ in the interior of B n . Now Lemma 5.1 shows that if there were w * -continuous multiplicative forms ρ ∈ M w * G,x with ρ ∈ ϑB n , then such forms would also exist on L n . But this contradicts [7, Theorem 2.3] .
We now show that φ −1
Notice however that if w ∈ P(F + (G), x) contains an edge different from e 1 , e 2 , . . . , e n , then ρ(L w ) = 0. Hence, |ρ(A) − µ(A)| ≤ 1≤i 1 ,,i 2 ,...,i k ≤n |a e i 1 e i 2 ...e i k (ρ − µ)(L e i 1 e i 2 ...e i k )| +2(k + 1)r k A .
Thus, since k was arbitrary and 0 ≤ r < 1, the result follows from a standard approximation argument.
Corollary 5.6. If G is a countable directed graph, then M w * G is a locally compact Hausdorff space whose connected components coincide with M w * G,x , x ∈ V (G). We now proceed as in Section 3. Given two distinct vertices x 1 , x 2 in a directed graph G, we define rep w * x 1 ,x 2 (L G ) to be the collection of all w * -continuous, two dimensional nest representations π for which ρ (i) π ∈ M x * G,x i , i = 1, 2. Arguing as in Corollary 3.6, one shows that rep w * x 1 ,x 2 (L G ) = ∅ exactly when there exists e ∈ E(G) such that e = x 2 ex 1 . Let
denote the collection of all w * -continuous functionals on L G that vanish on K w * x 1 ,x 2 , equiped with the usual norm. It is a standard result in Functional Analysis that the dual Banach space of
can be equiped with a w * -topology so that it becomes a dual Banach algebra.
Definition 5.7. Let I be a w * -closed ideal of a dual Banach algebra B and let {B i } i∈I be a subset of I. The set {B i } i∈I is said to be a w*generating set for I if the w * -closed ideal generated by {B i } i∈I equals I. (In that case, the B i 's are said to be the w*-generators of I.) The ideal I is said to be n-principal with respect to the w * -topology iff n is the smallest cardinality of a w * -generating set. If in addition, the sequential w * -closure, i.e., w * -limits of sequences, of the algebraic ideal generated by the n generators equals I, then I is said to be sequentially n-principal.
As in Section 3, let rad(L G /K w * x,y ) be the Jacobson radical of L G /K w * x,y . An argument similar to that of Proposition 3.7 shows that rad(L G /K w * x,y ) consists of all cosets A + K w *
x,y ∈ L G /K w * x,y which satisfy π(A) 2 = 0, for all π ∈ rep w * x,y (L G ). Theorem 5.8. Let G be a countable directed graph and let x, y ∈ V(G) with x = y. Assume that there exist n distinct edges with source x and range y. Then the ideal rad(L G /K w * x,y ) ⊆ L G /K w * x,y is sequentially nprincipal with respect to the w*-topology of L G /K w * x,y . Proof. Let e 1 , e 2 , . . . , e n be the edges with source x and range y. An argument similar to that of Theorem 3.11 shows that the collection,
x,y , i = 1, 2, . . . , n, is a generating set for rad(L G /K w * x,y ). Furthermore, the w * -convergence of the Cesaro-type sums shows that rad(L G /K w * x,y ) is sequentially nprincipal.
By way of contradiction assume that there exists a generating set A j + K w * x,y , j = 1, 2, . . . , m, for rad(L G /K w * x,y ) with m < n. By Lemma 3.8, we may assume that A j = P y A j P x . Therefore, there exist scalars a j,i so that Φ 1 (A j ) = a j,1 L e 1 + a j,2 L e 2 + · · · + a j,n L en , where Φ 1 is the contractive idempotent on L G defined by the formula
Let M be the subspace of L G generated by L e i , i = 1, 2, . . . , n, and let M 0 ⊂ M be the linear span of a j,1 L e 1 + a j,2 L e 2 + · · · + a j,n L en , j = 1, 2, . . . , m.
Let X ∈ M\M 0 . Clearly, X +K w *
x,y belongs to rad(L G /K w * x,y ). Since the collection A j +K w * x,y , j = 1, 2, . . . , m, is generating for rad(L G /K w * x,y ), the coset X + K w *
x,y can be approximated in the w * -topology by a sequence {X n + K w *
x,y } ∞ n=1 consisting of finite sums of the form
x,y , n ∈ N, so that the sequence {X n + D n } ∞ n=1 is bounded as well. Passing to a subsequence if necessary, we may assume that the sequence {X n + D n } ∞ n=1 is w * -convergent to X + D, for some D ∈ K w * x,y . Lemma 3.9 shows now that Φ 1 (P y (D n − D)P x ) = 0, for all n ∈ N. It is also easy to see that Φ 1 (BA j C) = µ j a j,1 L e 1 + a j,2 L e 2 + · · · + a j,n L en , µ j ∈ C, for all j = 1, 2, . . . , m and B, C ∈ L G . Hence,
A verbatim repetition of the proof of Theorem 3.12 proves now the following. In order to prove that the graph forms an invariant for algebraic isomorphisms of free semigroupoid algebras, it remains to show that algebraic isomorphisms between such algebras are w * -continuous. In what follows we do this for a special class of graphs. The general case remains open.
Lemma 5.11. The following assertions are equivalent for a bounded net A α inside L G :
. is an enumeration of G, then these conditions are equivalent to:
Proof. The first notion clearly implies the second. Conversely, if (ii) holds, then
Since the net A α is bounded, (i) follows from (8) .
The final assertion is weaker than (ii) on its face. But (ii) ′ implies that for any v ∈ F + (G),
for a suitable diadic rational λ v . From this it is easy to show that (ii) holds.
Theorem 5.12. Let G be a countable directed graph with no sinks and let A be any Banach algebra. If τ : A −→ L G is an epimorphism of algebras then τ is automatically continuous.
Proof. The proof is identical to that of Theorem 3.15.
One of the main results in [19] asserts that the algebra L G satisfies the property A 1 , provided that G has no sinks. Therefore for the free semigroupoid algebras considered in the rest of this section, the WOT and w * -topology coincide.
Lemma 5.13. Let G, G ′ be locally finite directed graphs with no sinks. If τ : L G −→ L G ′ is an algebraic isomorphism, then τ (L 0,k G ), for k ≥ 1, is w * -closed.
Proof. Let L 0,k G,x be the collection of all A ∈ L G which can be written as a sum A = (I − P x )A 1 + P x A 2 , where A 2 ∼ |w|≥k a w L w . It is easy to verify that L 0,k G,x is wot-closed and that L 0,k G = x∈V(G) L 0,k G,x . Therefore it suffices to show that for each x ∈ V(G), the set τ (L 0,k G,x ) is wot-closed. Let {B α } α∈A be a net in τ (L 0,k G,x ) converging to B. The Krein-Smulian Theorem implies that there is no loss of generality assuming that {B α } α∈A is bounded in norm. Let {A α } α∈A be a bounded net in L G so that B α = τ (A α ), for all α ∈ A (recall that τ −1 is continuous). Corollary 4.8 in [19] implies that A α can be written as a sum (9) A α = (I − P
where A α 1 , A α w ∈ L G , for all α ∈ A and w ∈ F + (G). (Note that the local finiteness of G guarantees that the sum in (9) Proof. Let A be the unital C * -algebra generated by P x , x ∈ V(G).
Since A is abelian and τ can be thought as a representation of A, there exists an invertible operator S ∈ B(H G ′ ) so that the mappinĝ τ : L G −→ B(H G ′ ), defined asτ (A) = Sτ (A)S −1 , A ∈ L G , is a *representation on A. It suffices to show that x∈V(G)τ (P x ) = I, in the strong topology. Note that since the projections P x , x ∈ V(G), are mutually orthogonal, the same is true forτ (P x ), x ∈ V(G). Consider the projection Q = x∈V(G)τ (P x ) ∈τ (L G ).
Then (I − Q)τ (P x ) = 0, and soτ −1 (I − Q)P x = 0, for all x ∈ V(G). Since, x∈V(G) P x = I, we obtain thatτ −1 (I − Q) = 0. Therefore, x∈V(G) τ (P x ) = I, as desired.
The proof of the following theorem is modelled on the proof from [7] for the special case of L n .
Theorem 5.15. Let G, G ′ be locally finite directed graphs with no sinks. Then every algebraic isomorphism τ : L G −→ L G ′ is w * -continuous.
Proof. In [19] it was shown that the w * and wot topologies on L G coincide when G has no sinks. Thus, by an application of the Krein-Smulian Theorem, it follows that τ is w * -continuous if and only if τ is wot-continuous on every closed ball of L G .
Let A α be a bounded net of operators in L G which converge wot to zero. By Lemma 5.11 it suffices to show that lim α τ (A α )ξ φ , ζ = 0, for all ζ in a dense subset of H G ′ , and where in this case ξ φ is as in Lemma 5.11.
We shall obtain a distinguished dense subset as follows. From Lemma 5.13 we know that By construction, τ (C α )ξ φ , ζ = 0 since τ (C α )ξ φ belongs to J k H G ′ . On the other hand, a α w = A α ξ s(w) , ξ w , so that lim α a α w = 0 for all w ∈ F + (G), |w| < k. Since the sum B α,x = |w|<k a α xw L xw is finite (G is locally finite), the desired inequality (10) follows.
Corollary 5.16. Let G, G ′ be locally finite directed graphs with no sinks. Then L G and L G ′ are isomorphic as algebras if and only if the graphs G and G ′ are isomorphic.
