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List of Abbreviations
AFM Antiferromagnet
AT De Almeida-Thouless
at% Atomic percents
bcc Body centered cubic
BSE Back scattering electron
DSC Differential scanning calorimetry
EDXS Energy dispersive x-ray spectroscopy
EEI Enhanced electron interaction
FC Field cooled
fcc Face centered cubic
FM Ferromagnet
FiM Ferrimagnet
GT Gabay-Toulouse
hcp Hexagonal closed packed
ICP-OES Inductively coupled plasma optical emission spectroscopy
PND Powder neutron diffraction
PXRD Powder x-ray diffraction
RKKY Ruderman-Kittel-Kasuya-Yoshida
SG Spin glass
SEM Scanning electron microscopy
WDXS Wavelength dispersive x-ray spectroscopy
XRD X-ray diffraction
ZFC Zero field cooled
a Lattice parameter
α Anomalous Hall exponent
Bhf Hyperfine field
CP Heat capacity at constant pressure
d Reciprocal distance
D(EF) Density of states at the Fermi level
Ea Activation energy
f Frequency
g Landé factor
γ Sommerfeld coefficient
H Magnetic field
Ha Applied magnetic field
HC Coercive field
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I Intensity
K Mydosh parameter
kB Boltzmann constant
M Magnetization
M0 Initial magnetization
m Magnetic moment per formula unit
µB Bohr’s magneton
MR Magnetoresistance
P Probability
RA Anomalous Hall coefficient
RO Ordinary Hall coefficient
ρxy Hall resistivity
ρOxy Ordinary Hall resistivity
ρAxy Anomalous Hall resistivity
ρTxy Topological Hall resistivity
ρxx Longitudinal resistivity
RRR Residual resistivity ratio
Rwp Weighed profil parameter
S Spin moment
σxy Hall conductivity
t Time
tA Annealing time
T Temperature
TA Annealing temperature
Tmax Temperature at the magnetization maximum
TIr1 Temperature at the weak irreversibility
TIr2 Temperature at the strong irreversibility
TAT De Almeida-Thouless temperature
TC Curie temperature
TN Néel temperature
TR Spin reorientation temperature
TSG Spin glass temperature
Tf Freezing temperature
τ Relaxation time
τ0 Spin relaxation time
ΘD Debye temperature
θP Paramagnetic Curie temperature
v Velocity
χ Susceptibility
χ’ Real part of the ac susceptibility
χ” Imagniary part of the ac susceptibility
χHF High field susceptibility
χE Electronegativity
zν Dynamical critical exponent
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1. Introduction
The search for novel materials with prospects for applications is one of the main driving
forces of solid state research in general and materials science in particular. In this
context, intermetallic Heusler compounds attracted a lot of interest, especially in the
last 20 years [1,2]. Their general formula is X2Y Z, in which X and Y usually stand for
a transition metal whereas Z is normally given by a main group element. The definition
implies that large parts of the periodic table are potential constituents. For this reason,
it does not surprise that more than 1000 Heusler compounds are known nowadays [1].
Their crystal structure can either be described as a combination of four interpenetrating
face-centered cubic sublattices or alternatively as superstructure of CsCl [3]. Despite
this rather simple crystallography, Heusler compounds exhibit a very rich physics. One
reason is their large number, which makes it possible to observe almost every physical
effect in one of the members. Another aspect is that Heusler materials take an interme-
diate position between intermetallic compounds and alloys. Site-specific substitutions
are possible in many cases, which then allows to tune specific properties quite comfort-
ably by adjusting the composition. Generally, the combination of large number and
high tunability results in an enormous flexibility of the Heusler materials, which is in
fact why they are studied in various different fields.
Particularly magnetic Heusler systems are of interest since they often display promising
properties. Many Co2-Heusler compounds, for example, are half-metals and have Curie
temperatures way above room temperature. For this reason, they are commonly used
in read heads of hard disc drives nowadays. In addition, Heusler compounds also offer
the possibility to realize fully compensated half-metallic ferrimagnets. These materials
combine a high spin polarization with a zero net moment, which reduces stray fields
and makes them attractive for future spintronic applications [4,5]. Notably, some cubic
Heusler compounds undergo a tetragonal distortion, which could introduce consider-
able magnetocrystalline anisotropy [6, 7]. The potential application of these so-called
tetragonal Heusler compounds differs depending on their magnetization. High-moment
systems might be used as rare-earth free permanent magnet [8, 9] whereas low-moment
systems are discussed as material for spin transfer torque devices [7]. Apart from that,
Heusler compounds are also investigated in the fields of skyrmionics [10,11] and magne-
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tocalorics [12,13]. Taking all these phenomena into account, it becomes clear that novel
Heusler systems might provide interesting magnetic properties.
In this context, the term ’novel’ can be understood in two different ways. First, a
material is novel if it has not been synthesized before. For this reason, one approach
might be to search for entirely new compounds and then characterize their properties.
A contemporary approach is given by the reexamination of a reported compound with
unexplored physical properties. Such an example is provided by Chapter 3, which exam-
ines the half-Heusler compound IrMnGa and related other Ir-Mn-Ga samples. Based on
limited magnetometry data, IrMnGa was suggested to order antiferromagnetically [14]
but never studied in greater detail. With help of combined neutron and x-ray diffraction
studies it will be demonstrated that the compound crystallizes with a high degree of
chemical disorder. In a next step, it will then be shown that the disorder prevents the
establishment of long-range antiferromagnetic order and causes the formation of spin
glass transition instead. Finally, the influences of annealing procedure, synthesis route
and especially stoichiometry will be examined.
The following Chapter 4 then summarizes investigations of the series of Fe3−xMnxSi
Heusler compounds, which exhibit a spin reorientation transition at low temperatures [15–
18]. Despite being one of the most intensively studied Heusler systems, their magneto-
transport properties have never been examined with an appropriate level of detail. The
chapter therefore provides the first systematic analysis of the latter, which involves in
particular Hall effect measurements.
The Fe-Mn-Si system has a high relevance for the steel industry. Apart from that, it is
also interesting for fundamental research since numerous magnetically complex phases
occur. However, the last determination of its phase diagram was made more than
50 years ago [19,20]. Chapter 5 therefore presents a reevaluation of the phase relations
and reveals a large stability range of the β’-Mn phase. Afterwards, the magnetism of
these β’-Mn compounds will be discussed for the first time. In a similar approach to
Chapter 3, it will be demonstrated that a tunable spin glass state occurs at low tem-
peratures.
The last Chapter 6 is dedicated to the search of entirely new Heusler compounds. The
limited significance of high-throughput studies is shown using the example of 26 multi-
phase systems. Afterwards, several design rules will be suggested, which might allow
to overcome the problems. Finally, the successful synthesis of three new Ru2CrZ com-
pounds will be reported.
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This section provides background knowledge on some key topics, which are important
for understanding the result chapters. The presented facts are mainly adopted from the
following textbooks:
 Spintronics – From Materials to Devices ; C. Felser, G. H. Fecher; Springer (2013)
 Magnetism and Magnetic Materials ; J. M. D. Coey; Camebridge (2009)
 Spin Glasses – An Experimental Introduction; J. A. Mydosh; CRC Press (1993)
2.1. Heusler Compounds
Heusler compounds are an outstanding class of intermetallic materials that attracted
a lot of interest especially during the last 20 years [1, 2]. Their name is associated
with Fritz Heusler, who reported first on the ferromagnetic properties of Cu2MnAl in
1903 [21, 22]. In general, these compounds have the formula X2Y Z, where X stands
for a transition metal, Y can either also be a transition metal or a rare-earth and Z is
typically given by a main group element. The colored periodic table in Figure 2.1 illus-
trates the group of potential constituents. It becomes clear that their number is rather
large, which enables multiple combinations and explains why more than 1000 Heusler
compounds are known nowadays [1]. As another consequence, one can almost always
find a representative, which shows a certain physical effect. For example, the class of
Heusler materials includes metals, semiconductors, superconductors and topological in-
sulators as well as half-metallic ferromagnets, magnetocaloric materials, thermoelectrics,
shape-memory alloys, Weyl semimetals and much more. At the same time, many of the
Heusler systems can be widely substituted thereby allowing to tune the investigated
properties. It is exactly this high flexibility, which mainly triggered the interest in
Heusler compounds.
The Crystal Structure of Heusler Compounds
Despite their rich physics, the crystal structure of Heusler compounds proves to be rather
simple. It consists of four interpenetrating face-centered cubic sublattices, whose ori-
gins are shifted along the space diagonal by a vector of (1/4 1/4 1/4). The resulting space
9
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Figure 2.1.: Periodic table of possible Heusler constituents. Orange, blue and green
colored elements are found as X, Y and Z atoms, respectively. If one
element can take two positions it is marked by both colors. The great
variety of potential elements is the reason for the large number of Heusler
compounds. Over 1000 Heusler systems are known nowadays [1].
group is Fm3m (no. 225). An illustration of this so-called regular Heusler structure
can be found in Figure 2.2(a). Alternatively, the Strukturberichte notation L21 is also
common in literature. In the Heusler structure, the X atoms occupy the 8c Wyckoff
position (1/4, 1/4, 1/4) whereas the Y and Z atoms are located on the 4b (1/2, 1/2, 1/2) and
4a sites (0, 0, 0), respectively. Interestingly, the elements on 4a and 4b form a rock salt
structure (NaCl) with a rather high degree of ionic bonding. Contrary, the X and Z
atoms on 4a and 8c form a zinc blende-like structure (ZnS), where the tetrahedral holes
are filled with additional X atoms. This bonding type has a more covalent character,
which illustrates the complex chemical bonding situation and hints on another feature
of Heusler materials. Namely, on the one hand, elements occupy specific sites as it is
characteristic to compounds. On the other hand, due to the complex bonding, it is
often possible either to substitute site-specifically with another dopant or even mix two
sublattices thereby introducing disorder. Both of these properties however are charac-
teristic to alloys. Heusler materials thus take an intermediate position and combine the
tunability of metallic alloys with the chemical stability of intermetallic compounds. Yet,
it is more common to call them compounds since the majority of stoichiometric Heusler
systems forms an ordered version.
Starting from this first definition, the class of Heusler materials widened over the years.
Nowadays, there exist several subclasses, whose members are also labeled ’Heusler com-
pound’ due to their close relation to the original structure. Five of these subclasses will
be addressed in the following. A summary of the explained Heusler types is given by
Table 2.1.
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Figure 2.2.: Illustration of the regular Heusler structure in (a) and the half-Heusler struc-
ture in (b). The occupied Wyckoff positions are marked, respectively.
The first example can be found in Figure 2.2(b). This so-called half-Heusler compounds
have the general formula XY Z. In contrast to the regular structure, the 8c Wyckoff
position splits into two distinct sites. This implies a change of the space group from
Fm3m (no. 225) to F43m (no. 216). Moreover, it involves now four sublattices and four
species, namely three elements and one vacancy. Here, the three elements are positioned
on the Wyckoff sites 4a, 4b and 4c whereas the 4d site remains empty by convention.
The prototype of this C1b-type structure is MgAgAs. Generally, there are three ways
to distribute the elements on the sites, which introduces three possible settings. The
consequences will be explained in more detail with the help of the example IrMnGa in
Section 3.2.
If the vacancy is filled with a forth element X
′
then the space group remains F43m but
the overall composition changes to XX
′
Y Z. These materials form the subclass of the
quarternary Heusler compounds and have LiMgPdSn as a prototype. A third subgroup
is given by the inverse Heusler compounds, also called Xa-type. They have the same
2:1:1 stoichiometry as the regular ones but in their case, half of the X atoms swap the
site with the Y atoms. To distinguish the X atoms on the two different crystallographic
sites, it is convenient to write their formula as XX
′
Y Z similar to the quarternary
Heusler compounds. The difference is however that X and X
′
are now from the same
species. Generally, inverse ordering occurs if the Y atoms are more electronegative than
the X atoms, which is also known as Burch’s rule [23,24]. If one only considers elements
from one period and recaps that the electronegativity increases within a period then
the requirement for the inverse order is Z(Y ) > Z(X). Note that Z stands here for the
elemental number and not for an element.
All Heusler types, which were explained so far, share the similarity of a cubic lattice.
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Table 2.1.: Overview of the different Heusler structures. SB gives the Strukturberichte
notation and SG # the space group number. Notably, the tetragonal com-
pounds do not have a Strukturbericht notation. For this reason, their proto-
type materials are marked by ∗ since they are just two example compounds.
For the quarternary Heusler systems X
′
stands for an additional element
whereas in case of the inverse Heusler compounds X and X
′
are from the
same element.
Lattice Type SB Formula Prototype Space Group SG #
cubic regular L21 X2Y Z Cu2MnAl Fm3m 225
cubic half C1b XY Z MgAgAs F43m 216
cubic quarternary Y XX
′
Y Z LiMgPdSn F43m 216
cubic inverse Xa XX
′
Y Z CuHg2Ti F43m 216
tetragonal regular – X2Y Z Ni2MnSn* I4/mmm 139
tetragonal inverse – XX
′
Y Z Mn2NiSn* I4m2 119
Nevertheless, Heusler compounds are not limited to that but can also have a tetragonal
structure. The elongation along the c-axis is usually explained by a band Jahn-Teller
effect. In this scenario, a high density of states occurs at the Fermi level, which is called
van Hove singularity. The system reacts to this energetically unfavorable situation with a
tetragonal distortion and thereby decreases the density of states at the Fermi level. The
tetragonal Heusler compounds are of special interest since they can provide significant
magnetocrystalline anisotropy – a property, which is helpful for spintronics as well as
permanent magnet applications [4, 6, 7]. Notably, such tetragonal distortions can arise
from inverse as well as regular Heusler systems.
Chemical Disorder in Heusler Compounds
In real Heusler materials, the atoms are not always limited to fixed positions. Instead,
they can intermix – either partially or completely [3,25,26]. Depending on the sites in-
volved, several types of disorder can be distinguished. An overview of disorder in regular
Heusler compounds is given by Table 2.2. The situation for half-Heusler compounds is
basically very similar. Their types of chemical disorder will be addressed in Section 3.2
using the example of IrMnGa. A corresponding summary can be found in Table B.1 in
the appendix.
Chemical disorder can affect the physical properties considerably. For example, many
Fe2-based Heusler compounds were predicted to undergo a tetragonal distortion but
experiments revealed their cubic nature [27]. The reason is that disorder represents an
alternative way to reduce a high density of states at the Fermi level. As a consequence,
the atoms in these systems rather intermix than distorting the lattice. Another exam-
12
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Table 2.2.: Types of chemical disorder for regular Heusler compounds. SG and SG #
stand for the space group and space group number, respectively. The last
two columns indicate whether the (111) and (200) superlattice reflections are
present or not.
Type Prototype SG SG # Formula Intermixing 4a 4b 4c 4d (111) (200)
L21 Cu2MnAl Fm3m 225 X2Y Z - Z Y X X Yes Yes
Xa CuHg2Ti F43m 216 XX
′Y Z - Z X Y X ′ Yes Yes
B2 CsCl Pm3m 221 X2Y2 4a = 4b, 4c = 4d X X Y Y No Yes
B32a NaTl Fd3m 227 X2X
′
2 4a = 4c, 4b = 4d X X
′ X X ′ Yes No
D03 BiF3 Fm3m 225 X3Z 4b = 4c = 4d Z X X X Yes Yes
A1 Cu Im3m 229 X4 4a = 4b = 4c = 4d X X X X No No
Y LiMgPdSn F43m 216 XX ′Y Z - Z Y X X ′ Yes Yes
ple for the important role of chemical disorder are thermoelectric Heusler compounds.
By introducing disorder, their figure of merit can be improved significantly due to the
suppression of thermal conductivity [28].
Generally, the identification of chemical ordering is rather challenging. For Heusler
compounds however the situation simplifies due to their fairly simple crystal structure.
In fact, it is sufficient to consider the relative intensities of the two superlattice reflections
(111) and (200) in XRD experiments. In case of B2 disorder, for example, the (111)
reflection cancels. Vice versa, the (200) reflection is absent for B32a disorder. The
relative intensity of both superlattice reflections with respect to the principal and most
intense (220) reflection can be calculated from the following structure factors F [25].
F (111) = |4
√
(f4a − f4b)2 + (f4c − f4d)2|
F (200) = |4(f4a − f4c + f4b − f4d)|
F (220) = |4(f4a + f4b + f4c + f4d)|
(2.1)
Here, f corresponds to the average scattering factor per site, which derives from the
atomic scattering factors weighed with the site occupations. Since the atomic scattering
factors are proportional to the elemental number, this leads to superlattice reflection
intensities of only a few percents if the Heusler compound consists of elements just
from one period. In these cases, it might be helpful to use neutrons as probe. The
principle remains the same and only the atomic scattering factors have to be replaced
by the neutron scattering lengths. Their values vary rather unsystematically and even
switch sign, which has the advantage that neighbors in the periodic table might have
substantially different neutron scattering lengths. How exactly such an analysis of the
13
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chemical ordering is conducted can be reviewed in the Sections 3.2.
Magnetism of Heusler Compounds
The magnetism of Heusler compounds stands out among the many properties of interest,
for which they are studied. Right from the start in 1903, when Fritz Heusler published
his observations of Cu2MnAl [21, 22], it was a striking surprise that a material exhibits
room temperature ferromagnetism even if it does not contain any magnetic element such
as Fe, Co or Ni. Today plenty of magnetic Heusler compounds are known, which either
consist of the elements Cr, Mn, Fe, Co, Ni or a combination of these. For half-Heusler
systems, it is usually Mn or a rare-earth element, which carries the magnetic moment.
The crucial difference between half and regular Heusler compounds is that the latter
can have two magnetic sublattices whereas the former is limited to one. This causes the
formation of magnetically more complex orders within the regular compounds.
Among the regular Heusler compounds, Co2Y Z systems are the most studied group.
Many of these materials exhibit half-metallic ferromagnetism, which means that one spin
channel is semiconducting whereas the other is metallic. Consequently, the spin polar-
ization is remarkably high, sometimes reaching even 100 %, for instance in Co2MnSi [29].
Moreover, the Curie temperatures are usually way above room temperature and the mag-
netization turns out to be high as well. For example, Co2FeSi orders at about 800
◦C
and has a magnetic moment of 6 µB [30]. High spin polarization and Curie temperature
make Co2-Heusler systems attractive for spintronic applications and in fact they are
used in read heads of hard disc drives. More specific, the magnetic sensor of the read
heads are build of magnetic tunnel junctions, which contain the Co2-Heusler materials.
Beside ferromagnets, there are also several antiferromagnetic Heusler systems reported,
in particular Ru2MnZ [31–33], Pd2MnZ [34–36] and other XMnZ compounds [37–39].
Moreover, the potential two magnetic sublattices in regular Heusler compounds allow
ferrimagnetism, which is often found in Mn2Y Z compounds [6]. Fully compensated
ferrimagnets are of special interest. These systems have only a small residual moment
since the two moments from the X atoms counterbalance the moment of the Y atom.
Such a fully compensated ferrimagnet can combine half-metallicity with a low net mag-
netization, which is advantageous for spintronic applications due to the reduced stray
fields. Though the theoretical concept was well known for some time [40], its experimen-
tal realization proved to be challenging. Yet, a fully compensated ferrimagnetic state
was finally realized in Mn1.5V0.5FeAl and Mn2RuxGa [5, 41]. Note that antiferromag-
nets could of course also provide a zero net magnetization. However, half-metallicity is
usually not possible due to equal density of states for spin up and down at the Fermi
level. Apart from that, there are a couple of Heusler compounds, which display more
complex, namely non-collinear magnetic orders. For instance, Pt2MnGa has a spiral
14
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ground state [42], CuMnSb is a canted antiferromagnet at low temperatures [38] and
Mn2RhSn undergoes a spin reorientation transition [43]. In all cases, heavy elements
were involved, which tend to cant moments due to their sizable spin orbit coupling. An
additional type of complex magnetism was reported for some Heusler compounds, which
host skyrmion lattices even at room temperature [10,11].
Recently, tetragonal Heusler compounds such as Rh2Y Z, Mn3Ga, Fe2MnGa or Ni-Mn-
(Co)-In based systems were widely studied [8, 44–50]. The interest has three reasons:
(i) Ni-Mn-(Co)-In based systems undergo a martensitic transition, which can be tuned
to occur around room temperature. These materials are therefore promising for magne-
tocaloric applications but some further optimization is required [12,13]. (ii) Tetragonal
Heusler compounds are also interesting from a permanent magnet point of view since
they provide reasonable high magnetocrystalline anisotropy without containing rare
earths [6, 8, 9]. The approach however faces the problem that most of these compounds
order ferrimagnetically, which reduces their remanent magnetization. (iii) Tetragonal
Heusler compounds are also candidates for spin transfer torque devices since they com-
bine magnetocrystalline anisotropy with low magnetization and Gilbert damping [4, 7].
Unfortunately, the potential candidates suffer from insufficient spin polarization and
Curie temperatures. The search for new tetragonal Heusler compounds is therefore
required and will be discussed in more detail in Chapter 6.
2.2. Spin Glasses
Spin glass order is a fundamental type of solid state magnetism, which was first discov-
ered in the beginning of the 1970’s [51–53]. By that time, researchers were interested in
the Kondo effect and studied alloys consisting of a noble metal host and highly diluted
magnetic impurities. It turned out that for impurity concentrations of several percents
the magnetic and transport properties differed from the expected single-impurity Kondo
behavior. In 1972, Cannella and Mydosh then identified a sharp cusp in the ac suscepti-
bily of Cu1−xMnx, which indicated a magnetic phase transition and thus hinted on some
collective behavior of the impurity moments [51]. Within the next 25 years, the research
on spin glasses revealed the fundamental concepts of this type of magnetic order and
established spin glasses as a prototype for complex behavior [54–57]. From a theoretical
point of view, the work was important since the developed models are nowadays widely
used in information science and for the description of neuronal networks [58–60]. But
also from an experimental point of view, spin glasses offer potential since they allow to
study off-equilibrium phenomena such as relaxation, rejuvenation or memory effects.
15
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Prerequisites for a Spin Glass State
Competing exchange interactions and chemical disorder are the two key prerequisites for
the formation of a spin glass state. Importantly, their joint presence causes frustration
and forces the moments to order in a random, non-coplanar manner. The ordering
temperature is thereby called freezing temperature and often denoted as Tf . The local
magnetic structure still looks like in the paramagnetic regime (T > Tf) but cannot
fluctuate anymore and is thus frozen, therefore the name Tf . Due to the frustration,
the spin glass state is actually not characterized by a single ground state. Instead,
it is given by a high number of energetically almost degenerated states. The system
relaxes by rearranging the magnetic moments thereby trying to approach an energetic
minimum. However, the state with the absolute lowest energy is never reached since the
system gets trapped in local minima. The spin glass order is therefore a classical example
of a metastable state, which is also the reason why the aforementioned off-equilibrium
phenomena occur.
The spin glass order can be seen as an intermediate state between ferro- and antifer-
romagnetism. The fact that both of these exchange interactions have to be present is
also resembled in the magnetization curves. Figure 2.3 illustrates that temperature-
dependent magnetization as well as hysteresis loops of a spin glass appear like a mixture
of typical ferro- and antiferromagnetic curves. The details of the experimental manifes-
tations of a spin glass state will be explained later in the Chapter 3.3. It is however
important to stress that spin glasses only exhibit short-range order. This is the crucial
difference compared to ferro- and antiferromagnets, which have a magnetic unit cell
whereas spin glasses have not. The presence of short-range but at the same time lack
of long-range order is indeed the analogy to amorphous solids, e.g. window glass, and
explains the term spin glass.
An interesting question is where the competing exchange interactions originate from. For
metallic/canonical spin glasses like Cu1−xMnx and Au1−xFex, the main explanation lies
in the oscillatory character of the Ruderman-Kittel-Kasuya-Yoshida exchange (RKKY).
This type of interaction is mediated by the conduction electrons and has either positive
or negative sign, depending on the distance between the interacting magnetic moments.
This is where the chemical disorder of spin glasses comes into play. The latter leads
to a variety of the nearest neighbor environments, which also implies a distribution of
distances to the next magnetic moments. As a consequence, both types of competing
interactions are present and provide the important frustration. For insulating spin
glasses, the reason for competing exchange might be different signs of the first and second
nearest neighbor exchange as it is the case in EuxSr1−xS and CdCr2−xInxS4 [61–63].
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Figure 2.3.: Comparison of spin glass, ferro- and antiferromagnetic order. The upper
figures sketch the arrangements of the magnetic moments given by the blue
arrows. For antiferromagnets, there exists a second magnetic sublattices,
which is illustrated by the red arrows. The gray circles in the spin glass
image stand for atoms of the non-magnetic host material. The figures
in the second row plot the idealized temperature-dependent magnetization
whereas the lower ones show typical hysteresis loops. TC, TN and Tf cor-
respond thereby to the Curie, Néel and freezing temperature, respectively.
The temperature-dependent magnetization is normalized to their maximum
value. In general, M(FM) > M(SG) > M(AFM) holds true, which also be-
comes clear for the hysteresis loops. The gray arrows indicate the sweep
directions of the associated branches. These curves point out that the spin
glass state can be seen as a mixture of ferro- and antiferromagnetic order.
Despite both types of interactions are indeed present in spin glasses, the
crucial difference remains the lack of long-range order.
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Magnetic Anisotropy in Spin Glasses
Although the RKKY exchange is the strongest interaction for canonical spin glasses, it
does not provide any anisotropy since the interaction is radial symmetric. The main
source of anisotropy for canonical spin glasses arises from the Dzyaloshinskii-Moriya
interaction. This exchange occurs in systems with broken inversion symmetry – a re-
quirement that is definitely fulfilled on a local basis in spin glasses due to the disorder.
The Dzyaloshinskii-Moriya interaction tries to orient the interacting moments perpen-
dicular to each other. As a result many local, randomly oriented anisotropy axes can
be found, which overall lead to the so-called random anisotropy. Besides, magnetocrys-
talline anisotropy might also play a role but only for systems with non-cubic crystal
structure. This is more often found for covalent spin glass systems such as oxides. Gen-
erally, the total anisotropy is always given by the sum of Dzyaloshinskii-Moriya and
magnetocrystalline contribution.
Based on their total magnetic anisotropy, different types of spin glasses can be dis-
tinguished. For examples, canonical spin glasses can be seen as Heisenberg systems
with only a weak random anisotropy [56] since the Dzyaloshinskii-Moriya interaction is
typically about one to two orders of magnitude smaller than the RKKY exchange. In-
terestingly, the strength of Dzyaloshinskii-Moriya interaction scales with the spin orbit
coupling, which allows to tune the total anisotropy by increasing the elemental number
of the host material. Another approach would be to study non-cubic systems thereby
enhancing the magnetocrystalline anisotropy. Consequently, one can find spin glass sys-
tems with much higher total anisotropy than the canonical spin glasses. For example,
Fe1−xMnxTiO3 is a representative of an Ising-like spin glass with easy axis [64] whereas
Ni1−xMnxTiO3 has easy-plane anisotropy thus being a XY-type spin glass [65, 66]. In
general, the different types are not limited just to insulating spin glasses. Comparing
for instance Mn impurities in the hexagonal, metallic hosts Mg, Zn and Cd reveals that
Mg1−xMnx is Heisenberg-like, Zn1−xMnx Ising-like and Cd1−xMnx XY-like [67].
Magnetic Phase Diagram of Spin Glasses
Importantly, the total anisotropy of spin glass systems determines their magnetic phase
diagram. Figure 2.4 therefore compares some limiting cases. In general, an applied
magnetic field suppresses the randomly oriented spin glass order due to its aligning
character. The concrete transition line Ht is then determined by the anisotropy. For
Ising-type spin glasses, the transition is given by the de Almeida-Thouless-line (AT) with
a Ht ∝ (Tf(H)−Tf(0))3/2 dependence [68]. For the completely isotropic Heisenberg case,
the transition follows a Ht ∝ (Tf(H)−Tf(0))1/2 behavior, the so-called Gabay-Toulouse-
line (GT) [69]. The realistic, weakly anisotropic Heisenberg scenario resembles a mixture
of both extremes: it obeys an AT-behavior in small fields followed by a crossover to GT-
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Figure 2.4.: Magnetic phase diagrams of (a) a Heisenberg, (b) an Ising and (c) a weakly
anisotropic Heisenberg spin glass [56]. The last case is often found for real
spin glasses such as Cu1−xMnx, Au1−xFex and CdCr2−xInxS4. Both char-
acteristic transition lines, namely the de Almeida-Thouless and the Gabay-
Toulouse line, are marked respectively. Tf(0) corresponds to the freezing
temperature in zero-field. PM stands for paramagnetic and SG for spin
glass state, respectively. (d) Composition-dependent phase diagram [54].
The Kondo effect is typically observed for concentrations smaller than 1 at%
impurity. The exact border between spin and cluster glasses (CG) is fluent
but usually lies around 10 at% impurity. Reaching the percolation limit xp,
long-range magnetic order is introduced, which can either be ferro- (FM)
or antiferromagnetic (AFM). The corresponding ordering temperatures are
then TC and TN, respectively. For compositions above xp, a reentrant be-
havior is observed. The freezing temperature is in this case usually labeled
by Tg in order to distinguish it from the ordinary spin glass freezing tem-
perature Tf .
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behavior in higher fields [70]. Notably, these descriptions were based on a mean-field
approach, which indeed works convincingly for small applied fields. An alternative
approach was presented by Kawamura and coworkers, who introduced a chirality driven
ordering scenario [56, 71]. Crucially, the model predicts a phase diagram for a weakly
Heisenberg spin glass, which is highly similar to the mean field diagram though the
transition lines have another physical origin. The issue of the magnetic phase diagram
of spin glasses will be covered in more detail in Section 3.4.
Figure 2.4(d) depicts the typical composition-dependent phase diagram. Over a wide
range the relation Tf ∝ x holds true, where x is the fraction of magnetic impurities. This
reflects that a higher content of impurities reduces the distance between the moments
and thereby increases their exchange interaction. Moreover, in a simple mean field ap-
proach, the strength of exchange is proportional to the ordering temperature. Thus Tf
raises with x. An increase of the impurity content also has the other consequence that the
fundamental building blocks of the spin glass state are not individual spins anymore but
larger clusters. In these clusters, the moments are aligned and act collectively. When the
so-called percolation limit xP is reached, one cluster spreads over the whole sample. This
introduces long-range order and can either result in ferro- or antiferromagnetism. At the
border, reentrant behavior occurs, where the spin glass order develops not from param-
agnetic state but from the long-range ordered state. Two scenarios can be distinguished:
(i) Long- and short-range order coexist in the low temperature regime. This happens,
for example, when the z-component of the magnetization remains ordered whereas x-
and y-components freeze randomly. (ii) The long-range order breaks down completely
and all magnetization components contribute to the spin glass state. Since both cases
can occur after each other upon cooling, for instance in Au1−xFex alloys [56, 72], this
emphasizes the complex freezing behavior of higher concentrated systems.
2.3. Hall Effects
The discovery of the Hall effect traces back to Edwin Hall and his pioneering studies
in the end of the 19th century [73, 74]. Today, several types of Hall effects can be
distinguished, which all have different physical origins but share the observation of a
transverse voltage when a current is passed through a material [75].
The first type is given by the ordinary Hall effect, which was initially described in
1879 [73]. It occurs in all conductors under the presence of an external magnetic field
and arises due to the Lorentz force deflecting the charge carriers. The transverse voltage
develops perpendicular to the current and field directions and scales linearly with the
strength of the applied field. This opens the opportunity to build magnetic field sensors
and indeed measuring the ordinary Hall effect is widely used in so-called Hall probes.
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Moreover, it introduces a useful tool in the field of semiconductor studies since the Hall
voltage also depends on charge carrier density and mobility. Probing the ordinary Hall
effect therefore gives access to both these material parameters.
Just two years later in 1881, Hall observed a much stronger effect in the ferromagnetic
metals Fe, Co and Ni [74]. The strength of this anomalous Hall effect is not propor-
tional to the external magnetic field but saturates at higher fields thereby showing a
behavior similar to the magnetization. Moreover, it can even occur in zero applied field.
In a highly simplified picture, the material’s magnetization acts thereby as an internal
magnetic field. In general, the anomalous Hall effect is found in systems with broken
time-reversal symmetry and has three contributions. Already in 1945, the first contri-
bution, namely the intrinsic mechanism, was introduced by Karplus and Luttinger [76].
It took however several decades to realize that the intrinsic anomalous Hall contribution
can also be described in terms of the Berry phase concept [77,78]. This implies a direct
link between the intrinsic anomalous Hall effect and the material’s topological properties.
As a consequence, the interest in the anomalous Hall effect was strongly renewed within
the last 15 years. Notably, the size of the intrinsic contribution is scattering-independent
since it arises from the Berry curvature of occupied Bloch states in momentum space.
Here, the Berry curvature acts as a fictitious, effective magnetic field in k-space. In other
words, it is a pure band structure effect and the implementation of these calculations
to the standard density functional theory programs thus proves to be relatively straight
forward [75]. The dependence of the intrinsic part on the band structure topology has
another interesting consequence. Initially, it was thought that the anomalous Hall ef-
fect cancels for antiferromagnets since they have a zero net magnetization and in fact
that holds true for the collinear case. However, non-collinear antiferromagnets such as
the triangular Mn3Ge and Mn3Sn have a non-vanishing Berry curvature and therefore
exhibit an anomalous Hall effect even with zero net magnetization [79,80].
In contrast to the intrinsic mechanism, the two other anomalous Hall contributions are of
extrinsic nature and thus dependent on scattering at impurities or phonons [75]. For very
clean systems, the anomalous Hall effect tends to be governed by skew scattering [81,82]
whereas a high impurity content often causes the side jump mechanism to dominate [83].
Both of these rely crucially on the presence of spin orbit coupling. The later breaks the
symmetry between left and right directed scattering events so that charge carriers are
separated and a Hall voltage can build up. Notably, for many real materials the total
anomalous Hall effect is not completely dominated by one mechanism but given by a sum
over all three contributions. An indication can be obtained from the scaling behavior
of the anomalous Hall effect. In case of skew scattering, ρxy ∝ ρxx. For side jump and
intrinsic mechanism, it is ρxy ∝ ρ2xx instead. If two mechanisms contribute equally then
the exponent α might deviate from 1 or 2.
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A third type of Hall effect, which got studied extensively during the last 10 years is
the topological Hall effect [84–88]. Main source of this effect are spin textures such as
skyrmions or spin hedgehogs, which act as a kind of real-space Berry phase. Since these
have a topological character and are associated with a Chern number, this explains the
terminology topological. Nevertheless, the name is a bit misleading since it is strictly
speaking a special case of the anomalous Hall effect, so that one could call it with some
justification ’anomalous anomalous Hall effect’. In particular, since such a topological
Hall effect can also occur due to spin chirality, which is for example realized by non-
coplanar spin structures. From an experimental point of view the situation is more clear:
the measured Hall signal is empirically divided in three contributions (Equation 2.2).
ρxy(H) = ρ
O
xy + ρ
A
xy + ρ
T
xy = µ0HRO + µ0MRA + ρ
T
xy (2.2)
ρOxy, ρ
A
xy and ρ
T
xy correspond to the ordinary, anomalous and topological Hall resistivity,
respectively. RO and RA are the ordinary and anomalous Hall coefficients and µ0 stands
for the magnetic field constant. In a single-band approximation, RO is determined from
the linear slope of ρxy(H) at high fields. RA is found from the extrapolation of the
high-field regime of ρxy(H) down to zero field then divide the so-obtained ρ
A
xy(0) by the
spontaneous magnetization. A potential topological Hall effect would be determined by
subtracting ρOxy and ρ
A
xy from the measured Hall signal.
2.4. The System Ir-Mn-Ga
In contrast to its close relative Ir-Mn-Sn [89–92], the Ir-Mn-Ga system is only poorly
investigated. Studies about the ternary phase diagram have not yet been reported. Only
the ternary Heusler compounds IrMnGa and Ir2MnGa were examined so far.
The former was firstly synthesized in 1971 by Hames and Crangle [14]. The authors
mention that IrMnGa crystallizes within the ordinary half-Heusler space group but not
with the normal C1b structure. Instead, deviating XRD intensities hinted on the pres-
ence of some chemical disorder. Moreover, based on limited magnetometry data, an
antiferromagnetic order with TN ≈ 60 K was suggested. Considering that heavy atoms
such as Ir provide a high spin-orbit coupling, which tends to cant magnetic moments,
this makes IrMnGa a potential candidate for a non-collinear antiferromagnet. Later,
Helmholdt and coworkers carried out powder neutron diffraction and proposed prefer-
ential Ir-Mn swaps as origin of the chemical disorder [93]. Notably, this study gave no
information about the magnetism. Recently, Yin and Nash determined the standard
enthalpy of formation as 41 kJ/mol and confirmed the single-phase but disordered char-
acter of IrMnGa [94]. It remains open whether the suggested type of chemical disorder
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and the proposed antiferromagnetism are correct, which is why these questions will be
addressed in Chapter 3.
The synthesis of Ir2MnGa was reported first in 1972 [91]. Without showing any XRD
data, the authors claim that the compound crystallizes in a L21 structure. The presented
distribution of elements, however, corresponds to an inverse Heusler structure (Xa-type).
Also the other two available studies provide no XRD data and only speak of ’Heusler-
like’ structure [95, 96]. Overall, this leaves an unclear picture of the crystal structure
of Ir2MnGa whereas the magnetism appears more coherent. Consistently, all reports
find an effective moment of about 4.1 µB from the Curie-Weiss plot. Furthermore, the
references [95] and [96] suggest an antiferromagnetic order with TN ≈ 65 K similar to
IrMnGa. Additionally, the authors conducted nuclear magnetic resonance measurements
and demonstrated the localized character of the Mn moments. In general, it appears
however that both – crystal and magnetic – structures of Ir2MnGa require a more
detailed analysis. Chapter 3 therefore not only summarizes investigations on IrMnGa
but also on its regular Heusler cousin Ir2MnGa.
2.5. The System Fe-Mn-Si
Comprehensive reviews of the Fe-Mn-Si system can be found in the references [97]
and [98]. The following section will summarize some key aspects and focus thereby
mainly on the phase relations and magnetic properties. Both these topics will be help-
ful for the Chapters 4 and 5.
Generally, the Fe-Mn-Si system is one of the most studied systems in solid state research,
which has two reasons. First, Mn and Si are present in small amounts in every steel,
which makes the compositions close to pure Fe interesting from an application point of
view. Within steel, Si acts as ferrite stabilizer and is, for example, used together with Cr
to increase the oxidation resistance. Mn on the other hand is an austenite stabilizer and
widely added to TRIP (transformation induced plasticity) and TWIP (twinning induced
plasticity) steels. The second reason for the interest in Fe-Mn-Si is that the system is
also fascinating from a magnetism point of view. Almost all kinds of magnetic order
can be found within one of the Fe-Mn-Si phases. The rich magnetism occurs due to the
wide replaceability of Fe and Mn. On the one hand, these elements are neighbors in the
periodic table and often exhibit the same chemistry. On the other hand, their magnetism
is quite distinct with Mn usually carrying localized moments whereas Fe moments often
have itinerant character. As a consequence one finds the, aforementioned, great variety
of magnetic orders. A summary of relevant Fe-Mn-Si phases is given by Table 2.3.
Mn1−xFexSi compounds belong to the prominent family of cubic B20 systems and can be
synthesized over the whole range from MnSi to FeSi. For 0 ≤ x ≤ 0.15, these chiral com-
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Table 2.3.: Phases in the Fe-Mn-Si system. The SB column gives the Strukturberichte
notation. Ref. stands for references.
Phase SB Space Group Prototype Stoichiometry Magnetism/Comment Ref.
Mn1−xFexSi B20 P213 FeSi 0 ≤ x ≤ 0.15 Helical ground state; Skyrmion
lattice with small field
[99]
x = 1 Non-magnetic semiconductor [100]
Mn5−xFexSi3 D88 P63/mcm Mn5Si3 x = 4, 5 FM [101]
x = 3 Spiral ground state [102]
x = 2, 1, 0 Two AFM states, non-
coplanar below ∼ 60 K
[86]
Mn5−xFexSi2 P41212 Mn5Si2 x < 2 Metastable, FM [103–105]
Fe3−xMnxSi L21/D03 Fm3m Cu2MnAl 0 ≤ x < 0.6 FM [15,18]
/BiF3 0.6 ≤ x ≤ 1.5 FM, non-collinear below 60 K [15,18]
1.5 < x < 2.4 Multi-phase [15,18]
2.4 ≤ x ≤ 3 Helical AFM [106–108]
β-Mn A13 P4132 β-Mn Undoped Spin liquid [109]
Doped Unknown
α-Fe A2 Im3m W FM
γ-Fe A1 Fm3m Cu AFM [110]
27 - 32 at%
Mn, 7 - 12 at%
Si
Shape memory alloy, AFM [111]
ε-Fe A3 P63/mmc Mg 27 - 32 at%
Mn, 7 - 12 at%
Si
Martensite of γ-Fe, AFM [111]
pounds have a helical ground state and host a skyrmion lattice when a small magnetic
field is applied [99]. In fact, pure MnSi was the first material, where such a skyrmion
lattice was verified by small angle neutron scattering and it initialized the interest in
topological spin textures [112]. Contrarily, FeSi is a non-magnetic semiconductor with a
small band gap of 0.1 eV [100]. The series Mn5−xFexSi3 can also be substituted entirely
from Mn5Si3 to Fe5Si3 and thus serves as another example of the wide replaceability
of Fe and Mn [101]. These compounds crystallize with the hexagonal D88 structure,
which actually has the undoped Mn5Si3 as prototype. The Fe-rich representatives Fe5Si3
and Fe4Mn1Si3 exhibit a collinear ferromagnetic order with Curie temperatures above
room temperature [101]. The intermediate Fe3Mn2Si3 was demonstrated to have a spi-
ral ground state [102] whereas the Mn-rich members Fe2Mn3Si3, Fe1Mn4Si3 and Mn5Si3
display complex antiferromagnetism [86, 102, 113, 114]. Specifically, these systems have
a second antiferromagnetic transition at low temperatures, where the magnetic order
becomes non-coplanar. The binary Mn5Si3 was shown to exhibit a topological Hall ef-
fect arising from this non-coplanar spin arrangement [86, 113]. The next large family
is given by the Heusler compounds Fe3−xMnxSi. The Fe-rich representatives are simple
high-TC ferromagnets but for compositions with x ≥ 0.6 the magnetic behavior becomes
more complex [15, 18]. In these cases a spin reorientation occurs around 60 K, whose
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origin is not fully understood. Their properties and open questions will be addressed in
Chapter 4, where they are main topic. It is however important to note that the series
Fe3−xMnxSi cannot be completely substituted. Between approximately 1.5 ≤ x ≤ 2.4
a secondary phase is formed whereas the Mn-rich compounds are found as single phase
again [106–108]. Another group of ternary phases has the stoichiometry Mn5−xFexSi2.
These compounds are metastable and exist only for smaller Fe contents [103–105]. More-
over, they have a tetragonal structure and ferromagnetic order. Additional to the above
mentioned ternary and binary phases there are also Fe-Mn-Si phases that derive from
an element. β-Mn, for example, has a remarkably high solubility for Fe and Si, which
reaches up to Mn39Fe44Si17 [19, 20]. The crystal structure is cubic but relatively com-
plex and similar to the one of B20 compounds. Nonetheless, the magnetic properties
of these alloys were not investigated so far. For this reason, they will be studied in
Chapter 5. In contrast to β-Mn, γ-Fe systems were examined in great detail as they
are promising candidates for shape memory alloys [111]. Specifically, they excel with
their much smaller costs compared to the standard Ni-Ti materials. The martensitic
transition, which causes the shape memory behavior, is hereby given by a γ-Fe (fcc) →
ε-Fe (hcp) transformation. Notably, not all γ-Fe alloys feature this transition but the
effect is limited to compositions between 27 - 32 at% Mn and 7 - 12 at% Si [98, 111].
Additionally, it was demonstrated that alloying with Cr, Ni, Ti or a rare-earth can fur-
ther improve the shape memory behavior and corrosion resistance [115]. Yet, Fe-Mn-Si
based shape memory alloys still suffer from a lower recovery strain than Ni-Ti. From a
magnetism point of view, Si-lean γ-Fe compounds are more interesting. In particular,
γ-FeMn is one of the few examples of a chemically disordered face-centered cubic anti-
ferromagnet [110, 116, 117]. Due to the high Néel temperature of about 500 K and the
low prize it is commonly used in thin film devices for the formation of exchange bias in
pinning layers. The last phase to be mentioned is α-Fe. The textbook example of an
itinerant ferromagnet has a high Curie temperature and in contrast to γ-Fe only a small
stability range.
Considering the importance of the Fe-Mn-Si system for applications and fundamental
research, it surprises that its phase diagram was not explored with a corresponding level
of detail. Only two experimental studies are reported; one from 1966 [19] (Figure 2.5(a))
and the other from 1968 [20] (Figure 2.5(b)). Both of these are limited to a temperature
of 1000 ◦C, however. An additional study from 1973 is restricted to the Fe-rich corner
but covers several temperatures between 750 ◦C and 1000 ◦C [120]. Afterwards, the
system was only assessed theoretically and the calculations could indeed successfully
reproduce all the known phases (Figures 2.5(c) and 2.5(d) [118, 119]). One important
finding of these calculations is that the phase boundaries almost do not shift between
750 ◦C and 1000 ◦C. Although all of these studies agree fairly well, there are some
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Figure 2.5.: Summary of the reported Fe-Mn-Si phase diagrams. Experimental studies
for T = 1000 ◦C: (a) Bardos et al. [19] and (b) Setz et al. [20]. Theoretical
studies for T = 800 ◦C: (c) Forsberg [118] and (d) Zheng et al. [119]. Note
that only ternary phases are marked.
considerable deviations concerning the concrete stability ranges of β-Mn, α-Fe and γ-
Fe. In particular, the transition from α-Fe to the Heusler phase remains contentious.
These questions will be addressed in Chapter 5, which presents an updated version of
the phase diagram for an annealing temperature of 800 ◦C.
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Ir-Mn-Ga Compounds
Parts of this chapter were already published in the following paper:
J. Kroder, K. Manna, D. Kriegner, A. S. Sukhanov, E. Liu, H. Borrmann, A. Hoser,
J. Gooth, W. Schnelle, D. S. Inosov, G. H. Fecher and C. Felser; Phys. Rev. B 99,
174410 (2019)
3.1. Preface
Complex magnetic orders with either non-collinear or non-coplanar spin arrangements
often occur when 4d or 5d elements are involved. The reason is the potentially large
Dzyaloshinskii-Moriya interaction, which is caused by the spin-orbit coupling of the
heavy atoms and that tends to cant the magnetic moments. Also among the Heusler
compounds there are some members with magnetically complex structure. For instance,
Pt2MnGa has a spiral ground state [42], CuMnSb is a canted antiferromagnet at low
temperatures [38] and Mn2RhSn undergoes a spin reorientation transition [43].
Recently, such systems attracted a lot of interest due to their exotic transport prop-
erties [85–88, 121]. In particular, the observation of an anomalous Hall effect in the
non-collinear antiferromagnets Mn3Sn [80] and Mn3Ge [79] emphasized the importance
of the intrinsic Berry phase mechanism for understanding of the anomalous Hall effect.
Furthermore, a topological Hall effect is detected in case of a non-coplanar spin ar-
rangement [85,86,88,121] or due to the presence of (non-coplanar) spin textures such as
skyrmions [84] and spin hedgehogs [87]. The investigation of the Hall effects thus offers
an experimental tool to test theoretically predicted topological properties.
Accordingly, it is worth revisiting Heusler compounds with heavy elements, whose mag-
netic structure is potentially non-collinear. Such an example is IrMnGa. In 1971, Hames
and Crangle mentioned its successful synthesis and noted that the compound does not
crystallize in the ordinary C1b half-Heusler structure but with some chemical disorder
without specifying the type [14]. Moreover, based on limited magnetometry data, the
authors suggested an antiferromagnetic ordering. In 1984, Helmholdt et al. conducted
neutron diffraction experiments and proposed the crystal structure to be C1b with par-
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tial Ir-Mn disorder [93]. In 2015, Yin and Nash determined the standard formation
enthalpy of IrMnGa and also mentioned the disordered nature of IrMnGa [94]. These
reports lead to the following two questions: (i) Is the suggested type of chemical disorder
from Helmholdt et al. correct? And (ii) which magnetic order arises from it?
In this present study, a combined approach of neutron and x-ray diffraction was chosen
to investigate the crystal structure and chemical disorder. These experiments are pre-
sented in Section 3.2. The magnetic properties are examined by means of magnetization,
ac susceptibility and Hall effect measurements on an IrMnGa single crystal. It turns
out that the chemical disorder prevents the establishment of a long-range magnetic or-
der. Instead, a spin glass state occurs at low temperatures as will be demonstrated in
Section 3.3. The resulting magnetic phase diagram is then investigated in Section 3.4.
Subsequently, different synthesis routes and heat treatments are compared in Section 3.5.
Finally, Section 3.6 illustrates that the spin glass state can be tuned by adjusting the
composition.
3.2. Crystal Structure and Chemical Ordering of IrMnGa
As described above, the crystal structure of IrMnGa is not well understood and the
following section addresses this open question. There are two reports in literature
mentioning that IrMnGa crystallizes within the ordinary half-Heusler space group 216
(F43m) but with some disorder [14, 94]. Based on their neutron diffraction experi-
ments, Helmholdt et al. then suggested a C1b half-Heusler structure with partial Ir-Mn
disorder [93].
In the present study, the crystal structure of IrMnGa was investigated in a first step
by means of powder x-ray diffraction (PXRD). As proposed, all reflections can indeed
be indexed with the cubic space group 216 (Figure 3.1). Moreover, the refined lattice
parameter of 6.035(1) Å agrees well with literature [14, 93, 94]. Nonetheless, there is a
substantial intensity mismatch when comparing the experimental data with the theoret-
ical pattern for a fully ordered C1b half-Heusler structure and the same holds true for
the model suggested by Helmholdt et al.. The observation of all expected reflections but
wrong intensities means that the space group and Wyckoff positions are chosen correctly
but that the occupation on these sites is wrong.
In order to find the correct site occupation, the crystallography of half-Heusler com-
pounds has to be examined. The latter was already covered to some extent in Section 2.1.
Generally, the problem of atomic arrangement in half-Heusler compounds involves the
distribution of four species, namely three elements and the vacancy, on the four Wyckoff
position 4a, 4b, 4c and 4d. Consequently, there are already three alternatives to form a
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Figure 3.1.: Powder x-ray diffraction with Mo-Kα radiation at room temperature. The
measured pattern (yellow line) is compared with theoretical patterns for a
fully ordered C1b half-Heusler structure (blue line) and the model proposed
by Helmholdt et al. (red line). The curves are shifted by an offset for
the sake of clarity. The reflections can be indexed within space group 216
(F43m). Both structural models yield a significant intensity mismatch and
can therefore be rejected.
fully ordered C1b structure. In these cases, the vacancy is conventionally set to the 4d
position. Note that all three C1b structures lead to an intensity mismatch so that the
one given in Figure 3.1 is representative.
Despite dealing with disorder, it would be helpful to know from which of the three C1b
settings the actual structure derives. Often it is possible to assign the elements to the
positions by considering their electronegativity χE though strictly speaking the distri-
bution is also determined by the ratio of the element’s radii. Since the atoms on the
4a/4b sites form a NaCl structure, one usually finds the most electronegative element on
4a and the most electropositive on 4b, which then causes a high degree of ionic bonding.
In contrast, the atoms on the 4a/4c sites form a ZnS structure leading to a more co-
valent bonding. Unfortunately, for IrMnGa the situation is not unambiguous since the
electronegativity scales from Pauling and Allred-Rochow yield completely contradicting
orders of the electronegativities. According to Pauling, it is χE(Mn) < χE(Ga) < χE(Ir)
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whereas Allred-Rochow gives χE(Ir) ≤ χE(Mn) < χE(Ga). Hence, the situation is chal-
lenging and all three C1b structures have to be considered as starting situation.
Nevertheless, a couple of scenarios can be ruled out directly from the XRD pattern.
For this purpose, the (111) and (200) superlattice reflections have to be compared. For
example, an A1-type disorder (intermixing of all four sites) would extinct both these
reflections. In case of B2-disorder (intermixing 4a/4b and 4c/4d), the (111) reflection
vanishes whereas for B32a-disorder (intermixing 4a/4c and 4b/4d) it is the (200) reflec-
tion. This leaves the options of C1- (intermixing of 4a/4b), L21- (intermixing of 4c/4d)
and D03-disorder (intermixing of three lattice sites while one keeps ordered). Moreover,
a partial disorder of any type is also possible, which emphasizes the large parameter
space. An overview of all 21 investigated cases is given by Table B.1 in the appendix.
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Figure 3.2.: Rietveld refinement of the IrMnGa diffraction experiments: (a) Powder x-
ray diffraction at room temperature. (b) Powder neutron diffraction at
88 K (just above the magnetic ordering temperature). The blue lines are
fits assuming a Y -structure. (c) Illustration of the refined structure.
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A careful analysis reveals that none of the types discussed above is suitable to model the
measured XRD pattern of IrMnGa. Instead, the so-called Y -type order gives a good
agreement and the corresponding Rietveld fit is presented in Figure 3.2(a). The Y -
disorder with prototype LiMgPdSn (F43m, no. 216) allows to intermix all four positions
without any restriction. It is found that Mn and Ga share the 4a and 4c sites whereas Ir
and the vacancy are distributed on 4b and 4d positions. Crucially, there is no complete
disorder between these atoms but a preferred occupation. Moreover, the proposed model
is confirmed by the refinement of the powder neutron diffraction (PND), which is given
in 3.2(b). The refined occupations for both models are summarized in Table 3.1 and
match excellently within the limitations of the Rietveld method (a few percents). The
model by Helmholdt et al. and the three possible C1b types are added to the table for
comparison. An illustration of the Y -type crystal structure is given by Figure 3.2(c).
Table 3.1.: Summary of the refined site occupations from powder x-ray diffraction
(PXRD) and powder neutron diffraction (PND) experiments. The model
from Helmholdt et al. [93] and the three types of C1b order are added for
comparison. The Schottky symbol () assigns the vacancy. The columns
labeled with ’Relative Intensity’ give the calculated x-ray intensity of the
(111) and (200) reflections, respectively.
Site Occupation (%) Relative Intensity
4a 4b 4c 4d (111) (200)
(0, 0, 0) (1⁄2, 1⁄2, 1⁄2) (1⁄4, 1⁄4, 1⁄4) (3⁄4, 3⁄4, 3⁄4) (%) (%)
Experiment – – – – 19 15
C1b I 100 Ir 100 Mn 100 Ga 100  61 41
C1b II 100 Ga 100 Ir 100 Mn 100  44 58
C1b III 100 Mn 100 Ga 100 Ir 100  96 4
Helmholdt et al. 37 Ir/63 Mn 100 Ga 63 Ir/37 Mn 100  56 3
PXRD Refinement 52 Mn/48 Ga 80 Ir/20  52 Ga/48 Mn 20 Ir/80  20 16
PND Refinement 55 Mn/45 Ga 79 Ir/21  55 Ga/45 Mn 21 Ir/79  20 15
Notably, despite being rejected because of the poor agreement with the experimental
XRD pattern, the model from Helmholdt et al. indeed fits the neutron data well.
Such a situation, where a wrong structural model describes one diffraction experiment
satisfactorily, arises for the present case due to the large parameter space with partial
occupation on several sites. This underlines the importance of combining neutron and
x-ray diffraction experiments, which takes advantage of the distinct elemental scattering
lengths for both probes. The combination of x-rays and neutrons makes it unlikely – but
not to exclude – that a wrong structural model is suitable for both data sets. It could be,
for instance, that the type of chemical ordering is even more complex with more than two
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species mixing. Still, the proposed structural model appears plausible for four reasons.
First, Mn-Ga disorder is well known for other Heusler compounds [122]. Second, the
obtained Rwp coefficients indicate a good quality of the Rietveld refinement for both
probes. Third, it is the simplest suitable model, which avoids threefold occupations and
higher complexity. Finally, its physical consequences for the magnetism agree well the
experimental observations that will be discussed in the next section.
3.3. Canonical Spin Glass State in IrMnGa
After solving the crystal structure of IrMnGa in the previous section, the question of
the magnetic order will be addressed in the following. The magnetic and transport
measurements presented in this chapter were carried out on an IrMnGa single crystal.
Its synthesis is described in the experimental Section A and a Laue image, confirming
the good crystal quality, can be found in Figure B.1 in the appendix. Energy-dispersive
x-ray spectroscopy (EDXS) revealed a composition of Ir31.3Mn31.9Ga36.8. Considering
the error bars of the method, this is reasonable close to the stoichiometric composition
so that the sample will be referred to as IrMnGa in the following.
Identifying the Spin Glass State
In order to identify possible magnetic phase transitions, an ac susceptibility scan was
conducted (Figure 3.3(a)). A single, sharp transition occurs around 75 K and will be
labeled by Tf in the following. The nature of this transition can be understood by
examining the temperature dependence of the neturon diffraction patterns. The reason
is that neutrons are not only sensitive to the nuclear density but also – due to their
magnetic moment – to the total magnetization density. An ordered magnetic phase
below the transition would thus lead to additional intensity either on top of the atomic
Bragg peaks or between them. However, the subtraction of the patterns taken above
and below Tf (Figure 3.3(d)) indicates that there is no difference between them. This
finding suggests the absence of long-range magnetic order.
Nevertheless, it does not mean that there is no magnetic order at all. Conversely, the
joint appearance of a sharp cusp in the ac susceptibility and absent magnetic Bragg
peaks is indicative of a spin glass state at low temperatures. The basics of spin glasses
were already covered in Section 2.2 but it is worth recapping some important aspects:
While the spins in the paramagnetic state fluctuate rather independently, they freeze
collectively in a random, non-coplanar manner upon cooling below the spin glass transi-
tion. The transition temperature is therefore called freezing temperature, which is also
the reason for the labeling with Tf .
As a consequence of the spin glass freezing, the moments only experience a short-
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Figure 3.3.: (a) Ac susceptibility with the alternating field of 0.5 mT and 133 Hz along
the [100] direction. The freezing temperature is labeled by Tf . PND (b) at
2 K (below Tf) and (c) at 88 K (above Tf). The blue lines are Rietveld fits
similar to Figure 3.2. (d) Subtraction of the two patterns from (b) and (c).
No additional magnetic intensity is found below Tf .
range order. Generally, it is expected that such short-range order manifests in the
low-temperature powder neutron diffraction pattern as an increased background due to
diffuse scattering [61]. Nonetheless, a comparison with Figure 3.3(d) denies the obser-
vation. Most likely, this has to be attributed to the relatively poor signal to noise ratio
of the measurements, which however occurs inevitably because of the large neutron ab-
sorption cross section of Ir.
Still, the formation of a spin glass state appears reasonable when considering the crystal
structure of the present IrMnGa samples. Generally, two necessary prerequisites cause
spin glass order, namely competing exchange interactions and chemical disorder. The
latter is definitely fulfilled as discussed in the previous section. Importantly, the estab-
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lished Y -model involves Mn on two non-equivalent positions and thus implies a randomly
varying distance to the nearest and next-nearest Mn neighbors. This distribution of Mn
is crucial for the understanding of the magnetism since Mn – with its usually high lo-
calized moment – is the only magnetic element within IrMnGa. If one now considers
that the oscillatory RKKY (Ruderman-Kittel-Kasuya-Yoshida) exchange is dominant
for Mn-based Heusler compounds, then it becomes clear, why competing exchange in-
teractions should indeed be present. Generally, the RKKY mechanism couples localized
moments mediated by conduction elections. Importantly, the RKKY interaction can
either lead ferromagnetic or antiferromagnetic coupling since the sign oscillates with the
distance between the interacting moments. A prominent example for the consequences
of RKKY are ferromagnetic shape memory alloys such as Ni2MnGa [122]. They undergo
a martensitic transition upon cooling, where the low-temperature, tetragonal marten-
site transforms from the high-temperature, cubic austenite by small distortion. Still,
this slight distortion (and thus variation of the neighbor distances) causes the transition
from ferromagnetic to antiferromagnetic order. In the case of IrMnGa, Mn has locally
varying distances to its neighbors and hence ferromagnetic as well as antiferromagnetic
interactions are expected. Such a scenario leads to frustration and can finally prevent
the establishment of a long-range order as will be worked out in the course of this section.
Temperature-Dependent Magnetization
For this purpose, it is useful to study the temperature dependence of the magnetization
(Figure 3.4(a)). The zero-field cooled branches agree well with earlier studies [14, 93],
whose authors suggested an antiferromagnetic order in IrMnGa. But firstly this antifer-
romagnetic transition would be unusually broad and secondly the field cooling branch
remains almost constant at low temperatures, which is more reminiscent of a ferromag-
net. In fact, the irreversibility of the magnetization is a characteristic of spin glasses
and reflects that both types of exchange interactions are present. Similar to the ac sus-
ceptibility, the freezing temperature Tf here corresponds to the maximum of the ZFC
magnetization. However, a direct identification of the maximum is only possible in small
applied fields due to some broadening in higher fields (compare Figure 3.4(b)). Alter-
natively, the point of irreversibility between the branches, marked by TAT, is easier to
determine. Notably, both characteristic temperatures Tf and TAT would coincide for
zero applied magnetic field. For spin glasses, the field dependence of the irreversibility
follows the de Almeida-Thouless relation [68]. According to their mean field approach,
TAT should exhibit a H
2/3 behavior. The corresponding plot is presented in Figure 3.4(c)
and it turns out that the relation indeed holds true.
Remarkably, Tf of IrMnGa is rather high compared to other spin glass systems that
usually freeze below 30 K [51, 52, 61, 63]. Yet, this is not completely surprising since Tf
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Figure 3.4.: Temperature-dependent magnetization of IrMnGa. (a) Magnetization in
different applied fields along [100]. Open symbols correspond to the zero-
field-cooled (ZFC) and closed symbols to the field-cooling (FC) branch.
The temperature, at which FC and ZFC branches meet, is marked exem-
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applied fields. (b) Temperature-dependent magnetization in 0.01 T. The
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(d) Inverse Susceptibility in 0.01 T applied field. The straight lines corre-
spond to a Curie-Weiss fit for high-temperature (HT) and low-temperature
(LT) regime, respectively.
is known to be roughly proportional to the fraction of magnetic atoms [54, 61]. In case
of canonical spin glasses, a few percents – normally Mn or Fe – are added whereas in
the present case the Mn content reaches 33 %.
Figure 3.4(d) shows the inverse susceptibility. Apparently, there are two distinct regimes
for the paramagnetic behavior: (i) Above 300 K the linear Curie-Weiss fit corresponds
to an effective, paramagnetic moment of 2.6 µB per Mn atom. (ii) Another straight line
can be fitted between 230 K and 110 K yielding a reduced effective moment of 1.8 µB per
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Mn. The paramagnetic Curie temperature θp for the high temperature regime is −134 K
indicating primary antiferromagnetic interactions. The reduced effective moment at
intermediate temperatures is occasionally observed in spin glass systems and can be
attributed to a change of antiferromagnetic-like to ferromagnetic-like correlations [123,
124]. Assuming a spin-only contribution of Mn (g = 2) and an atomic moment of 4 µB
(S = 2), the expected effective paramagnetic moment would be 4.9 µB. Note that the
band structure calculations below will demonstrate that these assumptions are indeed
reasonable. Still, the observed moment for high temperatures (2.6 µB) clearly deviates
from the expected value. This implies that the moments are not yet fully independent
up to 400 K, which is also confirmed by the small curvature in the inverse susceptibility
in the high temperature regime (Figure 3.4(d)).
Electronic Structure Calculations
The site-specific moments and exchange parameters were obtained from band structure
calculations and are summarized in Table 3.2. The disordered local moment (dlm) state
was thereby simulated by placing the same amount of Mn with spin up and spin down
characters onto the 4a and 4c positions. Importantly, it can be seen as a prototype
of a spin glass [125]. Within the accuracy of the method, the site-specific moments
do not depend on the assumed type of magnetic order but on the site. Indeed, the
Mn moments on 4c are slightly higher than those on the 4a, which reflects the distinct
nearest neighbor environment of those sites. The dlm calculations show further that
the Mn d -electrons have localized character since in case of itinerant electrons the dlm
moments would cancel to zero. The calculated moments are on the order of 3 to 4 µB
as typical for Mn-based Heusler compounds with localized moments. Note that for the
determination of the total moment it is crucial to consider not only the site-specific
moments but also the occupations of the sites.
The largest exchange coupling is about 200 meV, independent on the type of magnetic
order. It is found between the Mn atoms on the 4a and 4c sites, which implies the
strongest interaction to the nearest neighbors. In fact, such a dominant role of the
nearest neighbor exchange is common for short-range ordered systems and was also
reported for other Heusler compounds that were predicted to have a spin glass ground
state [126].
Field-Dependent Magnetization
In order to gain more insights to the spin glass state, field-dependent magnetization mea-
surements were carried out and Figure 3.5(a) illustrates the zero-field cooled hysteresis
loops. Conspicuously, the magnetization is far from saturation at 7 T and the overall
moment is rather small, reaching only 0.25 µB at 5 K and 7 T. Both these findings are
direct consequence of the frustrated spin glass state: Despite having atomic moments
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Table 3.2.: Summary of the electronic structure calculations for IrMnGa. The moments
and exchange constants for three magnetic orders are compared: ferromag-
netic order (fm), ferrimagnetic (fim) order and the disordered local moment
(dlm) state. Magnetic moments (m) are given in µB whereas the exchange
coupling parameters Jij are given in eV. Subscripts ij denote the interaction
between the atoms on the two different sites 4a and 4c.
mMn(4a) mMn(4c) mtot Jac Jaa Jcc
fm 3.676 4.076 4.055 −0.242 −0.081 −0.019
fim −3.616 3.972 0.552 0.181 −0.048 −0.017
dlm ±3.623 ±4.003 0 ±0.205 ±0.060 ±0.017
of about 4 µB, the Mn atoms couple mainly antiferromagnetically so that only a small
net moment remains. When applying a magnetic field, it is possible to overcome some
of the antiferromagnetic coupling leading to an alignment of more moments and hence
the net moment increases. Still, the frustration is so strong that 7 T field are essentially
insufficient to overcome the frustration.
Furthermore, a coercivity is observed for temperatures below 50 K, which is again an-
other indication that the originally proposed antiferromagnetic order [14, 93] can be
rejected. Indeed, hard magnetic properties are inherent to spin glasses and arise due to
random anisotropy, which means that many local, randomly oriented anisotropy axes are
present. The fundamental mechanism behind is the Dzyaloshinskii-Moriya interaction,
which attempts to align the moments perpendicular to each other and is only present
if the crystal structure breaks inversion symmetry. Due to the high degree of chemical
disorder in spin glasses, this prerequisite is certainly fulfilled on a local level. Since
the Dzyaloshinskii-Moriya interaction scales with the strength of spin-orbit coupling,
it also does not surprise that the coercivity of IrMnGa reaches to 1.1 T. This value is
significantly higher than for other spin glasses such as Cu1−xMnx, where the coercivity
is typically limited to several tens of mT [127].
Apart from random anisotropy, there is another phenomenon found in spin glasses,
namely unidirectional anisotropy [54, 56, 57, 123]. Its manifestation can be seen in Fig-
ure 3.5(b), specifically for the field cooled (FC) hysteresis loop. A comparison of the
zero-field cooled (ZFC) curve with the FC loop reveals a shift of the latter. Basi-
cally, this phenomena corresponds to the bifurcation, which was already detected in the
temperature-dependent magnetization (Figure 3.4(a)). In both cases, FC measurements
yield a higher magnetization, which can be understood as follows: Whereas the moments
freeze completely randomly upon cooling for the ZFC case, FC introduces a preferred
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of temperature. (b) Comparison of a zero-field cooled (ZFC) and a field
cooled (FC) hysteresis loop at 5 K. Note the shift of the FC hysteresis along
magnetization and field axis.
orientation thereby increasing the net moment and leading to an upshift of the FC loop.
Although the spin glass state still only possesses short-range order, overall there exists
a slight imbalance towards the magnetization along the applied field.
It is important to mention that two other phenomena than a spin glass state can also
cause loop shifts. First, there is exchange bias, which occurs for systems, where a
ferromagnet couples to an antiferromagnet on the nano-scale. As a result, the loops shift
solely along the field axis [128,129]. Crucially, the experimentally observed displacement
here is however along both – field and magnetization – axes, which enables to exclude
exchange bias. The second alternative explanation could be a minor loop effect, which
occurs when the magnetic field is reversed before a hard magnetic material has reached
its saturation [129,130]. Minor loops can lead to a displacement along both axes as well
as to open hysteresis curves. This implies that the measured curve indeed corresponds to
a minor loop since it does not saturate up to 7 T. Nevertheless, the hysteresis is almost
closed and if a minor loop effect would be significant here, then the ZFC loop should be
displaced as well. This is however not the case. Consequently, the displacement of the
FC loop can indeed be attributed to the spin glass state.
Magnetic Relaxation & Memory Effect
As a consequence of competing exchange and disorder, the spin glass state is charac-
terized by a high number of energetically similar ground states. Upon cooling below
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Figure 3.6.: Time-dependent magnetization of IrMnGa. The sample was first zero-field-
cooled from above Tf to the corresponding temperature and then the mag-
netic field along [100] was switched on. The black lines are fits with the
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1 T at various temperatures. (d) Extracted relaxation time constants from
(c).
Tf , the system chooses one of the possible states, which however might not have the
absolute lowest energy. Similar to other metastable systems, this enables to investi-
gate off-equilibrium effects within spin glasses. Accordingly, the magnetic relaxation of
IrMnGa was studied. For this purpose, the sample was zero-field cooled from above Tf
to a specific temperature and only then a magnetic field was applied. Subsequently,
temperature and field were kept constant and the evolution of the magnetization was
measured for 90 minutes. As illustrated in Figure 3.6, an increase of the magnetiza-
tion can be observed, which is on the order of several percents. Basically, the system
tries to minimize its energy by relaxing to a state with more field-aligned moments,
which is yet hindered by the frustration. This so-called magnetic after-effect follows a
stretched exponential function given by the Kohlrausch-William-Watts equation (Equa-
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tion 3.1) [131–133]. Therein M0 corresponds to the initial magnetization, b is the shape
parameter and τ the relaxation time. Besides, the parameter a is related to the glassy
component of the magnetization.
M(t) = M0
(
1 + a · exp[−(t/τ)b]
)
(3.1)
The relaxation times are found to be several tens of minutes and the obtained shape
parameters b lie between 0.21 and 0.49, which is normal for frustrated systems [133–135].
The field-dependence of the relaxation behavior was studied for a fixed temperature of
5 K (Figure 3.6(a)). Interestingly, the relaxation time has a maximum with a peak
at an applied field of 1 T (Figure 3.6(b)). This can be understood as follows: though
small fields only have a weak driving force to align frustrated moments, there are plenty
moments with tiny frustration that can be aligned with the field rather easily. Higher
fields on the one hand exhibit a stronger driving force, but on the other hand to gain
a further magnetization increase after reaching the high field, more strongly frustrated
moments have to be aligned, which should be difficult. Due to this interplay between
driving force and number of potential moments to align, small as well as high applied
fields both yield a shorter relaxation time compared to an intermediate field.
A fixed field of 1 T was chosen, in order to investigate the temperature-dependence of
the relaxation (Figure 3.6(c)). τ becomes continuously shorter for higher temperatures,
which is rather intuitive since the energy barriers, that separate the several almost
degenerated ground states of the spin glass, shrink upon warming. Thus less moments
get deeply trapped, which enables a faster alignment and shorter τ .
Notably, the relaxation behavior is insignificant for the consideration of the above shown
magnetization measurements. The relaxation times of several tens of minutes are sub-
stantially longer than the sweep rates (∼ 120 mT/s). Therefore all magnetization data
presented previously are equally unrelaxed.
Due to their attempt to reach equilibrium, spin glasses exhibit unconventional phenom-
ena such as rejuvenation and the memory effect [54, 56, 57]. The latter was studied for
IrMnGa and can be seen in Figure 3.7. For this purpose, the sample was zero-field
cooled from above Tf to 10 K and subsequently a 1 T field was applied. Similar to
the experiments before, the magnetization was measured as a function of time (interval
1). After 30 minutes however, the temperature was rapidly lowered to 5 K, then kept
constant for 30 minutes (interval 2) and finally raised back to 10 K for another 30 min-
utes (interval 3). The interesting outcome of this protocol is presented in Figure 3.7(a).
Apparently, the system is not distracted by the intermediate cooling step. Instead, it
remembers the state from the end of interval 1 and continues with the relaxation as
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if no temperature cycle had been carried out. This becomes particularly clear when
matching the data from interval 1 and 3 (inset). An inverse temperature protocol with
intermediate heating instead of cooling was also performed and in this case no memory
effect occurs (Figure 3.7(b)).
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Figure 3.7.: Memory Effect in IrMnGa. The sample was zero-field cooled and subse-
quently a magnetic field was applied along the [100] direction. (a) Relax-
ation with intermediate cooling. The inset depicts the merged data from
the intervals 1 and 3. (b) Relaxation with intermediate heating. Note the
asymmetric response to intermediate temperature change.
Generally, the memory effect of spin glasses was previously described by two distinct
models, namely the hierarchy [56, 136] and the droplet model [137, 138]. According to
the hierarchical model, the free-energy landscape at a particular temperature involves
multiple valleys. During cooling, a primary valley splits into several sub-valleys, which
then become more and more separated by increasing energy barriers. Nevertheless, the
sub-valleys merge again upon warming so that the system ends up in the same state as
before cooling. The system thus memorizes the old state and continues the relaxation. In
case of the inverse protocol with intermediate heating, the system experiences lowered
energy barriers to the next primary valleys at the intermediate higher temperature.
Consequently, the system ends up in another primary valley after the reduction to the
original temperature. Thus, another state with different magnetization is entered, even
though the energy landscape itself remains the same as before the intermediate heating.
According to the droplet model, only one specific spin configuration is occupied at a
particular temperature. Thus, the system should always return to the same state after
any temperature protocol and the memory effect would be observed for intermediate
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heating as well as intermediate cooling. Experimentally, an asymmetric response to an
intermediate temperature change is found however. This finding supports the hierarchy
model and is in agreement with other spin glass systems [124,139].
Ac Susceptibility & Fitting of the Frequency-Dependent Freezing Temperature
Historically, the sharp cusp of the ac susceptibility at Tf was the starting point of
spin glass investigations back in the early 1970s [51–53]. Even today, ac susceptibility
measurements still proves to be the method of choice to study spin glass dynamics.
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Figure 3.8.: Temperature-dependent ac susceptibility of IrMnGa. The data were ac-
quired upon warming. (a) Real part χ
′
. (b) Imaginary part χ
′′
. The
freezing temperature, labeled by Tf , shifts with higher frequencies.
It was already shown above that the ac susceptibility of IrMnGa exhibits a maximum
at Tf (Figure 3.3(a)). Precisely speaking, the maximum occurs in χ
′, the real part of
the ac susceptibility. χ′ corresponds to the in-phase component whereas the imaginary
part χ′′ is associated with dissipation due to a phase shift. The detailed course of both
components around Tf for various ac frequencies is illustrated in Figure 3.8. Notably,
Tf identified by the peak position of χ
′ indeed matches rather well with the Tf from
the previous dc magnetization measurements (Figure 3.4(b)). Importantly, Tf shifts up-
wards upon increasing ac frequencies. This dependency originates from the spin glass
state: due to their frustrated nature, the collectively frozen moments cannot easily fol-
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low a fast ac field so that the spin glass order withstands higher temperatures and Tf
moves up. In the paramagnetic regime, curves for all frequencies then coincide since the
moments experience no short-range order anymore and can follow the excitation field
independent of the frequency (at least for the chosen frequency regime). Apart from
that, the imaginary part χ′′ undergoes a step-like increase at Tf (Figure 3.8(b)). Basi-
cally, the explanation is similar to before, namely that the frozen moments lack behind
the ac field due to the frustration. The resulting phase shift causes a higher absorp-
tion, which ends up in a higher χ′′ for the spin glass compared to the paramagnetic state.
Generally, the shift of Tf for small ac frequencies is a hallmark of spin glasses. The
ordering temperature of long-range ordered systems such as ferro- or antiferromagnets
actually also depends on the ac frequency but only for frequencies in the MHz range
and above [54]. Moreover, spin glasses can be classified based on their shift. For this
purpose, the Mydosh parameter K measures the relative temperature shift per decade
and is given by the following equation:
K = ∆Tf/(Tf log ∆f). (3.2)
In case of IrMnGa, K calculates to 0.01, which falls in the typical range of canonical
spin glasses such as Au1−xFex and Cu1−xMnx [62, 140]. In contrast, cluster glasses and
superparamagnets, which also display frequency-dependent shifts, have much higher
Mydosh parameters (0.1 - 0.28) [54].
Three empirical laws are established to model the frequency-dependent shift of the
freezing temperature: (i) the Arrhenius law (Equation 3.3), (ii) the Vogel-Fulcher law
(Equation 3.4) and (iii) a critical scaling approach (Equation 3.5). Experimentally, this
analysis requires to set a specific ac frequency and then determine Tf from the maximum.
Note that the relaxation time τ corresponds to the inverse of the ac frequency. The
following parameters are fitted: the spin relaxation time τ0, the activation energy Ea,
the spin glass temperature TSG and the dynamical critical exponent zν. kB is the
Boltzmann constant.
τ = τ0 exp (Ea/kBTf) (3.3)
τ = τ0 exp [Ea/kB(Tf − TSG)] (3.4)
τ = τ0[Tf/TSG − 1]−zν (3.5)
Figure 3.9(b) illustrates that the Arrhenius law is not suitable to provide a fit over the
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whole frequency range. More importantly, the obtained fitting parameters have unphys-
ical values, since τ0 ≈ 10−96 s and Ea/kB ≈ 16000 K. This allows to reliably exclude
superparamagnetism, which principally could also cause shifts of the freezing tempera-
ture but follows an Arrhenius behavior. The analysis thus confirms the considerations
of the Mydosh parameter from above. In contrast to the Arrhenius law, both other
approaches – Vogel-Fulcher and critical scaling – yield a reasonable fit for all applied
frequencies (Figure 3.9(a)). More convenient plots to judge the quality of the fit can be
seen in the Figures 3.9(c) and 3.9(d). The determined spin relaxation times τ0 are on the
order of 10−11 s for the Vogel-Fulcher law and 10−16 s for the critical scaling approach.
The discrepancy between the absolute values illustrates the empirical character of both
equations and emphasizes their limited significance. Moreover, also the error bars prove
to be rather large, which results from the restricted frequency range of the available
magnetometer. So what can be learned from this analysis at all? Despite these general
limitations, the obtained orders of magnitudes of τ0 can serve as an indication for the in-
teractions between the frozen moments. Specifically, one can distinguish canonical spin
glasses and cluster glasses. The building blocks of the former are individual moments
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whereas in the latter several moments interact and behave collectively as a cluster. Due
to the larger size, spin clusters exhibit slower dynamics, which usually manifests in spin
relaxation times τ0 on the order of 10
−7 s [54,56]. Though the transition between the two
cases is gradual, the fitted values of τ0 suggest that IrMnGa rather belongs to the canon-
ical spin glasses. The interpretation is also supported by critical exponent of zν ≈ 10,
which similarly falls in the typical range of canonical spin glasses [54, 57]. The fitting
procedure agrees thus with the conclusions from the small Mydosh parameter, which
also pointed towards a canonical spin glass state. Besides, the activation energy Ea/kB
is related to the exchange interactions and spin glasses often follow Ea/kB ≈ 2Tf [141].
Indeed, this relation is obeyed for IrMnGa as well. A summary of all fitting parameters
is given by Table 3.3.
Table 3.3.: Parameters obtained from the fits shown in Figure 3.9. Both, Vogel–Fulcher
law and critical scaling approach, indicate that IrMnGa belongs to the canon-
ical spin glasses.
Unit Arrhenius Vogel-Fulcher Critical Scaling
τ0 s 1 · 10−96 4(13) · 10−11 5(15) · 10−16
Ea/kB K 1.6 · 104 120(40)
TSG K 68(1) 70.9(5)
zυ 10(2)
Electrical Transport
Despite missing a long-range ordered non-collinear magnetic structure as originally in-
tended, electrical transport measurements were performed to gain more insights to the
spin glass state. The longitudinal resistivity ρxx displays only a weak temperature
dependence and decreases slightly upon warming (from 330 µΩcm to 300 µΩcm, Fig-
ure 3.10(a)). The combination of rather high resistivity and negative temperature coef-
ficient is characteristic for strongly disordered metals in general and disordered Heusler
compounds in particular [142–145]. Indeed, the determined structural Y -type disor-
der and the – below shown – contribution of conduction electrons to the heat capacity
suggest that IrMnGa is such a disordered metal. A further hint is obtained from the
comparison of single and polycrystalline IrMnGa, which can be found in Figure B.2
in the appendix. For the discussion here, it is sufficient to note that temperature de-
pendence and absolute values of resistivity are almost the same for both samples. The
observed resistivity is thus independent of the microstructure and therefore represents
an intrinsic property of the material. This indicates further that the resistivity is com-
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pletely dominated by chemical disorder scattering, which supports the interpretation as
highly-disordered metallic behavior.
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Figure 3.10.: Electrical transport measurements. The current was directed along the
[100] direction and the magnetic field applied perpendicular to it. Open
symbols correspond to the zero-field-cooled (ZFC) and closed symbols to
the field-cooling (FC) branch. (a) Temperature-dependent resistivity. (b)
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Apparently, the dominating role of chemical disorder scattering also suppresses any sig-
nature of the freezing process in ρxx around Tf , which agrees with earlier studies of spin
glasses [54]. The explanation is that the magnetic (spin disorder) scattering does not set
in abruptly at Tf but changes gradually due to the presence of local correlations already
in the paramagnetic regime. The absence of an anomaly in ρxx thus supports the conclu-
sion drawn from the Curie-Weiss-plot (Figure 3.4(d)), namely that the Mn moments in
IrMnGa already start interacting way above Tf . The contribution of magnetic scattering
is not only negligible at Tf but proves to be rather small for all temperatures, which can
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be concluded from the minor influence of an applied field. For example, the curves in
Figure 3.10(a) almost coincide and no signs of an irreversibility between ZFC and FC
branches are noticeable. Still, there is a minor effect of the magnetic field for temper-
ature below 100 K, as can be seen for the field-dependent resistivity in Figure 3.10(b).
The magnetoresistance is slightly negative and reaches modest −0.2 % at 5 K and 9 T.
Additionally, the branches for ascending and descending field deviate slightly at low
temperatures. The effect occurs simultaneously to the coercivity and its presence im-
plies that the magnetic state indeed has some small impact (it differs depending on the
sweep direction; upper part of the hysteresis or lower part respectively). However, the
difference is only on the order of 0.05 %, which confirms the minor impact of magnetic
compared to chemical disorder scattering.
Further information about the spin glass state is provided by the temperature-dependent
Hall resistivity in Figure 3.10(c). It resembles the course of the magnetization and the
irreversibility between ZFC and FC appears even up to 9 T. Consequently, Tf is easily
visible – again as the maximum of the ZFC branch. Besides, it agrees well with the
magnetic measurements from above. The similarities with the magnetization become
particularly evident for the field-dependent measurements in Figure 3.10(d). The left
inset depicts the normalized magnetization and Hall resistivity at 50 K. The excellent
match of both curves indicates that the ordinary Hall contribution is negligible. The
finding agrees well with other canonical spin glass materials [146–148]. Additionally, it is
even possible to shift the Hall curves by field-cooling (right inset) similar to Figure 3.5(b).
The anomalous Hall coefficient can be calculated from RA = ρ
A
xy/MS and is on the order
of ∼ 10−6 m3C−1. Interestingly, the value is even higher than for some ferromagnetic
Heusler compounds [89, 149], which leads to the question of the dominant anomalous
Hall mechanism.
Originally, the anomalous Hall effect of spin glasses was described to arise solely from
the extrinsic mechanisms side jump and skew scattering [56, 150–152]. Only much
later, it was demonstrated that there is an additional intrinsic contribution [146, 148].
This contribution was explained within the context of the chirality theory from Kawa-
mura [56, 153]. The anomalous Hall effect thereby originates from the presence of a
total spin chirality below Tf and it manifests as a cusp of the anomalous Hall coeffi-
cient at Tf . Nevertheless, the detection of the cusp proves to be challenging [146, 148]
since it requires the simultaneous measurement of magnetization and Hall effect in small
fields with high precision, which was not available during the present study. Notably, an
anomalous Hall contribution arising from spin chirality is more often found in long-range
ordered, non-coplanar magnetic structures [85, 88]. In this context, the contribution is
called topological Hall effect, but the origin is the same. In principle, the anomalous
Hall mechanisms can also be distinguished based on their scaling behavior with ρxx.
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Unfortunately, ρxx of IrMnGa only varies by about 2 % below Tf , which impedes a
meaningful analysis similar to those given in Chapter 4.3 (Figure 4.5). Still, it is pos-
sible to make an educated guess. The relative magnitudes of RKKY exchange and
Dzyaloshinskii-Moriya interaction determine for a particular spin glass whether extrin-
sic or intrinsic anomalous Hall mechanisms are dominant [146–148,154]. Since IrMnGa
contains 33 at% of the heavy element Ir with its sizable spin orbit coupling, one can
expect a relatively strong Dzyaloshinskii-Moriya-interaction, which then would cause a
major intrinsic contribution.
Heat Capacity
In order to complete the characterization of IrMnGa, heat capacity measurements were
conducted. Generally, long-range ordered systems possess a λ-shaped anomaly of CP at
their ordering temperature. Figure 3.11(a) demonstrates that CP of IrMnGa does not
exhibit any feature at Tf at all. The absence of an anomaly for spin glasses was explained
by their magnetic entropy majorly freezing out already above Tf due to correlations [54].
Moreover, the influence of an applied magnetic field proves to be negligible, which indi-
cates that overall the magnetic contribution to the heat capacity is rather small. Around
room temperature, CP attains a value close to that predicted by the Dulong-Petit rule.
The small deviation can be attributed to the slight difference between the heat capacity
at constant pressure and constant volume as well as to electronic and magnetic contri-
butions. Figure 3.11(b) depicts CP/T as a function of T
2 and the straight line is a fit
to equation CP/T = γT + βT
3. Therein, γ corresponds to the Sommerfeld coefficient
associated with the contribution of conduction electrons and β represents the phonon
contribution. γ is found as 16 mJ/(mol·K2) whereas the fit yields 0.33 mJ/(mol·K4)
for β. The resulting Debye temperature ΘD of 262 K is obtained from the relation
ΘD =
3
√
12π4NkB/(5β). Notably, the determined Sommerfeld coefficient is significantly
smaller than the ones reported for some cluster glasses [155,156]. The finding thus con-
firms the ac susceptibility measurements and suggests also that IrMnGa belongs to the
canonical spin and not to the cluster glasses.
IrMnGa in Comparison with other Spin Glass Materials
The measurements presented so far revealed unambiguously that IrMnGa enters a spin
glass state at low temperatures. Moreover, the analysis of the frequency-dependent
freezing temperature and the small Sommerfeld coefficient hint on a canonical spin glass
behavior with rather independent moments. The alternative scenario would be a clus-
ter glass, where the building blocks of the magnetic state are not individual moments
anymore but rather larger spin clusters within which the moments act cooperatively.
Basically, any spin glass can be transformed into a cluster glass just by increasing the
magnetic impurity concentration. The reason is that a higher concentration of magnetic
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atoms inevitably also increases the number of direct neighbors. Thus the interactions
become stronger and cause the formation of clusters. It might hence appear surprising
that IrMnGa exhibits canonical behavior since it contains 33 at% of Mn and other typ-
ical members of the canonical family such as Au1−xFex show the formation of clusters
already at 10 at% [157]. Nonetheless, the text book example for an insulating spin
glass system EuxSr1−xS exhibits cluster glass behavior only for about 50 at% Eu [61].
This illustrates that the cluster formation within spin glasses is complex and depends
on the specific exchange interactions and occupied crystallographic sites for a particu-
lar system. In fact, it is possible to tune the Ir-Mn-Ga system to a cluster glass and
even introduce long-range order by increasing the Mn concentration further as will be
demonstrated later in Section 3.6.
Considering their large number and the variety of observed magnetic orders, it is unex-
pected that only a few spin glass systems are reported for Heusler compounds. The first
relevant study investigated Cu2MnZ films with Z = Al, In, Sn [158]. But despite showing
spin glass behavior and having an ordinary Heusler composition, these films were amor-
phous. Heusler reentrant spin glasses are found more commonly, specifically within the
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group of Ni-Mn-based shape memory alloys [126,133,159–161]. The only reported cubic
Heusler compound, which shows spin glass behavior, is so far Ru2−xFexCrSi [162, 163].
However, it is again a reentrant spin glass developing from an antiferromagnetic state.
Neither a spin glass state within a half-Heusler compound nor a non-reentrant behav-
ior for a Heusler compound were reported in literature up to now. To the best of my
knowledge, IrMnGa fills this gap being the first (canonical) half-Heusler spin glass.
3.4. Magnetic Phase Diagram of IrMnGa
Previously, the magnetic phase diagram of spin glasses attracted much interest from
both – experimental [63,164–167] and theoretical [56,68–70] – points of view. As already
explained in the fundamental Section 2.2, anisotropy plays a crucial role, which allows to
examine the total anisotropy of a spin glass system by constructing its magnetic phase
diagram. Exactly this approach was followed for IrMnGa and the upcoming section
reports the results.
Several different methods to trace the spin glass transition can be found in literature.
For example, identification of the transition temperature by the onset of dissipation
effects in the imaginary part of the ac susceptibility [168, 169] or by the onset of re-
manence effects [170, 171]. Besides, torque experiments have been preformed to study
the transverse freezing [164, 165]. The most widely used approach however is to track
the onset of irreversibility between ZFC and FC branches in dc magnetization measure-
ments [63,166,172]. For this purpose, a sample of IrMnGa was synthesized by induction
melting and temperature-dependent magnetization measurements were carried out. No-
tably, it is not required to use a single crystal here since there is no difference for the
magnetic properties of single crystalline and polycrystalline samples as will be explained
in the next section.
Figure 3.12 depicts exemplary measurements for a small (0.075 T) and a strong (6 T)
applied field. In principle, the curves are similar to those shown earlier in Figure 3.4(a)
but it is useful to quickly recap their three most important features. First, there ex-
ists a large bifurcation between the ZFC and FC branches. Second, the ZFC branch
goes through a maximum. Third, the maximum broadens gradually with increasing
applied magnetic field and becomes less apparent. For higher fields, the maximum even
disappears in the FC curves.
A natural choice to detect the spin glass transition might be the maximum of the ZFC
curves and indeed one can find a study following this approach [166]. Figure 3.12(c)
reveals however that for higher fields the irreversibility between FC and ZFC already
occurs above the maximum. This indicates that the spin glass transition takes place at
a higher temperature since such a bifurcation can only be expected for a spin glass state
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Figure 3.12.: Temperature-dependent magnetization with an applied magnetic field of
(a) 0.075 T and (c) 6 T. The subtraction of the ZFC and FC magnetization
∆M is shown in (b) and (d) respectively. The characteristic temperatures
TIr1, TIr2 and TMax are marked by arrows respectively.
but not for a paramagnet. Moreover, the broadening of the maximum in higher fields
complicates the determination of its position. Hence, it is more reasonable to select
the point of the bifurcation as the in-field transition temperature. The Figures 3.12(b)
and (d) therefore plot the difference between ZFC and FC magnetization. Above the
transition there is no difference between the branches so that ∆M equals zero. At a
certain temperature the ∆M curve becomes non-zero and follows a bend course until
it exhibits a linear dependency on the temperature. This observed behavior is similar
to previous studies on Cu1−xMnx and CdCr1.7In0.3S4 [63, 172]. The only difference is
that reference [172] reports a linear behavior already in the intermediate region, where
for IrMnGa a bend curve is observed. Still, the overall picture matches well. Two
characteristic temperatures can be defined based on ∆M : (i) TIr1 describes, where ∆M
becomes non-zero. The irreversibility between FC and ZFC branches is rather small
here. (ii) TIr2 corresponds to the intersection of the linear extrapolation of ∆M with
the x-axis. Below that point the irreversibility between FC and ZFC branches is much
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stronger. The identification of both these temperatures is illustrated exemplarily by the
arrows in the Figures 3.12(b) and (d).
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Thouless (AT) relation. As described in the text TMax does not resemble
the spin glass transition despite also following a H1/2 dependence. It is
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Subsequently, the magnetic phase diagram of IrMnGa was constructed with help of
the so-determined characteristic temperatures. The full diagram is depicted in Fig-
ure 3.13(a) whereas (b) shows a zoom to the low-field region. At first, it comes to
sight that all three temperatures – TIr1, TIr2 and TMax – coincide for small fields, which
confirms that spin glasses undergo a single, one-step transition in zero-field. Moreover,
the transition temperatures obtained from the low-field dc magnetization measurements
agree well with those from the previous small-frequency ac susceptibility measurements
(compare Figure 3.8). In a next step, the field-dependence of the characteristic tempera-
tures can be examined. In accordance with reference [166] TMax follows a ’GT-behavior’
Ht ∝ (Tf(H)−Tf(0))1/2. The fit might therefore mislead to the conclusion that IrMnGa
is a fully isotropic spin glass. However, as pointed out above, TMax is not a suitable
choice to identify the spin glass transition and the H1/2 dependence of TMax may be seen
as unfortunate coincidence. Instead, TIr1 and TIr2 represent an appropriate choice to
recognize the spin glass transition [63, 172]. Up to an applied field of 0.1 T these tem-
peratures almost fall together whereas above, TIr1 displays a steeper increase. Fitting
the course of TIr2 reveals an AT-behavior (Ht ∝ (Tf(H) − Tf(0))3/2). In case of higher
fields, the relation does not hold true anymore, which occurs since it derives from a
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mean-field approach, that is limited to small fields.
The comparison of the obtained phase diagram with the general sketch, which was
introduced in Figure 2.4(c) in the fundamental section, allows to classify IrMnGa. To
recap, the first important aspect was that if the spin glass system is anisotropic then
the transition is given by an AT-line in small fields. Since however any real spin glass
system always involves some kind of anisotropy, for example due to Dzyaloshinskii-
Moriya interaction, it is not particular surprising that indeed also IrMnGa follows the
AT-relation. The second crucial aspect was that if the anisotropy is small compared to
the exchange interaction then the transition line bends in intermediate fields and crosses
over to GT-behavior in higher fields. In fact, such a cross over was observed for weakly
anisotropic systems such as Cu1−xMnx and CdCr1.7In0.3S4 [63,172]. IrMnGa nonetheless
does not exhibit GT-behavior even at the maximum field of 7 T. Its phase diagram rather
looks remarkably similar to the one of Au1−xFex [164, 165, 167]. In case of Au1−xFenx,
the transition also follows the AT-line in small fields but then deviates without crossing
over to GT behavior. The finding was explained by the high anisotropy in Au1−xFex,
which occurs due to the strong spin orbit coupling provided by the Au host material. As
a consequence of the anisotropy, the GT-line is shifted to higher fields so that it occurs
outside the chosen field range (above 9 T for Au1−xFex). The same explanation can be
applied to IrMnGa, where it is however Ir, which introduces sizable spin orbit coupling.
The high Ir content then apparently results in an anisotropy, which is large enough so
that 7 T are not sufficient to reach the GT-regime. For this reason, no GT-line can be
found.
What is then the actual physical meaning of the two irreversibilities TIr1 and TIr2?
In small fields, where the AT-relation is obeyed and TIr1 and TIr2 basically coincide.
The anisotropy allows only a direct freezing of all magnetization components so that
one directly observes a strong irreversibility. This transition corresponds to a true
thermodynamic transition. At higher fields, the transverse magnetization components
however freeze first – associated with the weak irreversibility at TIr1 – and only at smaller
temperatures, namely at TIr2, the longitudinal magnetization component follows. For
this field range, the GT-line associated with TIr1 then represents the thermodynamic
spin glass transition whereas the AT-line associated with TIr2 corresponds only to a
crossover-line. If IrMnGa reached the GT-regime at even higher fields than 7 T, then the
longitudinal freezing would be completely suppressed so that only the weak irreversibility
at TIr1 would remain.
In fact, it was shown for Ag1−xMnx that there might exist more characteristic temper-
atures than just the onset of weak/strong irreversibility [166]. Generally, the complex
in-field freezing process of spin glasses is not yet fully understood, which also comes from
the difficulties of defining the characteristic transition temperatures. In the present case
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for example, TIr2 somehow depends on which temperature range is chosen for the linear
fit of ∆M . Moreover, the determination of TIr1 suffers from a partly noisy ∆M in the
paramagnetic state. As a result, the error bars were estimated to be rather large. In
principle, torque experiments proved to be more sensitive to the transverse freezing and
could allow to determine the transition line with higher precision [164,165,167]. Despite
this experimental limitations one can conclude that IrMnGa belongs to the anisotropic
Heisenberg spin glasses similar as Au1−xFex.
3.5. Influence of Annealing Temperature and Synthesis
Route
The previous sections emphasized the crucial role of Y -type disorder for the formation
of a spin glass state in IrMnGa. Generally, chemical disorder can be influenced by syn-
thesis technique and annealing procedure. In principle, this introduces the opportunity
to tune the disorder and thus also the spin glass state, for example by adjusting the heat
treatment. Such an approach was demonstrated for the canonical spin glass Au1−xFex,
where a variation of the annealing temperature causes a shift of the freezing tempera-
ture [173]. Nonetheless, systematic annealing studies for other spin glass materials are
absent and the general importance of heat treatement is thus not well understood. The
upcoming section therefore studies the influence of annealing on the crystallographic
and magnetic properties of IrMnGa. In particular, it will be addressed whether the
right choice of heat treatment can cause an increased chemical ordering and thereby
introduce long-range magnetic order.
For this purpose, a polycrystalline sample was prepared by induction melting and sub-
sequently homogenized for 14 days at 900 ◦C. The sample was crushed in four pieces
and three of them were annealed for 14 days at 700 ◦C, 800 ◦C and 900 ◦C, respectively.
The forth piece got annealed for 216 days at 400 ◦C. The former three samples were
crushed to powder, stress-released for short time at their annealing temperature and
subsequently investigated in terms of PXRD. A Rietveld refinement was carried out and
the fitted patterns are illustrated in Figure B.4 in the appendix. The important result
for the discussion here is that the differences between the samples are very small. The
Y -type order is found for all three annealing temperatures and the refined occupations
match within a few percents (Table 3.4). In fact, the differences are smaller than the
estimated error bars, which implies that the Y -type disorder is inherent to the Ir-Mn-Ga
system.
The similarities between the three samples are confirmed by the temperature-dependent
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Table 3.4.: Refined occupations for the differently annealed samples shown in Figure B.4.
There is no significant change with the annealing temperature considering
an approximate experimental error of 6 % for Mn/Ga and 2 % for Ir/.
Site Occupation (%)
TA 4a 4b 4c 4d Rwp
(◦C) (0, 0, 0) (1⁄2, 1⁄2, 1⁄2) (1⁄4, 1⁄4, 1⁄4) (3⁄4, 3⁄4, 3⁄4) (%)
700 53 Mn/47 Ga 80 Ir/20  47 Mn/53 Ga 20 Ir/80  7.6
800 54 Mn/46 Ga 80 Ir/20  46 Mn/54 Ga 20 Ir/80  5.3
900 55 Mn/45 Ga 79 Ir/21  45 Mn/55 Ga 21 Ir/79  7.9
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Figure 3.14.: Variation of the annealing temperature. (a) Temperature-dependent mag-
netization for differently annealed IrMnGa. (b) Freezing temperatures ob-
tained from the maximum of the ZFC branch of the magnetization.
magnetization in Figure 3.14(a). The curves for the annealing at 700 ◦C, 800 ◦C
and 900 ◦C coincide excellently and also the freezing temperatures match well (Fig-
ure 3.14(b)). The similar magnetic properties confirm that the differently annealed
samples indeed have the same chemical disorder. Interestingly, the forth sample, which
got annealed for much longer times at 400 ◦C, has an about 30 % higher magnetization.
Unfortunately, it was not possible to carry out a Rietveld refinement for this sample
since the powder did not release its stress even after annealing 2 weeks at 400 ◦C. The
peaks were therefore broadened and the intensities adulterated in a way that Rietveld
analysis appeared not meaningful. Nevertheless, it is reasonable to assume that the
site occupations deviate for this sample. This would change the number of Mn atoms
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on the non-equivalent 4a/4c Wyckoff positions, lead to less canceling of the moments
and thus explain the higher magnetization. Still, the spin glass state remains stable at
lower temperatures and the presumably increased chemical ordering does not result in
the development of long-range magnetic order. Notably, the composition was checked
by ICP-OES and did not change during the annealing step. The impact factor composi-
tion can thus be rejected so that the increase of magnetization for the low temperature
annealing should indeed be related to the apparently increased chemical ordering.
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Figure 3.15.: Variation of the synthesis route. (a) Temperature-dependent magnetiza-
tion of differently synthesized IrMnGa. (b) High-field magnetization for
arc and induction melted IrMnGa.
The next question is whether the synthesis route offers a control factor. For this pur-
pose, Figure 3.15(a) compares the temperature-dependent magnetization of the IrMnGa
single crystal, an arc melted and an induction melted IrMnGa sample. Notably, both
polycrystalline samples were homogenized before measuring. As could be expected, the
microstructure of the three samples differs significantly (see Figure B.3 in the appendix).
More precisely, the arc melted sample has the smallest grains whereas the single crystal
involves by definition only one. Despite their distinct microstructures, all three samples
exhibit highly similar magnetic properties, which also becomes clear from the high-field
measurements of both polycrystalline samples in Figure 3.15(b). These findings reveal
that also the influence of the synthesis route is negligible for IrMnGa. The behavior can
be understood as follows: all the here discussed physical properties are dominated by
the local behavior. As a consequence, grain boundaries and grains in general have no
influence; the physics happens within the unit cell or maximal within two neighboring
unit cells due to the high degree of chemical disorder. The Y -type disorder seems to be
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inherent to the IrMnGa compound and it is thus not possible to introduce long-range
magnetic order by alternating heat treatment or synthesis route.
Moreover, the high-field magnetization measurements reveal another characteristic of
IrMnGa namely that the spin glass state is not only robust against changes of the heat
treatment and synthesis route but also robust against the application of strong magnetic
fields. The magnetization is far from saturation even in 60 T and does not come close
to ∼ 3.6 µB predicted from the electronic structure calculations, which emphasizes the
high degree of frustration.
3.6. Tuning the Spin Glass State of Ir-Mn-Ga
Compounds by Doping
In the previous sections it was shown that IrMnGa exhibits a Y -type disorder, which is
inherent to the Ir-Mn-Ga system and cannot be removed by adjusting neither annealing
temperature nor synthesis route. Is it at all possible to tune the magnetic properties?
The answer is yes, namely by varying the composition as will be topic in the follow-
ing. In order to investigate the composition dependence of the spin glass state, 18 off-
stoichiometric Ir-Mn-Ga samples were synthesized by induction melting. Subsequently,
the samples were homogenized at 900 ◦C. Generally, the experimental procedure was
similar to before and the details can be reviewed in the appendix A. Notably, the upcom-
ing ternary diagrams use the sample stoichiometry, which was determined by ICP-OES
thereby taking advantage of the method’s high accuracy.
XRD Measurements and Phase Stability
It turns out that the ’half-Heusler’ phase has a remarkable stability range. Several tens of
percents of any element can be replaced without leading to the formation of a secondary
phase. The resulting XRD patterns do not deviate much from the one of IrMnGa, which
confirms the disordered nature of all samples. Only in case of high Ir contents the (111)
reflection disappears. This hints on a change from Y -type to B2 disorder and implies
that the 4a/4b and 4c/4d sites each become occupied equally. Due to the high degree
of disorder and the deviation from the 1:1:1 composition it is debatable to denote these
samples still as half-Heusler compounds. Nevertheless, the samples derive from IrMnGa,
which has stoichiometric composition, and they contain typical Heusler elements. For
this reason, they will be referred to as half-Heusler compounds in the following. A more
detailed analysis of the XRD patterns can be found in the appendix in Figure B.5.
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Tuning the Magnetic Properties by Chemical Substitution
After confirming that there are no competing secondary phases, it is possible to focus on
the magnetic properties of the synthesized Ir-Mn-Ga compounds. Figure 3.16 therefore
shows the temperature- and field-dependent magnetization of four representative sam-
ples (S1 – S4). Unlike the adjustment of annealing temperature and synthesis route from
the previous section, chemical substitution proves to be a strong impact factor. This
is particularly apparent for the field-dependent magnetization in Figure 3.16(a). The
magnetization of the first sample (S1) is about 8 times smaller than for the third sample
(S3). Yet, the three first compounds still all exhibit spin glass order, which becomes
clear when comparing the similar course of their temperature-dependent magnetization
in (b). The situation is different for the forth sample (S4). On the one hand, it dis-
plays a much higher magnetization and smaller coercivity than the rest. On the other
hand, it also follows a different temperature dependence as is visible in (b). Specifically,
the field cooling curve does not go through a sharp maximum. Moreover, its ordering
temperature is significantly larger. What is special about sample 4? The important
difference is the higher Mn content. It is well established that spin glass systems can
– in most cases – be pushed to long-range magnetic order by increasing the share of
the magnetic atoms [61, 157]. The system then reaches its percolation limit xP. This
is the point, where an interaction path connects macroscopically all the spin clusters in
a sample, which were isolated before. Consequently, long-range order arises at xP and
this is exactly, what happens also here for the Mn-rich Ir-Mn-Ga compounds.
Identifying the Ferrimagnetic State in Mn-rich Samples
It is beneficial to examine the magnetic properties of sample 4 in more detail in order to
confirm its long-range order reliably. The first argument was already mentioned above,
namely that the hysteresis loop looks like for a ferri- or ferromagnet but not like for a
non-saturating spin glass. One might get confused by the fact that the temperature-
dependent magnetization of sample 4 also displays a bifurcation between field cooled
and zero-field cooled branches. This is however not a sign of the spin glass state but
rather resembles the temperature-dependent saturation field. The applied field of 0.1 T
is simply not high enough to saturate the compound at low temperatures. Another
strong indication whether glassy behavior is present or not can be obtained by field
and zero-field cooled hysteresis loops. As discussed previously in Figure 3.5(b), such
a FC treatment would cause a loop shift along field and magnetization axis in case of
a spin glass state. Nevertheless, Figure 3.17(a) reveals that both loops for sample 4
coincide perfectly. These observations would already be enough to exclude spin glass
order for sample 4 but certainly the easiest distinction is given by the temperature-
dependent ac susceptibility in Figure 3.17(b). Sample 4 has a pronounced peak at its
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Figure 3.16.: Tuning the magnetic properties of Ir-Mn-Ga compounds by doping. (a)
Field-dependent and (b) temperature-dependent magnetization of four rep-
resentative off-stoichiometric Ir-Mn-Ga samples. S1 – S3 are spin glasses
whereas S4 exhibits ferrimagnetic order.
Curie temperatures, which is followed by a drop and almost plateau-like ac susceptibility
in the long-range ordered regime. Only at lowest temperatures χ′ then decreases towards
zero. In contrast, the maximum of χ′ at Tf for spin glass samples is a bit broader. Also
the courses of χ′ above and below Tf are highly similar, which is very distinct from the
ferrimagnetic scenario. Notably, the criterion of the ac susceptibility will be important
later, when the more difficult samples with compositions close to the percolation limit
will be discussed.
One might wonder why the identified long-range ordered state was labeled as ferri- and
not as ferromagnetic. There are two hints. The first is given by the not completely
saturating magnetization in Figure 3.17(a). For a simple ferromagnet, the 7 T should
be enough to obtain full saturation. The second indication is the absolute value of the
magnetic moment. Specifically, the spontaneous moment is on the order of 1 µB. It is
however well known that Mn usually carries a moment of 3 to 4 µB in Heusler compounds
as also suggested for IrMnGa by the electronic structure calculations presented above
(Table 3.2). Specifically, the moment of Mn on the 4a site was identified to be sightly
larger than at 4c but overall both values were close to 4 µB. It can be expected that this
order of magnitude does not change significantly for all investigated off-stoichiometric
samples. The assumption seems reasonable since the lattice parameter does not change
much and only the elemental environment should vary slightly. Nonetheless, ferromag-
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Figure 3.17.: Manifestation of the ferrimagnetic state in Ir30Mn41Ga29 (sample 4). (a)
Comparison of a zero-field cooled (ZFC) and a field cooled (FC) hysteresis
loop at 5 K. (b) Temperature-dependent ac susceptibility of sample 4 in
comparison with a sample, which exhibits spin glass order.
netic order would then imply that for a Mn content of about 40 at% the observed
moment should be about mfm = 4 µB · 40 % = 1.6 µB. Yet, the observed moment is
just about 1 µB, which clearly hints on ferrimagnetic order.
Magnetic Phase Diagram
In a next step, one can extend the identification of the magnetic order from the four
samples discussed above to all investigated Ir-Mn-Ga compounds when applying the
established criteria. The result is summarized in Figure 3.18. The first finding is that
the diagram confirms the outcome of the previous XRD measurements namely that the
half-Heusler phase has an exceptional stability range, which reaches all the way from
Ir30Mn41Ga29 over Ir29Mn31Ga40 to Ir39Mn31Ga30. Contrary, both regular Heusler com-
pounds with 2:1:1 composition could not be synthesized single phase. A short evaluation
of both can be found in the appendix in the Figures B.6 and B.7. Here, the focus will
be set to the broad single phase region around IrMnGa. It occurs that the spin glass
state is found for the majority of samples. As identified above, the spin glass state can
be tuned into long-range ordered ferrimagnetism when the amount of Mn is raised over
a critical value. For IrMnGa, this is given by approximately 40 at% Mn. The yellow
dot near this boundary, which is labeled with ’Mix’, indicates that the situation around
the percolation limit is however more difficult. For this reason, it will be discussed sep-
arately later. The focus will now be set solely to the spin glass region. To the best of
my knowledge, the composition dependence of a spin glass state has so far only been
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studied in binary systems, where only one element is substituted.
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Figure 3.18.: Magnetic Phase Diagram of Ir-Mn-Ga for an annealing temperature of
900 ◦C. The percolation limit xP lies around 40 at% Mn.
Composition Dependence of the Spin Glass State
In the present ternary case, the situation is more complicated. On the one hand, Mn re-
mains the only magnetic element. But on the other hand, there are two crystallographic
sites, which can be occupied by Mn. Furthermore, both sites lead to slightly different
Mn moments because of the distinct bonding environment. This has the consequence
that also the Ir/Ga-ratio can influence the magnetic properties. Specifically, it might
occur that Ga occupies preferentially one of the 4a or 4c sites. Then Mn would be
pushed to the other site, so that its moment is changed though the absolute amount
of Mn was not varied. Additionally, Ir is the main source of spin orbit interaction for
the system. Increasing the Ir content should therefore also increase the strength of
Dzyaloshinskii-Moriya interaction and thereby random anisotropy as well as coercivity.
After these general considerations, the formulated expectations should be compared with
the experimental findings. For this purpose, Figure 3.19 plots the magnetic characteris-
tics as a function of composition. The temperature- and field-dependent magnetization
curves, on the basis of which the characteristics were identified, can be found in Fig-
ure B.8 in the appendix. It is worth mentioning that several pieces of the same sample
were measured in order to check the reproducibility and that the latter was in fact ful-
filled in all cases. Figure 3.19(a) depicts the magnetic moments at 5 K and at 7 T applied
magnetic field. This value was chosen as a measure for the ’saturation’ magnetization
but – of course – none of the spin glass samples really saturates. Nonetheless, it is a
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Figure 3.19.: Ternary phase diagrams of the magnetic properties of the Ir-Mn-Ga spin
glass compounds. (a) Magnetic moment at 5 K and 7 T. (b) Coercivity at
5 K. (c) Relaxation time at 5 K and 1 T. (d) Freezing temperature from
the ac susceptibility measurements at 133 Hz.
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useful criterion to compare the total moment of the compounds. In fact, the variation
of the composition allows to tune the moment from 0.08 µB up to 0.49 µB. Notably,
the moment does not simply increase with the amount of Mn. It rather peaks at a
combination of medium Mn- and high Ir-content. This exactly reflects the demanding
scenario, where Mn can occupy two crystallographic sites. Unfortunately, the discussion
here is limited to this phenomenological explanation. Only a proper structural investi-
gation could allow to obtain deeper insights. However, this would have required neutron
diffraction experiments for all samples, which was not available.
Figure 3.19(b) illustrates the coercivity as a function of composition. In this case, it
is possible to increase the coercivity from 0.14 T for Ga-rich samples to 1.70 T for
Mn-rich samples. Generally speaking, two trends seems to be superposed. The first
trend confirms the expectations, namely that a higher Ir-content raises the coercivity.
This can be understood since Ir is the main source of spin orbit interaction and thus its
amount increases the Dzyaloshinskii-Moriya interaction, which then ends up in a higher
random anisotropy and finally causes a higher coercivity. This argumentation appears
valid since extrinsic factors were shown to be negligible (Section 3.5). The second trend
is given by an increase of the coercivity as the Mn-content is raised. Unlike before,
this finding cannot be understood intuitively. Moreover, a further analysis reveals that
coercivity and moment seem not to be directly coupled. This is rather surprising since for
ordinary ferromagnets they are usually competing properties. An increase of coercivity
is often counterbalanced by a decrease of the moment and vice versa. The trend might
be connected to the spin glass state but since – to my knowledge – nobody ever studied
the relation of moment and coercivity in a ternary spin glass system, there is a lack of
examples to compare.
The next extracted magnetic characteristic is the relaxation time at 5 K and 1 T, which
can be found in Figure 3.19(c). Here, the relaxation time τ was obtained by measur-
ing the time-dependent magnetization and then fitting the data with the Kohlrausch-
William-Watts equation similar to Figure 3.6 before. τ follows roughly the same trend
as the coercivity, which is not completely surprising since both quantities rely on the
random anisotropy. The reason of this dependence for τ is that a higher anisotropy traps
the magnetic moments in deeper metastable states. These traps then impede a quick re-
laxation. Nevertheless, the trend is not as clear as for the the coercivity, which actually
arises from another unique feature of the relaxation in spin glasses. More precisely, the
magnetic system of a spin glass starts relaxing directly after its temperature is lowered
below Tf , even if no magnetic field is applied. This property causes a dependence of the
relaxation behavior on the so-called waiting time. The later represents the time between
the moment of reaching a stable temperature and the moment of the field switch-on.
But what is the significance for the data shown in Figure 3.19(c)? It means that τ is a
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property, which is highly sensitive to the cooling protocol. For this reason, it is crucial
to cool always with the same speed and wait exactly the same time for the temperature
stability before applying the magnetic field. Unfortunately, the actual cooling speed of
the used magnetometer as well as time to reach temperature stability differed slightly
between measurements. Accordingly, the absolute values of the relaxation times plotted
in Figure 3.19(c) should be treated with some care. Nonetheless, the observed trend
appears plausible.
The last ternary diagram, in Figure 3.19(d), depicts the freezing temperature as a func-
tion of composition. Notably, Tf was determined by the maximum of the ac suscep-
tibility. This approach takes advantage of the high sensitivity of the method, which
involves rather sharp transitions. Since spin glasses have a small frequency dependence
of their freezing it is important to choose a fixed frequency. In the present case, f was
set to 133 Hz. The so-determined Tf increases with increasing Mn content. Specifically,
Mn-lean samples undergo the spin glass transition below 70 K whereas Mn-rich sam-
ples freeze above 80 K. The trend can be understood intuitively in a simple mean field
picture. In such an approach, the ordering temperature is a measure of the exchange
interactions. If the Mn content is now increased then this causes inevitably a reduction
of the distance between the interacting Mn moments. As a consequence, the exchange
should increase and thus also the ordering temperature Tf .
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Figure 3.20.: (a) Freezing temperature as a function of Mn content. The gray box marks
the low Mn-content region, which is enlarged in (b). The samples S1, S2
and S3 have compositions close to the percolation limit. Their special
magnetic properties will be investigated in more detail in the subsequent
Figure 3.21.
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Exactly the same argumentation was presented earlier to explain the composition depen-
dence of the freezing temperature in canonical spin glasses [54,61,157]. Experimentally,
it turns out that Tf often increases linearly upon admixing the magnetic element. The
question now arises whether this simple relation also holds true for the ternary case.
In order to address this issue, Tf was plotted as a function of the Mn content xMn in
Figure 3.20. As already learned from the ternary diagram, Tf indeed increases slightly
with increasing xMn. After reaching the percolation limit around 40 at%, the ordering
temperature undergoes a step upturn in the ferrimagnetic regime. The overall agreement
with the general sketch presented in the fundamental section in Figure 2.4(d) is evident.
Yet, there are couple of small differences. Figure 3.20(b) shows the enlarged spin glass
region. It becomes clear that, though the trend is obvious, the values of Tf scatter to
some extend. The reason is most likely again that Mn can occupy different crystallo-
graphic sites and that this occupation also depends on the Ga and Ir content. Another
difference compared to the binary spin glasses is given by the complex behavior at the
boundary between spin glass and ferrimagnetic order. For instance, the samples S2 and
S3 have almost the same Mn content but still differ a lot in their ordering temperatures.
Also TC of sample 1 could be expected to lie at much higher temperatures close to the
other ferrimagnets. Importantly, this finding stresses that the percolation limit here is
– in contrast to binary systems – not solely determined by the share of the magnetic
element. In addition, also the magnetic properties of the three samples under consider-
ation are not apparent at first glance, which is why they need to be explained in more
detail.
Ir-Mn-Ga Samples Close to the Percolation Limit
The previous figure pointed out that the samples exactly at the boundary between spin
glass and ferrimagnetic order behave differently from the rest. For this reason, it is
worth discussing them further. Figure 3.21(a) gives a zoom to the region around the
percolation limit. The three samples of interest are marked respectively. Just from their
composition one could expect that sample S1 is ferrimagnetic whereas the samples S2 and
S3 should exhibit spin glass order. However, the situation proves to be more complicated
as becomes clear from the Figures 3.21(b) and (c). On the one hand, the temperature-
dependent magnetization of S1 is similar to the reference ferrimagnetic sample, which
was introduced in Figure 3.16(c). On the other hand, the magnetic moment of S1 is only
half as large and the coercivity three times higher instead. Both findings rather point
towards spin glass order. As already mentioned above, the easiest distinction between
both types of magnetic order can be made based on their temperature-dependent ac
susceptibility. Spin glasses exhibit a course of χ′, which is symmetric with respect to
Tf (Figure 3.17). χ
′ of ferrimagnets is asymmetric with respect to TC instead. For this
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Figure 3.21.: Magnetic properties of the Ir-Mn-Ga samples close to the percolation
limit. (a) Identification of the three boundary samples. (b) Temperature-
dependent magnetization in an applied field of 0.1 T. (c) Field-dependent
magnetization at 5 K. (d) Temperature-dependent, normalized ac suscep-
tibility. The measurements were taken with a fixed frequency of 133 Hz
and an alternating field of 0.5 mT.
reason, S1 can be identified as ferrimagnet (Figure 3.21(d)). This illustrates nicely that
moment and coercivity are no good criteria to distinguish spin glass and ferrimagnetic
order. Another implication is that the magnetic properties in the ferrimagnetic regime
are also highly composition dependent.
Similarly, S2 requires to consider its temperature-dependent ac susceptibility to clarify
the ordering. The reason is that the temperature-dependent magnetization looks like for
a typical spin glass but the hysteresis loop is more reminiscent of the other ferrimagnets.
Nevertheless, χ′ in Figure 3.21(d) follows a symmetrical course around Tf and agrees
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excellent with the example given previously in Figure 3.17(b).
The last sample S3 proves to be most challenging. The course of the temperature-
dependent magnetization as well as the high moment and low coercivity all hint on
ferrimagnetism. This is rather unexpected due to its composition close to the other spin
glasses. Unfortunately, χ′ is also not unambiguous in this case. Whereas the high order-
ing temperature still indicates long-range order, the broad shape of the TC peak differs
from all other samples. This might indicate that S3 is exactly at the border between
spin glass and ferrimagnetic order, which leads to another surprising finding. Namely,
the absence of any signs of a reentrant state. Usually, the long-ranged ordered systems
close to the percolation limit undergo a second transition at lower temperatures so that
either one or all components of the magnetization freeze randomly [54, 61, 72, 161]. In
the present case however, none of the ferrimagnetic samples exhibit a second shoulder
after which their magnetization drops. Generally, the compositional width of the reen-
trant regime differs from spin glass system to system [54, 61, 72, 161]. Consequently, it
might occur that the reentrant behavior is found in the narrow region around 40 at%
Mn, which was not covered in this thesis. In any case, the investigations of S1 to S3
illustrate that the magnetism directly at the border between spin glass and ferrimag-
netic order can become quite challenging and complex. Nevertheless, this also offers the
interesting potential for future research to study the percolation limit of a ternary spin
glass system in more detail.
Composition-Dependent Spin Flip Time
After considering the samples, which are located at the percolation limit, it is worth
to finally return to the composition dependence of the spin glass state. Up to now the
dependence of magnetization, coercivity, relaxation time and freezing temperature were
covered. Nonetheless there is a further fundamental quantity of the spin glass state,
namely the spin flip time τ0. Notably, τ0 contains information whether the investigated
glassy system is a canonical spin glass or consists of interacting clusters. To recap, for
the single crystal of IrMnGa in Section 3.3, it was found that the compound belongs to
the former case with almost individual spins. τ0 can be obtained from ac susceptibility
measurements and the procedure is similar to before (Figure 3.9). First, χ′ was measured
with various ac frequencies. Then, Tf was determined in each case from the maximum of
χ′ and the resulting frequency-dependent freezing temperature was finally fitted with the
Vogel-Fulcher law and the critical scaling approach. As described in the experimental
Section A, it is crucial to involve a large range of frequencies in order to obtain a
meaningful fit. For this purpose, data from two measurement set ups were combined to
improve the fit quality. The resulting τ0 as a function of the composition is plotted in
Figure 3.22. The data could be fitted satisfactorily with both laws. Nevertheless, they
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yield a different order of magnitude for τ0, which emphasizes their empirical character.
Neither is right nor wrong. Instead, the absolute values have to be treated with some
care. However, a comparison between different samples should be perfectly possible
and indeed both laws adopt the same trend. Specifically, the spin flip time increases
with higher Mn content. The physical meaning is the following: If τ0 is larger then
the systems requires longer times to follow the applied ac field. The reason for the
slowed down dynamics is the formation of spin clusters. In these clusters, formerly
individual spins gather together and act as one larger unit. To flip a whole cluster
requires longer time since more moments have to reorientate collectively. Figure 3.22
therefore illustrates that the Ir-Mn-Ga samples are pushed from a canonical spin glass
to a cluster glass state. Basically, the moments start interacting more and more when
xMn is increased. As mentioned above, the reason for the stronger interaction is that
the distance to the next Mn neighbor shrinks. When the percolation limit is reached
one cluster extends over the whole sample so that finally long-range magnetic order
(ferrimagnetism) is introduced. This relation is well known for binary spin glasses but
has never been confirmed for a ternary scenario so far.
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Figure 3.22.: Composition dependence of the spin flip time τ0. (a) Data fitted with the
critical scaling approach. (b) Data fitted with the Vogel-Fulcher law.
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3.7. Summary and Outlook
This chapter provided an analysis of the structural and magnetic properties of Ir-Mn-Ga
compounds close to the half-Heusler stoichiometry IrMnGa. Before, the specific type
of chemical disorder as well as the magnetic structure of IrMnGa were not understood
satisfactorily. The present study fills this gap in literature and demonstrated that it is
crucial to combine neutron and x-ray diffraction experiments in order to identify the
complicated Y -type disorder. Precisely speaking, it was found that Mn and Ga share
the 4a and 4c positions whereas Ir and the vacancy are located on the 4b and 4d sites.
The subsequent magnetic measurements revealed that the high degree of disorder causes
the formation of a spin glass state. Several manifestations of this short-range ordering
were observed experimentally, for example the absence of magnetic Bragg peaks in neu-
tron diffraction, the bifurcation in the temperature-dependent magnetization and the
magnetic-after effect. Moreover, the frequency-dependent shift of the freezing tempera-
ture indicated IrMnGa to be a canonical spin glass. Its magnetic phase diagram proved
to be similar to Au1−xFex and therefore suggests that IrMnGa belongs to the Heisenberg
spin glasses with yet a considerable contribution of random anisotropy. Notably, there
have been no reports on a spin glass state in half-Heusler compounds so far. The present
study therefore adds another functionality to this highly flexible material class.
The comparison of different annealing temperatures unveiled that the disorder is inher-
ent to the Ir-Mn-Ga system and could not be removed. Moreover, also the synthesis
route proved not to have a significant influence thereby emphasizing the robustness of the
spin glass state. It further turned out that the ’half-Heusler’ phase has an exceptional
stability range. The change of stoichiometry allowed to tune magnetization, coercivity,
relaxation time and freezing temperature of the half-Heusler spin glass samples. Fur-
thermore, it was demonstrated that increasing the Mn content pushes the system from
the spin to the cluster glass regime. Finally, the order became ferrimangetic when the
Mn content exceeded approximately 40 at%. Such a composition dependence has never
been studied for a ternary spin glass system before and it arises the question what is
new compared to known (binary) spin glass systems. Indeed, several trends were similar.
For example, the freezing temperature increases with the amount of magnetic element
and finally ends up in long-range order after the percolation limit. What is different
however is that many properties not solely depend on the Mn content. The reason for
the complex behavior is most likely given by the fact that Mn can occupy two non-
equivalent crystallographic sites. One other consequence is the complicated magnetic
behavior near the boundary from the spin glass to ferrimagnetic regime.
The latter also offers potential for future investigations. It would be, for instance,
interesting to identify, where exactly the boundary between spin glasses and long-range
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order is located. Such a study has not yet been performed for a ternary spin glass system
and the present thesis might just be seen as a starting point. The approach would only
require some additional samples near the percolation limit. Moreover, there should also
be a narrow reentrant regime in between, which then could be found incidentally. Finally,
it is expected that annealing procedure is indeed an impact factor for samples that have
a composition close to the percolation limit. The reason is that in its vicinity short-
range and long-range order compete so that small changes of the occupation might have
a huge influence. It would be therefore interesting to study variation of the annealing
temperature for samples in this regime.
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4.1. Preface
The history of Fe3−xMnxSi Heusler series goes back to the 1970’s and the pioneering
works of Sidorenko et al. [18], Ziebeck et al. [17] and Yoon et al. [15,16]. Up to x ≈ 1.5,
the compounds form as a single phase and exhibit ferromagnetic order. If the Mn-
content is raised above x = 0.7, an additional spin reorientation transition occurs at
low temperatures. Already in the early days, neutron diffraction studies indicated the
incommensurate nature of this low temperature state [15–18]. The Fe3−xMnxSi com-
pounds are thus one of the rare examples of Heusler systems with non-collinear order
that do not contain any 4d or 5d elements. For this reason, they attracted a lot of
interest during the last decades and were topic of at least 90 papers [174]. This makes
Fe3−xMnxSi one of the most investigated systems among all Heusler materials.
Despite the overall large number of available studies, there are still several unclear as-
pects. For example, the concrete spin arrangement in the low temperature state remains
elusive up to now. Moreover, also the driving force for the spin reorientation transition
has not yet been identified. A further issue concerns the theoretical description. So far,
calculations were not capable to reproduce the non-collinear ordering [175–177]. Several
studies even predicted half-metallicity [176–179] but experiments clearly reveal a devi-
ation from the Slater-Pauling rule [15–18, 180, 181]. Finally, it is unexpected but the
magnetotransport properties were not yet studied in great depth [182]. In particular,
there is a lack of Hall effect measurements. For this reason, Section 4.2 presents the
investigations of the magnetotransport properties of polycrystalline Fe3−xMnxSi. This
involves in particular the first systematic Hall effect measurements for the series. The
compositions were selected as 0.6 ≤ x ≤ 1.4 so that it involves those compounds, which
form as single phase but also entail the spin reorientation transition. Still, electrical
transport is also highly sensitive to extrinsic impact factors such as the presence of
grain boundaries. For this reason, Section 4.3 studies the Hall effect in single crystalline
Fe2MnSi.
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4.2. Magnetotransport in Polycrystalline Fe3−xMnxSi
Compounds
Considering the large number of available reports, it surprises that the electrical trans-
port of Fe3−xMnxSi compounds is rather poorly covered. Merely one study compared
the resistivity of samples with different Mn content [182]. Other studies also mentioned
some resistivity measurements without however going into depth [15,183,184]. In partic-
ular, no systematic Hall effect measurements were reported, which leaves an open gap in
literature. For this reason, nine samples with compositions between x = 0.6 and x = 1.4
were synthesized by repeated induction melting and investigated in terms of their mag-
netotransport properties. The stoichiometries were chosen for the following two reasons.
First, the Fe3−xMnxSi Heusler series forms as line compound, which implies a fixed Si
content of 25 at% [118, 119]. Contrary, Mn and Fe can be replaced almost all the way
from Fe3Si to Mn3Si. Only in case of intermediate compositions with 1.5 ≤ x ≤ 2.4 a
secondary phase is observed [15, 18]. The second motivation is that the spin reorienta-
tion occurs solely for x ≥ 0.7. The chosen stoichiometries therefore involve the regime,
where samples should be single phase and additionally feature the spin reorientation.
Chemical Characterization
In a first step, the quality of the synthesized Fe3−xMnxSi samples was checked. The
discussion here will be restricted to the most important aspects but more details can be
reviewed in Section C in the appendix.
ICP-OES measurements reveal a high stoichiometric accuracy. The good sample quality
is further confirmed by BSE microscopy and XRD measurements. Both techniques
indicate that the samples up to x = 1.2 are basically single phase. Only the samples
with x = 1.3, 1.4 contain a small portion of β’-Mn as secondary phase. Since the phase
relations in the Fe-Mn-Si system are of their own interest they will be covered not here
but in the subsequent chapter. One key finding should however already be mentioned
namely that β’-Mn exhibits spin glass order. The vanishingly small moment of a spin
glass compared to a ferromagnet allows to neglected the presence of β’-Mn especially
as minor phase. After confirming the good sample quality, it can be continued with the
magnetic characterization.
Magnetic Characterization
Figure 4.1(a) depicts the temperature-dependent magnetization. As expected, all sam-
ples with x ≥ 0.7 exhibit a spin reorientation transition, which is characterized by the
decrease of magnetization. Notably, the transition temperature only displays a small
composition dependence. It increases upon Mn substitution and then settles around
60 K for x ≥ 1.0. Increasing the Mn-content has two other major effects, namely the
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simultaneous decreases of magnetization and Curie temperature. This has the conse-
quence that TC lies below room temperature if x exceeds 0.8. Besides, it is noteworthy
that none of the samples shows a significant coercivity. The highest value is found for
x = 1.4, which still only reaches very soft 2.7 mT. Moreover, hysteresis loops reveal that
none of the curves fully saturates at any temperature. This feature of the Fe3−xMnxSi
compounds was already investigated earlier, namely by means of high-field magneti-
zation measurements [181]. It turned out that even a field of 62 T was not enough
to saturate the magnetization, which emphasizes the robustness of the non-collinear
low-temperature magnetic state.
The composition dependence of some magnetic characteristics is summarized in the
Figures 4.1(c) – (e). Therein, the magnetic moment at 5 T and 5 K was taken to
estimate the saturation magnetization of the different compounds. The observed trends
correspond basically to what was already noticed from the M(T ) and M(H) curves.
However, an additional feature of the Fe3−xMnxSi series becomes clear. For all three
cases, the slope changes around x = 1.0. The reason lies in the crystallographic site
occupations, which are very well understood due to a variety of Mößbauer spectroscopy,
neutron diffraction and nuclear magnetic resonance experiments [15,17,18,23,185–188].
The parent compound Fe3Si crystallizes within space group 225 (Fm3m), where Si
takes the 4a site and the 8c as well as the 4b sites are occupied by Fe. For x < 0.75, Mn
substitutes exclusively on the 4b site [23, 185, 188]. Even above, the 8c position is only
marginally filled so that Fe2MnSi involves merely 5 % Fe-Mn antisite disorder [15,17,18].
Above x = 1.0, the 8c site then becomes more and more substituted by Mn. Exactly,
this replacement on the different crystallographic sites is reflected in the different slopes
of magnetization, Curie and spin reorientation transition temperature. So, both – the
trends as well as the absolute values – agree excellently with earlier reports, which
confirms the good sample quality and allows to proceed with the magnetotransport
measurements.
Temperature-Dependent Resistivity
The normalized temperature-dependent resistivity of the whole series is illustrated in
Figure 4.2(a). Both magnetic transitions, namely TC as well as TR, are visible as
kinks. A comparison with the magnetic measurements reveals that the transition
temperatures agree well. Besides, it is conspicuous that the residual resistivity ratio
(RRR = ρ(300 K)/ρ(5 K)) varies significantly among the investigated samples. The
lowest RRR is found for x = 0.6 whereas it is highest for the stoichiometric composi-
tion. The plot of RRR as a function of composition in Figure 4.2(b) unveils that the
trend is actually rather systematic. Specifically, the highest value is observed for sam-
ples with x = 1.0 and x = 1.1 whereas any deviation of the Mn-content causes an almost
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Figure 4.1.: Magnetic properties of the Fe3−xMnxSi samples. (a) Temperature-
dependent moment. Open symbols correspond to the zero-field-cooled
(ZFC) and closed symbols to the field-cooling (FC) branch. (b) Field-
dependent moment at 5 K. (c) Magnetic moment at 5 K and 5 T, (d) Curie
temperature and (e) spin reorientation transition temperature as a function
of Mn-content.
linear decrease of RRR. The finding can be understood as follows. From earlier neutron
diffraction studies it is established that the stoichiometric Fe2MnSi has a high degree
of chemical ordering [15,18]. Neglecting a small percentage of Fe-Mn anti-site disorder,
it basically exhibits complete L21 order. All other members of the Fe3−xMnxSi series
inevitably involve more Fe-Mn mixed occupations. Due to this disorder, the compounds
have a higher residual resistivity, which is exactly why the RRR is reduced in their cases.
Using Matthiessen’s rule, it is possible to identify dominating resistivity contributions
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Figure 4.2.: (a) Normalized temperature-dependent resistivity of Fe3−xMnxSi com-
pounds. TC as well as TR are visible as kinks and were labeled exemplary for
x = 1.1. (b) Residual resistivity ratio (RRR) as a function of composition.
based on their temperature dependence. In fact, Pal et al. reported such an analysis
for some Fe3−xMnxSi compounds [182]. Nevertheless, their analysis – especially of the
low temperature regime – does not seem particularly convincing. A reevaluation of
temperature-dependent resistivity of the Fe3−xMnxSi series appears therefore reasonable
and will be carried out for the Fe2MnSi single crystal in the next section. This allows
to exclude extrinsic effects such as grain boundaries.
Hall Effect Measurements
So far, there are only two studies, which covered Hall effect data of some Fe3−xMnxSi
compounds. The first one presented a Hall hysteresis of Fe2MnSi at 5 K without any
further evaluation [184]. The second of the studies focused on Mn-rich compounds with
1.6 ≤ x ≤ 1.8 [189], which however falls in the regime, where a considerable amount of β′-
Mn secondary phase can be expected. By focusing on samples with a lower Mn-content,
these problems can be overcome. This becomes particularly clear in Figure 4.3(a),
which plots the field-dependent Hall resistivity of Fe2MnSi as a representative for all
Fe3−xMnxSi compounds. ρxy follows the typical course of a ferromagnet and also its
magnitude compares well with other Heusler compounds [89,149,190–193].
The different Hall effects and their origins were already topic in the fundamental chapter,
which is why the reader is referred to Section 2.3 for a more detailed explanation.
For the following discussion it is however useful to quickly recap some aspects. The
experimental signal of ρxy can be divided empirically into three contributions on the basis
of equation 2.2. The first contribution is given by the ordinary Hall resistivity ρOxy, which
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is obtained from the linear behavior in the high-field regime. The second contribution
corresponds to the anomalous Hall resistivity ρAxy, which follows the magnetization.
A potential topological Hall effect is found by subtracting the first two contributions
from the experimental signal. This has however two drawbacks. On the one hand,
this approach does not explain the microscopic origin of the topological Hall effect.
On the other hand, it also provides an additional pitfall. Specifically, it is required
to correct resistivity as well as magnetization data for the demagnetization field since
the common devices normally cannot measure both quantities simultaneously. This
correction however proves to be rather challenging since the demagnetization factor is
difficult to access. Moreover, it also depends on the field sweep rate, which are not
always controllable. As a consequence, one might introduce a ’topological Hall signal’
just by inaccurate data handling. For this reason, reports on a topological Hall effect,
where a clear bump is not already visible in the raw data, have to be treated with some
care. The situation is even more complicated since the signal from skyrmions can be
exceptionally small [84].
Still an evaluation is possible and the careful analysis of the Hall data for all investigated
Fe3−xMnxSi compounds, reveals that no topological Hall effect is noticeable. An example
of such a comparison of Hall resistivity and magnetization can be reviewed in Figure C.5
in the appendix. The seemingly ’negative’ result of a missing topological Hall effect
gives already some important insight to the magnetic structure of the compounds. It is
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well-established that non-coplanar spin structures cause the formation of a topological
Hall effect [85–88, 194]. The reason is that non-coplanar magnetic orders can usually
be manipulated by an external field rather easily. Their spin chirality therefore changes
during the process of magnetization. This results often in a field-dependent contribution
to the Hall signal, which manifests typically as bump. The fact that no corresponding
behavior is observed for Fe3−xMnxSi compounds might be seen as indication that their
magnetic order is non-collinear but not non-coplanar.
The finding that the Hall resistivity directly follows the magnetization becomes also
apparent for the composition dependence of the anomalous Hall effect, which is shown
in Figure 4.3(b). Notably, the spontaneous anomalous Hall contribution ρAxy(0) is la-
beled just as ρAxy here and in the following for the sake of shortness. Importantly, the
observed trend of ρAxy is highly similar to the magnetization from Figure 4.1(c). Again
the slope changes around x = 1.0, which resembles the different site occupations below
and above the stoichiometric composition. Moreover, the relation holds true for all three
investigated temperatures, which means it is valid above, at and below TR.
Dominant Hall Effect Mechanism
Figure 4.3(a) already revealed that the anomalous Hall effect follows basically the mag-
netization. This has the consequence that the slope of ρxy differs for temperatures above
and below TR, what will be explained in more detail when examining the ordinary Hall
effect in the next section. Apart from that, there seems to be no obvious difference
of the Hall behavior when cooling through TR. This raises the question whether the
spin reorientation transition has any effect on the Hall resistivity at all? The answer is
yes. But to understand the significance of the transition, it is required to examine the
temperature-dependence of the anomalous Hall effect. For this purpose, Figure 4.4(a)
illustrates ρAxy of three samples with different Mn-content. In agreement with the pre-
vious Figure 4.3(b), the Fe-rich sample exhibits the largest anomalous Hall effect. Vice
versa, the Mn-rich sample has the lowest. Apart from that, the course of ρAxy(T ) is
rather similar for all three examples. Below TR, ρ
A
xy increases approximately quadratic
with temperature whereas an almost linear regime follows above TR. The anomalous
Hall resistivity then goes through a maximum and drops again when approaching TC.
The corresponding anomalous Hall conductivities are plotted in Figure 4.4(b) and were
derived using the following equation: σAxy = ρ
A
xy/(ρxx + ρxy)
2. Similar to the magnetiza-
tion, σAxy shrinks once the temperature is reduced below TR. Moreover, it also matches
that the decrease of σAxy is most pronounced for the Mn-rich sample.
The deviating temperature dependence of ρAxy from above and below TR indicates that
the anomalous Hall effect might have a different origin within these regimes. Section 2.3
already explained that an anomalous Hall signal can in general have three origins. The
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first of these is the intrinsic mechanism, which is a pure band structure effect. The other
two mechanism – side jump and skew scattering – are of extrinsic nature and thus rely
on scattering at impurities and the presence of spin orbit interaction. In real materials,
a combination of these three mechanisms might be responsible for the total anomalous
Hall signal. In some cases however, one mechanism dominates. The way to distinguish
them is given by their dependence on ρxx, which itself can be varied by temperature.
In case of skew scattering, ρxy ∝ ρxx; for side jump and intrinsic mechanism ρxy ∝ ρ2xx.
For this reason, it is useful to evaluate log(ρAxy) as a function of log(ρxx). In this double
logarithmic plot, the slope of a straight line corresponds to the exponent of interest.
Notably, several alternative evaluations can be found in literature. One could for exam-
ple also consider the anomalous Hall coefficient RA [191,193,195,196]. Others examine
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the Hall conductivities instead [197]. In case of thin films with varying thickness, it is
possible to exclude the contribution of the residual resistivity ρxx(0 K) and apply a more
sophisticated scaling procedure [198–200]. What all methods however have in common
is that they distinguish the mechanisms on the basis of their ρxx dependence. Since
the literature is not unambiguous, it was decided to follow the approach, which is most
commonly used [89, 201, 202]. Yet, the other approaches might have an equal justifica-
tion. In any case, the resulting log(ρAxy) versus log(ρxx) plot is depicted in Figure 4.4(c)
and indeed confirms that the Hall mechanism changes upon cooling through the spin
reorientation transition. This becomes particularly clear when fitting a straight line to
the points above and below TR. For all three samples, the slopes in both regimes differ
considerably. Generally, the successful fit implies that description with a power law
seems valid. Moreover, the deviations at higher ρxx or rather higher temperatures are in
fact typical for ferromagnets [203,204]. The increasing thermal excitations let processes
such as electron-magnon scattering and spin fluctuations become more important so
that the behavior might deviate from a simple power law.
From the slopes it is now also possible to estimate the dominant Hall mechanism. Con-
sistently, all three samples yield an exponent of about 1 for the high temperature regime,
which clearly hints on skew scattering. For low temperatures, the situation is not that
unambiguous. In case of x = 0.8, the obtained exponent is about 2, which is compatible
with the intrinsic as well as side-jump mechanism. Generally, the side-jump contribution
should be dominant in high impurity samples. Yet, Fe2.2Mn0.8Si does not contain any
considerable amount of secondary phase nor is it disordered to an exceptional degree.
Consequently, it is reasonable to assume that the intrinsic mechanism dominates. This
view is further supported by the fact that non-collinear magnetic structures – such as
the one of the Fe3−xMnxSi compounds below TR – are known to exhibit a significant
intrinsic anomalous Hall effect. This is for example the reason, why non-collinear anti-
ferromagnets like Mn3Ge, Mn3Sn or the elemental rare-earths still show an anomalous
Hall effect despite having a zero net magnetization [79, 80]. For x = 1.0 and x = 1.2,
the exponent is found to be around 3, which is beyond the established models. Nev-
ertheless, this seemingly contradiction is not completely uncommon but occurs due to
the polycrystalline nature of samples. In an early study on polycrystalline Fe3Sn2, the
authors determined an exponent larger than 3 [205]. Later, another group repeated the
Hall measurements using a Fe3Sn2 single crystal and the exponent reduced to 2 [201].
This illustrates that extrinsic effects such as grain boundaries and impurities complicate
the evaluation of polycrystalline samples. To overcome these problems, the magneto-
transport experiments were redone with a high-quality single crystal of Fe2MnSi, which
will be topic of the following section.
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4.3. Anomalous Hall Effect in Single Crystalline
Fe2MnSi
In order to solve the above mentioned issues with extrinsic effects for the polycrystalline
samples, the magnetotransport measurements were repeated for a single crystalline sam-
ple. The composition of x = 1.0 was chosen as representative for the whole Fe3−xMnxSi
series.
Chemical and Magnetic Characterization
The single crystal was obtained commercially from MaTeck Material-Technologie &
Kristalle GmbH and had bar-shaped dimensions of (4 x 1 x 1) mm3. The long side,
which also corresponded to the current direction, was oriented along (112) whereas
the magnetic field was applied along one short side with (111) orientation. The high
quality of the crystal was confirmed by Laue diffraction as presented in Figure C.3 in
the appendix. EDXS measurements revealed a composition of Fe1.99(1)Mn1.00(1)Si1.01(2),
which is close enough so that the sample will be referred to as Fe2MnSi in the following.
Moreover, the crystal was embedded, polished and investigated under polarized light.
It turned out that a small secondary grain was attached at one side (Figure C.3(d)).
Nevertheless, its influence should be negligible since the contacts were clued inside and
its size is rather limited. Moreover, the composition did not seem to deviate from the
rest.
In a next step, the magnetic properties of the single crystal were investigated in order to
compare it with the previous polycrystalline samples and also approve the insignificance
of the second grain. The temperature-dependent magnetization agrees excellently with
the data presented in the last section and does not unveil new insights, which is why it
is shown in Figure C.4(a) in the appendix. Again, the spin reorientation transition is
noticeable by the decrease of magnetization below TR ≈ 56 K. Also the hysteresis loops,
shown in Figure C.4(b), fit to the expectations. Specifically, they display complete
soft magnetic behavior and do not fully saturate up to 7 T. Hence, the magnetization
measurements provide no signs that the second grain plays an important role. This
confirmation allows to continue with the Hall measurements.
Anomalous Hall Effect
The field-dependent Hall resistivity is illustrated in Figure 4.5(a). Similar to the magne-
tization, there is no notable difference compared to the previous polycrystalline samples.
The anomalous Hall resistivity ρAxy is again determined by the extrapolation of the high-
field tail of ρxy down to zero. The so-obtained ρ
A
xy is depicted in the Figures 4.5(b) as
a function of temperature. In agreement with Figure 4.4(a), ρAxy increases first approxi-
mately quadratic below TR, then continues almost linear above, before it finally decreases
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again around the Curie temperature (TC ≈ 235 K). The corresponding anomalous Hall
conductivities can be found just below in Figure 4.5(c). Here, the single crystal devi-
ates slightly from the polycrystalline sample with x = 1.0. Specifically, σAxy saturates
below TR rather than it decrease as before. This difference is a first indication that the
approach with the single crystal was successful and the confirmation is indeed given by
Figure 4.5(d). Here, the double logarithmic plot allows again to identify the exponent
of the power law α, which describes the dependence of ρAxy on ρxx. Above TR, the slope
of the straight line is basically 1, which confirms skew scattering as the dominant Hall
mechanism in the collinear regime. As expected, the slope changes for temperatures
below TR. Crucially, the slope now does not exceed the value of 2, which is in excellent
agreement with theory. Since Fe2MnSi exhibits almost complete L21 order [15, 17], it
is well justified to identify the intrinsic mechanism to be dominant within this regime.
The side-jump mechanism usually occurs for systems with higher impurity contents.
A comparison with literature yields a surprising insight. On the one hand, the three
Hall mechanisms are basically established already since the 1970’s [76, 81–83]. On the
other hand, the intrinsic contribution is also known to depend strongly on the mag-
netic structure [75]. It therefore appears natural to investigate how the Hall effect
develops when cooling through a magnetic transition. This however has never been
studied systematically. Usually, the focus was set to materials with only one magnetic
order [149,191,193,195,201]. To the best of my knowledge, the only exception is Fe3O4,
where the mechanism below and above the magnetostructural Verwey transition was
explored [197]. Unfortunately, the Verwey transition (TV ≈ 125 K) goes along with a
drastic increase of resistivity, which leads to noisy Hall data below TV. For this reason,
the observed slope change at TV is not completely unambiguous. For the present case
of Fe2MnSi, the situation is rather clear instead. Hence, Fe2MnSi seems to be the first
example, where the Hall mechanism is shown to change among different magnetic states
within one material. Off course, this finding is not limited to Fe2MnSi or the other
members of the Fe3−xMnxSi series. Any magnetic transition, which affects the intrinsic
Hall contribution, should exhibit a change of Hall mechanism. For this reason, the find-
ing suggests to investigate other systems with a spin reorientation. The approach might
lead to a deeper understanding of the anomalous Hall effect in general.
Ordinary Hall Effect and Hall Coefficients
To complete the investigation of the Hall effect of Fe2MnSi, the ordinary contribution has
to be considered as well. Normally, the ordinary Hall coefficient RO is determined from
the slope of ρxy in the high-field regime, where the magnetization is already saturated.
The problem for the Fe3−xMnxSi compounds is however that their magnetization does
not even saturate up to 62 T [181]. The question is now, whether the slope of ρxy is
81
4. Magnetotransport of Fe3−xMnxSi Heusler Compounds
0 2 4 6 80
2
4
6
4
5
6
-3.8 -3.7 -3.6
-5.4
-5.3
0 50 100 150 200
100
150
200
 220 K  90 K  20 K
 200 K  70 K  5 K
 160 K  60 K
 120 K  40 K
 x
y (µ
Ω
cm
)
µ0H (T)
~ log  xx(TR) TR
A x
y (µ
Ω
cm
)
TR
α 1 
= 1
.95
(6)
log
 A x
y
log  xx
α2 = 0.97(4)
(d)
A x
y (Ω
-1 c
m-
1 )
T (K)
(c)
(b)(a)
Figure 4.5.: Hall effect measurements for the Fe2MnSi single crystal. (a) Field-dependent
Hall resistivity. Anomalous Hall resistivity (b) and conductivity (c) as a
function of temperature. The spin reorientation transition temperature is
labeled by TR. (d) Identifying the dominant Hall mechanism by plotting
log(ρAHExy ) vs log(ρxx).
thus completely governed by the contribution of the magnetization or not. To address
this issue, it is helpful to check the high-field susceptibility, which can be obtained from
a linear fit of the hysteresis loops for fields above 2 T. Basically, this implies to model
the magnetization with the following linear equation: M = MS + χHFH. Here, MS
corresponds to the spontaneous magnetization and χHF to the high-field susceptibility.
For this purpose, Figure 4.6(a) depicts the normalized magnetization for temperatures
above and below TR. Two observations become directly apparent: (i) Although the
magnetization does indeed not saturate, the slope is rather small. Already a field of 1 T is
sufficient that the magnetization reaches at least 95 % of its value at 7 T. (ii) χHF deviates
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significantly for temperatures above and below the spin reorientation and features a step-
like change at TR (Figure 4.6). The larger χHF below TR appears reasonable considering
that an alignment within the non-collinear state should require stronger applied fields.
Besides, χHF increases again when approaching TC, as it is normal to every ferromagnet.
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Figure 4.6.: (a) Normalized magnetization of single crystalline Fe2MnSi for various tem-
peratures. (b) High-field susceptibility obtained for a linear fit between 2 T
and 7 T.
The so-obtained χHF can in a next step be used to estimate the contribution of the
non-saturating magnetization to the slope of the Hall signal. Inserting the linear ap-
proximation of M from above to the empirical relation of the Hall effect (Equation 2.2)
reveals that the contribution from χHF scales with the anomalous Hall coefficient RA.
The latter is determined by dividing the extrapolated ρAxy by the spontaneous mag-
netization: RA = ρ
A
xy/MS. The resulting coefficients are on the order of 10
−8 Cm−3
(Figure 4.7(a)), which is slightly higher than for most Heusler compounds but also
not completely unusual [89, 149, 190, 191, 193]. With help of RA it is then possible to
calculate the ordinary Hall coefficient RO. In a first step, the contribution from the
non-saturating magnetization is calculated by RA ·χHF. Subsequently, this contribution
is subtracted from the experimentally observed slope of ρxy. The remaining value of
the slope then corresponds to the ordinary Hall coefficient RO. Both of these contribu-
tions to the slope are depicted in Figure 4.7(b) as a function of temperature. Notably,
RO is found to be about two orders of magnitude smaller than RA, which is typical
for ferromagnetic materials [89, 149, 190, 191, 193]. For temperatures below TR, RO and
RA · χHF have an almost similar, small and positive value, which remains constant for
the whole non-collinear regime. On the one hand, this implies that the conduction is
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hole-like at low temperatures. On the other hand, it also means that the contributions
of non-saturating magnetization and ordinary Hall effect are basically the same. The
measured Hall signal is thus not completely determined by the magnetization; one still
has to include the ordinary contribution. Above TR, RO starts to drop, which means
that not only the anomalous Hall effect undergoes a change at TR but also the ordinary
one. At even higher temperatures between 90 K and 100 K, RO switches even sign,
which indicates that the transport then becomes dominated by electrons.
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Figure 4.7.: Hall coefficients of single crystalline Fe2MnSi. (a) Anomalous Hall coeffi-
cient. (b) Ordinary Hall coefficient and contribution of the non-saturating
magnetization.
Temperature-Dependent Resistivity
After finishing the examination of the Hall effect measurements, the longitudinal resis-
tivity of the Fe2MnSi single crystal will be considered in the following. For this purpose,
Figure 4.8(a) plots the temperature-dependent resistivity for various applied magnetic
fields. The course is very similar to that of the polycrystalline sample from the last
section. Again, both magnetic transitions are noticeable as kinks that smear out when
a magnetic field is applied. Down to the spin reorientation transition at TR, there is no
difference between zero-field cooled (ZFC) and field-cooled (FC) resistivity. Besides, the
application of the magnetic field causes a small reduction of the resistivity. This implies
a negative magnetoresistance as it is common for ferromagnets [129]. For temperatures
lower than TR, the ZFC branch then lies slightly below the FC branch (see inset). It
will come back to this interesting observation later when the field-dependence of the
resistivity is covered.
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For the sake of completeness, the corresponding temperature-dependent Hall resistivity
should be mentioned as well and can be found in Figure 4.8(b). The curves are highly
alike to the previous Figure 4.5(b), where the temperature-dependence of the anomalous
Hall resistivity ρAxy was plotted. The agreement is logical since RO or rather the slopes of
ρxy are fairly small in the high-field regime. Consequently, there is not much difference
between the extrapolation ρAxy or ρxy itself. Nevertheless, one additional observation can
be made, namely that also ZFC and FC ρxy deviate below TR. This difference however
disappears for an applied field of 7 T. It thus resembles the magnetization, for which an
equal behavior was detected. Notably, this presents an interesting difference compared
to ρxx, where the irreversibility between ZFC and FC retains up to 7 T. As already
mentioned, the low temperature behavior of ρxx will be discussed later.
According to Matthiessen’s rule, the total electrical resistivity of a metal is the sum
over the contributions from several scattering mechanisms. This involves normally scat-
tering at defects, magnons, phonons or other electrons. In real materials, the different
mechanisms usually occur together but can be distinguished based on their temperature
dependence. Defect scattering, for example, adds a temperature independent term to
the resistivity. The electron-phonon scattering can be treated within the framework of
the Bloch-Grüneisen formula. For low temperatures, the equation simplifies to a T 5
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behavior whereas for higher temperatures it reduces to a linear term instead. An anal-
ysis for the Fe2MnSi single crystal reveals that these two contributions are sufficient to
describe the temperature dependence of the resistivity in the regime above TR. The cor-
responding fit is illustrated in Figure 4.9(a) as red line and the obtained coefficients are
summarized in Table C.2 in the appendix. Their values agree well with those determined
for the previous polycrystalline samples, which are added for comparison. The findings
basically confirm the work of Pal et al. [182], who also studied the magnetotransport
of the Fe3−xMnxSi series. The authors however included an additional T
2 term, which
is usually associated with electron-magnon scattering. Although the approach does not
improve the fit for the Fe2MnSi single crystal, it does improve that of some polycrys-
talline samples. At the same time, the contribution remains quite small in all these
cases, showing that magnon scattering is marginal for temperatures above TR. This
interpretation is further confirmed by the only small influence of an applied magnetic
field, which would be greater in the case of significant magnon scattering. Indeed, the
dominance of phonon over magnon scattering turns out to be quite typical for Heusler
compounds [149,191].
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Figure 4.9.: Identifying the dominant resistivity mechanism. Temperature-dependent
resistivity of single crystalline Fe2MnSi in (a) zero field and (b) 2 T.
The course of the temperature-dependent resistivity differs significantly for the non-
collinear regime below TR. Here, the resistivity indeed does involve a sizable T
2 con-
tribution. Notably, not only scattering on magnon manifests as such a temperature
dependence, also electron-electron interactions can yield a quadratic increase of ρxx
with temperature. To distinguish both origins one can apply the same argumentation
as above. Accordingly, magnon scattering is identified as dominant mechanism since
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the resistivity proves to be strongly dependent on the magnetic field. The latter should
not be the case for electron-electron scattering. The fit with a T 2 and a temperature
independent term underestimates however the resistivity at small temperatures, which
hints on an additional contribution. Indeed, Pal et al. also noticed a deviation from a
pure quadratic behavior below TR. Yet, the authors did not present a potential scat-
tering mechanism [182]. An indication is obtained from the polycrystalline sample with
x = 1.4, which exhibits a minimum around 10 K as illustrated in Figure C.6 in the
appendix. A minimum of the resistivity is observed rather frequently for disordered
Heusler compounds and usually explained by a weak localization effect or enhanced
electron interaction [149, 191, 193, 206]. The weak localization effect can be suppressed
by applying a magnetic field and has a −T 3/2 temperature dependence. Contrary, the
enhanced electron-electron interaction (EEI) occurs due to the reduced screening in dis-
ordered materials and manifests itself as −T 1/2 temperature dependence [207]. Including
the EEI in fact yields a reasonable description for almost all Fe3−xMnxSi compounds,
including the Fe2MnSi single crystal here. The corresponding fit for the low tempera-
ture regime is shown in the Figures 4.9(a) and (b) as blue line. Nevertheless, the finding
should maybe also treated with some care. Generally, the low temperature resistivity is
highly sensitive to many effects. Depending on the magnetic excitations, the magnon
scattering might, for example, lead to a temperature dependence that deviates from the
T 2 behavior. For this reason, it seems safe to state that the low temperature resistivity
of Fe2MnSi is dominated by electron-magnon scattering but might involve an additional
contribution, where enhanced electron interaction is a reasonable candidate.
Field-Dependent Resistivity
In order to finish the examination of the magnetotransport of Fe3−xMnxSi compounds, it
is required to cover the field-dependence of the resistivity as well. For this purpose, Fig-
ure 4.10(a) depicts the corresponding curves. In the collinear regime with T > TR, the
field-dependent resistivity resembles typical behavior for a ferromagnetic metal. More
precisely, ρxx drops slightly upon increasing field and the corresponding magnetoresis-
tance MR at 9 T is on the order of a few percents. Here, the MR was calculated by
MR(H) = [ρxx(H) − ρxx(0)]/ρxx(0). The reason for the reduction of ρxx in magnetic
fields is given by the suppression of spin disorder scattering, which is typical for metallic
ferromagnets [208].
The low temperature behavior with T < TR alters substantially. Although the trend of
a negative magnetoresistance still remains, there are two differences. First, a dip of ρxx
occurs in small magnetic fields (Figure 4.10(b)). Notably, such a dip was also reported
by Pal et al. for their Fe-rich Fe3−xMnxSi samples. The effect might be related to do-
main growth since it takes place in the same field range as the magnetization process.
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The second feature of ρxx below TR concerns the difference between the branches of
ascending and descending magnetic field, which occurs below 45 K. Usually, irreversibil-
ities of ρxx are linked to hard magnetic behavior, which results in so-called butterfly
curves that peak at the coercivity [209–211]. The finding is therefore highly surprising
since the magnetization of Fe2MnSi does not show any hysteresis in this field regime
at all. Moreover, the effect extends to rather large magnetic fields of up to 7 T. This
can also be seen in the contour plot in Figure 4.10(c), which illustrates the difference
of both branches as a function of field and temperature. Apart from that, three other
characteristics are noticeable: (i) The maximum of the difference occurs for most tem-
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peratures at much lower fields, namely between 1 and 1.5 T. (ii) The ascending branch
yields a smaller resistivity than the descending. This observation is consistent with the
temperature-dependent resistivity, which was presented earlier in Figure 4.8(a). Also
in that case, the ZFC resistivity, corresponding to the ascending branch, was found to
be smaller than the FC resistivity, corresponding to the descending branch. (iii) The
overall effect is rather small. The maximum difference is found for 30 K and does not
exceed 1 µΩcm. The relative variation calculates to only 0.7 % when normalizing to the
absolute value of ρxx at 30 K, which is about 140 µΩcm.
After describing the effect, a comparison with literature might be helpful to develop some
understanding about its origin. On the one hand, Pal et al. did not find any anomaly
of ρxx for the different sweep directions [182]. On the other hand, the comparison
with literature reveals that – as mentioned – a hysteresis of the magnetoresistance is
normally linked to a hysteretic magnetization [209–211]. The origin of the unusual field
dependence of ρxx therefore remains open. Nevertheless, the finding seems interesting
and a more detailed evaluation might provide deeper insights to the low-temperature
magnetic state of Fe3−xMnxSi Heusler compounds.
4.4. Summary and Outlook
Despite being one of the most studied Heusler systems, the electrical resistivity and
Hall effect of Fe3−xMnxSi compounds were not examined with an appropriate degree of
detail before. This chapter therefore provided the first systematic investigations of their
magnetotransport. It turned out that the Hall effect follows the magnetization for all
temperatures. The absence of any topological Hall effect might be seen as an indica-
tion that the low temperature magnetic state is rather non-collinear than non-coplanar.
Besides, the analysis of the temperature dependence of ρAxy revealed that the Hall mech-
anism changes at spin reorientation transition. Above TR, skew scattering is dominant
whereas below it is the intrinsic mechanism. To the best of my knowledge, Fe2MnSi
thus represents the first example, where the dependency of the intrinsic contribution
on the magnetic structure was confirmed experimentally. Similar to the Hall effect,
also the longitudinal resistivity changes its behavior at the spin reorientation transition.
Specifically, it was found that scattering on phonons is the major mechanism above TR
whereas below scattering on magnons dominates. Moreover, the resistivity in the low
temperature regime showed an unusual hysteretic field-dependence, which seemed not
related to the magnetization. The origin remains unclear and might thus serve as a
starting point for further investigations.
Another open question involves the exact orientation of the moments below TR. Single
crystal neutron diffraction and angular dependent magnetization measurements might
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be the way to gain deeper insights. Besides, the domain structure of Fe3−xMnxSi com-
pounds was not yet studied so that Kerr microscopy could be helpful. Finally, the
reported expansion coefficient measurements [212] suggest that magnetostriction might
play a role. These suggestions illustrate quite nicely that the low temperature state of
the Fe3−xMnxSi compounds is not yet completely understood.
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5. Spin Glass Order in Fe-Mn-Si
Compounds with β’-Mn Structure
Parts of this chapter were already published in the following paper:
J. Kroder, J. Gooth, W. Schnelle, G. H. Fecher and C. Felser; AIP Adv. 9, 055327
(2019)
5.1. Preface
The Fe-Mn-Si system is one of the most studied systems in solid state research [97,98].
One reason is that Mn and Si are alloying additions in almost every steel. Si, for exam-
ple, stabilizes the ferrite phase and can be added to increase the oxidation resistance.
Unlike, Mn stabilizes austenite and is commonly used in TRIP (transformation induced
plasticity) and TWIP (twinning induced plasticity) steels. As a consequence, the Fe-
rich corner evoked a strong interest from the steel industry. Besides, compounds with a
composition of 27 - 32 at% Mn and 7 - 12 at% Si were found to exhibit shape memory
behavior. Especially their low price makes them promising for applications, which is
why the compounds attracted a lot of attention [111,115].
Nevertheless, the most important reason for the interest of the Fe-Mn-Si system in
context of this thesis is that it displays a very rich magnetism. Almost all kinds of
magnetic order can be found within one of the Fe-Mn-Si phases. One explanation for
this variety is that Mn and Fe can be replaced mutually in many cases. Their substitution
often works because both elements are neighbors in the periodic table so that they follow
the same chemistry. Yet, their magnetism is quite distinct with Mn usually carrying
localized moments whereas the Fe moments often have itinerant character. A summary
of the several Fe-Mn-Si phases and their various magnetic orders was already presented
in the fundamental chapter. The reader is hence referred to Section 2.5 for more details.
Considering the importance of the Fe-Mn-Si system for applications and fundamental
research, it surprises that the phase relations were not explored with a corresponding
level of detail. An open question is, for example, which secondary phase forms when the
Mn content of the Fe3−xMnxSi series is raised above x = 1.5. Moreover, it is completely
unclear whether the existence of this minority phase somehow limits the conclusions
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drawn from the magnetometry data. Since the total moment of the Fe3−xMnxSi com-
pounds becomes very small for x > 1.5, any ferromagnetic impurity could potentially
adulterate the magnetization measurements. In order to address such issues, Section 5.2
presents the Si-lean side of the Fe-Mn-Si phase diagram. It turns out that the aforemen-
tioned secondary phase derives from β-Mn and was not investigated from a magnetic
point of view yet. For this reason, Section 5.3 provides a full magnetic characterization
of these compounds using the example of Mn48Fe34Si18. All observations consistently
confirm a spin glass state. Similar to IrMnGa, the magnetic properties of the spin glass
state can be tuned by varying the composition, which will be shown in Section 5.4.
5.2. Si-lean Side of the Fe-Mn-Si Phase Diagram
Only two studies are reported in literature that cover larger parts of the Fe-Mn-Si phase
diagram. Both of these were published in the middle of the 1960’s and limited to an
annealing temperature of 1000 ◦C [19, 20]. A further study from the early 1970’s is
restricted to the Fe-rich corner but covers several temperatures between 750 ◦C and
1000 ◦C [120]. Later, the system was assessed only theoretically [118, 119]. The cal-
culations indeed reproduce all the known phases. Also the general agreement with the
experimental data is rather good. Nonetheless, there are some considerable deviations
concerning the concrete stability ranges of the solid solutions of β-Mn, α-Fe and γ-Fe.
In particular, the transition from α-Fe to the Heusler phase remains contentious. Be-
sides, it is unclear, which secondary phase occurs for the Heusler series Fe3−xMnxSi at
intermediate Mn contents (1.2 ≤ x ≤ 2.4).
These open questions motivate to revisit the Fe-Mn-Si system and the upcoming section
therefore presents an updated version of the Si-lean side of the ternary phase diagram
for an annealing temperature of 800 ◦C. For the construction of the phase diagram,
34 samples were synthesized in total. A summary of all compounds can be found in
Table D.1 in the appendix. The general approach was the following: In a first step, the
XRD measurements gave an indication of the formed phases. Then the compositions
were determined by either EDXS or WDXS and marked in the ternary chart. The
so-determined phase diagram is illustrated in Figure 5.1. From the several Fe-Mn-Si
phases, which were introduced in the basic Section 2.5, only four prove to occur at the
Si-lean side of the Fe-Mn-Si system, namely α-Fe, γ-Fe, β’-Mn and the Heusler series
Fe3−xMnxSi.
Although the exact phase relationships are worth knowing, they are of little relevance
for the following course of the chapter, which mainly focuses on magnetic investigations.
For this reason, the discussion here will be restricted to the three main results. A more
detailed evaluation can be reviewed in the appendix in Section D.
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Figure 5.1.: Si-lean side of the Fe-Mn-Si Phase Diagram for an annealing temperature
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The first important finding is that the obtained phase diagram agrees much better
with the theoretical than with the old experimental studies. The present investigations
confirm for example that the Fe3−xMnxSi Heusler series is indeed separated from the
homogeneity range of the α-Fe solid solution by a miscibility gap. This illustrates nicely
that it was worth reevaluating the Fe-Mn-Si system after 50 years. The next finding
concerns the β’-Mn phase, which proves to have a large stability range. So far these
compounds were identified as solid solution of β-Mn (A13, P4132, no. 213). However,
the presence of a superlattice reflection reveals their ordered nature, which is why β’-Mn
is the correct labeling (prototype Mn3IrSi, P213, no. 198). Both structures are very
similar, the only difference being that in β’-Mn the 8c Wyckoff position is split into
two 4a sites with distinct occupation. Crucially, the Rietveld refinement suggests some
Fe-Mn disorder on the sites occupied by these elements, which will be important for the
subsequent section. The third relevant finding involves the Mn-rich Fe3−xMnxSi Heusler
compounds with x ≥ 1.2. The latter contain a considerable amount of a secondary
phase, whose type was previously unknown. It turns out that this impurity phase is
mainly given by the aforementioned β’-Mn phase and probably small additional portions
of Mn5−xFexSi3. Since the magnetism of β’-Mn compounds has never been studied, this
will be topic of the following section.
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5.3. Spin Glass State in Mn48Fe34Si18
The last section revealed that the β’-Mn phase has a large stability range and occurs
as impurity for Fe3−xMnxSi Heusler compounds when the Mn-content exceeds x = 1.2.
The upcoming section examines the magnetic properties of these compounds thereby
using the example of Mn48Fe34Si18.
In general, this ternary phase has never been investigated from a magnetic point of view.
Still, it is possible to gain some idea about its magnetism when considering the binary
derivatives. Pure β-Mn was claimed to be a quantum spin liquid [109]. However, already
minor doping of a second element introduces spin glass order, for example in Mn1−xAlx
and Mn1−xInx [213,214]. These reports suggest that a spin glass state might also occur
for the ordered β’-(Mn,Fe,Si) compounds here. Generally, it is rather surprising that
the type of spin glass order has never been reported for any Fe-Mn-Si phase. On the one
hand, almost all other forms of magnetism were found in the Fe-Mn-Si ternary system.
On the other hand, spin glass order requires chemical disorder, which is definitely fulfilled
for many Fe-Mn-Si phases. The same is true for Mn48Fe34Si18 as pointed out above.
Chapter 3.3 already demonstrated for IrMnGa how spin glass order can be verified and
the same approach will be adopted for Mn48Fe34Si18 in the following.
Magnetization Measurements
Figure 5.2(a) depicts the temperature-dependent magnetization and the first important
observation is the bifurcation that occurs below approximately 35 K. Specifically, this
involves an irreversibility between the zero-field and field cooled magnetization, which
also retains in larger magnetic fields. Together with the small total moment, the finding
already strongly hints on the expected spin glass order. As discussed in Section 3.4, the
spin glass transition line Ht follows a De Almeida-Thouless (AT) behavior in small fields
(Ht ∝ (Tf(H)−Tf(0))3/2). In order to check the validity of the AT-relation, it is required
to identify the transition temperature for several small magnetic fields. In the present
case, the transition is characterized by the onset of the irreversibility between ZFC and
FC magnetization at TAT. Notably, for zero magnetic field TAT coincides with the freez-
ing temperature Tf (corresponding to the maximum of the ZFC branch). Figure 5.2(b)
illustrates TAT as a function of applied field H
2/3
a . If AT-relation holds true then all
points should fall on a straight line. Since the condition is indeed fulfilled convincingly
this provides a further indication for a spin glass state in Mn48Fe34Si18. The definite
confirmation can be obtained from the FC hysteresis loop, which is presented in Fig-
ure 5.2(c). For antiferro-, ferri- and ferromagnets there would be no difference between
the ZFC and FC hysteresis loops as it was, for example, shown for the ferrimagnetic
Ir-Mn-Ga compounds (Figure 3.17). For Mn48Fe34Si18, the FC curve is shifted instead.
Crucially, the displacement occurs along field as well as magnetization axis. As already
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explained for IrMnGa, such a shift is characteristic for a spin glass state and arises due
to its metastable nature. Specifically, the field cooling introduces a preferred direction
so that the system freezes to a spin arrangement, where more moments are partially
aligned with the field. This finally results in a higher total magnetization after field
cooling. Taking all these magnetization measurements into account, the assessment is
fairly clear namely that Mn48Fe34Si18 exhibits spin glass behavior.
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the zero-field-cooled (ZFC) and closed symbols to the field-cooling (FC)
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exemplary by TAT. (b) De Almeida-Thouless plot. (c) Field-dependent
magnetization. Comparison of a zero-field cooled (ZFC) and a field cooled
(FC) hysteresis loop at 5 K.
Magnetic Relaxation and Memory Effect
After identifying a spin glass state, the question arises, whether Mn48Fe34Si18 belongs to
the canonical spin glasses similar to IrMnGa or rather to the cluster glasses as the Mn-
rich Ir-Mn-Ga compounds. Besides, it would be interesting to estimate the strength of
anisotropy. To approach these questions, time-dependent magnetization measurements
were carried out. For this purpose, the sample was zero-field cooled from above Tf to a
specific temperature and only then a magnetic field was applied. Subsequently, temper-
ature and field were kept constant and the evolution of the magnetization was measured
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during the next 90 minutes. Figure 5.3(a) illustrates the corresponding relaxation curves
with an applied field of 1 T at various temperatures. The black lines are fits with the
Kohlrausch-William-Watts formula, which was already introduced in Equation 3.1. The
extracted relaxation time constants τ are plotted in Figure 5.3(b). Notably, the relative
increase of magnetization is at most 3 % whereas the time constant reaches 40 minutes at
5 K. Both these values fall in the typical range for spin glasses [133–135] but at the same
time they are slightly smaller than for IrMnGa (9 %, 46 minutes, compare Figure 3.6).
Both observations are indicative of a reduced anisotropy in Mn48Fe34Si18 compared to
IrMnGa. The explanation is that for a smaller anisotropy the frozen moments are not
trapped so deeply in their metastable states. On the one hand, the system thus requires
shorter times to relax, e.g. τ decreases. On the other hand, the ZFC state is also closer
to the hypothetical equilibrium magnetization. The system has therefore less scope to
relax so that the relative magnetization increase is smaller than for highly anisotropic
systems.
The assumption of a smaller anisotropy of Mn48Fe34Si18 compared to IrMnGa is further
supported by the observed hard magnetic properties. More precisely, the coercivity of
Mn48Fe34Si18 at 5 K is with 0.3 T about four times smaller than for IrMnGa, which
reaches 1.1 T. Usually, it is not directly possible to relate coercivity and anisotropy
since the former represents an extrinsic property, which depends on the microstructure.
However, extrinsic factors are negligible for spin glasses since local behavior dominates
as pointed out in Section 3.5. For this reason, the smaller coercivity of Mn48Fe34Si18
should directly reflect a reduced anisotropy, which also appears reasonable from a general
point of view. The main source of anisotropy in cubic, metallic spin glasses is the
Dzyaloshinskii-Moriya interaction. The latter scales with the strength of spin orbit
coupling, which itself increases with elemental number. Naturally, Ir is much bigger and
thus provides a sizable spin orbit coupling, which most likely causes the considerable
anisotropy in IrMnGa. Unlike, Mn48Fe34Si18 does not contain any heavy atom so that
spin orbit coupling, Dzyaloshinskii-Moriya interaction and anisotropy should be limited.
Figure 5.3(c) illustrates the investigations of the memory effect for Mn48Fe34Si18. The
measurement protocol was identical to the previous Figure 3.7 and involved again an
intermediate cooling step. Apparently, the system is not distracted by the intermediate
cooling. Instead, it remembers the state from the end of interval 1 and continues with
the relaxation as if no temperature cycle had been carried out. This becomes particu-
larly clear when matching the data from interval 1 and 3 (inset). Moreover, no memory
effect occurs for intermediate heating (Figure 5.3(d)). Generally, the memory effect is
an example for one of the off-equilibrium phenomena, which take place in spin glasses.
The reason for its unique occurrence is the multi-valley free energy landscape of spin
glasses. The asymmetric response to intermediate heating, on the other hand, confirms
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Figure 5.3.: Time-dependent magnetization and memory effect in Mn48Fe34Si18.
(a) Magnetic relaxation at various temperatures and 1 T applied field. The
black lines are fits with the Kohlrausch-William-Watts formula. (b) Ex-
tracted relaxation time constants from (a). (c) Relaxation at 10 K with
intermediate cooling to 5 K. Inset: Merged data from interval 1 and 3.
(d) Relaxation at 5 K with intermediate heating to 10 K.
the hierarchical model. Since the observations here are identical to those of IrMnGa,
the reader is referred to Section 3.3 for a full explanation. Notably, the field-dependence
of the magnetic after-effect in Mn48Fe34Si18 is also highly similar to IrMnGa. The cor-
responding plots can be found in Figure D.5 in the appendix but due to the similarities,
it is not required to repeat their examination.
Ac Susceptibility and Frequency-Dependent Freezing Temperature
In a next step, temperature-dependent ac susceptibility measurements were performed.
The data were collected upon warming and the protocol was repeated for several ac
frequencies. Figure 5.4 depicts the real as well as the imaginary part for the region
around the freezing temperature. The latter was determined from the maximum of χ′.
As already discussed for IrMnGa, both – the maximum of χ′ as well as the step-like
increase of χ′′ – are characteristic for spin glass transitions. The same is true for the
97
5. Spin Glass Order in Fe-Mn-Si Compounds with β’-Mn Structure
frequency dependent Tf of Mn48Fe34Si18. Again, the reader is referred to Section 3.3 for
a detailed explanation. More important for the present discussion is how Mn48Fe34Si18
compares to IrMnGa and other spin glass systems. A good measure for this comparison
is the relative change of Tf per decade, which is described by the Mydosh parameter K
that was already introduced in equation 3.2. For cluster glasses or superparamgnets, the
values lie between 0.1 and 0.28 [54]. In the present case, K calculates to 0.007, which falls
in the range of canonical spin glasses such as Cu1−xMnx, Au1−xFex or IrMnGa [54,56].
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Figure 5.4.: Temperature-dependent ac susceptibility of Mn48Fe34Si18. The data were
acquired upon warming. (a) Real part χ′. (b) Imaginary part χ′′. The
freezing temperature, labeled by Tf , shifts with higher frequencies.
The classification can be verified by modeling the frequency dependence of Tf with
the following three empirical laws, which were already introduced in Section 3.3: (i) the
Arrhenius law (Equation 3.3), (ii) the Vogel-Fulcher law (Equation 3.4) and (iii) a critical
scaling approach (Equation 3.5). The corresponding fits are summarized in Figure 5.5
whereas Table 5.1 gives an overview about all determined fitting parameters.
At the first glance, it might appear the Arrhenius law is quite suitable to describe the
complete range of data. Nevertheless, the fit involves parameters with unphysical values:
τ0 ∼ 10−340 s, Ea/kB ∼ 12000 K. For this reason, the Arrhenius law can be rejected.
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Besides, this also enables to exclude superparamagnetism, which could principally also
cause frequency-dependent shifts of Tf but would follow an Arrhenius behavior. Instead,
both other models yield a satisfactorily fit and the corresponding plots are shown in
Figure 5.5(a), (c) and (d). Similar to IrMnGa, the spin relaxation time τ0 derived from
the critical scaling approach is much smaller than the one from the Vogel-Fulcher law.
On the one hand, this emphasizes the empirical character of both models: neither Vogel-
Fulcher nor critical scaling describe the spin glass state absolutely correct. On the other
hand, as already pointed out in Chapter 3, the absolute values of the fitting parameters
should only be seen as rough indication. Useful are merely the orders of magnitude and
these hint on a canonical spin glass state [54,139,215]. For cluster glasses the obtained
τ0 would be around 10
−7 s. The analysis thus confirms the considerations of the Mydosh
parameter from above. In addition, the dynamical critical exponent zυ ∼ 9 also falls in
the typical range for canonical spin glasses [54].
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Figure 5.5.: Frequency-dependent freezing temperature of Mn48Fe34Si18. (a) Relaxation
time τ (inverse frequency) as a function of Tf . Fitting the frequency-
dependence with (b) an Arrhenius law, (c) a Vogel-Fulcher law and (d)
a critical scaling approach.
To recap, the purpose of this section was to characterize the magnetism of the ordered
β’-Mn phase with help of the example of Mn48Fe34Si18. All magnetization and ac sus-
ceptibility data consistently indicate the formation of a spin glass state below ∼ 35 K.
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Table 5.1.: Parameters obtained from the data in Figure 5.5 fitted with the Arrhenius,
Vogel-Fulcher, and critical scaling law.
Unit Arrhenius Vogel-Fulcher Critical Scaling
τ0 s 10
−340 5(16) · 10−10 4(17) · 10−15
Ea/kB K 1.2 · 104 33(13)
TSG K 33.8(4) 34.8(2)
zυ 9(2)
Moreover, the measurements hint on a reduced anisotropy compared to IrMnGa. Fi-
nally, the fits with the Vogel-Fulcher law and critical scaling approach suggest that
Mn48Fe34Si18 belongs to the class of canonical spin glasses. To the best of my knowl-
edge, this is the first report of spin glass state in any Fe-Mn-Si phase. This is particularly
the case since the low temperature state of the Fe3−xMnxSi Heusler series was previously
falsely interpreted as a reentrant spin glass [216,217].
5.4. Tuning the Spin Glass State in β’-Mn Compounds
by Doping
For the Ir-Mn-Ga compounds, the variation of annealing and synthesis route proved
to have only a minor influence on the magnetic properties (Section 3.5). Instead, it
was demonstrated that the spin glass state can be tuned by changing the composition
(Section 3.6). For this reason, it is interesting to study how the spin glass state develops
for a wider range of β’-Mn compounds. Appropriately enough, this investigation only
requires to examine those samples, which were anyhow synthesized for the construction
of the phase diagram. For this purpose, the seven single phase samples were selected
and characterized magnetically.
Figure 5.6 plots the temperature- and field-dependent magnetization of the investigated
β’-Mn compounds. As expected, the magnetic properties vary a lot. On the one hand,
all samples still exhibit spin glass order, which can be easily identified by the bifurcation
between ZFC and FC magnetization as well as by the non-saturating hysteresis. On the
other hand, the absolute value of the magnetization varies over two orders of magnitude
(note the logarithmic scale in (a)). The finding confirms that IrMnGa and the β’-
Mn compounds display very similar physical properties despite containing completely
different elements. This emphasizes the universal character of the spin glass concept.
It is convenient to map the determined magnetic characteristics as a function of com-
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Figure 5.6.: Tuning the magnetic properties of the spin glass state in β’-Mn compounds
by doping. (a) Temperature-dependent magnetization with an applied field
of 0.1 T. (b) Field-dependent magnetization at 5 K.
position since this allows an easy comparison and also the identification of trends. The
resulting diagrams are summarized in Figure 5.7. The magnetization increases drasti-
cally upon Fe substitution. The maximum is found for Mn31Fe50Si19 with 33 Am
2kg−1,
which corresponds to 5.9 µB per β’-Mn unit cell (the latter contains 20 atoms). This
value is thus about 16 times larger than for the minimum magnetization in Mn57Fe30Si13.
Generally, the finding is not completely surprising. Although Mn usually carries a higher
magnetic moment, it often tends to couple antiferromagnetically. This is, for examples,
one reason, why the magnetization of the Fe3−xMnxSi Heusler series drops upon alloying
Mn. Similar to Ir-Mn-Ga compounds, the coercivity varies independently of the mag-
netization. Specifically, the coercivity increases with increasing Si-content and peaks
for Mn45Fe35Si20 at a value of 0.5 T. As explained in the previous section, the smaller
coercivity hints on a reduced anisotropy compared to the Ir-Mn-Ga system.
A further observation is that the freezing temperature increases upon Fe substitution.
Hence, the increase of M and Tf follows the same trend as in the Ir-Mn-Ga system.
Despite β’-Mn compounds containing two types of magnetic elements, the explanation
is the same as before – at least from a phenomenological point of view. Considering
a Heisenberg-type interaction, the exchange energy dependents on the strength of the
moments. This implies that increasing the amount of Fe also rises the exchange. Now
one needs to recap that in a mean field approach the ordering temperature is proportional
to the exchange interaction. The consequence is that the ordering temperature increases
in the same way as the magnetization. Off course, this is a strongly simplified picture.
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Figure 5.7.: Composition dependence of the magnetic properties of β’-Mn compounds.
The gray line corresponds to the phase boundary of β’-Mn, which was de-
rived from the constructed phase diagram. (a) Magnetization at 5 K and
7 T. (b) Coercivity at 5 K. (c) Freezing temperature.
A deeper understanding would however require several information. First of all, the
concrete site occupations are needed. They could, for example, be obtained from neutron
diffraction since the neutron scattering length of Fe and Mn differs significantly (in fact
even the sign is different). Moreover, also the atomic moments are of interest. These
could be determined either again by neutron diffraction or by nuclear magnetic resonance
experiments. All these investigations are beyond the scope of this thesis so that I stick
to the phenomenological explanation here.
Beside all these similarities between Ir-Mn-Ga and β’-Mn compounds there is one cru-
cial difference. Specifically, neither ferrimagnetic nor any other long-range order was
observed for any of the investigated compounds. In principle, it might occur that such
a transition to long-range order is found for higher Fe contents. According to the con-
structed phase diagram, the β’-Mn phase can effort up to 53 at% Fe, which is about
3 at% more than for the Fe-richest sample considered here. Nevertheless, it appears
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more likely that the percolation limit exceeds the stability range of β’-Mn. This would
mean that the phase becomes chemically unstable and segregates before the spin glass
state turns into long-range order.
Mößbauer Experiments
Mößbauer spectroscopy is a useful tool to probe local environment and magnetic prop-
erties of suitable elements. In fact, 57Fe with a natural abundance of 2.1 % is such a
Mößbauer active nucleus, which opens the opportunity to gain more insights to the spin
glass state of the compounds studied here. For this purpose, two representative samples
were chosen and investigated. One of the samples was Fe-rich with the composition of
Mn31Fe51Si18 whereas the other was the Fe-lean Mn48Fe34Si18, which was already topic
of the previous section.
What can generally be expected for a spin glass? The excited 57Fe Mößbauer state, which
decays under the emission of a γ-quant, has a typical life-time of about 10−7 s. The spin
glass state however usually exhibits a much slower relaxation. Its magnetic moments
appear therefore frozen, which leads normally to the formation of sextet patterns like for
long-range ordered systems [218]. For this reason, the freezing temperature should also
be noticeable in the Mößbauer spectra by the onset of a hyperfine field [72]. Nevertheless,
there is an important difference compared to ordinary ferromagnets, namely that the
spectra are typically broadened substantially due to the disorder and varying neighbor
environments [54,218].
The measured Mößbauer spectra of both investigated β’-Mn samples are depicted in
Figure 5.8. Above Tf in the paramagnetic regime, the spectra reveal some structure,
which can be described by a superposition of two quadrupole doublets. Each of them is
characterized by an individual quadrupole splitting QS and isomer shift IS. Generally,
quadrupole splitting reflects the interaction of the nuclear quadrupole moment with an
electric field gradient (EFG), which arises for non-cubic local environments of the Fe
atoms. Notably, the presented fits are not completely unambiguous as can be seen in
Figure D.6 in the appendix. Nevertheless, including a second component is also required
for the alternative model indicating that this finding holds true despite of the uncertainty
of the concrete QS and IS values. From a general point of view, the two components
agree well with the crystal structure of the β’-Mn, which is discussed in more detail
in Figure D.2 in the appendix. Importantly, it was found that Fe occupies at least
two distinct crystallographic sites. First, there is the 4a site, which has a tetragonal
symmetry so that quadrupole splitting can indeed be expected. The second site is
the 12b position, which actually has only a cubic symmetry. Therefore no quadrupole
contribution from the 12b site should be present for a fully ordered scenario. However,
the structural analysis revealed that the β’-Mn samples involve a high degree of Fe-Mn
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Figure 5.8.: Mößbauer spectroscopy of two β’-Mn samples. Spectra and fits for the Fe-
lean sample Mn48Fe34Si18 with Tf of 34 K in (a) and for the Fe-rich sample
Mn31Fe51Si18 with Tf of 39 K in (b). Corresponding distributions of hyper-
fine fields for the Fe-lean and Fe-rich sample in (c) and (d), respectively.
disorder. For this reason, the local symmetry is reduced, which would in fact explain
the observation of two quadrupole components.
In a next step, the temperature dependence of the Mößbauer spectra can be analyzed.
The onset of the spin freezing is apparent as a smearing out of the relatively sharp
structures. This marks the evolution of a hyperfine field Bhf , which accompanies the
freezing of the moments in the spin glass state. Moreover, the broadening of the spectra
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increases with decreasing temperature, which reflects an increase of Bhf . Typically, the
freezing temperatures, derived from Mößbauer experiments, are slightly larger than from
ac susceptibility measurements [54]. The explanation is that the relaxation time of the
spin glass state around Tf can get shorter than the life time of the Mößbauer state. The
spectra then become dynamical, which is why freezing temperatures from Mößbauer
experiments should be interpreted with some care. For the present example, this seems
to be no issue. The temperature regime, where the hyperfine fields start increasing,
matches rather well with the freezing temperatures derived from the previous magnetic
measurements.
Comparing the spectra of Fe-lean Mn48Fe34Si18 with Fe-rich Mn31Fe51Si18 reveals a more
pronounced broadening for the latter, which hints on larger hyperfine fields. However,
even for the Fe-rich sample no discrete sextet is observable, which points to a hyperfine
field distribution instead of a single value hyperfine field. The reason for the distribution
is given by the atomic disorder, which causes a variation of next neighbor environments.
For quantitative data analysis, the spectra were described by assuming two spectral
components being characterized by different isomer shifts and hyperfine hamiltonians
with mixed quadrupole and magnetic hyperfine interactions. The EFGs were assumed to
be axially symmetric and the hyperfine field distribution was extruded with the Hesse-
Rübartsch method [219]. The isomer shifts and quadrupole splitting were fixed to their
values obtained from T > Tf . The resulting fits are shown in the Figures 5.8(a) and (b)
whereas the corresponding Bhf distributions at 5.5 K can be found in (c) and (d).
Generally, hyperfine fields reflect the local magnetic moments of the Fe-atoms. For
the present case, it is conspicuous that the hyperfine field distribution of the Fe-lean
sample does not exceed 15 T (Figure 5.8(c)). The most probable hyperfine fields even
appear below 5 T. This observation hints on only a small Fe moment since Bhf of, for
example, ferromagnetic Heusler compounds is typically on the order of 30 T [220, 221].
The main difference between the two samples is that the distribution for the Fe-rich
sample is stretched and reaches up to 30 T whereas the most probable hyperfine fields
now occur around 10 T. Importantly, the finding compares well with the outcome of the
magnetization measurements, which unveiled a seven times higher magnetization for the
Fe-rich sample. In this regard, the larger hyperfine fields of the Fe-rich sample agree
with larger – but not too big – magnetic moments and fit to the obtained picture.
5.5. Summary and Outlook
The first part of this chapter presented the Si-lean side of the Fe-Mn-Si phase diagram for
an annealing temperature of 800 ◦C. The determined phase diagram agreed much better
with available calculations [118, 119] than with two older experimental studies [19, 20].
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The reevaluation of the Fe-Mn-Si system after 50 years was therefore well-justified. A
couple of open questions could be answered. For example, it was shown that the Heusler
series is indeed separated from α-Fe by a two phase region. Moreover, it was illustrated
that Mn-rich Heusler compounds segregate under the formation of mainly β’-Mn as
secondary phase. The most important finding for the phase diagram was however that
all synthesized ’β-Mn samples’ crystallize actually in a superstructure, which is why
the correct labeling should be β’-Mn. These compounds have a Mn3IrSi-type structure,
which is characterized by a split of the 8c site to two 4a sites and goes along with a
change of the space group to P213 (no. 198).
The following section then focused on the magnetic properties of these β’-Mn compounds
since they were not studied before. It turned out that all samples exhibit canonical spin
glass behavior. Experimental manifestations of the spin glass state were, for example,
the bifurcation between FC and ZFC magnetization and the observation of a magnetic-
after effect. The β’-Mn compounds are thus the first spin glass systems among all
reported Fe-Mn-Si phases, which is rather surprising considering that almost all other
types of magnetic order were already found within the Fe-Mn-Si system. The present
study therefore fills a gap in literature, which unexpectedly remained open so far.
The spin glass order in β’-Mn compounds also has a consequence for the investigations
of Mn-rich Fe3−xMnxSi Heusler compounds (x ≥ 1.3). Namely, the presence of β’-Mn
as secondary phase can now be stated to have only a minor influence on the measured
magnetic properties. The reason is that the absolute moment of a spin glass is so small
that traces of it only cause a negligible magnetic signal. Accordingly, reported findings
of Mn-rich Fe3−xMnxSi Heusler compounds such as the meta magnetic transition remain
valid [189,222–225].
The last section then studied the composition dependence of the spin glass state. The
observed trends were similar to those determined for Ir-Mn-Ga, which emphasizes the
universal character of the spin glass order. It turned out that a higher Fe-content
increases both – freezing temperature and magnetization. The latter finding is also
confirmed by the Mößbauer experiments, which revealed larger hyperfine fields for Fe-
rich samples. A crucial difference compared to the Ir-Mn-Ga compounds is however
that no transition to long range order was found in any β’-Mn sample. Most likely, the
percolation limit would be found for Fe contents that lie outside the stability range of
the β’-Mn phase. Consequently, the samples decompose before reaching a ferrimagnetic
order. A deeper understanding of the spin glass state in β’-Mn compounds could be
developed if the exact site occupations were known. For this reason, neutron diffraction
experiments can be recommended for future investigations.
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6.1. Preface
The search for new materials with prospects for applications is one of the main driving
forces of solid state research in general and material science in particular. The previous
sections presented the approach of reinvestigating known phases, whose magnetic prop-
erties were however unexplored. Contrary, this chapter summarizes attempts to find
entirely new phases. Specifically, it focuses mainly on tetragonal Heusler compounds,
which attracted a lot of interest due to their potentially significant magnetocrystalline
anisotropy [4,6,7,226]. The later is required to develop hard magnetic properties, which
are crucial especially for permanent magnets [8, 9] but also for spin transfer torque de-
vices [4, 7, 226]. For a permanent magnet, the magnetocrystalline anisotropy should
be combined with a high magnetization whereas spin transfer torque devices need low
magnetization to reduce stray fields. Noteworthy, cubic Heusler systems have not lost
all their interest. For example, half-metallic ferromagnets remain attractive for tunnel
junctions [29]. Furthermore, cubic compounds with heavy atoms are not well investi-
gated and might host magnetically complex orders. In short, there are plenty of reasons
to search for new magnetic Heusler compounds.
The tetragonal distortion in Heusler compounds is usually explained by a band Jahn-
Teller effect [6, 7, 227]. In this scenario, a high density of states occurs at the Fermi
level, which is called van Hove singularity. The system reacts to this energetically
unfavorable situation with a tetragonal distortion and thereby decreases the density
of states at the Fermi level. The distortion therefore corresponds to a band effect. In
addition, this should make the identification fairly easy since band structure calculations
are well established for Heusler compounds. In fact, there are several high-throughput
studies available [6, 228–234]. Their validity and problems will be discussed in the
following Section 6.2, which also summarizes multi-phase systems that do not form a
Heusler phase. This is of particular interest, since such ’negative’ results are usually not
published so that the work might be repeated. The chapter ends with Section 6.3, which
reports the successful discovery of the new Heusler compounds Ru2CrAl, Ru2CrGa and
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Ru2CrSb.
6.2. The Problems of High-Throughput Screenings
The first investigations of Heusler compounds by means of ab initio calculations go back
to the work of Kübler et al. in the early 1980’s [235]. Since then electronic structure
calculations developed as one of the main techniques to study Heusler systems, which is
mainly explained by their rather simple crystal structure and the fact that correlations
are usually negligible [1, 227]. Consequently, it is often possible to predict correctly
interesting properties such as magnetization or the tetragonal distortion directly from
the calculated band structures.
Another characteristic of Heusler compounds is that they take an intermediate position
between alloys and intermetallic compounds. This has the consequence that one can
typically replace one element site-specifically by another. For example, in case of the
Ni2MnZ series, Z can be given by Al, Ga, In as well as Sn [122,236–238]. Also X2MnSi
systems form not only for one X but for Mn, Fe, Co and Ru [17, 29, 32, 106]. For this
reason, many combinations are allowed, which explains the large number of over 1000
Heusler compounds that are known nowadays [1]. Notably, partial substitutions are
possible as well, which illustrates the large tunability of Heusler compounds.
Prospects and Problems of High-Throughput Screenings
The combination of feasible electronic structure calculations and large tunability makes
Heusler compounds attractive for high-throughput screenings. This approach automa-
tizes the band structure calculations and tries to predict new interesting systems. In-
deed, many high-throughput studies for Heusler compounds were reported in the last
years. They either concentrated on the thermoelectric [239–242] or on the magnetic
properties [6, 228–231]. As explained above, there are several reasons to search for new
magnetic Heusler compounds, which will therefore be the main focus in the following.
Comparing the high-throughput results with experimental data reveals that in fact these
calculations confirm the majority of known tetragonal Heusler systems. They therefore
offer the potential to examine precisely those systems that become tetragonal. Nonethe-
less, in reality the calculations struggle to identify stable new compounds. This has at
least four reasons. First, the calculations often involve elements that are exotic for
Heusler materials. For example, there are indeed some Heusler systems with As or P as
main group element but these cases are extremely rare [243, 244]. In the vast majority,
no Heusler phase will be formed. Second, disorder can play an important role in Heusler
compounds as discussed thoroughly in Chapter 3. In this context, Fe2Y Z systems are
noteworthy. Band structure calculations indicate that many of these compounds should
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undergo a tetragonal distortion thereby reducing their high density of states at the Fermi
level. Nevertheless, there is a second option to reduce the density of states, namely to
introduce chemical disorder. This is exactly, what happens, so that many ’tetragonal’
Fe2-candidates simply remain cubic [27]. Obviously, this prevents their application as
rare-earth free permanent magnet due to the lack of magnetocrystalline anisotropy. The
third problem is that many theoretical studies assume a Heusler structure without al-
lowing alternative structures. However, not every stable ternary compound with a 2:1:1
stoichiometry automatically adopts a Heusler structure. A proper treatment would re-
quire to check all kinds of possible alternatives, which is off course difficult to implement
to the work flow. The fourth and most important reason for the limited significance of
high-throughput studies however is that these usually neglect competing phases. Quite
often, a Heusler compound is claimed to be stable if it has a lower formation enthalpy
than its constituent elements. The simplicity of this criterion enables an easy implemen-
tation to the high-throughput protocol. Yet, there might exist alternative combinations
of ternary and binary phases, which could reduce the total energy so that the Heusler
phase becomes unstable. Considering that for most ternary material systems no phase
diagram is reported and that the number of involved phases can raise relatively quickly,
this illustrates that the treatment of alternative phases is hardly implementable to a
high-throughput approach. Actually, already the theoretical assessment of a single but
complex ternary system can be rather challenging. Despite this clear overestimation of
stable phases there might be rare cases, where a high-throughput approach rejects a
phase for wrong reasons. This can happen when metastablility plays a role.
Rules of Thumb to Identify New Heusler Compounds
In a nutshell, these problems limit the significance of high-throughput studies for the
search of new compounds. From an experimentalist’s point of view, they might be taken
as hints though. In a next step, it is yet required to judge, which of the suggested com-
pounds actually have a reasonable probability to form. In addition to chemical intuition,
the following five rules of thumb might help: (i) Reject exotic main group elements as
P, As and Bi. Only in rare occasion they cause the formation of a Heusler phase. In-
stead, Al and Ga are best choices [245]. (ii) Reject combinations of elements with a high
melting point and low vapor pressure. Mn2WGa, for example, was predicted to have
interesting magnetic properties, specifically a high anisotropy and reasonable magneti-
zation [6]. Nevertheless, it will be extremely challenging to synthesize this compound
since the relatively inert W requires high reaction temperatures whereas Mn already
evaporates significantly around 1000 ◦C. (iii) Look for missing members of a series. For
example, if Ru2CrGe and Ru2CrSn are reported then it is reasonable to try Ru2CrGa as
well (compare next section). (iv) Look for existing compounds and replace one element
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by its neighbor – either from the same or a higher period. For instance, the stability of
Rh2MnGa [44] does not surprise considering that its lighter analogon Co2MnGa [238] is
stable as well (Co stands in the periodic table just above Rh). (v) An approach that
was introduced by Kreiner et al. is to evaluate the three binary phase diagrams [24]. If
all three elements form binary phases with each other, then the probability for a ternary
Heusler phase is increased.
Summary of Multi-Phase ’Heusler compounds’
Table 6.1 highlights the aforementioned problems of high-throughput studies. All 26 can-
didates were studied theoretically before but apparently in each case a combination of
binary and/or ternary phases is more stable than a single-phase Heusler compound.
Such results are usually not reported, which has the drawback that the experimental
work might be repeated. However, the absence of a Heusler phase should not be seen
as a failure. It rather points out that – despite their large number – not every ternary
combination of typical elements yields a Heusler phase. Furthermore, it emphasizes that
predictions of high-throughput studies and electronic structure calculations in general
have to be treated with some care and that the discovery of new Heusler compounds
becomes more and more challenging.
The list also illustrates that the above presented rules of thumb can also only serve as
soft criteria. The stability of Pd2MnGa [251], for instance, suggests that a replacement
of Mn by its neighboring elements Cr, Fe or Co should be feasible. However, these
substitutions cause the formation of multiple phases. Also the exchange of Ru for Fe
in Co2FeGa does not create a new Heusler compound although Ru is just one period
below Fe.
Due to the issue of phase stability, other approaches might be more promising. An
alternative way for the identification of entirely new Heusler compounds represents the
reactive crucible method [8]. In this approach, a crucible, made from one of the con-
stituent elements, is filled with powders from other elements. Subsequently the crucible
is annealed at elevated temperatures. The resulting melt then reacts with the crucible
material and a composition gradient develops. Depending on the local composition,
different phases form along the gradient. The set up basically corresponds to a diffusion
couple [252] and allows a fast identification of new phases. In particular, there is no
issue if a Heusler compound exists only off-stoichiometric. Nonetheless, it is also not
impossible to find new Heusler compounds predicted by high-throughput studies. The
upcoming section will demonstrate that indeed theory and experiment can go hand in
hand to identify new systems.
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Table 6.1.: Multi-Phase ’Heusler systems’. The samples were either synthesized by arc
melting, induction melting or solid state reaction from the powders. The
identified phases in column 3 are listed in descending order, e.g. the first
phase has the highest share and the last one the lowest. Minor phases are
marked by ↓. Unidentified phases are labeled with ’Unkown’. Note that if
’Unknown’ occurs for one system for several heat treatments then it refers
to the same phase. Column 5 gives the crystal structure predicted in the
references in column 6.
Stoichiometry Synthesis Heat Treatment Phases Predicted Ref.
Co2PdGa Arc Melting As-cast hcp-(Co,Ga,Pd), PdGa, Pd5Ga3 Tetragonal [228]
Co2PdGe Arc Melting As-cast Pd2Ge, Co1.67Ge, hcp-(Co,Pd,Ge) Tetragonal [228]
14 d at 900 ◦C Pd2Ge, Co1.67Ge, hcp-(Co,Pd,Ge)
Co2PtGa Arc Melting As-cast fcc-(Co,Pt,Ga), PtGa, Pt, Unknown↓ Tetragonal [228,230]
17 d at 600 ◦C PtGa, fcc-(Co,Pt,Ga)↓, Unknown↓, CoPt↓
17 d at 900 ◦C CoPt, fcc-(Co,Pt,Ga), PtGa, Unkown↓
Co2PtGe Arc Melting As-cast PtGe, Unkown Tetragonal [228,230]
Co2NiGe Arc Melting As-cast Co1.5Ni1.5Ge, Ni1.9Ge, hcp-(Co,Ni,Ge) Tetragonal [228,230,246]
14 d at 500 ◦C Co1.5Ni1.5Ge, Ni1.9Ge↓, hcp-(Co,Ni,Ge)↓
14 d at 700 ◦C Co1.5Ni1.5Ge, Ni1.9Ge, hcp-(Co,Ni,Ge)
14 d at 900 ◦C Co1.5Ni1.5Ge, Ni1.9Ge, hcp-(Co,Ni,Ge)
Co2NiSn Arc Melting As-cast hcp-(Co,Ni,Sn), CoNiSn Tetragonal [228,230,246]
7 d at 900 ◦C hcp-(Co,Ni,Sn), CoNiSn
Co2FeIn Arc Melting As-cast bcc-(Fe,Co), In Cubic [230,246]
30 d at 400 ◦C bcc-(Fe,Co), In
Co2FeSn Arc Melting 14 d at 600
◦C bcc-(Fe,Co), CoSn, CoFeSn↓ Cubic [228,230,246]
7 d at 900 ◦C CoFeSn, bcc-(Fe,Co)↓
5 d at 1100 ◦C CoFeSn, bcc-(Fe,Co)↓
Co2MoGa Arc Melting As-cast hcp-(Co,Mo,Ga), Mo, Mo6Ge7, CoGa↓ Tetragonal [228]
Co2IrGa Arc Melting As-cast hcp-(Co,Ir,Ga), IrGa Tetragonal [228]
10 d at 900 ◦C hcp-(Co, Ir, Ga), IrGa
Co2RuGa Arc Melting As-cast hcp-(Co,Ru,Ga), CoGa, Unkown Cubic [228]
Fe2PtGe Arc Melting As-cast PtGe, Unkown Tetragonal [228,230]
Fe2MoGe Arc Melting As-cast Fe2Mo, Mo, Unkown 1, Unknown 2 Tetragonal [228]
FePtMnAl Arc Melting As-cast MnPtAl, bcc-(Fe,Mn,Pt,Al) Tetragonal [247]
FePt0.5Ti0.5MnAl Arc Melting As-cast bcc-(Fe,Mn,Pt,Ti,Al), MnPtAl↓ Tetragonal [247]
6 d at 600 ◦C bcc-(Fe,Mn,Pt,Ti,Al), MnPtAl, PtAl↓, Unkown↓
Induction M. As-cast bcc-(Fe,Mn,Pt,Ti,Al), MnPtAl↓
20 d at 400 ◦C bcc-(Fe,Mn,Pt,Ti,Al), MnPtAl, PtAl↓, Unkown↓
14 d at 600 ◦C bcc-(Fe,Mn,Pt,Ti,Al), MnPtAl, PtAl↓, Unkown↓
Fe0.5Mn0.5PtGa Arc Melting As-cast MnPtGa, bcc-(Fe,Mn,Pt,Ga) Tetragonal [247]
14 d at 600 ◦C MnPtGa, bcc-(Fe,Mn,Pt,Ga), PtGa↓, Unkown↓
Induction M. As-cast MnPtGa, bcc-(Fe,Mn,Pt,Ga)
14 d at 600 ◦C MnPtGa, bcc-(Fe,Mn,Pt,Ga), PtGa↓, Unkown↓
Pd2CrGa Arc Melting As-cast Pd2Ga, bcc-(Cr,Pd,Ga) Tetragonal [232]
14 d at 1150 ◦C Pd2Ga, bcc-(Cr,Pd,Ga)
Pd2FeGa Arc Melting As-cast Pd2Ga, bcc-(Fe,Pd,Ga) Tetragonal [228,232]
19 d at 900 ◦C Pd2Ga, bcc-(Fe,Pd,Ga)
Pd2CoGa Arc Melting As-cast Pd2Ga, hcp-(Co,Pd,Ga) Tetragonal [228,232]
Ir2FeGa Arc Melting As-cast fcc-(Ir,Fe,Ga), bcc-(Fe,Ir,Ga) Cubic [232]
Ir2MnGa Arc Melting As-cast IrMnGa, fcc-(Ir,Mn,Ga) Cubic [91,95,96]
41 d at 900 ◦C IrMnGa, fcc-(Ir,Mn,Ga)
Mn2IrGa Induction M. As-cast Unknown 1, Unknown 2 Tetragonal [6, 228,232]
41 d at 900 ◦C Unknown 1, Unknown 2
Rh2CoGe Arc Melting As-cast Rh2Ge, fcc-(Co,Rh,Ge) Tetragonal [228,232]
Ru2CrBi Solid State R. 3x 3 d at 800
◦C hcp-(Ru,Cr), Bi Cubic [231,233,248]
Ru2CrIn Solid State R. 3x 3 d at 800
◦C hcp-(Ru,Cr), In, In3Ru Cubic [231,233,248]
PtMnTe Solid State R. 2x 4 d at 800 ◦C MnPt, PtTe2, Unkown Cubic [249,250]
Induction M. As-cast MnPt, PtTe2, Unkown
6 d at 800 ◦C MnPt, PtTe2, Unkown
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6.3. New Ru2CrZ Compounds
Among the series of Ru2CrZ compounds only Ru2CrSi, Ru2CrGe and Ru2CrSn have
been studied experimentally so far [163, 253–256]. All three compounds crystallize in
the ordinary L21 Heusler structure. Ru2CrSi and Ru2CrGe were identified as antiferro-
magnets with Néel temperatures of 13 K and 14 K, respectively [163, 253, 254, 256]. In
contrast, Ru2CrSn exhibits a bifurcation of field cooled and zero-field cooled magnetiza-
tion below 7 K, which was interpreted as a spin glass transition [253,254]. Nonetheless,
field-dependent magnetization measurements neither show hard magnetic properties nor
a clear shift of the field cooled hysteresis. Moreover, the formation of a spin glass state
would require the presence of some chemical disorder. If the structure is however indeed
well ordered L21 then the proposal of a spin glass transition seems questionable. For
this reason, further investigations are necessary to understand whether glassy behavior
is really the origin of the observed bifurcation.
Since already three members of the Ru2CrZ family were demonstrated to form a Heusler
phase, it can be expected that other Ru2CrZ compounds might be stable as well. In a
number of very instructive studies [94, 245, 251, 257–260] Yin and Nash showed that Al
is usually the main group element, which forms the most Heusler compounds. Other
well established alternatives are Ga, In, Sb and Bi. Accordingly, the stability of Ru2CrZ
compounds with those main group elements were investigated and compared with the
predictions of high-throughput studies [231,233,248,261].
Ru2CrBi and Ru2CrIn
The compounds Ru2CrBi and Ru2CrIn do not form as a single phase, which adds two
further systems to the list of multi-phase ’Heusler compounds’. The involved phases
and their refined lattice parameters – also for the upcoming systems – are summarized
in Table E.1 in the appendix.
Ru2CrAl
The x-ray diffraction pattern of annealed Ru2CrAl in Figure 6.1(a) reveals the presence
of two phases. The majority phase has a Heusler structure but the absence of the (111)
reflection indicates some B2 disorder. The composition of Ru49Cr18Al33 is slightly Al-
rich. Unlike, the minority phase has a hexagonal closed packed structure and proves
to be Al-lean (Ru60Cr38Al2). The presence of two phases surprises since Al is generally
the element with the highest affinity to form Heusler compounds [94,245,251,257–260].
Nonetheless, it seems feasible to obtain single phase Ru2CrAl. Specifically, the com-
parison of the annealed (Figure 6.1(b)) and the as-cast microstructure (Figure 6.1(c))
reveals that the portion of the hcp secondary phase shrunk significantly after two weeks
at 1150 ◦C. Furthermore, the formation of pores can be explained by the Kirkendale ef-
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fect and thus hints on a strong interdiffusion between the phases. For this reason, longer
annealing should increase the share of the Heusler phase even more and enable to form
single phase Ru2CrAl. The limiting factor here is the high melting point of Ru2CrAl
(above 1600 ◦C according to DSC measurements), which requires extraordinary high
temperatures to provide a sufficiently large diffusion.
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Figure 6.1.: Investigations of Ru2CrAl. (a) PXRD measurement of the annealed sample.
The absence of the (111) reflection hints on B2 disorder. Note that this
involves a halving of the lattice parameter and requires the renaming of the
(200) reflection to (100). (b) BSE image of the annealed sample. (c) BSE
image of the as-cast sample. The hcp Ru-rich phase appears bright and the
Al-rich Heusler phase dark instead.
Ru2CrGa
Ru2CrGa represents exactly such an example, where a homogenization annealing step
causes the formation of a single phase. Directly after melting the sample contained
a significant amount of hcp solid solution, which however vanished after two weeks
at 1150 ◦C. The result can be seen in the BSE micrograph in Figure 6.2(b). Herein
the different grains are visible in different shades of gray but importantly, a Ru-rich
phase, which would appear bright, is not present anymore. The EDXS analysis yields a
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composition of Ru49Cr27Ga24, which is close enough that the sample will be referred to as
Ru2CrGa in the following. Figure 6.2(a) depicts the Rietveld refinement of Ru2CrGa.
Crucially, both superlattice reflections, namely (111) and (200), are found at small
angles, which means that the chemical ordering must be close to L21. A more detailed
investigation then reveals however that the (111) intensity is slightly reduced compared
to the expected value. This is indicative of some degree of B2 disorder and in fact
the Rietveld refinement with 10 % anti-site mixing of Ga and Cr yields a reasonable
fit. The lattice parameter is found as 5.968(1) Å, which is thus only marginally smaller
than Ru2CrGe with its 5.971 Å [253,254].
30 40 50 60 70 80 90
 Experiment
 Fit
 Difference
 Bragg Position
I/I M
ax
2  (°)
(a) (b)
Ru49Cr27Ga24
(c)
Rwp = 23.4 %
(200)
(111)
Figure 6.2.: (a) Rietveld refinement of Ru2CrGa. The superlattice reflections (111) and
(200) are marked by arrows. (b) BSE image of Ru2CrGa. Different grains
are visible in different shades of gray due to the small orientation depen-
dence of the BSE contrast. The black dots correspond to small pores. The
composition was determined by EDXS and is labeled in the image. (c) Site
occupations obtained from the Rietveld fit.
Despite having highly similar crystal structures, Ru2CrGa and Ru2CrGe display very
distinct magnetic properties. Ru2CrGe is reported to have a fcc type 2 antiferromag-
netic order, where the Cr moments in alternating (111) planes are oriented antiparal-
lel [231, 248, 253, 261]. In contrast, the susceptibility of Ru2CrGa does not show any
sign of ordering down to 2 K (Figure 6.3(a)). At high temperatures, the susceptibility
exhibits an almost linear decrease with temperature whereas a steep increase is ob-
served below 25 K. The latter corresponds to a so-called Curie-tail, which implies that
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the sample contains at least some free magnetic moments, probably from magnetic de-
fects. Alternatively, one might think that an antiferromagntic order could occur at even
smaller temperatures. Nonetheless, the Curie behavior does not hold over the complete
temperature regime so that Ru2CrGa is indeed not an antiferromagnet. The compound
rather represents a Pauli paramagnet, whose susceptibility originates from the magnetic
response of the conduction electrons. Textbooks explain this effect usually on the basis
of the free electron gas model in s-metals such as Na [129]. In their case, the bands are
rather broad and the density of state does not exhibits many features. As a consequence,
the Pauli susceptibility is temperature independent to the first order and calculates as
χP = µ0µ
2
BD(EF). Here µ0, µB and D(EF ) correspond the vacuum susceptibility, Bohr’s
magneton and the density of states at the Fermi level, respectively. For d-electron sys-
tems the situation can be more complicated since their density of states exhibits usually
several features from the narrow d-states. In general, the Fermi level shifts slightly up-
wards for larger temperatures due to the occupation of energetically higher states. In
case of d-compounds, this could significantly change the density of states at the Fermi
level so that also the Pauli susceptibility becomes temperature dependent. Theoretical
descriptions of this situation are available but rather complicated [262, 263], which is
why these considerations will be restricted to the phenomenological explanation here.
In any case, the measured susceptibility can be modeled quite convincingly by the su-
perposition of a Curie law with a linear temperature dependent Pauli paramagnetism.
In this regard, the blue line in Figure 6.3(a) corresponds to a fit with the following
equation χ = χ0 + χ1T + C/T . Herein the three parameters χ0, χ1 and C were fitted.
The paramagnetic behavior is also confirmed by the field-dependent magnetization mea-
surements in Figure 6.3(b). The slight s-shaped form is typical for paramagnets and
can be described with a Brillouin function. This finding makes Ru2CrGa in particular
interesting since it is the only member of the Ru2CrZ series that does not order magnet-
ically: Ru2CrGe and Ru2CrSi become antiferromagnetic at low temperatures whereas
Ru2CrSn at least shows signs of a spin glass transition. Moreover, there exists also
a theoretical study, which predicts Ru2CrGa to become antiferromagnetic [231, 248].
Nevertheless, there is one hint that also Ru2CrGa is not far from magnetic order. The
observed susceptibility is on order of 10−4, which approaches the upper limit of typical
Pauli paramagnets and is close to Pt and Pd [129, 262]. These elements are known to
be strong paramagnets due to the Stoner enhancement. This correction factor follows
the expression χ = χP/(1 − UD(EF)), where U is the exchange parameter and D(EF )
again the density of states at the Fermi level. If the product of U times D(EF ) is larger
than one then long range magnetic order sets in. If it is smaller but close to one then
the susceptibility gets enhanced and this is probably exactly what happens to Ru2CrGa.
Slight doping might therefore be enough to obtain an antiferromagnet.
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Figure 6.3.: Magnetization measurements of Ru2CrGa. (a) Temperature-dependent sus-
ceptibility. The blue line corresponds to a fit with the equation given in the
text. (b) Field-dependent magnetization at 5 K.
Finally, electrical transport experiments were conducted in order to complete the inves-
tigations of Ru2CrGa. For these measurements, a bar shaped piece with dimensions of
(5.6 Ö 1.1 Ö 0.5) mm3 was cut with help of a wire saw. The temperature-dependent
resistivity is depicted in Figure 6.4(a) and follows ordinary metallic behavior. Notably,
the residual resistivity ratio (RRR = ρxx(300 K)/ρxx(2 K)) is 2.1, which is rather high
for a polycrystalline Heusler material [149, 191, 206]. This confirms that the degree of
B2 is indeed not too high. Besides, the resistivity curves for zero and 9 T applied
magnetic field almost coincide. The only small magnetoresistance (MR) is furthermore
visible in the field-dependent measurements in Figure 6.4(c), where it was calculated
by MR(H) = [ρxx(H) − ρxx(0)]/ρxx(0). The observed magnetoresistance is highest at
2 K and decreases upon warming. Yet, the overall effect is almost negligible since it
not even reaches 0.1 %. Also the Hall effect measurements do not hold any surprises
(Figure 6.4(d)). As expected for a paramagnet, the Hall resistivity increases linearly
with the field. Using a simple one band model, it is possible to extract the Hall constant
from the slope of the linear fitted curve. The result can be seen in Figure 6.2(b), which
depicts the Hall coefficient as a function of temperature. It increases upon warming and
then saturates around room temperatures at approximately 2.3(1) · 10−8 m3C−1. The
value is rather typical for Heusler compounds and Fe2MnSi from Chapter 4 reaches the
same regime for example.
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Figure 6.4.: Electrical transport in Ru2CrGa. (a) Temperature-dependent resistivity.
(b) Ordinary Hall coefficient as a function of temperature. (c) Field-
dependent magnetoresistance. (d) Field-dependent Hall resistivity.
Ru2CrSb
A powder metallurgical approach was chosen to synthesize Ru2CrSb since Ru proves to
be relative unreactive whereas Sb is an easily evaporating element. Induction and in
particular arc melting are therefore not advisable. The resulting powder XRD pattern
after three annealing steps is illustrated in Figure 6.5. The annealing temperatures
of 800 ◦C in the first and 900 ◦C in the following steps allow a good stoichiometric
accuracy. Nevertheless, these temperatures might not be high enough to provide a full
reaction. Specifically, the PXRD reveals that only about 90 % of the compound have
reacted to Ru2CrSb with a Heusler structure. The other 10 % are shared between mainly
hexagonal close packed Ru and traces of RuSb and RuSb2. Considering the good results
with high temperature annealing for Ru2CrGa, it should be recommended for future
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work to homogenize the sample after the first steps at temperatures around 1150 ◦C
for several weeks. This might be a decent approach to increase the purity further, in
particular since thermogravimetric measurements indicate that for the prereacted sample
the evaporation does not start before 1250 ◦C. In any case, the main phase corresponds
to a new Heusler compound. The lattice parameter is found as 6.174(1) Å, which is
slightly smaller than the 6.19 Å reported for the neighboring compound Ru2CrSn [253].
Considering that Sb is larger than Sn this suggests some off-stoichiometric composition
of the Ru2CrSb phase here. Such a smaller lattice parameter could for example be
expected if the Heusler phase is Cr-rich since Cr is the smallest element among the
constituents. Yet, the overall deviations should be moderate since otherwise the Heusler
phase would not form at all.
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Figure 6.5.: PXRD of Ru2CrSb. The superlattice reflections are marked at low angles
and indicate a chemcial ordering, which is close to L21.
The results of the magnetic characterization are summarized in Figure 6.6. An impor-
tant issue is whether these data reflect intrinsic behavior of Ru2CrSb or arise from the
minority phases. Fortunately, all secondary phases were already investigated so that
literature can give some hints. Both RuSb and hcp-Ru are reported to be Pauli param-
agnets [264,265] whereas RuSb2 was identified as diamagnet [266]. In principle, Ru could
be replaced in all phases to some extend by Cr. In particular, the binary phase diagram
of these elements shows that they can be substituted over a broad composition range,
which makes a partial substitution in a compound with Sb quite likely. Nevertheless, it
seems doubtful that such a replacement, which also should not be too large, changes the
overall assessment. For this reason, one can assume that the presented magnetization
displays the intrinsic properties of Ru2CrSb. There is another indication for the validity
of this assumption but we will come back to that point later.
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Figure 6.6.: Magnetization measurements of Ru2CrSb. (a) Temperature-dependent
magnetization. Open symbols correspond to the zero-field-cooled (ZFC)
and closed symbols to the field-cooling (FC) branch. The data from 0.1 T
are multiplied by a factor of 5 for the sake of better visibility. The Néel
temperature is marked by TN and Tt corresponds to the second transition.
(b) Ac susceptibility measurements. The data is collected upon warming
with a fixed frequency of 133 Hz and an alternating field of 0.5 mT. The left
axis gives the real part of the susceptibility whereas the right axis depicts
the imaginary component. (c) Curie-Weiss fit on the inverse susceptibility
derived from (a). (d) Field-dependent magnetization.
The temperature-dependent magnetization in Figure 6.6(a) displays two transitions.
The first one occurs around 100 K, looks like a typical antiferromagnetic transition
and was therefore labeled by TN. Indeed, Ru2CrSb was predicted to become antifer-
romagnetic at low temperatures [231, 248]. The identification as Néel temperature is
further supported by the fact that zero-field cooled and field cooled branches coincide
directly below TN. This behavior hints on the absence of hysteretic properties, which
is in fact inherent to antiferromagnets. Additionally, TN is almost unaffected by the
strength of the applied field, which becomes clear when comparing the magnetization
curves in 0.1 T and 1 T. Such a weak influence of an external field is quite typical for
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many antiferromagnetic Heusler compounds: if antiferromagnetic order occurs then the
coupling between the moments is usually rather large so that the small energy, which
is provided by the external field, does not comprise enough driving force to overcome
the antiparallel alignment. Finally, a quick look to the field-dependent magnetization in
Figure 6.6(d) also reveals a linear behavior as usual for antiferromagnets. Neither signs
of saturation nor a step-like increase in small field are found (the latter would indicate
the presence of some ferromagnetic component). All these observations fit well in the
overall picture that the upper transition has antiferromagnetic character. Moreover, the
readers attention should be drawn to the absolute values of the magnetization. Notably,
the moment per formula unit is in order of 0.1 µB, which is about 200 times larger than
for the enhanced Pauli paramagnet Ru2CrGa. This supports the aforementioned as-
sumptions that the contribution of the para- and diamagnetic secondary phases should
be negligible.
The second magnetic transition occurs around 40 K and is accompanied by an abrupt
increase of the magnetization (Figure 6.6(a)). The onset of this increase is chosen as
transition temperature and accordingly marked by Tt. Interestingly, the magnetization
in 0.1 T involves a bifurcation below Tt, which means that there is an irreversibility
between ZFC and FC branches. Moreover, the second transition is field-dependent,
which comprises two effects. First, the bifurcation disappears in 1 T. Second, the tran-
sition itself shifts to higher temperatures and smears out when a stronger magnetic field
is applied. Both these findings indicate that the magnetic structure is more complex
than antiferromagnetic. One might wonder whether Tt has a pure magnetic origin or is
linked to a change of the crystal structure. Such a scenario is for example common in
magnetocaloric compounds, where a field induced martensitic transition is coupled to a
change of magnetic order. Nevertheless, crystallographic transitions are of first order,
which means that they involve latent heat and usually cause a thermal hysteresis. In
fact, the reduction of this thermal hysteresis is one of the biggest issues in the field of
magnetocalorics [267]. Since Tt on the other hand, exhibits no hysteresis this suggests
that it is of pure magnetic nature.
Ac susceptibility measurements have a high sensitivity for magnetic transitions, which
is why the sample was also studied with this method. Figure 6.6(b) indeed illustrates
that the transitions are much sharper. In particular, Tt can be identified more easily in
the real component χ′ as well as the imaginary part χ′′. Notably, χ′′, which is associated
with absorption, is significantly larger at Tt than at TN. This is rather uncommon but
reminiscent of the spin reorientation in Fe2MnSi, which was covered in Chapter 4.
Figure 6.6(c) depicts the inverse susceptibility, which was calculated from the FC mag-
netization shown in (a). The Curie-Weiss fit yields an effective moment meff of 4.3 µB
and a paramagnetic Curie temperature θp of −21 K. The negative sign of θp is in fact
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another indication that the compound becomes antiferroamgetic below TN. Moreover, it
is possible to estimate the atomic moments of the Cr atoms, when assuming a spin-only
contribution, a Landé factor of 2 and that primarily Cr contributes to the magnetism of
Ru2CrSb. All the three assumptions are well justified in case of non-rare earth Heusler
compounds. With help of the relation mCr = gS =
√
m2eff + 1− 1, the atomic moment
then calculates to 3.3 µB. Unexpectedly, the value is much higher than the 1.49 µB,
which were reported for Ru2CrGe [253,254].
Whereas the situation for TN appears rather straight forward, the nature of the second
transition at Tt proves to be more complicated. To recap, the temperature-dependent
magnetization in Figure 6.6(a) displayed an irreversibility below Tt as would be expected
for ferromagnetic, ferrimagentic or more complex ordering. Moreover, the magnetization
below Tt does not decrease anymore but saturates upon cooling. Both these findings
suggest non-antiferromagnetic order at low temperatures. The field-dependent magne-
tization in Figure 6.6(d) however increases linearly with the field at both 70 K and 5 K.
As mentioned before, this behavior is typical for antiferromagnets. These contradicting
observations thus leave a concrete starting point for future investigations on the com-
pound. In particular, low field magnetization measurements can be suggested. Another
issue is given by the surprisingly high Néel temperature. Despite almost similar lattice
parameters, TN of Ru2CrSb is found to be about 6 times larger than for Ru2CrSn and
Ru2CrGe. It might therefore be interesting to construct the complete magnetic phase di-
agram. For example, one could study the temperature dependent magnetization in more
fields or check the dynamic magnetic properties by investigating the ac susceptibility
with different frequencies.
6.4. Summary and Outlook
This chapter dealt with the challenging search for new Heusler systems. From an appli-
cation point of view, such an identification of new magnetic Heusler compounds can be
highly interesting – in particular for permanent magnets and spintronics applications.
This is where high-throughput screenings come into play. These studies take advantage
of the well-established electronic structure calculations for Heusler compounds and au-
tomatize the work flow so that a large number of systems can be investigated. Whereas
the approach generally nicely reproduces known Heusler compounds it struggles to find
stable new systems. The problem is that the stability of a Heusler phase is hard to pre-
dict since ternary systems often involve several competing phases and crystal structures.
To overcome these issues, five rules of thumb have been suggested to sort those systems,
which might be stable: (i) Avoid unusual main group elements. Ga and Al are best
choices. (ii) Reject combinations of elements with a high melting point and low vapor
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pressure. (iii) Look for missing members of a series. (iv) Look for existing compounds
and replace one element by its neighbor – either from the same or a higher period.
(v) Look at the binary phase diagrams and check whether the stability of several binary
phases indicates an affinity of the elements to form joint phases.
Still, these ’rules’ can also only serve as soft criteria, which is illustrated by the presented
26 multi-phase systems. All of them were predicted to be stable by at least one theoret-
ical study and additionally followed the rules of thumb. Despite this, the Heusler phase
was not stable in any case, which emphasizes the difficulty of the task. Although there
are more than 1000 Heusler materials reported, this does not automatically mean that
each reasonable combination lead to the formation of a new stable Heusler compound.
The chapter finished with the successful discovery of the three new Heusler compounds
Ru2CrGa, Ru2CrSb and Ru2CrAl. Here high-throughput studies [231, 233, 248] and
chemical considerations went hand in hand. Strictly speaking, the Ru2CrAl still involved
some amount of hcp Ru-rich secondary phase. However, the significant reduction of the
hexagonal phase after high temperature annealing suggests that a single phase sample
could be obtained by extending the heat treatment.
Similarly, Ru2CrGa, for example, became single phase after annealing. The compound
was found to crystallize in a L21 structure with 10 % antisite disorder between Ga and
Cr (B2-type). In contrast to the reported Ru2CrGe and Ru2CrSn, the magnetization
measurements of Ru2CrGa do not exhibit any signs of magnetic ordering. The com-
pound was instead identified as Pauli paramagnet, which contains some free moments.
Moreover, the high value of the Pauli susceptibility suggests that the compound might
be close to the antiferromagnetic ordering, which was predicted previously [231,233,248].
Ru2CrSb was achieved with a purity of 90 % and similar to Ru2CrGa it appears feasible
to increase this portion further by following up with a heat treatment at 1150 ◦C for
longer times. Despite the secondary phases of hcp-Ru, RuSb and RuSb2, the investi-
gated magnetic properties should arise from the main Heusler phase since all minority
phases are either para- or diamagnetic. It is found that Ru2CrSb undergoes an anti-
ferromagnetic transition around 100 K. The atomic moment of Cr is hereby estimated
as 3.3 µB. Interestingly, a second transition occurs around 40 K, which is accompanied
with an increase of magnetization and proves to be highly field-dependent. The under-
lying change of the magnetic structure requires further investigations. On the hand, the
field-dependent magnetization looks like another antiferromagnetic phase. On the other
hand, the irreversibility between FC and ZFC branches as well as the saturation moment
at low temperatures contradict this interpretation and rather hint on some more com-
plex magnetic ordering. For this reason, more low field magnetization measurements
can be recommended.
122
7. Conclusion
Heusler compounds are a fascinating class of materials, which stand out due to a large
number of potential applications. Especially their magnetic properties attracted a lot
of interest in the past. From an application point of view, this was mainly motivated
by the high spin polarization of many Co2-based systems, which are indeed widely used
nowadays. Likewise, magnetic Heusler compounds also provide promising prospects for
fundamental research since they include basically all kinds of solid state magnetism.
The identification of novel members appears therefore fruitful in many ways. Notably,
the term ’novel’ can be understood in two different ways. On the one hand, it might
suggest to synthesize entirely new compounds. On the other hand, it could also mean
to reevaluate systems, which are reported to exist but were never explored in terms of
their physical properties.
Exactly this second approach was demonstrated in Chapter 3, namely for IrMnGa. With
help of combined neutron and x-ray diffraction experiments it was possible to correct
the structural model from literature and show that the compound crystallizes indeed
within the half-Heusler space group but with a substantial degree of Y -disorder. In
contrast to older suggestions, the subsequent magnetic characterization then revealed a
robust canonical spin glass state instead of antiferromagnetic order. The magnetic phase
diagram was found to be similar to Au1−xFex and thus hinted on a Heisenberg-like spin
glass with considerable anisotropy. Contrary to synthesis route and heat treatment,
changing the composition allowed to tune the spin glass state extensively. Increasing
the Mn content caused a transition from spin to cluster glass behavior and for Mn con-
tents above 40 at%, it was even possible to introduce ferrimagnetic order. Notably, the
composition dependence of spin glasses was only studied for binary systems before. It
turned out that many trends are quite similar for the Ir-Mn-Ga ternary scenario. Never-
theless, in particular the percolation limit was found to follow a more complex behavior
and offers certainly potential for more detailed investigations in the future. Generally,
spin glass order is rather rare in Heusler compounds and especially for half-Heusler sys-
tems a report remained elusive up to IrMnGa. This surprises considering that chemical
disorder is present in many Heusler systems. Probably, it was overlooked frequently and
this thesis might help to remind on this type of frustrated short-range magnetic order.
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Chapter 4 then summarized investigations on the Heusler series Fe3−xMnxSi. Despite
being one of the most studied Heusler systems, the magnetotransport properties were
not yet covered systematically in literature. The presented investigations unveiled that
the mechanisms of longitudinal as well as Hall resistivity change upon cooling through
the spin reorientation transition. For the Hall effect, skew scattering dominates above
TR whereas it is the intrinsic mechanism below. The finding emphasizes the depen-
dency of the intrinsic Hall contribution on the magnetic structure, which was not yet
demonstrated by an experiment (though the situation was clear from the theory side).
Moreover, it should be possible to generalize this change of the Hall mechanism to all
magnetic transitions, where the intrinsic contribution is affected.
The subsequent Chapter 5 provided a reevaluation of the Fe-Mn-Si phase diagram.
The approach seemed well justified since the obtained phase boundaries agreed better
with theory than the old experimental studies. Furthermore, it was found that those
compounds, which were previously identified as β-Mn, actually crystallize in a super-
structure. The ordered version has Mn3IrSi as prototype and derives from β-Mn by
splitting of the 8c site into two 4a sites. Due to the close relation of both structures,
this phase was named β’-Mn. Moreover, it turned out that the ’mysterious’ secondary
phase, which was mentioned for Mn-rich Fe3−xMnxSi Heusler compounds (x ≥ 1.3), is
given exactly by β’-Mn. The investigations of its magnetic properties indicated a transi-
tion to a canonical spin glass state at low temperatures. β’-Mn thus adds a further type
of magnetic ordering to the Fe-Mn-Si system. Indeed, the latter comprised all kinds of
solid state magnetism but no spin glass order was reported before. Finally, the spin glass
state was demonstrated to exhibit a similar composition dependence as in Ir-Mn-Ga,
which illustrated nicely the universal character of the spin glass concept.
The last chapter dealt with the difficult search for entirely new Heusler compounds. It
was explained that high-throughput studies struggle to predict phase stabilities, which
is why they have to be treated with care. To overcome these issues, some design rules
were suggested to evaluate whether a Heusler compound is likely to be experimentally
stable or not. Usually, there are no reports for systems, which do not form as single
phase. Since this is a highly inefficient habit, 26 multi-phase ’Heusler compounds’ were
listed. In the end of the chapter, the successful synthesis of three new compounds was
presented, namely Ru2CrAl, Ru2CrGa and Ru2CrSb. Ru2CrGa was identified as Pauli
paramagnet whereas Ru2CrSb exhibited an antiferromagnetic transition around 100 K.
A second transition at 40 K was accompanied by a small increase of magnetization,
which hinted on some more complex magnetic structure at low temperatures.
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A. Experimental Details
A.1. Synthesis
The majority of polycrystalline samples was synthesized by repeated induction melting.
In all cases, stoichiometric portions of the pure elements were weighted. The elements
were provided by EvoChem or ChemPur and each of them had a metal purity of at
least 99.9 %. Mn was the only element, which underwent a special treatment. Before
use, the Mn was annealed for 24 h at 1000 ◦C in an evacuated quartz tube in order to
clean the oxidized surface. The induction melting then took place in a radio frequency-
coil in a glove box. For this purpose, the weighted elements were positioned in an
alumina crucible, which was hold in the coil with help of a quartz holder. The melting
was repeated at least three times to ensure a good homogeneity. Potential evaporation
losses of Mn were accounted by adding a small surplus of 2 wt%.
Alternatively, some samples were synthesized by repeated arc melting in a home-made
oven with a water-cooled Cu-base plate. The chamber was repeatably evacuated and
flushed with Ar. Directly before the start, a Ti piece was molten to reduce the oxy-
gen content further. The melting itself then was repeated several times to ensure a
homogeneous sample. Moreover, the sample was flipped after each step.
After the melting step, the obtained polycrystalline samples underwent a homogeniza-
tion heat treatment. For this purpose, pieces of the samples were encapsulated in quartz
tubes with 400 mbar argon atmosphere, annealed and finally quenched to water. The
annealing times and temperatures differed from system to system. A detailed overview
of the heat treatment for the majority of samples is given by Table A.1. If a more
sophisticated annealing procedure was conducted, then it is mentioned specifically in
the result sections.
Some samples contained elements with high vapor pressures. In those cases, a solid state
reaction approach was chosen and elemental powders served as starting material. After
weighting stoichiometric amounts, the powders were pressed to pellets and put in an
alumina crucible. In the following, they were annealed in quartz tubes in the same way
as the bulk pieces. In order to increase the purity of the product, the sintered samples
were again crushed to powder, pressed to pellets and underwent another annealing step.
Normally, the process was repeated at least three times.
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Table A.1.: Heat treatments of the synthesized samples. The annealing time tA and
temperature TA differed from system to system.
Samples tA (d) TA (
◦C)
Ir-Mn-Ga 14 900
Fe3−xMnxSi 7 800
Other Fe-Mn-Si 14 800
Ru2CrZ (Z = Al,Ga) 14 1150
Ru2CrZ (Z = In, Sb,Bi) 3 x 3 800
The IrMnGa single crystal was grown from a polycrystalline precursor, which was ob-
tained by repeated induction melting as described above. The precursor material was
crushed to pieces and placed in a tampered aluminum oxide crucible. The latter was
sealed in a tantalum tube, which itself then was encapsulated in a quartz tube under
argon atmosphere. The argon pressure in the quartz tube was set to 180 mbar in order
to reach a pressure of 1 bar at 1300 ◦C. Subsequently, the quartz tube was annealed up
to 1300 ◦C, held at this temperature for 10 h, cooled to 900 ◦C with a rate of 2 K/h and
finally quenched in a water-ice mixture. The middle part of the synthesized rod was cut
out and its crystallinity was checked by white-beam backscattering Laue x-ray diffrac-
tion at room temperature. A (3 Ö 1.5 Ö 0.5) mm3 bar-shaped piece was cut from the
crystal with help of a wire saw. The long side of the crystal was thereby oriented along
the [100] direction. All magnetic and transport measurements for the single crystalline
IrMnGa were carried out solely on this piece.
A.2. Chemical Characterization
Pieces of the samples were embedded in conducting bakelite resin (Struers Polyfast),
then ground with successively finer sandpaper (grit sizes P800, P1200, P2400) and fi-
nally polished with diamond paste suspension (grain size 10 µm, 5 µm, 3 µm). Light
microscopy and scanning electron microscopy (SEM) in the backscattering electron mode
(BSE) were performed to determine the number of present phases. Their compositions
were either confirmed by energy dispersive x-ray spectroscopy (EDXS) or by wavelength
dispersive x-ray spectroscopy (WDXS). For this purpose, several points were measured
and the values averaged. Inductively coupled plasma optical emission spectroscopy
(ICP-OES) was carried out in order to determine the overall composition thereby taking
advantage of the method’s higher accuracy compared to WDXS and especially EDXS.
The melting point and possible phase transitions were investigated by means of differen-
tial scanning calorimetry (DSC). Either powder or a piece with a flat surface were used
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and the heating and cooling rates were set to 10 K/min.
In order to carry out a structural characterization, powder x-ray diffraction experiments
(PXRD) were performed at room temperature. For this purpose, pieces of the homog-
enized samples were crushed and ground to powder with a grain size less than 20 µm.
The powders were then heated for a few minutes to their previous annealing tempera-
ture in order to release stress. Two different set-ups were used: (i) a Guinier camera
(Huber G670) equipped with a Ge(111) monochromator and Cu-Kα1 radiation (λ =
1.54059 Å). (ii) a STOE Stadi-P powder diffractometer with Mo-Kα1 radiation (λ =
0.70932 Å) in transmission geometry. The data from the Guinier camera were analyzed
with the software WinXPow whereas for the Stadi-P data Rietveld refinement was car-
ried out using FullProf software package. Notably, it is absolutely necessary to refine
only Ir-Mn-Ga XRD data measured with the harder Mo-Kα1 radiation. The reason is
the high absorption coefficient of Ir, which in case of Cu-Kα1 radiation leads to highly
defective reflection intensities.
Powder neutron diffraction experiments (PND) were conducted on the E6 diffractometer
at the Helmholtz-Zentrum Berlin (HZB, Berlin, Germany). The powder was synthesized
in the same way as for the x-ray diffraction with the only difference of a bigger grain
size (d ≤ 100 µm). For the measurements, the powder was filled in a vanadium cylinder
with 5.2 mm diameter and a monochromatic neutron beam with 2.430 Å wavelength
was used. The data were also analyzed with help of the FullProf software package.
A.3. Magnetic Measurements
The magnetization of the samples was measured in a vibrating sample magnetometer
(MPMS3, Quantum Design) in fields up to µ0H = 7 T. Notably, Ru2CrSb was the
only sample, which was measured in powdered form. For all other investigated samples,
it was either a small polycrystalline piece or a single crystal. Additionally, high-field
measurements were performed at the Helmholtz Zentrum Dresden Rossendorf (Dresden,
Germany) with pulsed fields up to µ0H = 58 T. The majority of the ac susceptibility
measurements were carried out on the same MPMS3 device. For this purpose, an alter-
nating field of 0.5 mT and frequencies up to 1000 Hz were set. The data were acquired
in sweep mode upon heating with a rate of less than 0.15 K/min. Higher frequency
measurements up 10.000 Hz with an alternating field of 1 mT were conducted on a
physical property measurement system with ACMS option (PPMS9, Quantum Design).
In this case, each temperature was stabilized before measuring. The freezing tempera-
ture Tf was always found from the maximum of the real component χ
′. Figure A.1(a)
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compares exemplarily Tf from both measurement set ups for Ir31Mn36Ga33. The curves
are shifted by a constant off-set of about 0.3 K but apart from that they follow the
same trend. A reason for the shift might be that one data were collected in sweep mode
whereas for the other the temperature was stabilized. The frequency dependence of Tf
was modeled by two empirical relations, namely by the Vogel-Fulcher-law and the crit-
ical scaling approach. Since the absolute shift of Tf is small however, the fitting errors
of the interesting spin flip time turned out to be as large as the quantity itself. In order
to reduce the error, it was required to combine both data sets. For this purpose, the
ACMS data were shifted to the MPMS3 values so that both Tf at f = 500 Hz coin-
cide. The approach is valid since both laws use a factor (Tf -TSG), where TSG is a fitting
parameter. This means that the absolute value of Tf only influences TSG, whereas the
physically more important parameters Ea, zν and especially the spin flip time τ0 are
determined by the course of Tf (τ). Since this course is on the other hand not changed
by addition, this approach succeeds in enlarging the frequency range and therefore also
lowers the fitting error. The good match of shifted ACMS and MPMS3 values can be
seen in Figure A.1(b).
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Figure A.1.: Fitting procedure of Tf . (a) Comparison of ACMS and MPMS3 data for
Ir31Mn36Ga33. (b) The ACMS data were shifted to the MPMS3 data by
matching the Tf at f = 500 Hz. Despite the constant off-set, which does
not influence the fitted spin flip time τ0, the curves match well.
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A.4. Transport Measurements
The electrical transport experiments were performed with five point geometry in a phys-
ical property measurement system (PPMS9, Quantum Design, ACT option). The set up
applies a low-frequency ac current and uses log-in technology. Already a small misalign-
ment of the contacts can lead to a magnetoresistive component in the measured Hall
signal and vice versa a Hall component in the measured longitudinal signal. To account
for such misalignment effects, it is beneficial to carry out an antisymmetrization for the
Hall resistivity and a symmetrization for the longitudinal resistivity, respectively. For
this purpose, the following equations were employed:
ρxy(H,T ) =
1
2
[ρxy(+H,T )− ρxy(−H,T )] (A.1)
ρxx(H,T ) =
1
2
[ρxx(+H,T ) + ρxx(−H,T )] (A.2)
Notably, the same procedure was applied not only to the field-sweeps but also to the
temperature-dependent measurements. For example, two sweeps of the temperature-
dependent Hall effect were collected. One with positive, the other with negative magnetic
field and subsequently these data were antisymmetrized as well.
Furthermore, heat capacity measurements were performed in the same PPMS device
using a conventional heat pulse method. The crystal was mounted on the holder with
vacuum grease as fixation. Both extra contributions – from holder and grease – were
subtracted from the data.
A.5. Mößbauer Spectroscopy
57Fe Mößbauer spectroscopy experiments were conducted on a WissEl spectrometer.
The set up was equipped with a 57Co/Rh source and operated in constant acceleration
mode. The powder of the sample was diluted with boron nitride in order to reach a
Fe density of approximately 10 mg/cm2. The so-obtained powder mixture was then
positioned in an acryl glass sample container, where it got pressed to a thin layer. The
isomer shifts were determined relative to α-Fe. The data were analyzed with the Moss-
Winn software [219]. For this purpose, the thin absorber approximation was used. The
hyperfine field distributions were obtained using the Hesse-Rübartsch method, which is
implemented in the program.
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A.6. Computational Details
Self-consistent band structure calculations were carried out to determine the electronic
and magnetic structure of IrMnGa. The calculations applied the full potential spin
polarized relativistic Korringa–Kohn–Rostocker method Sprkkr [268,269] in the local
spin density approximation (LSDA). The generalized gradient approximation of Perdew,
Burke and Ernzerhof [270] was used for the parametrization of the exchange correlation
functional [271,272]. The crystal structure was assumed to be a disordered face-centered
cubic structure with prototype LiMgPdSn (cF16; F 43m (216); dcba), which follows
from the combined neutron and x-ray diffraction experiments. The atoms were placed
accordingly with the following occupations on the 4a to 4d Wyckoff positions of the cubic
cell: 4a (Mn:Ga=0.55:0.45), 4b (Ir:=0.8:0.2), 4c (Mn:Ga=0.45:0.55), 4d (Ir:=0.2:0.8).
The symbol  thereby assigns the vacancy. Moreover, a lattice parameter of a =
6.03 Å was chosen. The calculations were performed for ferromagnetic, ferrimagnetic
and disordered local moment states. The ferrimagnetic state was thereby found from
an initial antiferromagnetic setting of the manganese spins on the 4a and 4c position.
Notably, the disordered local moment state can be interpreted as a prototype for a spin
glass [125]. It was simulated by placing the same amount of Mn with spin up (↑) and
spin down (↓) characters onto the 4a and 4c positions. For example, one has on 4a
the occupation Mn↑:Mn↓:Ga=0.275:0.275:0.45. Both chemical and spin disorder were
treated in the coherent potential approximation [273,274].
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B. Tunable Spin Glass State in
Ir-Mn-Ga Compounds
(a) Unindexed Laue image. (b) Indexed Laue image.
Figure B.1.: Laue Diffraction of the investigated IrMnGa single crystal. The sharp reflec-
tions indicate a high quality crystal. Red dots correspond to the expected
reflections.
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Figure B.2.: Temperature-dependent resistivity of single and polycrystalline IrMnGa.
Both samples have a negative temperature coefficient and also the absolute
value only deviates by 2.5 %. This indicates that the resistivity is indepen-
dent on the microstructure and dominated by atomic disorder scattering.
Figure B.3.: BSE micrographs of (a) arc and (b) induction melted IrMnGa. The average
grain size is smaller for the first case.
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Figure B.4.: Powder x-ray diffraction and Rietveld refinement of IrMnGa annealed at (a)
900 ◦C, (b) 800 ◦C and (c) 700 ◦C. The refined occupations are summarized
in Table 3.4.
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Figure B.5.: XRD investigations of the off-stoichiometric IrMnGa compounds. (a) XRD
patterns of four representative compounds. The curves are shifted for the
sake of clarity. The (111) reflection disappears for Ir-rich samples and indi-
cates B2 disorder. (b) Lattice parameters as a function of Ir content. The
parameter for the Ir-rich samples was doubled to account for their reduced
unit cell due to the B2 disorder. (c) Ternary composition dependence of the
lattice parameter. The composition of the investigated samples is marked
by the black dots whereas the B2 disordered samples are marked in blue.
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Figure B.6.: Investigations of Ir2MnGa. (a) XRD pattern. (b) BSE image. The dark
and medium gray contrast in the majority phase arises due to differently
oriented grains and not due to another composition. (c) Temperature-
dependent magnetization. (d) Field-dependent magnetization. In contrast
to earlier reports [91, 95, 96], the compound does not crystallize as single
phase. Notably, this secondary phase remained present even after a ho-
mogenization for 41 days at 900 ◦C. The Tf of over 100 K is higher than
for all other Ir-Mn-Ga samples despite having the lowest Mn content. This
suggests that the magnetic signal might originate from the Mn-richer sec-
ondary phase.
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Figure B.7.: Investigations of Mn2IrGa. (a) XRD pattern. (b) BSE image. The com-
position of both phases, determined by WDXS, is added. The compound
does not crystallize in a tetragonal Heusler structure as suggested previ-
ously [6, 228].
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Figure B.8.: Magnetic properties of those Ir-Mn-Ga compounds with spin glass order.
(a) Temperature-dependent magnetization in an applied field of 0.1 T.
(b) Field-dependent magnetization at 5 K.
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C. Magnetotransport of Fe3−xMnxSi
Heusler Compounds
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Figure C.1.: Chemical characterization of the Fe3−xMnxSi samples. (a) XRD patterns.
The curves are shifted for the sake of clarity. Small additional reflections
of β’-Mn occur for higher Mn-content and are labeled with asterisks. The
presence of the superlattice reflections (111) and (200) indicates an atomic
ordering, which is close to L21. (b) Lattice parameter following Vegard’s
law. (c) Melting point as a function of Mn-content determined by DSC.
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Table C.1.: Compositions of the polycrystalline Fe3−xMnxSi Heusler compounds. The
obtained values from ICP-OES and EDX with standard agree excellently
with the nominal stoichiometry and therefore confirm a good sample quality.
x Nominal ICP-OES EDX
0.6 Fe2.40Mn0.60Si1.00 Fe2.41Mn0.61Si0.98 Fe2.40Mn0.61Si0.99
0.7 Fe2.30Mn0.70Si1.00 Fe2.30Mn0.70Si1.00 Fe2.31Mn0.71Si0.98
0.8 Fe2.20Mn0.80Si1.00 Fe2.22Mn0.80Si0.98 Fe2.21Mn0.81Si0.98
0.9 Fe2.10Mn0.90Si1.00 Fe2.11Mn0.91Si0.98 Fe2.10Mn0.91Si0.99
1.0 Fe2.00Mn1.00Si1.00 Fe2.01Mn1.01Si0.98 Fe1.99Mn1.01Si1.00
1.1 Fe1.90Mn1.10Si1.00 Fe1.92Mn1.11Si0.97 Fe1.90Mn1.11Si0.99
1.2 Fe1.80Mn1.20Si1.00 Fe1.81Mn1.20Si0.99 Fe1.81Mn1.21Si0.98
1.3 Fe1.70Mn1.30Si1.00 Fe1.71Mn1.31Si0.98 Fe1.71Mn1.29Si1.00
1.4 Fe1.60Mn1.40Si1.00 Fe1.64Mn1.38Si0.98 Fe1.60Mn1.41Si0.99
Figure C.2.: BSE micrographs of polycrystalline Fe3−xMnxSi Heusler compounds. (a)
For x = 1.0. (b) For x = 1.4. The amount of β’-Mn secondary phase is
less than 1 % for compositions of x ≤ 1.2. These samples can therefore
be considered as single phase. Instead, samples with a composition of
x = 1.3, 1.4 are clearly two phase and contain a substantial portion of
β’-Mn.
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Figure C.3.: Characterization of the Fe2MnSi single crystal. Laue patterns from the long
and short side in (a) and (b). Corresponding polarized light microscopy
images in (c) and (d) with the small attached grain marked by the circle.
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Figure C.4.: Magnetic Properties of the Fe2MnSi single crystal. (a) Temperature-
dependent magnetization for various applied fields. Open symbols corre-
spond to the zero-field-cooled (ZFC) and closed symbols to the field-cooling
(FC) branch. (b) Hysteresis loops at various temperatures.
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Figure C.5.: Hall resistivity fitted with the empirical equation ρxy = µ0HRO + µ0MRA.
No additional contribution is required to fit the obtained data well. Thus
there is no topological Hall Effect. The small deviation at low fields should
be attributed to a slightly deviating demagnetization factor between mag-
netization and transport measurements.
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Figure C.6.: Temperature-dependent resistivity fits for polycrystalline Fe3−xMnxSi com-
pounds. (a) x = 1.0. (b) x = 1.4. The insets show a zoom to the low
temperature regime. The corresponding fitting parameters are summarized
in Table C.2.
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D. Spin Glass Order in Fe-Mn-Si
Compounds with β’-Mn Structure
D.1. Si-lean Side of the Fe-Mn-Si Phase Diagram
Details of the Fe3−xMnxSi Heusler Compounds
The present investigations confirm older reports that for x ≤ 1.2, the Fe3−xMnxSi
Heusler compounds form basically as a single phase. Strictly speaking, already in this
composition range, small amounts of impurities are found at some grain boundaries
as illustrated in Figure C.2 in the appendix. Nevertheless, their share is below 1 %
for x ≤ 1.2 and thus proves to be negligible. The reason for the occurrence of a sec-
ondary phase is that the Heusler phase corresponds to a line compound. Hence, any
small (local) deviation from the Si content of 25 at% inevitably causes the formation
of impurity phases. When the Mn content is raised above x = 1.2, the amount of the
secondary phase becomes considerable. Many studies reported this impurity without
however stating, which phase it actually is [15,18,108]. Considering the literature phase
diagrams, there are two candidate phases, namely β’-Mn and Mn5−xFexSi3. A look
to the obtained phase diagram (Figure 5.1) reveals unambiguously that in fact β’-Mn
forms. This finding is also affirmed by Figure D.1(a), which plots the XRD patterns of
a single-phase Heusler sample (Fe2MnSi), a single-phase β’-Mn sample (Mn48Fe34Si18)
and a Mn-rich Heusler sample (Mn2FeSi). The comparison unveils that the latter XRD
pattern is just a combination of the former two. Moreover, Heusler and β’-Mn phase
can be distinguished easily in the BSE image in Figure D.1(b). The observation of only
two phases surprises since the Si content of β’-Mn is considerable smaller whereas the
one of the Heusler phase remains fixed at 25 at% Si. A natural explanation would be
the presence of third, Si-rich phase. This could for example be Mn5−xFexSi3. Interest-
ingly, the XRD pattern in Figure D.1(a) includes two additional reflections with a small
intensity, which indeed would fit to Mn5−xFexSi3. Nonetheless, the fact remains that
no additional phase is found in the BSE images. Still, the missing Si atoms must be
somewhere. Notably, a potential evaporation during the heat treatment can be rejected
since ICP-OES measurements reveal no change of composition. For this reason, further
investigations are required to fully understand the phase relations at this part of the
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Figure D.1.: Investigations of Mn-rich Heusler compounds. (a) XRD patterns of a single
phase Heusler sample (Fe2MnSi), a single-phase β’-Mn sample and a Mn-
rich Heusler sample (Mn2FeSi). The patterns are shifted for the sake of
clarity. (b) BSE image of Mn2FeSi, confirming the presence of two phases.
The different shades of grey in the Heusler phase arise due to a orientation
contrast of the different grains.
Crystal Structure of β’-Mn Compounds
The last paragraph already explained that β-Mn is observed in Mn-rich Heusler samples
as secondary phase. Strictly speaking, it is not β-Mn, which forms, but its ordered ver-
sion β’-Mn. Figure D.2 demonstrates the difference using the example of Mn48Fe34Si18.
Generally, β-Mn exhibits a complex cubic structure with the Strukturbericht notation
A13 and crystallizes in the chiral space group 213 (P4132) [275]. The unit cell contains
20 atoms, which are distributed on the two Wyckoff positions 8c and 12d. The Rietveld
refinement with the β-Mn structure already yields an acceptable fit (Figure D.2(a)).
Nonetheless, there is one reflection at approximately 28◦, which cannot be indexed. The
deviation hints on a reduction of the symmetry to the space group P213 (no. 198) as
it was reported for other heavily doped β-Mn compounds [275, 276]. The correspond-
ing structure has Mn3IrSi as prototype and is closely related to β-Mn. The solely but
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crucial difference is that the 8c site splits into two 4a sites. Due to this close relation
the phase will be labeled as β’-Mn in the following. An illustration of the structure is
given by Figure D.2(d). Using this structural model, it is possible to index all observed
reflections. Moreover, the fitting parameter is improved: Rwp reduces from 25.0 to 22.8.
Note that the refinement suffers slightly from the very asymmetric peak shapes of the
Guinier camera. Another XRD set-up was unfortunately not available during this thesis
but the overall conclusions should not deviate anyways. Table D.2 summarizes, the
refined site occupations and atomic coordinates. The element distribution was chosen
in accordance with reference [275], which studied a Mn-Ni-Si compound with an almost
equivalent composition. However, Fe and Mn can actually not be distinguished by XRD
experiments since both elements are neighbors in the periodic table with almost iden-
tical scattering factors. For this reason, one could have also chosen a random mixture
of Mn and Fe on the corresponding sites with equal justification. Despite these details,
the crucial outcome is that Mn48Fe34Si18 stands representative for all β’-Mn samples.
Specifically, the superlattice reflection (200) at 28◦ was observed for all β’-Mn samples
indicating their ordered nature with a Mn3IrSi-type structure. Despite this, it can be
surely assumed that Fe and Mn have mixed occupations on at least two crystallographic
sites. Notably, this implies the presence of some Fe-Mn disorder, which was important
for the discussion in the section 5.3.
Table D.2.: Crystallographic sites and atomic occupations used for the Rietveld refine-
ment of Mn48Fe34Si18 with a β’-Mn structure (Mn3IrSi-type, P213, no. 198).
The sites were assigned according to Reference [275]. The atomic coordi-
nates and site occupations were subsequently refined during the refinement
procedure.
Wyckoff Coordinates Occupation (%)
Position x y z Mn Fe Si
4aI 0.0669(15) 0.0669(15) 0.0669(15) 0 10 90
4aII 0.6883(7) 0.6883(7) 0.6883(7) 0 100 0
12b 0.1210(10) 0.2014(8) 0.4523(6) 80 20 0
The Phases γ-Fe and α-Fe
The next relevant group of compounds are those that crystallize in a face-centered cubic
lattice and derive from γ-Fe. The phase occurs for Si-lean compositions and allows a wide
substitution of Mn and Fe. Their stability range does not surprise considering that Mn
is a well known austenite stabilizer. Accordingly, Mn is often used in steels to suppress
the ferrite formation (bcc) so that austenite (fcc) forms preferentially instead [97].
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Figure D.2.: Rietveld Refinement of Mn48Fe34Si18. (a) Assuming a β-Mn structure. (b)
Assuming an ordered β’-Mn with a Mn3IrSi-type structure. The insets
zoom to the region around the (200) superlattice reflection. (c) BSE image
revealing the sample to be single phase. A pore and a grain of the oxygen-
rich minority phase are marked by 1 and 2, respectively. (d) Sketch of the
Mn3IrSi-type structure with space group P213 (198). The lattice parameter
is found as 6.2288(1) Å, independent of the choice of space group.
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Figure D.3.: (a) XRD pattern and (b) BSE micrograph of Fe66Mn16Si18. The sample
consists of α-Fe and γ-Fe. The XRD pattern of the single phase Heusler
compound Fe2MnSi is added for comparison. The superlattice reflections
are marked by arrows.
Above γ-Fe, three phases are in equilibrium, namely γ-Fe itself, β’-Mn and finally α-
Fe with a body-centered cubic structure. Figure D.3(a) depicts exemplarily the XRD
pattern of Fe66Mn16Si18, which contains both γ-Fe and α-Fe. The two phase character
is further confirmed by the BSE micrograph in Figure D.3(b). Interestingly, the (111)
and (200) reflections are both noticeable for α-Fe, which hints on a superstructure like
for the Fe3−xMnxSi Heusler compounds. This becomes particular clear when compar-
ing the pattern with the one of Fe2MnSi, which is also added to Figure D.3(a). The
similarity between the body-centered cubic α-Fe and the Heusler phase results from the
fact that the regular Heusler structure essentially corresponds to an ordered version of
a body-centered cubic lattice. For this reason, one could claim that what was labeled
as Heusler and α-Fe phase actually both belong to the same homogeneity range. In
fact, one experimental study supports this argumentation [20]. Nevertheless, there is
one observations, which contradicts. As mentioned above, tiny portions of a secondary
phase occur in any Fe3−xMnxSi Heusler sample. Importantly, the careful analysis of the
compositions revealed that the secondary phase is β’-Mn. The involved Heusler samples
are those with the dashed lines in Figure 5.1. Especially, the Fe-rich compounds should
not segregate to β’-Mn if Heusler and α-Fe belong to the same homogeneity range. The
finding rather suggests that a miscibility gap exists between the Heusler phase and the
homogeneity range of the α-Fe solid solution. For this reason, it is justified to distinguish
them, even if the crystal structure is highly similar.
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Comparing the Constructed Phase Diagram with Literature
After discussing, which phases were actually observed, it is interesting to compare the
obtained data with literature. The two available phase diagrams are from the middle
of the 1960’s and limited to an annealing temperature of 1000 ◦C [19, 20]. Later, two
studies assessed the Fe-Mn-Si system theoretically for several temperatures, including
the 800 ◦C, which were chosen here [118, 119]. One outcome of these calculations is
that the phase boundaries should vary only marginally between 750 ◦C and 1000 ◦C.
A comparison of the present data with both experimental studies at 1000 ◦C appears
therefore justified.
Figure D.4 illustrates the determined compositions in comparison with the phase bound-
aries of the four literature reports. The first notable finding is that all studies involve
the same four phases, namely the Heusler phase, β’-Mn, γ-Fe and finally α-Fe. However,
none of the literature reports mentioned the ordered nature of the β’-Mn phase. This is
not particular surprising considering that the differences between β’-Mn and β-Mn are
very small. Specifically, the intensity of the (200) superlattice reflection, which hinted
on the ordering, is only on the order of 2.5 %. Most likely, the resolution of the XRD
methods 50 years ago was not sufficient to notice the chemical ordering. Another general
feature of all literature reports is that they suggest an exceptional stability range for
γ-Fe and in particular β’-Mn. This agrees perfectly well with the present observations.
Indeed, the stability range of the β’-Mn phase is found to be even slightly larger than
proposed. The maximum solubility reaches up to Fe53Mn28Si19.
The next issue involves the Heusler phase. Both experimental phase diagrams indicate a
tolerance range for the deviations of the Si content from 25 at%. Unlike, both theoretical
studies suggest no variation of the Si content within the Heusler series. The latter
prediction in fact agrees excellently with the present investigations. In neither case, there
was a deviation from the 25 at% Si, which was bigger than the experimental error of the
method that determined the composition. Also the two phase region between Heusler
and α-Fe phase is only covered correctly by the calculations. In summary, although
the overall agreement between all studies is evident, the theoretical assessments of the
Fe-Mn-Si system seem to be more accurate.
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Figure D.4.: Experimentally obtained phase compositions (colored dots) in Si-lean Fe-
Mn-Si samples annealed at 800 ◦C in comparison with solubility limits
(black lines) depicted from different references [19, 20, 118, 119]. (a) Ex-
perimental study of Bardos et al. (b) Experimental study of Setz et al.
(c) Theoretical study by Forsberg (d) Theoretical study by Zheng et al.
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D.2. Spin Glass State in Mn48Fe34Si18
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Figure D.5.: (a) Time-dependent Magnetization of Mn48Fe34Si18 at 5 K and with various
applied fields. (b) Extracted relaxation time constants as a function of
applied field. The behavior is similar to IrMnGa (Figure 3.6).
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Figure D.6.: The fits of the Mößbauer spectra are not unambiguous. Two models, which
differ in quadrupole splitting and isomershift, yield a fit of equal quality.
This is true for both investigated samples. The physical consequences of
both models are however fairly similar as discussed in Section 5.4.
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E. The Search for New Magnetic
Heusler Compounds
Table E.1.: Refined lattice parameters and compositions of the phases, which were found
in the investigated Ru2CrZ samples.
Z # Phase a (Å) b (Å) c (Å) Composition
Al 1 Heusler 2.974 – – Ru49Cr18Al33
2 hcp-(Ru,Cr) 2.668 – 4.276 Ru60Cr38Al2
Ga 1 Heusler 5.966 – – Ru49Cr27Ga24
In 1 In3Ru 6.995 – 7.236 –
2 In 3.260 – 4.950 –
3 hcp-(Ru,Cr) 2.677 – 4.270 –
Sb 1 Ru2CrSb 6.174 – – –
2 hcp-(Ru,Cr) 2.692 – 4.275 –
3 RuSb 5.980 3.720 6.560 –
4 RuSb2 5.952 6.674 3.180 –
Bi 1 hcp-(Ru,Cr) 2.680 – 4.270 –
2 Bi 4.550 – 11.900 –
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