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Abstract 
Packing problems in industry may be categorised into the two classes of bin packing and strip 
packing problems. The former involves packing items into the minimum number of fixed sized 
bins, while in the latter the items are packed into a single open-ended bin (referred to as a 
strip) such that the total packing height is minimised. The items in both problem categories 
may not overlap. The entire set of items may be known in advance in which case the problem is 
referred to as an offiine problem. On the other hand, in online packing problems, only one item 
is available at a time and the next item only becomes available once the current item has been 
packed. Problems where some information about the items to be packed (such as a sorting) is 
available in advance are referred to as almost online packing problems. 
Offiine strip packing problems may be solved using exact algorithms, level heuristics or plane 
heuristics while online packing problems may be solved using level heuristics, shelf heuristics 
or plane heuristics. In level heuristics the strip is divided into horizontal levels whose heights 
are equal to the heights of the tallest items packed on the levels, whereas in shelf algorithms 
the strip is also partitioned into horizontal levels, but with additional space above the tallest 
rectangles on the levels to cater for future variation of item heights. On the other hand, in 
plane algorithms, the strip is not partitioned-items may be packed anywhere within the strip. 
Both online and offl.ine two-dimensional rectangle strip packing problems are considered in 
this dissertation, and the rectangles may not be rotated. An algorithmic approach is employed 
whereby several algorithms (heuristic and exact) are implemented. A new offl.ine level algorithm 
is introduced which seeks to fully utilise available space within a level. For online packing 
problems, a new approach is proposed when creating additional space via shelf algorithms. A 
new online plane algorithm is also presented. The study aims to find (among the new and a host 
of known algorithms) the best algorithm to use for different instances of two-dimensional strip 
packing problems. In reality, such problems often involve a large number of items-therefore 
the need arises for a computerised decision support system. Such a system, implementing all 
the (known and new) algorithms described and tested is also presented in this dissertation. 
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Opsomming 
Inpakkingsproblerne in die nywerheid kan gewoonlik in een van twee groepe geklassifiseer word, 
naarnlik houer inpakkingsprobleme en strook inpakkingsprobleme. Eersgenoernde bestaan daaruit 
dat 'n lys voorwerpe in die kleinste rnoontlike aantal houers van vaste grootte ingepak word, 
terwyl in die laasgenoernde klas voorwerpe in 'n enkele houer of strook van vaste wydte, rnaar 
onbeperkte hoogte ingepak word rnet die doel orn die totale inpakkingshoogte te rninirneer. 
In beide klasse problerne rnag die voorwerpe nie oorvleuel nie. Die hele lys voorwerpe rnag 
vooraf bekend wees, in welke geval die problem as 'n afiyn probleern bekend staan. In aanlyn 
problerne, daarenteen, word die eienskappe van die volgende voorwerp in die lys eers bekend 
sodra die vorige voorwerp ingepak is. Problerne waar gedeeltelike inligting orntrent die lys 
voorwerpe wat ingepak rnoet word (soos byvoorbeeld 'n sortering van een of ander aard) vooraf 
bekend is, word bykans aanlyn problerne genoern. 
Afiyn inpakkingsproblerne rnag deur rniddel van eksakte algoritrnes, horisontale vlak heuristieke 
of platvlak heuristieke opgelos word, terwyl aanlyn inpakkingsproblerne tipies deur rniddel van 
horisontale vlak heuristieke, rak heuristieke of platvlak heuristieke opgelos rnag word. In ho-
risontale vlak heuristieke word horisontale vlakke in die strook gevorrn, word die voorwerpe op 
hierdie vlakke gepak en is die vlakhoogtes gelyk aan die hoogste voorwerpe wat op die betrokke 
vlakke gepak is, terwyl by rak heuristieke die strook ook in horisontale vlakke verdeel word, 
rnaar rnet die verskil dat die vlakhoogtes hoer is as die hoogste voorwerpe wat op die betrokke 
vlakke gepak is, orn voorsiening te rnaak vir die rnoontlikheid dat selfs hoer voorwerpe later op 
die vlakke gepak rnag word. By platvlak heuristieke word die strook glad nie verdeel nie, en 
rnag voorwerpe enige plek in die strook gepak word. 
Beide aanlyn en afiyn twee-dirnensionele strook inpakkingsproblerne word in hierdie proefskrif 
beskou, waar die voorwerpe reghoeke is, en nie geroteer rnag word nie. 'n Algoritrniese benader-
ing word gevolg waar verskeie algoritrnes (heuristies en eksak) gelrnplernenteer word. 'n Nuwe 
afiyn horisontale vlak heuristiek word ontwikkel wat poog orn die beskikbare vertikale spasie 
binne elke vlak volledig te benut. Vir aanlyn problerne word 'n nuwe benadering tot die ooplaat 
van vertikale spasie in rak heuristieke ook voorgestel. 'n Nuwe platvlak heuristiek word ook 
daargestel. Die studie het ten doel orn te bepaal watter van die (nuwe en bekende) heuristieke 
die beste gepas is vir verskillende twee-dirnensionele strook inpakkingsprobleern gevalle. ·werk-
like strook inpakkingsprobleern gevalle behels gewoonlik die inpakking van 'n groot hoeveelheid 
voorwerpe-daarorn ontstaan die behoefte orn 'n gerekenariseerde besluitnerningsteunstelsel. 
So 'n stelsel, waarin al die algoritrnes wat in hierdie proefskrif beskryf en getoets is, word ook 
daargestel. 
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Chapter 1 
Int:rod uction 
The field of cutting and packing (C&P) problems has been researched extensively as a 
sub-discipline of operations research for many years, from as early as 1939 [67]. A cutting 
problem may be described as the problem of cutting a large object into a maximum 
number of smaller items of specified shape by minimising wastage or offcuts, while a 
packing problem is the problem of packing a maximum number of items into a specified 
volume by minimising wasted or empty space. There is a strong relationship between the 
typologies of C&P problems, resulting from the duality of material and space (i.e. the 
duality of a solid material body and the space occupied by it [41]). The continued interest 
in this field has been because of the need to develop automated packing layouts and 
cutting patterns for industry so as to yield better solutions than are manually possible. 
1.1 Two C&P typologies from the literature 
A typology, as defined by Wascher et al. [114], is "a systematic organisation of objects into 
homogeneous categories on the basis of a given set of characterising criteria." Dyckhoff 
[41] developed the first typology of C&P problems by considering a number of problems 
with the same logical structure, but which appear under different names, depending on 
the discipline or context. The basic infrastructure of C&P problems comprises large 
objects and small items-the large objects are either cut into a number of small items or 
the small items are combined into patterns or geometric arrangements that are assigned 
to the large objects. 
Dyckhoff 's typology comprises four main characteristics, shown in Table 1.1. The first 
characteristic, dimensionality, indicates the geometric dimensions of the large objects 
and small items. The second characteristic, kind of assignment, distinguishes between 
whether the problem involves a selection of the small items to form patterns assigned 
to all large objects or whether all items are assigned to a selection of the large objects. 
The assortment of large objects is the third characteristic, making a distinction as to 
whether there is only one large object, many large identical objects or different large 
objects. Finally, the last characteristic considers the assortment of small items-whether 
there are few or many different shapes, many items of relatively few different shapes or 
whether all items are congruent. 
1 
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2 CHAPTER 1. INTRODUCTION 
Dyckhoff's C&P typology II W~ischer's improved C&P typology 
Dimensionality 
1 One-dimensional 1 One-dimensional 
2 Two-dimensional 2 Two-dimensional 
3 Three-dimensional 3 Three-dimensional 
N N-dimensional N N-dimensional 
Kind of assignment 
B All objects and a selection of items OM Output value maximisation 
v A selection of objects and all items IM Input value minimisation 
Assortment of large objects 
0 One object 0 One object 
I Identical figures Oa all fixed dimensions 
D Different figures Oo one variable dimension 
Om more variable dimensions 
Sf Several figures 
Si identical figures 
Sw weakly heterogeneous assortment 
Ss strongly heterogeneous assortment 
Assortment of small items 
F Few items (of different figures) IS Identical small items 
M iVIany items of many different figures w \Veakly heterogeneous assortment 
R Many items of relatively few different (in- s Strongly heterogeneous assortment 
congruent) figures 
c Congruent figures 
Table 1.1: Dyckhoff's {41} and Wiischer's {114} typologies for C&P problems. 
Example 1.1 Using Dyckhoff 's typology, the classical one-dimensional cutting stock prob-
lem may be coded as 1/V /I/R. This is the problem of cutting smaller items from an un-
limited number of stock sheets with the objective of using the minimum number of stock 
sheets. The coding indicates a one (1) dimensional packing where all items are assigned 
to a selection (V) of identical (I) stock sheets. There are many items of relatively similar 
shape and size (R). o 
According to Wascher et al. [114], the typology by Dyckhoff [41] has certain drawbacks 
in terms of incorporating some of the latest developments in C&P problem research. One 
of the drawbacks which is relevant to this study is that of coding two-dimensional strip 
packing problems (packing 2D items into an open ended rectangular bin so as to attain the 
minimum packing height possible). Dyckhoff uses the notation 2/V /D/M, while Wascher 
et al. [114] suggest the more plausible coding 2/V /O/M. The inconsistency arises as a 
result of treating the problem as a two-dimensional bin packing problem in [41], where one 
object of minimal length has to be selected from a number of larger objects available. It is 
recommended in [114] that a distinction be made between bin packing and strip packing. 
It is due to this and other drawbacks that an improved typology of C&P problems, which 
is an extension of Dyckhoff's typology, was proposed by Wascher et al. [114]. It was also 
proposed in [47] that a distinction should be made in one-dimensional cutting between the 
standard material of different sizes when a large number of small items of relatively few 
different shapes is to be produced from an unlimited supply of such a standard material. 
The material may be partitioned into a few groups of identical sizes or the sizes may be 
entirely different-these two cases require different solution approaches. 
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1.2. Dissertation Scope 3 
The improvements proposed by Wascher et al. [114] are shown in Table 1.1. The second 
characteristic, kind of assignment, was rather categorised into input value minimisation 
(all small items are assigned to a selection of large objects with minimal value) or output 
value ma.-ximisation (all large objects are used with a selection of small items of maximal 
value). The third characteristic, assortment of large objects, was categorised into one 
large object and several large objects and the fourth characteristic, assortment of small 
objects, was categorised into identical small items, weakly heterogeneous assortment (few 
items are of different shapes) or a strongly heterogeneous assortment (only a few elements 
are of identical shape and size). For an in-depth analysis of the improved typology, the 
reader is referred to [114]. 
Example 1.2 The knapsack problem may be coded as */OM/*/S when using the im-
proved typology. The * in the first and third fields implies that an arbitrary choice among 
any of the options in the field applies depending on the application. In the knapsack prob-
lem, items of different values and volumes (S) are packed into a space with the objective 
of maximising the total value associated with the packing (OM). ai 
1.2 Dissertation Scope 
The focus in this dissertation is on packing problems. Due to their diversity in application 
areas, these problems may be classified according to either spatial or non-spatial problems. 
Example 1.3 An example of spatial packing problem is the bin packing problem in which 
a collection of 2D shapes may be packed either into a single 2D bin (packing the maximum 
number of 2D shapes into a single closed 2D bin) or into multiple 2D bins (packing 2D 
shapes into the minimum number of 2D bins), depending on the application. liil 
Example 1.4 On the other hand, an example of a non-spatial packing problem is the 
capital budgeting problem in which, due to fixed or limited capital budgets, capital has to 
be rationed amongst projects with positive net present values. In this example, the capital 
represents the large object, while the projects represent the small items. CJ 
Non-spatial dimension applications of packing problems are beyond the scope of this 
study. In fact, only two-dimensional spatial packing problems are considered in this 
dissertation, as shown schematically in Figure 1.1. 
Spatial 2D packing problems may be sub-classified further into the two main classes of 2D 
strip packing problems and 2D bin packing problems. Each of these types of 2D packing 
problems may be differentiated further into three categories: offiine problems, almost 
on-line problems and on-line problems, as shown in Figure 1.1. The latter refers to the 
problem whereby only the specification (with respect to shape and size) of one 2D item 
is known at a time-the specification of the next item to be packed only becomes known 
once the previous item has been packed [6, 32, 33, 72, 91]. In contrast, specifications of 
the entire set of 2D items to be packed are known in advance in offiine problems [29]. 
Finally, Bartholdi, et al. [8] define so-called almost on-line problems as those packing 
problems where some-but not much-foreknowledge about the items to be packed is 
exploited. Imreh [62] noted that one may often obtain better packing results if the 
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Figure 1.1: Different classes of 2D spatial packing problems. 
problem is not completely on-line, i.e. when some information about the list of items to 
be packed is known before packing, such as, that the items are to be packed in the order 
of non-increasing height. 
Packing problems are generally believed to be NP-hard1 . Many instances of packing 
problems have, in fact, been proven to be NP-hard [15, 17, 21, 29, 70]. This means 
that it is highly unlikely that a time-efficient algorithm will be found which is capable of 
constructing optimal solutions to packing problems. This observation directs one's line of 
approach toward solving packing problems approximately [20]. For example, one may try 
to develop an efficient algorithm that always guarantees a 'nearly optimal' solution, rather 
than seeking an optimal solution at high computational cost. In fact, the vast majority of 
C&P problem research has concentrated on developing approximate or heuristic packing 
procedures, as will become evident later in this dissertation. 
Do 
D 
(a) 
-w-
(b) (c) (d) 
Figure 1.2: A demonstration of 2D strip packing of rectangles. The items are packed into 
the strip of Bxed width W such that they do not overlap. The heights H1 and H2 represent 
suboptimal and optimal packing heights respectively. 
1.3 Problem statement 
The 2D strip packing problem was first proposed by Baker et al. [4] in 1980. This is 
the problem of packing small items (in this dissertation the small items are assumed 
to be rectangles, as shown in Figure 1.2(a)), without overlapping into an open ended 
rectangular bin (referred to as a strip) of fixed width (W) and infinite height, as shown 
in Figure 1.2(b). The objective is to minimise the total height of the packing (H). 
Sub-optimal (H1 ) and optimal (H2 ) packing heights are shown in Figures 1.2(c) and (d) 
1 The basic concepts of algorithmic complexity theory are discussed in Appendix A. 
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respectively. In an oriented orthogonal packing one is not allowed to rotate rectangles 
during the packing procedure; the side of each rectangle must be parallel to the sides of 
the strip, as shown in Figure 1.3(a). In a non-orthogonal packing, however, one is allowed 
to place rectangles at various angles in the strip, as shown in Figure 1.3(b). A guillotine 
packing is a packing for which it is possible to cut along the edges of the rectangles (in 
some order) by means of entirely edge-to-edge cuts, as shown in Figure 1.3(c), while in a 
non-guillotine packing this is not possible, as is the case in Figure 1.3(d). 
3 2 
6 ...... " 
5 .... .. 
4 .... .. 
>--~-~___, ..... 1 
(a) (b) (c) (d) 
Figure 1.3: An illustration of different types of packings: (a) an orthogonal packing, (b) a non-
orthogonal packing, (c) a guillotine packing and (d) a non-guillotine packing. The rectangles in 
layout (c) may be isolated by performing edge-to-edge cuts in the order shown by the numerals 
in the figure, while in ( d) none of the rectangles may be isolated by performing edge-to-edge 
cuts. 
In this study, all packings are assumed to be oriented and orthogonal, with no restriction 
on guillotinability. The aim is to determine fast and effective heuristic procedures for 
solving 2D strip packing problems, since good solutions may lead to considerable cost 
savings. 
The heuristics considered in this study are grouped as level, shelf and plane algorithms. 
In level algorithms, the strip is partitioned into horizontal levels and the height of each 
level is determined by the height of the tallest rectangle packed in the previous level, as 
shown in Figure 1.4(a). Shelf algorithms use the same principle as the level algorithms of 
partitioning the strip, however, each shelf height of a newly created shelf is predetermined 
by various methods, as shown in Figure 1.4(b). Finally, in plane algorithms, the strip is 
not partitioned, as shown in Figure 1.4( c). The rectangles are packed anywhere inside 
the plane of the strip. These heuristics will be discussed fully in Chapters 2-3. 
2 2 
(a) (b) (c) 
Figure 1.4: An illustration of different groups of algorithms; (a) level, (b) shelf and (c) plane 
algorithms. 
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1.4 Dissertation objectives 
The primary focus in this dissertation is on reviewing as well as developing new, fast and 
effective heuristics for the 2D strip packing problem. Some exact algorithms will also be 
analysed. The five main objectives pursued in this dissertation are: 
Objective 1: To develop a general unifying classification scheme for packing problems. 
Objective 2: To review known methods from the literature capable of solving 2D strip 
packing problems (approximately or exactly) and to endeavour improving some of 
these algorithms. 
Objective 3: To establish new 
a) level algorithms for the offl.ine strip packing problem, 
b) shelf and plane algorithms for the online strip packing problem. 
Objective 4: To implement all the algorithms in Objectives 2 and 3 (known and new) 
on a computer and to compare their performance 
a) in terms of solution quality and time efficiency, using benchmark data sets, 
b) and to investigate attributes of data sets that may influence algorithm perfor-
mance. 
Objective 5: To design and implement an active (computerised) decision support sys-
tem capable of assisting managers in industry who have to solve 2D strip packing 
problems during the course of their work. 
1.5 A new subtypology for packing problems 
The typologies reviewed in §1.1 cover the broad-spectrum of C&P problems in general 
terms. However, in this section a novel classification or subtypology is especially devel-
oped for packing problems. This classification comprises six fields, denoted in the array 
format 
I a I f3 IX I 1 I A IT I, (1.1) 
which is used throughout the remainder of this dissertation. The most important charac-
teristic in packing problems is dimensionality. It describes the geometry of the items to 
be packed. Therefore the entry in the first field of (1.1), a E {lD, 2D, 3D, HoD}, denotes 
the dimension in which the packing takes place. Here a = nD indicates that the problem 
is an n dimensional packing problem, for n = 1, 2, 3. Furthermore, a = HoD denotes a 
higher dimensional packing problem. 
In one-dimensional packing problems, the widths of the items to be packed are equal 
to the width of the bin but the items have varying heights; hence only one dimension 
(namely height) is of importance. In two-dimensional packing problems, the items to be 
packed have varying widths and heights, while in three-dimensional packing problems, 
the items have varying widths, heights and depths. Higher dimensional packing problems 
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1 . ,., . 
(a) (b) 
Figure 1.5: Examples of (a) regular and (b) irregular shapes. 
involve packings in dimensions higher than three, where dimensions are not necessarily 
spatial-the fourth dimension may represent time (for example, three dimensional items 
may be required to be packed for a fixed period of time). 
The second field characterises the shapes of the objects to be packed and this is closely 
related to dimensionality. A packing of either regularly or irregularly shaped items may 
be required; hence f3 E {I, R}. Here /3 = R indicates that regular shaped items are 
packed, while f3 =I denotes the fact that irregular shaped items are packed. The notion 
of regular or irregular shapes is as defined by Hopper [56]. A regular shape is described 
as a shape defined by a few parameters, such as rectangles or circles, as shown in Figure 
1.5(a). Irregular shapes, on the other hand, may include concavities and/or asymmetric 
shapes such as those patterns encountered in the clothing and textile industries, as shown 
in Figure 1.5(b). 
In packing problems, smaller items are packed into a well defined region commonly called a 
bin or strip (depending on the application). The third field of the proposed classification 
notation in (1.1) defines these regions as x E {MFB, MVB, SB, SP}. Here x = MFB 
denotes a multiple fixed sized bin packing, x = MVB denotes a multiple variable sized 
bin packing, x = SB corresponds to a single bin packing and lastly x = SP represents a 
strip packing problem. 
In most applications, the items to be packed are drawn from a finite list. The fourth 
field in ( 1.1) differentiates the level of available information (specifications of the list of 
items to be packed) as 'Y E {Off, Aon, On}. Here 'Y = Off represents an offl.ine packing 
problem, 'Y = Aon indicates an almost on-line packing problem, and 'Y = On denotes an 
on-line packing problem. 
The critical issue in packing problems is to make efficient use of time and/or space 
[109]. The objective in a packing problem is either to minimise or ma.'Cimise a particular 
quantity and is addressed in the fifth field of the notation in (1.1). In particular, ,\ E 
{Mal, MiA, MiB, MiC, MiS}. Here,\ = Mal denotes maximising the number of items to 
be packed, ,\ = MiA denotes minimising the area of packing, ,\ = MiB denotes minimising 
the number of bins, ,\ = MiC denotes minimising the cost of the packing, while ,\ = MiS 
denotes minimising the strip height. 
Similar to other problems, packings are typically also subjected to certain constraints. 
The more basic and common constraints encountered in packing problems are dealt with 
in binary fashion in the sixth field of (1.1), in which T = {T0 ,Tp,Tm,Tg} is a binary 4-
vector. The parameter T 0 E { 0, 1} indicates whether the orientation of the items to be 
packed is fixed or not. Some applications allow for items within a bin or strip to be 
rotated while others do not. Here, T0 = 0 represents a fixed orientation, while T 0 = 1 
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means that rotation is allowed. 
The parameter Tp E {O, l} indicates that constraints on the placement of items are 
present. An example of such a constraint application may be that boxes carrying fragile 
material may not be placed at the bottom of a packing. In particular, Tp = 0 means 
that no restriction on the placement of items is enforced, while Tp = 1 indicates that 
restrictions on the placement of items are present. 
The parameter Tm E { 0, 1} indicates whether the shape of the items to be packed may be 
modified. Shape modification may arise in the scheduling of tasks on a computer, where 
the length and width of an item may represent time and resource required for completing 
a particular task. Shape modification usually takes place by either lengthening the item 
(thereby using less resource and more time) or widening the item (hence using more 
resource, but taking less time to complete a task). Here, Tm = 0 indicates that the 
shapes of items may not be modified, while Tm= 1 means that modification of shapes is 
allowed. 
The parameter T9 E { 0, 1} represents the constraint of guillotine cuts. Some applications 
may disallow a certain packing pattern unless it may be disentangled by performing edge 
to edge cuts parallel to the edge of the bin or strip (i.e. unless it is a guillotine packing). 
Here, T9 = 0 means that there is no restriction on guillotinability, while T 9 = 1 means 
that a guillotine packing is required. 
Finally, the convention is adopted that an asterisk in any field of (1.1) denotes the fact 
that the contents of that field is not specified, resulting in a class of packing problems 
rather than in a single packing problem. Due to the considerable diversity of real-world 
packing problems, this new classification scheme does not in any way cover all possible 
properties of packing problems. The characteristics covered are considered to be basic, but 
representative for packing problems. The classification has, however, been constructed to 
be flexible and may easily be adapted to suit any problem by adding additional properties 
to the fields in (1.1). Some fields, such as the constraints field, may be more detailed and 
the list of possibilities may increase when considering certain special cases or variants of 
packing problems. The classification notation introduced above is illustrated by means 
of an example and a summary is provided in tabular form in Appendix F. 
Example 1.5 The focus of this study will be on 2D strip packing of oriented rectangles 
coded as 
I 2D I RI SP I *I MiS I 0,0, *, * 1, 
indicating that there is no restriction on the level of information or on the modification 
of shapes. There is also no restriction on guillotinability or the placement of rectangles, 
and the objective is to minimise the total packing height. o 
1.6 Benchmark instances 
The use of benchmark problems is a standard approach towards the appraisal of new 
algorithmic procedures, facilitating comparisons between the space and time efficiencies, 
and the solution qualities of such procedures with those of existing ones. Previously re-
searchers often used to test their algorithms on data sets newly created by themselves, but 
then failed to make these data available when they published the performance appraisals 
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of their algorithms. Such failures defeat the purpose of benchmark testing by causing re-
searchers to keep on generating more and more instances of test data instead of reverting 
to existing data2 . This issue has been addressed, since some researchers [18, 23, 56, 57], 
have started publishing their work on packing problems along with the test instances they 
used and/or generated. A number of on-line libraries (see, for example, [37, 60, 100, 107]) 
were created to publish benchmark data on the internet for the purposes of testing algo-
rithms designed to solve a large variety of well-documented problems in the operations 
research literature. The author follows suit, by making available on the internet all the 
test data used in the evaluations of the algorithms in this dissertation [113], although 
new test data have not been created for testing purposes. The methods used by different 
researchers to generate these benchmarks are discussed briefly in §1.6.1-1.6.5. 
1.6.1 The Mumford-Valenzuela benchmark data 
The data sets described in this section were created to test algorithmic procedures for 
packing problems of the form 
I 2D I R I SP I Off I MiS 11,0,0,1 1, 
where 90 degree rotations were allowed and guillotine cut restrictions were present. 
Mumford-Valenzuela et al. [94] generated two classes of data sets. The first class is 
called the class of Nice data sets and each data set in this class consists of rectangles of 
similar sizes and shapes, whilst the second class is referred to as the class of Path data 
sets (short for pathological) and each data set in this class consists of rectangles with 
significantly varying shapes and sizes. 
The procedure used to generate these data sets allowed for the aspect and area ratios of 
the rectangles to be specified. The Nice and Path data sets have aspect ratios within the 
ranges 1/4 ::=; h/w :::; 4 and 1/100 :::; h/w :::; 100 respectively, where h and w respectively 
denote the height and width of the newly generated rectangles. The maximum ratios of 
the areas of any two rectangles were set to 7 for the Nice data set and to 100 for the Path 
data set. Guillotineable data sets of size n with known optimal solutions were created 
by performing n - 1 guillotine cuts on a 100 x 100 square. At each cutting stage, all 
constraints of aspect and area ratios were satisfied. For each class of data sets the sizes 
(i.e. the number of rectangles) n = 25, 50, 100, 200, 500 were selected and these instances 
are denoted Nice.n and Path.n. Fifty test instances for each problem size within each class 
were created, except for the case n = 500, for which only ten test instances were created, 
resulting in a total of four hundred and twenty data sets. The data sets generated have 
the characteristic that all rectangle dimensions are real numbers. The pseudocode of the 
algorithm used during the generation process is available in [116, p. 386]. These data 
sets may also be found on the CD accompanying this dissertation, within the directory 
BenchmarkData/M umford-Valenzuela/. 
2This practice of duplication brings with it the added disadvantage of even having to re-implement existing 
algorithms in order merely to compare the qualities of solutions obtained by them to those of new algorithms, 
instead of using published results for the existing algorithms and only implementing the new algorithms in such 
comparisons. 
UNIVERSITEIT STELl.f]; BOSCP. 
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1.6.2 The Burke benchmark data 
The data sets generated by Burke et al. [18], were applied to problems of the form 
I 2D I R I SP I Off I MiS I 1,0,0,0 1, 
where rotations of 90 degrees were allowed. They generated thirteen test instances of 
which only twelve are used in this dissertation (denoted B1 , ... , B12 ) 3 . These instances 
were randomly generated by cutting a large rectangle repeatedly, either vertically or 
horizontally such that two new rectangles were generated after each cut, as depicted in 
Figure l.6(a). A list of the rectangles generated was maintained after each cut, from 
which a rectangle was selected and a further cut performed on it. While ensuring that 
the dimensions of the rectangles thus generated were not smaller than some specified 
minimum dimension, the process was carried out until the desired number of smaller 
rectangles was obtained. These data sets may also be found on the CD accompanying 
this dissertation, within the directory BenchmarkData/Burke/. 
1.6.3 The Hopper and Turton benchmark data 
Hopper and Turton [57] developed benchmark data for problems of the form 
I 2D I R I SP I Off I MiS I 1,0,0,0 1. 
They developed data sets denoted Cf, divided into seven categories ('i = 1, ... , 7), each 
category comprising three instances (j = 1, 2, 3). The number of rectangles in each 
category ranges from 17 to 197 rectangles and the categories are arranged according to an 
increasing number ofrectangles (for example, Ct involves more rectangles than does Cl). 
These data sets were generated randomly, maintaining a maximum aspect ratio of 7 and 
the optimal solutions to all test instances are known, because a large rectangle of known 
dimensions was cut into the required number of smaller rectangles to generate the data 
sets. Each category has a large rectangle associated with it and in all the categories these 
large rectangles have aspect ratios varying between 1 and 3. The data may be accessed 
via the on-line libraries [37, 60, 107] and may also be found on the CD accompanying 
this dissertation, within the directory BenchmarkData/HopperandTurtonl/. 
Other test instances by Hopper and Turton [58] were meant for problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0, * 1. 
They generated classes of both guillotineable data sets (denoted T/) and non-guillotineable 
data sets (denoted Hf), each with a maximum aspect ratio of 7. Each class (i = 1, ... , 7) 
comprises five instances (j = 1, ... , 5) which were cut from a 200 x 200 square in order to 
eliminate bias due to dimensions of the large rectangle. The guillotineable test problems 
were generated by repeatedly selecting a random point in a rectangle and making vertical 
and horizontal cuts through that point to generate four new rectangles, as depicted in 
Figure 1.6(b). At each cutting stage the ma,'{imum aspect ratio was observed, failing 
which a new random point was selected. In the case of the non-guillotineable test prob-
lems, two random points were selected within a rectangle, which served as the opposite 
3The thirteenth instance was discarded because it involves 3150 rectangles, and it was decided to use test 
instances with up to 500 rectangles. 
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Figure 1.6: Generation of guillotine and non-guillotine cuts; (a) guillotine cut resulting in two 
rectangles, (b) two guillotine cuts resulting in four rectangles and (c) four non-guillotine cuts 
resulting in fi.ve rectangles. 
corner points to a smaller rectangle lying wholly within the larger rectangle, as depicted 
in Figure 1.6( c). The sides of the smaller rectangle were extended up to a point where 
they intersect the sides of the larger rectangle-thus forming five new rectangles. In both 
cases, the process was repeated until the required number of rectangles was obtained. 
These data sets are available on-line [107] and may also be found on the CD accompa-
nying this dissertation, within the directory BenchmarkData/HopperandTurton2/. 
1.6.4 The Christofides and Whitlock benchmark data 
Some benchmark problems proposed for cutting stock problems were transformed and 
adapted to strip packing instances by taking the width of the large rectangle from which 
the smaller rectangles in each test instance were cut as the strip width. The data set gen-
erated by Christofides and Whitlock [23] consists of three instances, denoted G 1, G2 , G3 
and were intended for the constrained guillotine cutting problem. The areas of the n 
smaller rectangles (denoted ai, i = 1, ... , n) were generated by sampling from a uniform 
distribution in the range [O, 0.25A], where A denotes the area of the initial large rectan-
gle. After obtaining the areas of the n rectangles, the height of each rectangle, h(Li), 
was obtained by again sampling from a uniform distribution in the range [O, ai], round-
ing up to the nearest integer. Finally, the width of each rectangle, w(Li), was simply 
computed using the formula w(Li) = f aif h(Li)l The optimal strip packing solutions 
for these data sets are unknown, the data are available on-line [100, 107] and may also 
be found on the CD accompanying this dissertation, within the directory Benchmark-
Data/ChristofidesandWhitlock/. 
1.6.5 The Beasley benchmark data 
Beasley [9] generated a number of data sets, of which only four are available online (de-
noted U1 , U2 , U3 , U4 ), for the unconstrained guillotine cutting problem. Integers were 
sampled from uniform distributions in the ranges [H/4, 3H/4] and [W/4, 3W/4] for re-
spectively the height h(Li) and width w(Li) of each rectangle generated. 
Beasley [10] also produced twelve non-guillotineable, random problem instances (denoted 
Vi, ... , Vi 2 ), by generating n real numbers ri (i = 1, ... , ni) from a uniform distribution 
in the range (0, HW/4). The height, h(Li), of a rectangle was generated by sampling an 
integer from a uniform distribution in the range [1, H] and the width was set to w(Li) = 
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fr.jh(Li)l Optimal solutions to the corresponding problems are unknown for both these 
classes of data sets, the data may be accessed on-line [100] and may also be found on the 
CD accompanying this dissertation, within the directory BenchmarkData/Beasley/. 
1. 7 Preview of dissertation layout 
The workings of all algorithms considered in this dissertation are illustrated by means 
of a single example instance and formalised by means of pseudocode listing. The use of 
pseudocode is preferred instead of a mere description or specific programming language 
listing, because of its precision, structure and universality [66]. 
L1 L2 La L4 L5 L5 L7 Ls Lg Lw 
I Width, w(Li) 14 2 9 10 4 4 2 8 3 5 
I Height, h(Li) 4 4 3 5 10 1 6 2 3 1 
Table 1.2: Rectangle dimensions used as an example throughout this dissertation to illustrate 
the steps of the various algorithms. 
The general notation used throughout the dissertation is that, for a given list [, of rect-
angles, h(Li) and w(Li) denote respectively the height and width of rectangle Li, for all 
i = 1, ... , n (here n denotes the number of rectangles to be packed). The dimensions of 
the rectangles to be packed into a strip of width 16 spatial units in the example used 
throughout the dissertation may be found in Table 1.2. 
The remainder of the dissertation is structured such that offi.ine and online strip packing 
problems are considered heuristically in Chapters 2 and 3 respectively. Each chapter be-
gins with a description of known heuristics from the literature (in §2.1 and §3.1 for offi.ine 
and online packing problems respectively). This is followed by proposed improvements to 
some of these known heuristics (in §2.2 and §3.2 for offi.ine and online packing problems 
respectively). New heuristics for offi.ine and online packing problems are presented in §2.3 
and §3.3 respectively. 
Exact algorithms producing guillotineable and non-guillotineable packings are described 
in Chapter 4. These include the use of branch and bound methods as well as other linear 
programming relaxation techniques. The performances and efficiencies of the offiine and 
online algorithms (exact and heuristic) are compared in Chapters 5 and 6 respectively. 
The comparisons are carried out in terms of solution quality (i.e. the mean packing height 
achieved for the benchmark data described in § 1.6), the frequency with which the smallest 
packing height is obtained for benchmark data and execution times. 
A computerised decision support system for strip packing problems is introduced and 
described in Chapter 7. A flow chart of its working, as well as various components of the 
decision support system, are shown by means of screen shots. In Chapter 8, a summary of 
the work accomplished in this dissertation is presented (§8.1). Several suggested avenues 
of packing problems to explore for future work are provided in §8.2. 
Some of the main concepts in algorithmic complexity and performance analyses are de-
scribed in Appendix A. This is followed, in Appendix B, by a description of some of the 
principles of one-dimensional bin packing used in the Kenyon-Remila algorithm. When 
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analysing and comparing the performance of algorithms in Chapters 5 and 6, a number 
of statistical tools are employed-these are explained in Appendix C. The mean packing 
heights and execution times achieved by the online heuristics for the benchmark instances 
are summarised in tabular form in Appendix D for three data traversal orders. Finally, 
all the necessary information about a compact disc accompanying this dissertation is pro-
vided in Appendix E. The compact disc contains among other things the source code of 
the decision support system, an electronic copy of the dissertation along with the B\'IEX 
source files and the benchmark data. 
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Chapter 2 
Heuristics for offiine problems 
A number of heuristic procedures have been put forward in the literature to solve problems 
relating to the offiine 2D strip packing problem and some of these are described in this 
chapter. This chapter opens with a discussion on known heuristics from the literature 
(§2.1), followed by suggested modifications to some of these heuristics (§2.2) and finally 
a presentation of a new heuristic (§2.3). 
2.1 Known heuristics 
Heuristics are strategies for solving optimisation problems approximately by constructing 
"good", but not necessarily optimal solutions at a reasonable computational cost. Because 
the strip packing problem is NP-hard and its real world applications normally lead to 
large scale problems, practitioners usually resort to heuristic methods rather than to 
exact methods. The first class of heuristics, referred to as level algorithms, is described 
in §2.1.1 and this is followed by the description of another class of heuristics known as 
plane algorithms (in §2.1.2). 
2.1.1 Level algorithms 
As mentioned in the introduction, each rectangle is packed in the order given on any 
one of a collection of horizontal levels drawn across the strip in a level algorithm. These 
algorithms are primarily used when dealing with offiine packing problems and the first 
level of the strip is the bottom of the strip. The height of each level is determined by 
the height of the tallest rectangle placed on the previous level (a horizontal line is drawn 
through the top of the tallest rectangle placed on the previous level). 
2.1.1.1 The next fit decreasing height algorithm 
The so-called next fit decreasing height (NFDH) algorithm [30] was developed in 1980 to 
solve problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 1. 
15 
Stellenbosch University  https://scholar.sun.ac.za
16 CHAPTER 2. HEURISTICS FOR OFFLINE PROBLEMS 
The list of rectangles to be packed is pre-ordered according to non-increasing height. 
This allows for the first rectangle placed on a level to determine the height of the next 
level. A rectangle is placed on the current level, left justified, if it fits there. However, 
if it does not fit, then a new level is created above the current level (which becomes the 
new current level) and the rectangle is placed there. The packing progresses from left to 
right per level and from the bottom of the strip upwards level-wise. Levels lower than 
the current level are never revisited. Rectangles of equal height retain their original order 
in the packing list relative to each other. When analysing the performance of the NFDH 
algorithm, Coffman et al. [30] found the asymptotic performance bound 1 
NFDH(£) :S: 2 OPT(£) + 1 (2.1) 
in the limit as n---+ oo, where NFDH(L:) denotes the packing height achieved for the list 
of rectangles£ by the NFDH heuristic, and where OPT(£) is the optimal packing height 
for the list of rectangles £. In (2.1) the multiplicative constant 2 is the smallest possible. 
The steps of the NFDH algorithm are given in pseudocode as Algorithm 1. 
Algorithm 1 The next fit decreasing height (NFDH) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number ofrectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: level - O; h(level) - O; w(level) - O; i - 1 
2: Renumber the rectangles in order of non-increasing height such that h(L1) 2: h(L2 ) 2: ... 2: 
h(Ln) 
3: Pack rectangle Li left-justified at the bottom of the strip 
4: h(level) ~ h(Li); w(level) - w(Li) 
5: for i = 2, ... , n do 
6: if W - w(level) 2: w(Li+1) then 
7: pack rectangle Li+1 to the right of rectangle Li 
8: w(level) - w(level) + w(Li+1) 
9: else [W - w(level) < w(Li+1)] 
10: create a new level above the previous one and pack rectangle Li+l on the new level 
11: level - level+ 1; w(level) - w(Li+i); h(level) - h(level - 1) + h(Li+1) 
12: end if 
13: end for 
14: print H = h(level) 
Example 2.1 The rectangles in Table 1.2, which are required to be packed into a strip of 
width 16 units, are first arranged in non-increasing order by height as {L 5 , L7 , L4 , L2 , L1 , 
L9 ,L3 ,L8 ,L10 ,L6 } and then packed, as shown in Figure 2.l(a). Rectangles {L 5 ,L7 ,L4 } 
are packed on the first level. This level is closed off and a new level is created where 
rectangles { L2 , Li} are packed. Packing progresses in this manner until all rectangles are 
packed and a total packing height of 20 units is obtained. [] 
1 Asymptotic performance bounds are often employed to measure the efficiency of algorithms. These bounds 
are a result of a theoretical analysis of the worst-case performance of the algorithm [75], as discussed in detail in 
Appendix A. 
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Since lines 6-12 of Algorithm 1 have constant time complexity, the for-loop spanning 
lines 5-13 has a time complexity of O(n), where n is the number of rectangles in the 
list £. However, the complexity of the algorithm is dominated by line 2 which has a 
worst-case time complexity of 0( n log n), since line 1, lines 3-4 and line 14 also have 
constant time complexity. This worst-case time complexity may be obtained when using 
an efficient sorting procedure such as the merge-sort algorithm which uses a divide-and-
conquer technique [66]. Therefore the worst-case time complexity of the NFDH algorithm 
is 0 ( n log n). 
2.1.1.2 The first fit decreasing height algorithm 
In the so-called first fit decreasing height (FFDH) algorithm [30], the list of rectangles is 
also pre-ordered according to non-increasing height. The algorithm also dates from 1980 
and may again be applied to problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 1. 
Rectangles of equal height retain their original order relative to each other in the packing 
list. A rectangle is placed left justified on the lowest level with sufficient space. The 
strip is searched level-wise from the bottom upwards for sufficient packing space and 
if the current rectangle does not fit into any of the existing levels, a new level is cre-
ated above the current top level (which becomes the new top level) and the rectangle 
is placed there. The difference between the NFDH and FFDH algorithms is therefore 
that in the latter, previously packed levels are always searched for sufficient space to 
pack a rectangle whereas in the former, previously packed levels may not be revisited. 
When analysing the performance of the FFDH algorithm, Coffman et al. [30] found the 
asymptotic performance bound 
FFDH(£) ::; 1.7 OPT(£)+ 1 (2.2) 
in the limit as n--+ oo, where FFDH(£) denotes the packing height achieved for the list 
of rectangles £by the FFDH heuristic and OPT(£) is the optimal packing height for the 
list of rectangles £. The multiplicative constant 1.7 in (2.2) is smaller than that of the 
NFDH algorithm-hence the FFDH algorithm generally performs better than the NFDH 
algorithm for large packing lists. In fact for all packing lists FFDH(£) ::; NFDH(£) [30]. 
A pseudocode listing for the FFDH algorithm is given as Algorithm 2. 
Example 2.2 The rectangles are ordered in the same manner as in the NFDH algorithm, 
according to non-increasing height as {L5 , L7 , L4, L2 , L1 , L 9 , L3, Ls, Lw, L6}· The packing 
produced is similar to the NFDH algorithm packing, except that rectangle L 6 is packed on 
the lowest level with sufficient space, which is the third level. A total packing height of 19 
units is obtained for the example instance in Table 1. 2, as shown in Figure 2.1 (b). 11 
Because lines 6-14 of Algorithm 2 have constant time complexity and the while-loop on 
line 7 does not depend on n, the for-loop spanning lines 5-18 has a time complexity of 
O(n). Line 1, lines 3-4 and line 19 also have constant time complexity. Line 2 therefore 
dominates the time complexity of the algorithm and has a worst-case time complexity 
of O(nlogn) when using an efficient sorting procedure such as the merge-sort algorithm 
[66]. Consequently, the overall worst-case time complexity of the FFDH algorithm is also 
O(nlogn). 
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Algorithm 2 The first fit decreasing height (FFDH) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number ofrectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: level,._ O; h(level) ,._ 0; i ,._ 1; LevelNum ,._ 1 
2: Renumber the rectangles in non-increasing order by height such that h(L1) ;::: h(L2) ;::: ... 2: 
h(Ln) 
3: Pack rectangle Li left justified at the bottom of the strip; h(level + 1) ,._ h(Li) 
4: for i = 2, ... , n do 
5: search all levels (starting with the bottom) for the lowest with sufficient space 
6: if such a level exists then 
7: pack rectangle Li left justified on that level 
8: else [there is insufficient space in all existing levels] 
9: LevelNum ,._ LevelNum + 1; level,._ LevelNum; h(level) ,._ h(level - 1) + h(Li) 
10: pack rectangle on new level 
11: end if 
12: end for 
13: print H = h(level) 
2.1.1.3 The best fit decreasing height algorithm 
The best fit decreasing height (BFDH) algorithm [26] dates from 1990 and may also be 
applied to problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 1. 
It is analogous to the FFDH algorithm, except that in this algorithm rectangles are placed 
left justified towards the right of the last rectangle packed on the level with minimum 
residual horizontal space. This means that, to pack the next rectangle, all existing levels 
are searched for sufficient space and the area of the horizontal space towards the right of 
the level packing that would remain unutilised if the rectangle were to be placed in any 
of the levels is computed. The rectangle is placed on the level that leaves the smallest 
horizontal space. Dogrusoz [38] found the asymptotic performance bound of the BFDH 
algorithm also to be 
BFDH(.C) :::; 1.7 OPT(.C) + 1 (2.3) 
in the limit as n ~ oo, where BFDH(.C) denotes packing height achieved for the list 
of rectangles .C by the BFDH heuristic and OPT(.C) is the optimal packing height for 
the list of rectangles .C. Coffman [27] performed an asymptotic average-case performance 
analysis2 to establish the expected value of the height of a packing produced by the BFDH 
algorithm as 
E[BFDH(.C)] = n/4 + 8( y'n log 314n) (2.4) 
2 A probabilistic analysis is performed in terms of expected performance (i.e. the expected height of a packing 
produced by a given algorithm, where the expectation is computed over all w(L;) and h(Li), 1 :::; i:::; n), in the 
limit as n ---+ oo. 
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Figure 2.1: Comparison of packing heights produced by different algorithms when applied to 
the list ofrectangles in Table 1.2: (a) the NFDH algorithm packing, (b) the FFDH, BFDH and 
KPOl packings, (c) the SF packing and (d) the AlgorithmJOIN packing. 
as n --"""* oo, where n is the number of rectangles in the list £, where BFDH(.C) denotes 
packing height achieved for the list of rectangles £ by the BFDH heuristic, where E[·] 
denotes the expected value operator and where 8 denotes the asymptotically tight or-
der notation (described in Appendix A). Coffman [29] assumed that all 2n variables 
w(L1), ... , w(Ln), h(L1), ... , h(Ln) are independent and uniformly random samples from 
the interval [O, 1] and that the strip width is 1. The average-case analysis in (2.4) seeks to 
find a function J(n) for expressing the expected packing height obtained by an algorithm 
such that 
n 
E[A(.C)] = L w(Li)h(Li) + 8(J(n)), (2.5) 
·i=l 
where A(.C) is the packing height produced by an algorithm A for the list£ and 8(J(n)) 
represents the wasted area of the packing [38]. The first term in (2.4) is n/4 because the 
n rectangles are assumed to be independent; hence the packing produced on average by 
any algorithm must occupy at least n/ 4 units of space. This is because both the average 
width and average height of the rectangles in the uniform model is 1/2-therefore the 
average area of a rectangle is 1/4. For proof of (2.4), the reader is referred to [27]. The 
algorithm appears in pseudocode form as Algorithm 3. 
Example 2.3 When the BFDH algorithm is applied to the example instance in Table 1.2, 
a total packing height of 19 units is also obtained. The packing produced is the same as 
that produced by the FF DH algorithm, as shown in Figure 2.1 (b). Rectangle L 6 is again 
packed on the third level, which is the level with minimum residual horizontal space. Eil 
The overall worst-case time complexity of the BFDH algorithm is also 0( n log n). This is 
due to the dominant worst-case complexity in line 2 of O(nlogn) when using an efficient 
sorting procedure such as the merge-sort algorithm [66], since lines 1, 3-4 and 6-17 
have constant time complexity. The for-loop spanning lines 5-19 has worst-case time 
complexity O(n). 
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Algorithm 3 The best fit decreasing height (BFDH) algorithm 
Description: Packing a list of rectangles into a strip of fL"Xed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number of rectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: level<- O; h(level) <- 0; i <- 1; LevelNum <- 1 
2: Renumber the rectangles in non-increasing order by height such that h(L1) ;:::: h(L2) 2 ... 2 
h(Ln) 
3: Pack rectangle Li left justified at the bottom of the strip; h(level + 1) <- h(Li) 
4: for i = 2, ... , n do 
5: search all existing levels for the level with sufficient space and has minimum residual 
horizontal space 
6: if such a level exists then 
7: pack rectangle Li left justified 
8: else [there is insufficient space in all existing levels] 
9: create a new level above the top-most level and pack rectangle Li 
10: LevelNum <- LevelNum + l; level<- LevelNum; h(level) <- h(level - 1) + h(Li) 
11: end if 
12: end for 
13: print H = h(level) 
2.1.1.4 The knapsack algorithm 
The knapsack (KPOl) algorithm [78] dates from 1998 and was originally developed as a 
first phase in solving a bin packing problem. Since bin packing is beyond the scope of 
this dissertation, the KPOl algorithm is described here in the context of strip packing for 
problems of the form 
\ 2D \ R \ SP \ Off \ ivfiS \ 0,0,0,1 I· 
In the KPOl algorithm, rectangles are pre-ordered according to non-increasing height. A 
level is initialised by packing a rectangle, LJ* (say), with greatest height amongst all the 
remaining rectangles. After initialisation, the knapsack problem, 
ni 
maximise I: h(Li)w(Li)xi, 
i=l 
n1 
subject to I: w(Li)xi ::; W - w(LJ*), 
i=l 
XiE{0,1} (i=l, ... ,n1), 
(2.6) 
is solved for the particular level, where n 1 represents the number of unpacked rectangles 
at each stage of the packing. Clearly, before any packing takes place n 1 = n - 1 since the 
tallest rectangle has initialised the level. The solution of the knapsack problem identifies 
those rectangles that should be packed on the particular level (e.g. x2 = 1, x3 = O means 
that rectangle L2 should be packed and £ 3 should not be packed on the particular level 
in question). The list of rectangles £ is updated by removing all rectangles selected and 
the value of n 1 in (2.6) decreases as more rectangles are packed and more levels created. 
The algorithm continues in this manner taking all unpacked rectangles into consideration, 
until all rectangles are packed. A computational analysis was performed by applying the 
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KPOl algorithm to bin packing benchmarks [78]. In that analysis it was found that in 
general the KPOl algorithm outperformed other bin packing heuristics from the literature 
when comparing the ratios of the solution objective function values obtained to known 
lower bounds. However, Lodi [75] reckons that it should be possible to analyse the 
KPOl algorithm theoretically for strip packing by utilising the wealth of known results 
on knapsack problems. The algorithm is given in pseudocode form as Algorithm 4. 
Example 2.4 The rectangles are ordered according to non-increasing height {L 5 , L 7 , L 4 , 
L2 , Li, Lg, L3 , L8 , L10 , L6 }. Rectangle L5 initialises the first level and upon solving the 
knapsack problem, 
g 
maximise 2:: h(Li)w(Li)xi, 
i=i 
g 
subject to 2:: w(Li)xi ::; W - w(L5), 
i=l 
XiE{0,1} (i=l, ... ,9), 
(2.7) 
rectangles L 7 and L4 are selected to be packed on the first level. The list is then updated 
to { L2 , Li, Lg, L3 , L8 , L10 , L6 }. The first unpacked rectangle L2 initialises the second level 
and the results of the knapsack, 
6 
maximise 2:: h(Li)w(Li)xi, 
i=i 
6 
subject to 2:: w(Li)xi ::; W - w(L2), 
i=i 
XiE{0,1} (i=l, ... ,6), 
(2.8) 
indicate that only one rectangle Li is selected for packing on this level. The same procedure 
continues until all rectangles are packed and a total packing height of 19 units is obtained, 
as shown in Figure 2.1 (b}. ~ 
Line 1 of Algorithm 4 has a worst-case time complexity of O(nlogn) when using an 
efficient sorting procedure such as the merge-sort algorithm, while lines 1, 4-5 and 7-
8 all have constant time complexity. The body of the while-loop has a worst-case time 
complexity of O(n). However, solving the KPOl instance on line 6 has pseudo-polynomial 
time3 complexity of O(nK) [34] where K = vV - w(Lj*) is the total width per level not 
to be exceeded. Hence the overall worst-case time complexity of the KPOl algorithm is 
O(nK). 
2.1.1.5 The split fit algorithm 
In 1980 Coffman et al. [30] developed an algorithm called the split fit (SF) algorithm, 
which is slightly more complicated than the NFDH and FFDH algorithms, but whose 
3 For algorithms whose running times not only depend on the problem size, but also on the actual contents 
of the problem instance, this gives rise to pseudo-polynomial running times. An algorithm runs in pseudo-
polynomial time if its running time is polynomial in the numeric value of the input (which is exponential in the 
length of the input-its number of digits (or bits)) [119]. 
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Algorithm 4 The knapsack (KPOl) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number ofrectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Order the rectangles according to non-increasing height such that h(L1 ) 2:: h(L2) 2:: ... 2:: 
h(Ln) 
2: level+-- 0 
3: while there are unpacked rectangles do 
4: pack first unpacked rectangle, Li say 
5: h(level) +-- h(level) + h(Li) 
6: solve KPOl instance 
7: pack selected rectangles 
8: level +-- level + 1 
9: end while 
10: print H = h(level) 
performance is slightly better. The SF algorithm was also developed for strip packing 
problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0, 1 1. 
In the SF algorithm, all rectangles have width 1/m or less, where m ~ 1 is the largest 
integer satisfying this constraint. The list of rectangles £ to be packed is then partitioned 
into two sublists £ 1 and £ 2 , where £ 1 contains rectangles of width greater than 1/(m+l), 
while £ 2 contains rectangles that have width at most 1/(m + 1). The rectangles in £ 1 
are then packed into the strip, using the FFDH algorithm. In the FFDH algorithm, the 
rectangles that are packed on a level form a block of the packing. The blocks of the packing 
are then rearranged so that all blocks having total width greater than (m + 1)/(m + 2) 
are below those blocks of width at most (m + 1)/(m + 2). This rearrangement creates a 
region R of width 1/(m + 2), which is the region just above rectangles of width greater 
than (m + 1)/(m + 2) and to the right of those of width at most (m + 1)/(m + 2). The 
rectangles in £ 2 are then packed into the region R using the FFDH algorithm and if there 
is insufficient space, they are packed above the £ 1 rectangles. The height of the region 
R is the sum of the heights of the blocks of width at most (m + 1)/(m + 2). 
This algorithm was found to have an asymptotic performance bound of 
SF(£) ::; (m + 2)/(m + 1) OPT(£)+ 2, (2.9) 
where SF(£) denotes the packing height achieved for the list of rectangles £ by the SF 
algorithm and OPT(£) is the optimal packing height for the list of rectangles £. The 
multiplicative constant (m + 2)/(m + 1) in (2.9) is best possible. Clearly, in the SF 
algorithm the condition that once placed, a rectangle may not be shifted is violated, 
since blocks are moved around, which accounts for the typically superior performance of 
the SF algorithm compared to the NFDH and FFDH algorithms. The SF algorithm is 
expected to achieve better performance as m ---t oo because as the value of m increases, 
the multiplicative constant decreases. In fact, the SF algorithm becomes exact in the 
limit as m ---t oo. A pseudocode listing for the SF algorithm follows as Algorithm 5. 
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Algorithm 5 The split fit (SF) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number of rectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Let m 2'. 1 be the largest integer for which all rectangles in .C have width at most 1/m 
2: Partition the list of rectangles .C into two sublists .C1 and .C2 such that .C1 is a list of 
rectangles of width greater than 1/(m + 1), while .C2 is a list of rectangles of width at most 
1/(m + 1) 
3: Pack the .C 1 rectangles into the strip, using the FFDH algorithm 
4: Rearrange the blocks of this packing such that those of width greater than ( m + 1) / ( m + 2) 
are below those of width at most (m + 1)/(m + 2) 
5: Pack rectangles of width at most 1/(m + 2) into the region R using FFDH algorithm such 
that no rectangle overlaps the top of R and those failing to fit in R are packed above the 
packing of .C1 
6: Output the height of the strip, found by adding the height of each level 
Example 2.5 Without loss of generality, the strip width is first scaled from W = 16 to 
vV = 1. Hence the scaled rectangle dimensions in Table 1. 2 reduce to those shown in Table 
2.1. It is then evident that m = 1 is the largest integer for which all rectangles have width 
at most 1/m. Partitioning£ into the two required sublists results in £ 1 = {L4 ,L1,L3 } 
and £ 2 = {L5 , L7 , L2, Lg, Ls, L10 , L6 }. The result of this packing is depicted in Figure 
2.1 (c) with a total packing height of 22 units. Rectangles L 7 , L 2 , L 10 , L6 are packed in 
the region R, which is indicated by means of the dashed vertical line, while rectangles 
L5 , Lg, Ls are packed above the £ 1 rectangles, since they do not fit into region R. e 
L1 L2 L3 L4 Ls L5 L1 Ls Lg L10 
I Width, w(Li) 0.8750 0.1250 0.5625 0.6250 0.2500 0.2500 0.1250 0.5000 0.1875 0.3125 
I Length, h(Li) 0.2500 0.2500 0.1875 0.3125 0.6250 0.0625 0.3750 0.1250 0.1875 0.0625 
Table 2.1: Rectangle dimensions from Table 1.2 scaled such that { w(Li), h(Li)} E (0, 1] and the 
strip width is 1. 
The overall worst-case time complexity of the SF algorithm is O(nlogn). This is because 
lines 1 and 2 of Algorithm 5 have a worst-case time complexity of O(n) when using a 
procedure such as the linear search algorithm, while lines 3 and 5 dominate the complexity 
of the algorithm by having worst-case time complexity of O(nlogn). Line 6 has constant 
time complexity. 
2.1.1.6 AlgorithmJOIN 
In 2003 Martello et al. [86] developed a heuristic, called AlgorithmJOIN, to solve packing 
problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 I 
approximately. The list of rectangles is first ordered according to non-increasing height. 
The resulting list is then scanned for pairs of consecutive rectangles Lj and Lj+l (say), 
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which differ in height by no more than a given fraction 'Y· If such a pair is found and if 
w(LJ)+w(LJ+1 )::; W, then the pair is replaced by a "super rectangle" of height h(LJ) and 
width w(LJ) + w(LJ+ 1 ) and the scan proceeds to rectangle LJ+2 . The NFDH and FFDH 
algorithms are then executed on the resulting problem instance. From the best solution 
obtained, a feasible packing of the original instance is reconstructed. Typical values of "f 
range between 0 and 10%, reflecting the percentage difference of rectangle heights-since 
the algorithm is effective when there is a small difference in height between the conjoined 
rectangles. 
A variation of AlgorithmJOIN is that it may also be executed by sorting the rectangles 
according to non-increasing width. In this case the super rectangles are constructed by 
vertically joining pairs of consecutive rectangles whose widths differ by no more than a 
given constant 'Y· The performance of AlgorithmJOIN was not analysed theoretically by 
Martello et al. [86], because the algorithm was used within an exact procedure to provide 
an inital feasible solution. A pseudocode listing of AlgorithmJOIN follows as Algorithm 
6. 
Algorithm 6 AlgorithmJOIN 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number of rectangles to be packed n, the dimensions of the rectangles 
(w(Li), h(Li)), the constant 'Y as a percentage and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Renumber the rectangles according to non-increasing height such that h(Li) :?: h(L2) > 
... 2: h(Ln) 
2: j = 1 
3: while j + 1 :::; n do 
f h(L )-h(L ·+1) ( ) ( ) 4: i 2 h(Lj) 2 x 100:::; "( and w Lj + w Lj+l :::; W then 
5: w(LJ) = w(LJ) + w(Lj+l) 
6: j f- j + 2 
7: else 
8: j f- j + 1 
9: end if 
10: end while 
11: Execute the NFDH and FFDH algorithms to pack the rectangles (See Algorithms 1 and 2) 
12: From the best solution, construct a feasible packing of the original instance 
13: Output the height of the strip, found by adding the height of each level 
Example 2.6 The rectangles are first ordered according to non-increasing height as { L5, 
L7 , L4, L2, Li, Lg, L3, Ls, L10, LG}. Suppose"(= 5%, so that the list is scanned for pairs of 
consecutive rectangles which differ in height by no more than 5%. Three "super rectangles" 
whose combined width is at most 16 are formed between rectangles {L2 , L 1 }, {L9 , L 3 } and 
{ L10 , LG}. If super rectangles are denoted by a double subscript, Li,j, which indicates a 
combination of rectangles Li and LJ, then the NFDH and FFDH algorithms both yield a 
total packing height of 20 units for the list {L5, L1, L4, L2,1, Lg,3, Ls, L 10 ,G}, as shown in 
Figure 2.l(d}. !:ii 
Lines 2 and 4-8 of Algorithm 6 have constant time complexity. Hence the body of the 
while-loop spanning lines 4-8 has a worst-case time complexity of O(n). The overall 
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worst-case time complexity of AlgorithmJOIN is also O(nlogn), because of the dominat-
ing worst-case time complexity of lines 1 and 11. Lines 12-13 also have constant time 
complexity. 
2.1.1.7 The floor ceiling no rotation algorithm 
The floor ceiling no rotation (FCNR) algorithm [79] was developed in 1999 for problems 
of the form 
I 2D I R I SP I Off I MiS I 0,0,0, * 1. 
In this algorithm, rectangles are pre-ordered according to non-increasing height. Within 
a level, a floor is defined as the horizontal line coinciding with the bottom edges of 
rectangles packed on the level, while a ceiling is a horizontal line coinciding with the 
upper edge of the tallest rectangle packed on that level, as shown in Figure 2.2(a). If 
there is sufficient space to accommodate a rectangle on a floor then the rectangle is said 
to be floor feasible. Rectangles are packed on the floor from left to right, the left-hand 
edge of each rectangle coinciding with the right-hand edge of the previous rectangle. If, 
when packing a floor feasible rectangle, the distance between the top edge of the rectangle 
and the ceiling is insufficient to accommodate any of the unpacked rectangles, then the 
right-hand edge of such a rectangle forms a left boundary (81 in Figure 2.2(b) is a left 
boundary). The first rectangle to be placed on a ceiling (because of insufficient space on 
the floor) is packed with its right-hand edge coinciding with the right-hand edge of the 
strip and such a level is said to be ceiling-initialised. Before a level is ceiling initialised, 
the right-hand edge of the strip is referred to as the right boundary and rectangles are 
packed on a ceiling from right to left, producing a non-guillotineable packing (see Figure 
2.2(a)). 
22 
20 
18 Ls 
16 L3 
14 
ceiling St 12 
10 
S3 
Ls 
. 
L1 L4 floor 
2 4 6 8 10 12 14 16 
(a) (b) (c) 
Figure 2.2: Floor-Ceiling-No-Rotation algorithm demonstration generating; (a) a non-
guillotineable packing and (b) a guillotineable packing. The packing in (c) is produced when 
applying FCNR algorithm to the rectangles in Table 1.2. 
Alternatively, to generate a guillotine packing, a series of vertical cu ts ( 8 1 and 8 2 in Figure 
2. 2 (b)) are performed along the right-hand edges of rectangles packed on the floor, thereby 
forming slices. The last right-most slice is determined by a horizontal cut 8 3 extending 
from the right-hand strip boundary, along the lower edge of the rectangle initialising 
the ceiling, Linit (say), up to a point where it coincides with the right-hand edge of a 
rectangle packed on the floor. If, on the ceiling, a rectangle does not fit within this slice, 
a gap remains while packing resumes in the next slice which is to the left of the previous 
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slice and right justified along the new right-hand boundary (this is the right-hand edge 
of the slice; in Figure 2.2(b) s2 becomes the new right-hand boundary and rectangle Ls 
is packed right justified along this boundary). 
The FCNR algorithm is based on the same principle as the BFDH algorithm (see §2.1.1.3), 
in that a rectangle is packed into the level with minimum residual horizontal space. On 
the floor, the residual horizontal space is the distance between the right-hand edge of a 
rectangle and the right-hand edge of the strip. On the ceiling, the residual horizontal 
space is the distance between the left boundary and the left-hand edge of a rectangle. 
Ceiling initialisation is always preferred over floor packings, because they delay creation 
of new levels. The residual horizontal ceiling space on each level is computed first and if 
none of the rectangles can initialise or be packed on the ceiling, the residual floor space 
on each level is computed. A new level is created when none of the rectangles can fit onto 
a ceiling or floor in all existing levels. Computational analyses were carried out for bin 
packing by Lodi [79] and it was found that new algorithms they had proposed for solving 
bin packing problems, outperformed other heuristics from the literature. However, for 
instances where this was not possible, the floor-ceiling approach was the best. In this 
dissertation, such analyses will be carried out in the context of strip packing problems. 
The algorithm is given in pseudocode form as Algorithm 7. 
Algorithm 7 The floor-ceiling no rotation (FCNR) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The number ofrectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Renumber the rectangles according to non-increasing height such that h(L 1 ) 2: h(L2 ) > 
... 2: h(Ln) 
2: for i = 1, ... , n do 
3: if Li is ceiling feasible then 
4: pack Li on ceiling with minimum residual space 
5: else [Li is not ceiling feasible] 
6: if Li is floor feasible then 
7: pack Li on the floor with minimum residual space 
8: else [Li is not floor feasible] 
9: level +- level + 1 
10: end if 
11: end if 
12: end for 
13: Output the height H of the strip, found by adding the height of each level 
Example 2.7 When the FCNR algorithm is applied to the rectangles in Table 1.2, a 
total packing height of 19 units is obtained, as shown in Figure 2.2(c). The rectangles 
{Ls, L7 , L4} are packed on the floor of the first level. Because rectangle L2 is not floor 
feasible, it initialises the ceiling packing on the first level. The next rectangle L 1 does 
not fit on either the ceiling or floor of the first level, hence a new level is created and 
it is packed there. To pack rectangle Lg, the ceiling of the first level is searched first 
for sufficient space and there is enough room; hence it is placed next to rectangle L 2 . 
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The packing proceeds in this manner until all rectangles are packed. In this example, a 
guillotineable packing is produced. a 
Line 1 of Algorithm 7 has a worst-case time complexity of O(nlogn) when using an 
efficient sorting procedure such as the merge-sort algorithm, while line 2, line 9 and line 
13 have constant time complexity. Lines 4 and 7 may each be implemented in time 
O(n2 ) when using a best fit algorithm. Since the for-loop spanning these lines 3-11 has a 
worst-case time complexity of O(n), the overall worst-case time complexity of the FCNR 
algorithm is O(n3 ). 
2.1.2 Plane algorithms 
Plane algorithms refer to procedures by which rectangles are packed into any suitable 
position in the strip without partitioning the strip into levels. They are sometimes also 
referred to as non-level or non-shelf algorithms in the literature. 
2.1.2.1 The Sleator algorithm 
Sleator [108] developed an algorithm in 1980 to solve packing problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,0 1. 
In this algorithm, the rectangle dimensions are in the range (0, l], without loss of general-
ity and they are packed into a strip of width 1. Rectangles of width greater than 1/2 are 
selected and stacked from the bottom of the strip upwards to a height of Hstack· The re-
maining unpacked rectangles are then sorted according to non-increasing height-suppose 
the height of the tallest unpacked rectangle is Htall· The rectangles are packed from the 
left to right of the strip until there is insufficient space or there are no more rectangles to 
pack. At this point the strip is partitioned, starting at a height of Hstack, into two equal 
sides (left and right segments), each of width 1/2. The height of the left segment denoted 
by Hieft is initially equal to Htan, while the height of the right segment, denoted by Hright, 
is given by the first rectangle packed within the right segment. However, the rectangle 
initialising the height of the right segment may belong partially to both segments and 
if there is such a rectangle, the packing produced becomes non-guillotineable (rectangle 
4 in Figure 2.3(a) is such a rectangle). The heights of each segment correspond to the 
upper edge of the tallest rectangle packed on either segment. Before packing commences, 
a choice should be made into which segment packing should take place. Depending on the 
heights H1eft and Hright, packing commences from left to right in the segment of minimum 
height (i.e. in the left (resp. right) segment, packing starts from the left-hand edge (resp. 
middle) of the strip and ends in the middle (resp. right-hand edge) of the strip). 
The Sleator algorithm is able to pack a set of rectangles with an asymptotic worst-case 
performance of 
Sleator(£) ~ 2.5 OPT(£) (2.10) 
in the limit as n ---+ oo, where Sleator(£) denotes the packing height achieved for the 
list of rectangles ,C by the Sleator algorithm and OPT(£) is the optimal packing height 
for the list of rectangles £. The reader is referred to [108] for a detailed proof of this 
worst-case bound. The algorithm is given in pseudocode form as Algorithm 8. 
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Figure 2.3: Illustration of the Sleator algorithm: (a) partitioning of the strip into the different 
segments along with their associated heights and (b) packing produced when the algorithm is 
applied to the list of rectangles in Table 1.2. 
Example 2.8 The rectangle dimensions in Table 1.2 are rescaled and reduced to those 
shown in Table 2.1 such that l-'V = 1 and (w(hi),h(hi)) E (0,1]. The rectangles of width 
greater than 1/2 (Li, L 3 , L4 ) are stacked in any order from the bottom of the strip upwards. 
The remaining unpacked rectangles are ordered according to non-increasing height and 
packed from the left to the right of the strip above L 4 until there is insufficient space to 
pack rectangle Ls. The strip is then partdioned into two equal segments along the right 
edge of rectangle L2 and left edge of rectangle Lg. Because min {H1eft, Hright} = Hright, 
packing resumes from the left to the right of the right segment where only rectangle Ls 
fits. The right segment still has minimum height, therefore rectangle L 10 is packed there 
and is followed by rectangle L6 . A total packing height of 22 units is obtained for the 
example instance, as shown in Figure 2.3(b). o 
The Sleator algorithm has a worst-case time complexity of O(nlogn) [108]. The complex-
ity is dominated by the sorting stage in line 4 of Algorithm 8. When an efficient sorting 
procedure, such as the merge-sort algorithm, is used this step has a time complexity of 
O(nlogn). Line 1 and the while-loop spanning lines 10 to 12 have a running time of 
O(n). The rest of the packing stages have a constant time complexity. 
2.1.2.2 The Burke algorithm 
In 2004, Burke et al. [18] developed an algorithm for packing problems of the form 
I 2D I R I SP I Off I MiS I 1,0,0,0 1, 
producing non-guillotineable packings in which 90 degree rotations of rectangles are al-
lowed. Because rotation is beyond the scope of this dissertation, the Burke algorithm is 
described here for problems in which rotations are disallowed and are of the form 
I 2D I RI SP I Off I :\IiS I 0,0,0,0 1. 
According to Kendall [69], the performance bound as well as time complexity of the 
algorithm were not analysed. 
A best-fit methodology is used (see §2.1.1.3) and it involves two basic steps which are 
carried out before packing each rectangle in the list: (1) the method dynamically selects 
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Algorithm 8 The Sleator algorithm 
Description: Pack a list of rectangles into an open ended strip of fixed width and infinite 
potential height, to minimise the total packing height. The list [, of rectangles is fully specified 
in advance, before packing commences. 
Input: The number of rectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Partition [, into two sublists £ 1 and £2 consisting of rectangles of width greater than 1/2 
and at most 1/2 respectively. 
2: Stack all the rectangles in £ 1 left justified on top of one another starting at the bottom of 
the strip. Compute Hstack 
3: Packing will continue above Hstack 
4: Sort the rectangles in £2 according to non-increasing height such that h(Li) 2 h(Li+i) for 
i < n 
5: Let Htall be the height of the tallest rectangle in list £2. 
6: Pack the rectangles, left justified from the left to the right edge of the strip until there is 
insufficient space to pack a rectangle or all of the rectangles have been packed 
7: Partition the strip with a vertical line into two equal segments. There is possibly one 
rectangle whose interior may be intercepted by the vertical line. 
8: Let Hright and Hieft be the height of the rectangle on the right (resp. left) half of the strip 
whose left (resp. right) edge is adjacent to the vertical line or whose interior is intercepted 
by the vertical line 
9: while there are unpacked rectangles do . 
10: Draw horizontal lines of length half across the rectangles whose height is H1eft and Hright 
11: All subsequent packing will either be on the left or right segment of the strip 
12: Select the segment with minimum height and pack rectangles from the edge of the strip 
to the vertical line until all rectangles have been packed or there is a rectangles which 
does not fit 
13: end while 
14: print H = max { Hteft, Hright} 
the rectangle to be packed and (2) where it should be packed. The latter step involves 
finding the lowest available space (gap) where a rectangle may be placed, while the former 
requires the entire list of rectangles to be examined in order to determine the best fitting 
rectangle. As each of these two steps are performed before each rectangle is packed, it is 
obvious that this will have an impact on the execution time. 
Finding the position of the lowest available gap 
Before packing commences, the lowest available gap is the entire width of the strip, as 
shown in Figure 2.4(a). After some rectangles have been packed, a linear array is used to 
determine the position of the lowest available gap. Each element in the array represents 
the total height of the packing at that x-coordinate of the sheet. The smallest valued 
entry of the array corresponds to the lowest available gap and the width of the gap is 
given by the number of consecutive elements in the array of that particular value (see 
Figure 2.4(b)). 
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Figure 2.4: Linear array representation of a pru·tial packing in the Burke algorithm: (a) the 
elements of the BJTay are all zeros showing that the lowest available gap is the entire width of 
the strip and (b) the lowest gap available is at x = 6 and has width 1. 
Selecting the best fitting rectangle 
The list of rectangles is ordered according to non-increasing width before packing com-
mences. Rectangles of equal widths are resolved by decreasing heights. There are three 
possible ways in which a rectangle may fit into a particular gap: 
o The rectangle may have a width that fits exactly into the gap. 
" There may be a rectangle whose width is smaller than the gap. 
o No rectangle may fit the gap. 
If the algorithm comes across a rectangle that fits perfectly into the gap, then it is selected 
immediately and the search stops. If there are several rectangles that fit exactly into the 
gap, then the rectangle with the largest area is selected. If a rectangle has width smaller 
than the gap, then the rectangle that consumes the largest portion into the gap is selected. 
If, on the other hand, none of the available rectangles fit into the gap, then the gap is 
written off as wastage. At this point, each neighbour of the gap is examined and the 
array elements that define the gap are raised to the height of the lowest neighbour. After 
a rectangle is selected, the next decision to be made is how the rectangle should be placed 
into the gap. 
Placing a rectangle into a gap 
There are three possible ways in which a rectangle that has been selected may be placed 
into a gap. 
Place on left: A rectangle is placed on the left side of the gap. 
Place next to tallest neighbour: The rectangles surrounding the gap are examined 
and the rectangle is placed next to the tallest neighbour. If the gap is defined by a 
rectangle and a strip side then the rectangle is placed next to the strip side. 
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Figure 2.5: Comparison of packing heights produced by different placement policies in the Burke 
algorithm, when applied to the list of rectangles in Table 1.2: (a) the leftmost placement, (b) 
tallest neighbour placement and (c) shortest neighbour placement. 
Place next to shortest neighbour: This is a mirror image of the tallest neighbour 
placing, because it places a rectangle next to the shortest neighbour. If the gap 
is defined by a rectangle and a strip side then the rectangle is placed next to the 
rectangle. 
The algorithm is run for each of the placement methods and the one resulting in the 
shortest strip height after all rectangles have been packed is selected. Based on compu-
tational experiments, the algorithm was able to give solutions in less than two seconds 
when benchmarks of sizes ranging from 10 to 3152 rectangles were solved on a computer 
with an 850MHz processor and 128MB of RAM. The algorithm is given in pseudocode 
form as Algorithm 9. 
Example 2.9 In this example, only one placement policy, namely the leftmost placement, 
is described. The rectangles in Table 1. 2 are sorted according to non-increasing width as 
{£1, L4, L3 , L8 , L10, L6, L5 , L9 , L7 , L2}. The lowest gap is at x = 0 and rectangle Li is 
placed at this coordinate and it is removed from the list. The array elements x = 0 to 
x = 13 are then updated to 4, the height of rectangle Li. The lowest gap is now at x = 14 
and has width 2 into which rectangle L 7 fits exactly. The search stops and rectangle L 7 
is removed from the list and placed into the gap. The array elements x = 14 to x = 15 
are updated to 6. The lowest gap is at x = 0 and has width 14 into which rectangle L 4 is 
packed {the array elements x = 0 to x = 9 are updated to 9). The process is continued 
until all rectangles are packed. Three total packing heights of 17, 17, and 16 units are 
obtained respectively for the leftmost, tallest and shortest neighbour placement policies, 
as shown in Figures 2.S{a)-(c), hence the shortest neighbour placement policy is selected, 
because it yields the smallest packing height. El 
When using an efficient sorting procedure, such as the merge-sort algorithm, line 1 in 
Algorithm 9 has a time complexity of 0( n log n). Finding the lowest gap (line 4), raising 
array elements (lines 7 and 9), packing a best fitting rectangle (line 6) and comparison of 
heights (line 14) all have a constant time complexity. Since n - i + 1 rectangles have to be 
considered during a sequential search in iteration i of the while-loop spanning line 3-11 of 
the algorithm, the while-loop has time complexity L::~i (n-i+ 1) = L~i i = n(n+ 1)/2. 
Consequently, the worst-case time complexity of the Burke algorithm without rotation is 
O(n2 ). 
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Algorithm 9 The Burke algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input: The list £of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height of a packing obtained in the strip. 
1: Sort the rectangle according to non-increasing width such that w(L 1) ~ w(L2) > > 
w(Ln) 
2: for each placement policy (leftmost, tallest neighbour, smallest neighbour) do 
3: while Rectangles not packed do 
4: Find lowest gap 
5: if w(Li) :::; GapWidth then 
6: Place best fitting rectangle using placement policy 
7: Raise elements of array to appropriate height 
8: else 
9: Raise gap to height of the lowest neighbour 
10: end if 
11: end while 
12: end for 
13: The elements of the array with greatest entry give the total height of the packing 
14: Compare total packing heights obtained by each placement policy and return the best 
solution 
2.1.3 The Kenyon-Remila algorithm 
In this section a theoretical algorithm is described which is significant in the sense that 
it provides insight into structural properties of strip packing problems. As early as 1981 
Fernandez de la Vega and Lueker [44] introduced an approximation scheme4 for solving bin 
packing problems, demonstrating that it is indeed possible to solve bin packing problems 
by means of approximation schemes-not all optimisation problems have approximation 
schemes. For any instance of a one-dimensional bin packing problem £ and a fixed 
positive real number E (used to eliminate small rectangles), the performance ratio 
A(£) ~ (1 + E)OPT(£) + O(E-2 ) 
was obtained as n-+ oo, where A(£) denotes the number of bins utilised by the Fernandez 
de la Vega and Lueker algorithm and where OPT(£) is the minimum number of bins 
required to solve the bin packing instance £. The execution time of this algorithm is 
linear in n and exponential in 1/E. A year later, Karmarkar and Karp [68] expanded 
on this idea by introducing the notion of a fractional bin packing problem which may be 
solved in polynomial time and involves solving a linear programming relaxation, whose 
solution is interpreted in the sense that a bin can be used a fractional number of times 
instead of an integral number of times. 5 Several algorithms for the one-dimensional bin 
4 An approximation scheme as defined in [106] is a suboptimal approach that provably works fast and that 
provably yields solutions of very high quality. The word "scheme" is used to designate a class of approximation 
algorithms whose solution is guaranteed to be within a factor of (1 + c) of the optimal solution over all values of 
some parameter 0 < € < 1. Some of the main areas and basic definitions in approximability are discussed further 
in Appendix A. 
5 0ther techniques used in [68] for developing an approximation scheme for one-dimensional bin packing 
problem are discussed in Appendix B for the sake of completeness. 
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packing problem whose running times are polynomial functions of 1/ E have subsequently 
been presented in [68]. 
In 1998 Fernandez and Zissimopoulos [45] developed an approximation scheme for strip 
packing whose performance ratio is within (1 + E) of the optimal solution, for any fixed 
parameter values <5, E > 0, where the rectangle dimensions are bounded from below by 
the parameter 6 and where the parameter E is used to eliminate small rectangles. The 
execution time of this algorithm is an exponential function of 1/E. 
However, in 2000 Kenyon and Remila [70] presented an asymptotic fully polynomial time 
approximation scheme (AFPTAS) 6 for packing problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 1. 
The scheme is based on ideas in [44, 45, 68], some of which were described earlier in 
this section, and it is the first study of its kind for strip packing problems [104]. Given 
a list £general of n rectangles to be packed into a strip, the algorithm uses a method of 
elimination to partition the list £general into two sublists, £narrow and £wide based on the 
value of a parameter E. By relaxing the constraints, a fractional strip packing is found, 
which allows for horizontal cuts on rectangles, in a new list £sup derived from £wide by 
applying a process of so-called grouping. A full strip packing of £sup is then deduced 
from this fractional strip packing. The rectangles in £narrow are finally added to this 
strip packing. 
For any fixed constant 0 < E < 1, the asymptotic performance ratio 
KR(£) ::; (1+E)OPT(£)+0(1/E2 ) 
as n --t oo is associated with the algorithm, where KR(£) is the packing height achieved 
by the Kenyon-Remila algorithm for the list of rectangles £ and OPT(£) is the optimal 
packing height for the list of rectangles £. A proof of this performance measure may be 
found in [70]. 
The various steps of the algorithm are described below in some detail and the various 
phases of the working of the algorithm are illustrated by means of a series of examples, 
in which the scaled rectangle dimensions listed in Table 2.1 are to be packed into a strip 
of width 1. 
The process of elimination 
Suppose E1 is a real number between 0 and 1. Then the list £general of n rectangles, 
{ L1, L2, ... , Ln}, is partitioned into a list, £narrow, ofrectangles whose widths are at most 
E1 (called narrow rectangles) and a list, £wide, ofrectangles whose widths are greater than 
E1 (called wide rectangles). The algorithm first deals with the sublist of wide rectangles, 
whilst the narrow rectangles are only considered during the final stages of the algorithm. 
Example 2.10 The rectangles in Table 2.1 are first ordered according to non-increasing 
width to obtain the list £general = {£1, L4, L3, Ls, L10, L5, L5, Lg, L1, L2}· Suppose E1 = 
6This is an algorithm that runs for any fixed € > 0 with asymptotic worst-ca5e ratio (1 + €) as n -+ oo, and 
has a running time which is polynomial in both n and 1/E [65], where € is a parameter used to eliminate small 
rectangles and n denotes the number of rectangle to be packed. 
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Figure 2.6: From grouping to fractional strip packing: (a) The rectangles in Lwide are stacked 
left justified and divided into equal groups by means of threshold rectangles, (b) the width 
of the rectangles in each group are rounded up to the height of the threshold rectangles at 
the bottom of each group, (c) the strip is partitioned into horizontal levels and in each level 
different columns associated with the widths of the groups are drawn (where Cluv represents the 
uth column of level v) and (d) a fractional strip packing is produced by filling up the columns 
with the corresponding group 
0.45. Then the list Lgeneral is partitioned into the two sublists, Lwide = {L1, L4, L3, Ls} 
and .Cnarrow = {L10, L5, L5, Lg, L1, L2}- [] 
The process of grouping 
A left-justified stack of the rectangles in .Cwide is formed within the strip in order of non-
increasing widths to obtain a total stack height h(.Cwide)· The stack is partitioned into 
at most m groups, by means of at most (m - 1) distinct threshold rectangles, where a 
threshold rectangle is defined as a rectangle whose interior or lower boundary is intersected 
by the horizontal line y = ih(.Cwide)/m, for some integral value of i between 1 and (m-1) 
inclusive, where m = f(l/i:') 2l The stack is thus divided into at most m regions of 
equal height. At this stage there is a choice between two conventions; one convention 
is to round up the widths of the rectangles in the first (bottom-most) group to 1, while 
another convention is to round up the widths of the rectangles in the first group to 
the width of the rectangle in the first level (i.e. the bottom-most rectangle). In both 
conventions, the widths of the rectangles in each subsequent group are rounded up to the 
width of the threshold rectangle at the bottom of that group. This process is referred 
to as grouping and defines another list, Lsupi which approximates .Cwide in the sense that 
.Cwide :j Lsup 7 and contains rectangles of at most m distinct widths. The process of 
grouping the rectangles according to their widths is essential in that it ensures that the 
number of distinct widths of the wide rectangles is bounded from above by m. 
Example 2.11 (Continuation of Example 2.10} 
The value m = f(l/0.45) 21 = 5 is found for the choice of i:' in Example 2.10. The 
rectangles in Lwide are stacked left-justified in the strip to a height of 0. 875 and then 
divided into three groups by means of so-called threshold rectangles. 
7The relation Lwide j Lsup is defined as an injection from Lwide to Lsup such that the rectangles in Lwide 
have smaller width and height than the associated rectangles of Lsup· 
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In this case, all the rectangles are threshold rectangles as indicated by dashed horizontal 
lines in Figure 2. 6( a). The stack of rectangles in Lwide has thus been partitioned into 
three groups; gl = L1, g2 = L4, g3 = L3, Ls forming a new list Lsup = {gl, g2, g3}· 
The interior of rectangle L4 is intersected twice (when i = 2 and i = 3). The question at 
this point is: how can rectangle L 4 be a threshold rectangle twice? According to Remila 
[104}, this special case is resolved by assuming that rectangle L 4 is partitioned into 2 rect-
angles of equal widths (i.e. there are four widths, namely 0.8750, 0.6250, 0.6250, 0.5625). 
Using the first convention, the widths of rectangles in groups g1, g2, g3 are rounded as 
shown in Figure 2.6(b), hence Lsup has rectangles of three distinct widths, 1, 0.6250, 
0.5625. The rectangles in the various groups of Lsup are denoted by L~ since their widths 
have been rounded and a distinction has to be made between rectangles in Lwide and those 
in £sup· This shows that m = 5 is only an upper bound to the number of distinct widths 
that may be present in Lsup· !J 
Determining a fractional strip packing 
As mentioned, Kenyon and Remila [70] adapted certain basic ideas typically employed 
in lD bin packing to the situation in 2D strip packing. They introduced the notion of 
fractional strip packing of a list of rectangles £ as a packing of any list of rectangles £' 
obtained from£ by subdividing some of the rectangles in £by means of horizontal cuts: 
the height of each rectangle h(Li) in£ is replaced by a sequence h(Li1 ), h(Li2 ), ••• , h(Lik ) 
in £' such that h(Li) = I:J h(LiJ)- The following linear program is associated with the 
fractional strip packing problem: 
Minimise z = l.;f, } 
Subject to A;f 2:: Q., 
;f 2:: 0, 
(2.11) 
where the objective function value, z, represents the total strip height, l is a q-vector 
of all ones, the /h entry of the q-vector ;f, namely Xj, is the strip height obtained when 
rectangles are packed using a so-called configuration CJ and A is the m x q matrix whose 
(i, j)th entry, Aij, denotes the number of occurrences of the width w(LD in configuration 
CJ. Here, m denotes the number of distinct widths of rectangles in Lsup to be packed 
and the ith entry of the m-vector Q., namely bi, is the sum of the heights of all rectangles 
of width w(LD. A configuration is defined as a non-empty set of widths whose sum is 
less than or equal to 1. The widths are chosen from the m distinct widths and their sum 
is called the width of the configuration. All possible distinct configurations are computed 
beforehand through a brute force method which attempts all width combinations until a 
configuration is found. 
After solving the linear program and thus obtaining a solution vector ;f = (x 1 , x2 , ... , xq), 
a fractional strip packing is constructed in the following manner: 
0 The strip (of width 1 and height I::j Xj) is partitioned into j horizontal levels, each 
of width 1 and of height Xj, (1 ~ j ~ q). 
111 In the /h level, Aij columns of width w(L~) and height Xj are drawn for each 
1 ~ i ~ m, provided that Aij -=/: 0. 
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o For each 1 :'.S: i :'.S: m, the columns of width w(L~) are filled up with the input 
rectangles of width w(LD in a greedy manner, cutting the rectangles horizontally 
if necessary, so as to fill each column exactly up to height Xj. This means that a 
column may contain an entire rectangle or the bottom part of a rectangle which is 
too tall to fit into the column and had to be cut in such a way that the top part of 
the rectangle is placed in another column. 
Example 2.12 (Continuation of Examples 2.10 and 2.11) 
There exist three distinct configurations C1 , C2 and C3, based on the three distinct widths 
in Lsup· They are listed in the table below. 
C1 C2 C3 
Aij 0 0 1 
A2j 0 1 0 
A3· 
•J 1 0 0 
Widths of Cj 0.5625 0.6250 1.0000 
Solving the linear programming problem, 
Minimise l.x1 + l.x2 + l.x3 = z, } Subject to O.x1 + O.x2 + l.x3 > 0.2500, O.x1 + l.x2 + O.x3 > 0.3125, 
l.x1 + O.x2 + O.x3 > 0.3125, 
(2.12) 
the vector ;f. = (0.3125, 0.3125, 0.25) is obtained. The strip of width 1 and height x 1 + x2 + 
x3 = 0.875 is partitioned into three levels of width 1 and heights of 0.3125, 0.3125, 0.25 
corresponding to configurations C1 , C2 , C3 respectively. For each i and j satisfying Aij =I= 
0 and Xj =I= 0, Aij columns are drawn in each level of the strip {Figure 2.6{c)). Finally, 
each column of width w(LD is greedily filled up to a height of Xj by means of input 
rectangles of width w(LD. From Figure 2.6{d), it is clear that rectangles in g1 fit exactly 
into column 1 of level 3, rectangles in g2 fit into column 1 of level 2, rectangles in g3 fit 
into column 1 of level 1. A fractional strip packing of height h = 0.875 has therefore been 
constructed. CJ 
Construction of a full strip packing from the fractional strip packing 
Kenyon and Remila [70] extended a bin packing theorem to strip packing such that there 
exits an algorithm with positive maximum permissible error t whose running time is 
polynomial in m, l:i bi and t, giving a solution with at most m non-zero coordinates. 
Lemma 2.1 {(70)) If£ has a fractional strip packing {x 1 , ... , xq) of height h and with at 
most 2m non-zero Xj values, then£ has an {integral) strip packing of height at most h + 
2m. l:J 
A full strip packing may be derived from the fractional strip packing as follows: 
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Xi 
Figure 2. 7: A well structured level that results from the strip packing in the Kenyon-Remila 
algorithm. The top-most region of the level has height at most 2: one from solving the fractional 
strip packing with maximum permissible error of 1 and adding hmax which has height at most 
one to Xi {104}. 
o Suppose the height h = L::i xi is obtained in the fractional strip packing with at 
most m non-zero coordinates xi's and let hmax denote the maximum height of any 
rectangle of Lgeneral· Assume that the non-zero coordinates in the solution to (2.11) 
are x 11, X21, ... , Xm' where m' ~ m. 
o Each configuration is taken in turn while filling the strip from the bottom upwards. 
Let x1, > 0 denote the variable corresponding to the current configuration. Config-
uration Cj is packed between levels lj = (x11 + hmax) + ... + (Xj-1' + hmax) and lj+l = 
l1 + x1, + hmax· Initially, the first level corresponds to the bottom of the strip, where 
l1 = o. 
o For each 1 ~ i ~ m', Aij columns of width w(L~), ranging from level l1 to level lJ+1 
are drawn (if Aij =!= 0). These columns are denoted by Cl+. 
The columns Cluv of width w(L~) and height x1 in the fractional strip packing may be 
associated with those columns Cl+uv of width w(L~) and height x1, + hmax in the full 
strip packing. Rectangles fully packed in Cluv and those whose lower boundaries are in 
Cluv and whose upper boundaries are in another column Cl(u+l)v are placed in Cl+uv· 
This strip packing leaves a well-structured free space. Within level i there is a region 
which is fully packed, denoted by R~, another region partially filled, denoted by R~' and 
finally a region that is completely free, denoted by Ri, which is used to pack the narrow 
rectangles (those of width less than or equal to c'). These regions are depicted in Figure 
2. 7, taken directly from [70]. Using the relation Lwide ~ Lsup, a packing of Lwide may be 
deduced by placing each rectangle of Lwide inside the position of the associated rectangle 
of £sup· 
Example 2.13 (Continuation of Examples 2.10, 2.11 and 2.12} 
Each configuration is taken in tum and the strip is filled from the bottom upwards. Since 
x 11 > 0, configuration C1 is packed between l1 = 0 and l2 = l1 + Xi' + hmax = 0.9375. 
Configuration C2 is packed between l2 = 0.9375 and l3 = l2 + X2' + hmax = 1.875. Con-
figuration C3 is packed between l3 = 1.875 and l4 = l3 + ::r:31 + hmax = 2.75. The various 
columns of different levels are shown in Figure 2.8(a). The columns are then filled up 
with groups of appropriate width from £.mp, as shown in Figure 2.8(b}. The packing of 
Lwide is then deduced by using the relation Lwide ~ Lsup to obtain a strip packing of height 
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Figure 2.8: From fractional strip packing to strip packing: (a) the strip is divided into horizontal 
levels, each with columns Cl+uv associated with columns Cluv, (b) tl1e columns are filled up 
with rectangle groups of appropriate widths, (c) using the relation ,Cwide ::S Csup, the groups are 
replaced by the corresponding rectangles from ,Cwide and ( d) a strip packing of Cgeneral results 
after insertion of rectangles from Cnarrow. 
h + m x hmax = 0.875 + 3 x 0.625 = 2.75, as depicted in Figure 2.8(c), where h is the 
height of the fractional strip packing, where hmax is the height of the tallest rectangle in 
the list C and where m' = 3 is the number of non-zero coordinates in the fractional strip 
packing LP-solution. (;;] 
Packing rectangles in Cnarrow into the strip 
Finally, the smaller rectangles in Cnarrow may be inserted into the unoccupied rectan-
gular areas R1, R2, ... , Rm'. The narrow rectangles are first ordered according to non-
increasing height and then inserted by means of the NFDH algorithm. If a new level 
cannot be created in Ri, a new packing is resumed at the bottom left corner of region 
Ri+l· When a rectangle cannot be packed in either R 1 , R 2 , ... , or Rm', the remaining 
rectangles may be packed into the strip of width 1 starting above Rm' at level lm'+l· A 
pseudocode listing of the Kenyon-Remila algorithm is given as Algorithm 10. 
Example 2.14 (Continuation of Examples 2.10, 2.11, 2.12 and 2.13) 
The rectangles in Cnarrow are ordered according to non-increasing height, {L5, £ 7 , £ 2 , £ 9 , 
L 10 , £ 6}. Applying the NFDH algorithm, these rectangles are then inserted into the re-
gions R 1 and R 2 . Because the dimensions of the rectangles were rescaled such that the 
width of the strip is equal to 1, the true height of the packing is given by 2. 75 x 16 = 44 
units. 
The Kenyon-Remila algorithm has running time8 
0 ( ( n log n)<:-8polylog( <:) + (log2 n)<:- 16polylog( <:)) (2.13) 
for any fixed E as n --.. oo, which is polynomial in both n and 1/ E. The running time is 
based on a result from [68, Theorem l]. If, for example, E = 0.1, then the running time 
8 A polylogarithmic (polylog) function in E is a polynomial in the logarithm of E, that is polylog(E) = 
L::=o Ci logi E, wheres is the degree of the polynomial [120]. 
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Algorithm 10 The Kenyon-Remila algorithm 
Description: Pack a list Cgeneral of rectangles into an open ended strip of fixed width and 
infinite potential height. The list of rectangles Cgeneral is fully specified in advance, before 
packing commences. 
Input: A list Cgeneral of rectangles to be packed and a constant 0 < E < 1. 
Output: The height Hof the packing obtained in the strip. 
1: €1 ~ €/(2 + <:); m +--- f (1/<:1 ) 21 
2: Partition the list of rectangles Cgeneral into two sub-lists Cnarrow and Cwide to set aside 
rectangles of width less than <:1 
3: Stack up all rectangles of Cwide left justified in order of non-increasing width such that; 
w(L1) 2:: w(L2) 2:: ... 2:: w(Lm) 
4: Form m groups of rectangles and round up the width in each group relative to the threshold 
rectangle below a particular group and a list Csup such that Cwide :::S Csup is formed 
5: Solve fractional strip packing on Csup with tolerance 1 
6: From the fractional strip packing, construct an integral strip packing of Csup which results 
in a well-structured strip packing of Cwide 
7: Sort Cnarrow in order of decreasing height and add the rectangles of Cnarrow to the strip 
packing of Cwide using the NFDH algorithm heuristic 
8: Compute and output the height of the strip H 
is O(nlogn), similar to algorithms such as the FFDH and NFDH algorithms, since the 
polylog function does not depend on n. 
The Kenyon-Remila algorithm is a theoretical rather than a practical algorithm. This is 
because the list [, of rectangles to be packed has to be very large for the algorithm to 
yield good solutions due to the free spaces intentionally left by the algorithm in a packing 
and also because there is a large constant involved in the asymptotic worst-case running 
time (2.13) [104]. It is for these reasons that the Kenyon-Remila algorithm is not included 
in the computational analysis to be carried out in Chapter 5; only benchmark data sets 
with up to 500 rectangles are considered in Chapter 5 as mentioned in §1.6.2 and these 
instances are not large enough for the Kenyon-Remila algorithm to perform favourably. 
2.2 Possible improvements to known heuristics 
As mentioned in the introduction, several possible improvements are proposed in this 
section to the algorithms described in §2.1. 
2.2.1 The NFDHIW algorithm 
A newly proposed procedure dubbed the next-fit decreasing height increasing width (NFD-
HIW) algorithm, is obtained by modifying the NFDH algorithm (see §2.1.1.1) slightly-
the only difference being that the pre-ordering of rectangles of equal height is additionally 
resolved by non-decreasing width. The total height of the packing achieved by this pro-
cedure is 20 units when applied to rectangles in Table 1.2, as shown in Figure 2.9(a). 
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2.2.2 The NFDHDW algorithm 
The next-fit decreasing height decreasing width (NFDHDW) algorithm is another newly 
proposed procedure, which is also similar to the NFDH algorithm (see §2.1.1.1), ex-
cept that the pre-ordering of rectangles of equal height is additionally resolved by non-
increasing width. A total packing height of 20 units is achieved by this procedure when 
applied to rectangles in Table 1. 2, as shown in Figure 2. 9(b). 
2.2.3 The FFDHIW algorithm 
A slight variation on the FFDH algorithm (see §2.1.1.2), called the first-fit decreasing 
height increasing width (FFDHIW) algorithm is proposed, which is analogous to the 
FFDH algorithm-the only difference being that the pre-ordering of rectangles of equal 
height is additionally resolved by non-decreasing width. A total packing height of 19 
units is obtained when applying this procedure to rectangles in Table 1.2, as illustrated 
in Figure 2.9(c). 
2.2.4 The FFDHDW algorithm 
The first-fit decreasing height decreasing width (FFDHDW) algorithm is another newly 
suggested modification to the FFDH algorithm (see §2.1.1.2), in which the pre-ordering of 
rectangles of equal height is additionally resolved by non-increasing width. When applied 
to the rectangles in Table 1.2, this procedure results in a total packing height of 19 units, 
as shown in Figure 2.9(d). 
2.2.5 The BFDHIW algorithm 
A proposed modification to the BFDH algorithm (see §2.1.1.3) is the best-fit decreasing 
height increasing width (BFDHIW) algorithm. The BFDHIW algorithm is similar to 
the BFDH algorithm, except that rectangles of equal height are additionally resolved 
by ordering them according to non-decreasing width. When the BFDHIW algorithm is 
applied to rectangles in Table 1.2, a total packing height of 19 units is achieved, as shown 
in Figure 2.9(c). 
2.2.6 The BFDHDW algorithm 
Another proposed modification to the BFDH algorithm (see §2.1.1.3) is the best-fit de-
creasing height decreasing width (BFDHDvV) algorithm. This algorithm differs from the 
BFDH algorithm in that rectangles of equal height are additionally ordered according to 
non-increasing width. When the BFDHDvV algorithm is applied to rectangles in Table 
1.2, a total packing height of 19 units is obtained, as shown in Figure 2.9(d). 
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Figure 2.9: Packings produced by the modified next fit, first fit and best fit classes of algorithms. 
(a) The NFDHIW algorithm, (b) the NFDHDW algorithm, (c) the FFDHIW and BFDHIW 
algorithms and ( d) the FFDHDW and BFDHDW algorithms. 
2.2. 7 The modified split fit algorithm 
An investigation was carried out with respect to the possibility of improving the SF 
algorithm (see §2.1.1.5), considering the case where the region R is not fixed. In the 
proposed modified split fit (SF mod) algorithm, when rectangle Li does not fit into region 
R, it is packed above the packing of £ 1. If Li is the first rectangle packed on this level, 
then the height of region R is increased by h(Li). As new levels are created above the 
packing of £ 1 , the height of region R also increases. This leaves more room for smaller 
rectangles to be packed in region R. 
Example 2.15 When the SF mod algorithm was applied to the rectangles shown in Table 
2.1, a total packing height of 19 units was obtained, as shown in Figure 2.10( a). Because 
the height of region R is not fixed, rectangle L 5 is packed into region R. The next 
rectangle, L 7 , does not fit into R, therefore it is packed above the rectangles in £ 1 . The 
height of region R is increased by h(L7 ) = 6. Rectangles L2 and L9 are packed into region 
R, followed by rectangle L 8 , above £ 1 . A new level is created above the £ 1 packing and 
rectangle L 10 is packed there. Since this is the first rectangle on the level, the height of 
region R is increased by h( L 10 ) = 1; this allows for rectangle L 6 to be packed into the 
new region R. El 
ll 22 
" 
20 8 20 L6 L3 Lg\ 8 JS JS I Lg J6 L3 
-L6 
L1 I L1 J2 
JO 
Ls £1 Ls £7 6 
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' • 
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Figure 2.10: Comparison of the packing produced by the SF mod algorithm, AlgorithmJOINmod' 
and AlgorithmJOIN when applied to the rectangles in Table 2.1. (a) The SF mod algorithm 
packing, (b) the AlgorithmJOINmod packing and (c) the AlgorithmJOIN packing. 
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2.2.8 The modified AlgorithmJOIN 
As mentioned in §2.1.1.6, consecutive pairs of rectangles LJ and LH1 whose heights h(LJ) 
and h(Lj+i) differ by no more than a given 'Y percentage are conjoined in AlgorithmJOIN 
provided w(LJ) + w(LJ+1) :::; W. If the difference between the heights exceeds the given 
"(3, the algorithm then moves on to the next pair LH1 and LH2 . If, on the other hand, 
the difference is at most "(3, the algorithm moves on to LH2 and LJ+3 . The process 
continues until all the rectangles have been scanned. In the proposed modified Algorith-
mJOIN (AlgorithmJOINmod) slight modifications were introduced in AlgorithmJOIN, not 
only to compare the heights of consecutive pairs of rectangles but also to compare the 
height of the "super" rectangle to the height of the subsequent rectangle. When a "super" 
rectangle is formed, its height is compared to that of the next rectangle and if the differ-
ences in height are at most "(3, then this rectangle is appended to the "super" rectangle, 
provided that w(LJ) + w(LJ+1 ) + w(LJ+2 ) :::; W. 
A variation of this algorithm may also be considered when the difference of widths w(LJ) 
and w(LJ+1 ) does not exceed "(3, in which case a "super" rectangle of height h(LJ) + 
h(LJ+i) and width w(LJ) is formed. \i\Then a "super" rectangle is formed, its width is 
compared to that of the next rectangle and if the differences in width are at most "(3, 
this rectangle is appended to the "super" rectangle of height h(LJ) + h(LJ+i) + h(LJ+2 ). 
Example 2.16 To illustrate the steps of AlgorithmJOINmod slight adjustments are made 
to rectangle L 10 in Table 1. 2 by changing its width from 5 units to 4 units. The rectangles 
are then ordered according to non-increasing width as L 1 , L4 , L3 , Ls, L 10 , L 5 , L 6 , Lg, L 2 , L 7 . 
Suppose"( = 53. Then the list is searched for rectangles whose widths differ by no more 
than 5%. Two "super" rectangles {Lio, L 5 , L6 } and {L2 , L7 } are formed with combined 
heights 12 and 11 respectively. Using the NFDH and FFDH algorithms, the rectangles 
are reordered according to non increasing height as LL10 ,6 ,5 , L 2,7 , L4 , L 1 , L 3 , Lg, Ls, and 
as before the double subscript represent the super rectangle. A total height of 21 units is 
obtained by both the NFDH and FFDH algorithms, as shown in Figure 2.10(b}. Algorith-
mJOIN produces a total packing height of 20 units for this modified set of rectangles as 
shown in Figure 2.10(c). o 
2.2.9 The modified floor ceiling no rotation algorithm 
As mentioned in §2.1.1.7, gaps are left on the ceiling in the FCNR algorithm (see §2.1.1.7) 
to allow for guillotine packing, as shown in Figure 2.2(b). The proposed modified floor 
ceiling no rotation (FCNRmod) algorithm differs from the FCNR algorithm when search-
ing for sufficient space to pack rectangles, in terms of the residual horizontal ceiling space. 
In the latter algorithm, when searching the ceiling for sufficient space, only the residual 
horizontal ceiling space is taken into consideration and the gaps are ignored, as shown 
in Figure 2.ll(a). In the FCNRmod algorithm, on the other hand, the widths of the gaps 
along with the residual horizontal ceiling space, are taken into consideration when search-
ing for sufficient space to pack a rectangle, as shown in Figure 2 .11 (b). The rectangle is 
packed on the ceiling with smallest packing space where it fits. Clearly, due to the addi-
tional computation of gap widths on each level, this modification will have an impact on 
the execution time of the FCNRmod algorithm. However, it is believed that the packing 
height may be reduced if more rectangles fit into the gaps, since this contributes towards 
Stellenbosch University  https://scholar.sun.ac.za
2.2. Possible improvements to known heuristics 43 
the delay in creating new levels. Because the example instance shown in Figure 2.2(c) 
produces a guillotineable packing with no gaps on the ceiling, the FCNRmod algorithm 
yields the same packing in this special case. 
4 
:i·;·~; 9 
2 3 5 3 5 
(a) (b) 
Figure 2.11: Illustration of the FCNRmod algorithm. (a) Two residual horizontal ceiling spaces 
compared in the original FCNR algorithm and (b) the gap widths along with residual horizontal 
spaces are compared in the FCNRmod algorithm. The gap widths and residual horizontal spaces 
are indicated by double sided arrows. 
2.2.10 The modified Sleator algorithm 
It is believed that the total packing height produced by the Sleator algorithm (see §2.1.2.1) 
may be reduced provided that it is possible to pack the tallest unpacked rectangle along-
side one of the stacked rectangles. This is the motivation for the suggested modified 
Sleator (Sleatormod) algorithm, where rectangles whose widths are greater than 1/2 are 
ordered according to non-increasing width and then stacked left justified from the bottom 
of the strip upwards. The unpacked rectangles are ordered according to non-increasing 
height and suppose the height of the tallest rectangle Li (say), is denoted by Htall· Start-
ing with the bottom-most packed rectangle, the distance between the right-hand edges of 
the stacked rectangles and the right-hand boundary of the strip is computed until there 
is sufficient space or there is not enough room to pack the rectangle. If there is suffi-
cient space, the lower edge of the stacked rectangle Li (say) contributing to this space 
is referred to as the lower boundary (lb), as shown in Figure 2.12(a)-(b). The combined 
height of all rectangles below the lower boundary with insufficient horizontal space is 
denoted by Hiow· Rectangle Li is then packed right justified with its lower edge along 
the same level as the lower boundary, directly above H 10w (see Figure 2.12(a)-(b), where 
rectangle L 4 is packed). If there is still some space left between the right-hand edge of Li 
and the left-hand edge of Li, subsequent rectangles may be packed there right justified. 
After stacking rectangles of width greater than 1/2 in the Sleatormod algorithm, one of 
three cases arise: 
Case 1: Rectangle Li does not fit into any of the horizontal spaces between the right-
hand edge of the stacked rectangles and right-hand edge of the strip. In this case the 
Sleatormod algorithm continues as described in §2.1.2.1, by packing the rectangles from 
the left to the right of the strip, and the strip is then divided into two equal segments. 
Case 2: Rectangle Li may be packed alongside one of the stacked rectangles and Htall + 
H 10w :::; Hstack, as shown in Figure 2.12(a). If there is still some space left between the 
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right-hand edge of L1 and the left-hand edge of Li, subsequent rectangles are packed there 
right justified. If there is insufficient space, the unpacked rectangles are packed above 
Hstack from the left-hand to the right-hand edges of the strip, as described in §2.1.2.1. 
Case 3: Rectangle Li may be packed along side one of the stacked rectangles and 
Htall + Hiow > Hstack, as shown in Figure 2.12(b). The remaining unpacked rectangles 
are packed above Hstack from the left-hand edge of the strip to the left-hand edge of the 
first rectangle whose height combined with H 10w is greater than Hstack· If there are still 
some unpacked rectangles, then the strip is partitioned into two equal segments and the 
height of the right segment is initially given by Htall + Hiow· The packing procedure then 
continues as described in §2.1.2.1. 
Example 2.17 When the Sleatormod algorithm is applied to the rectangles in Table 1.2, 
the packing shown in Figure 2.12(c) results, with a total packing height of 17 units. 
Rectangles L1, L4 and L3 are stacked from the bottom of the strip upwards. The lower 
boundary is given by rectangle L4 , because the distance between the right-hand edge of 
rectangle L4 and the right-hand edge of the strip is 6 units, which is sufficient to pack the 
tallest unpacked rectangle L 5 since it has width of 4 units. Rectangle L 5 is packed right 
justified and the remaining 2 units are sufficient to place the next unpacked rectangle, 
L7 . This is case 3 above. Therefore the remaining unpacked rectangles are packed above 
rectangle L3 from the left-hand edge of the strip to the left-hand edge of rectangle L 5 since 
h( L1) + Hiow < Hstack. Only rectangles L2 and Lg fit and the strip is divided into two equal 
segments, with the left segment of width H1eft = 16 and Hright = 14. Packing resumes in 
the right segment, because it has the smallest height and only rectangle L 8 fits. Rectangles 
L 10 and L6 are finally packed in the left and right segments respectively. o 
lO 
£10 £6 
IS j j 
16 Ls 
-1;2-;,.-1/2-
lb 
- l/2-j-1/2- 12 L3 
lb L5 
L4 
(a) (b) (c) 
Figure 2.12: Packings produced by the modified Sleator algorithm. (a) Illustration of case 2, 
(b) illustration of case 3 and (c) the packing produced when the Sleatormod algorithm is applied 
to the rectangles in Table 1.2. 
2.2.11 The Kenyon-Remila Insertion algorithm 
In the original strip packing procedure of the Kenyon-Remila algorithm (see §2.1.3), the 
layer between levels l1 and lJ+1 has a well-structured space that may be partitioned into 
three rectangular regions; ( 1) region R 1 has width w ( C1 ) and height x 1, and is fully packed 
with wide rectangles, (2) region R 2 is completely empty, and has width w(l1) -w( c1) and 
height .'.Cj + hmax, and (3) region R3 is partially filled with rectangles overlapping from 
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region R 1 , whose free space is considered as waste and whose height is lj+1 - Xj· In the 
newly proposed Kenyon-Remila insertion (Keinsert) algorithm, it is suggested that the 
unused part of region R 3 should not be regarded as waste - instead this region should 
be divided further into two rectangular regions, R 31 and R 32 . Region R 31 is similar to 
the original region R 3 ; the only difference being that the height ranges from Xj to the 
height of the tallest rectangle overlapping from region R 1 . Region R 32 , on the other 
hand, is originally left completely empty, with its height ranging from the top of region 
R 31 to lj+l· Region R 32 is then used as a second insertion region for narrow rectangles, 
with region R 2 being the first insertion region. The various divisions of the layers are 
illustrated in Figure 2.13. A total packing height of 2.75 x 16 = 44 units was obtained, 
as shown in Figure 2.14(a), when the Kelnsert algorithm was applied to the rectangles 
in Table 1.2. 
R32 
lj+11-' -·----+--~ 
lj ;-, -~~~~-< 
I 
! Xj
Figure 2.13: Division of a level into four regions. 
2.2.12 The Kenyon-Remila max height algorithm 
It was realised that the addition of hmax to each level in the original strip packing some-
times creates unnecessarily large unused spaces towards the top of the layer. The proposed 
"so-called" Kenyon-Remila max height (KeMaxHeight) algorithm avoids adding hmax to 
each xi in the original strip packing. At each level the height of the tallest rectangle per 
configuration is determined and it is this height that is instead added to each xi when 
computing the height of a level. This means that at each level different heights of rectan-
gles will be added to xi corresponding to the configuration used. It is believed that this 
modification will create levels with shorter heights thereby reducing the overall height of 
the original strip packing, thus leading to an improvement of the solution quality. 
Example 2.18 When the KeMaxHeight algorithm was applied to the rectangles in Ta-
ble 1.2, a total packing height of (1.625 x 16) + 3 = 29 units was obtained, as shown 
in Figure 2.14(b}. All steps are similar to the original Kenyon-Remila algorith, ex-
cept when constructing the full strip packing. In this case each configuration is taken 
in turn and the strip is filled from the bottom upwards. Recall, from Example 2.12, 
that ;r = (0.3125, 0.3125, 0.25). Configuration C1 is packed between li = 0 and l2 = 
l1 + .7: 1 + 0.1875 = 0.5. Next, configuration C2 is packed between l2 = 0.5 and l3 = 
l2 + x2 + 0.3125 = 1.125. Finally, configuration C3 ·is packed between l3 = 1.125 and l4 = 
l3 + x3 + 0.25 = 1.625. The narrow rectangles L 5 , L7 , L2 are inserted into the empty 
regions, while the remaining rectangles L 9 , £ 10 , L6 are packed on a new level l5 . e 
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2.2.13 The Kenyon-Remila max height insertion algorithm 
The Kenyon-Remila max height insertion (KeMaxlnsert) algorithm is another newly pro-
posed combination of the two modifications described in §2.2.11 and §2.2.12. Even though 
the KeMaxHeight algorithm creates shorter levels, it may still be possible to insert some 
narrow rectangles in region R 32 , and as such this possibility is explored. When applied to 
the rectangles in Table 1.2, a total packing height of 1.625 x 16 = 26 units was obtained, 
as shown in Figure 2.14(c). 
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Figure 2.14: Packings produced by the modifled Kenyon-Remila algorithms, when applied to 
rectangles in Table 1.2. (a) tl1e Keinsert packing, (b) the KeMaxHeight packing, and (c) the 
KeMaxlnsert packing. 
2.2.14 The Kenyon-Remila algorithmJOIN 
In the Kenyon-Remila algorithmJOIN, it is proposed that instead of using threshold 
rectangles to group rectangles together, AlgorithmJOINmod should rather be used. This 
suggestion is due to the fact that the Kenyon-Remila algorithm aims to have rectangles 
of distinct widths and the modified algorithmJOIN is able to achieve this. The Kenyon-
Remila algorithm described in §2.1.3 along with previously described modifications in 
§2.2.11-§2.2.13 respectively called KenyonJOIN, KelnsertJOIN, KeMaxHeightJOIN and 
KeIVIaxlnsertJOIN, were reimplemented using the new idea of grouping, while all other 
steps remained exactly the same. 
Example 2.19 Using AlgorithmJOINmod' four groups are formed: 91=Ls,91 = L3 , g3 = 
L4 and g4 = L1, when 'Y = 5%. Total packing heights of 53, 53, 30 and 27 units were ob-
tained by the KenyonJOIN algorithm, the KelnsertJOIN algorithm, the KeMaxHeightJOIN 
algorithm and the KeMaxlnsertJOIN algorithm respectively, as shown in Figures 2.15(a)-
(d}. I'.] 
2.3 A new offiine strip packing heuristic 
It was observed that when the difference in heights of rectangles fitting into one level 
(see Figure 2.16(a)) becomes extreme, the FFDH algorithm performs badly in relation 
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Figure 2.15: Comparison of packings produced using the new idea of grouping in the Kenyon-
Remila algorithms, when applied to rectangles in Table 1.2. (a) the KenyonJOIN algorithm, 
(b) the KelnsertJOIN algorithm, (c) the KeMaxHeightJOIN algorithm and (d) the KeMaxln-
sertJOIN algorithm. 
to the optimal solution. This observation provided motivation for the development of a 
new algorithm, called the Size Alternating Stack (SAS) algorithm, which is applicable to 
problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0, 1 1. 
In this algorithm, the list £ of n rectangles is partitioned into two sublists £ 1 and £ 2 
consisting of rectangles satisfying h(Li) > w(Li) and h(Lj) s; w(Lj) respectively. The 
n1 rectangles in £ 1 are called narrow rectangles and the n 2 rectangles in £ 2 are referred 
to as wide rectangles (n = n 1 + n2 ). Rectangles in the list £ 1 are ordered according to 
non-increasing height, while rectangles in list £ 2 are ordered according to non-increasing 
width. Each level of the packing is initialised by comparing the heights of the first 
rectangle in both lists (i.e. tallest rectangle in list £ 1 and widest rectangle in £ 2)-
packing the rectangle of largest height. The height of this rectangle becomes the height 
of the level and a horizontal line is drawn coinciding with the top edge of the rectangle 
to the right-hand edge of the strip to demarcate the upper boundary of the level. A level 
may be initialised by more than one rectangle provided all (say k) rectangles have heights 
equal to the largest height and there is sufficient horizontal space. 
The main idea in this algorithm is to alternate between the narrow and wide rectangles 
while packing from the left to the right on each level of the strip (i.e. if the rectangle 
initialising a level is from £ 1 , alternate to a rectangle in £ 2 and vice-versa). Once the list 
from which to pack has been identified, the rectangles in that particular list are stacked 
on top of each other starting from the lower boundary of a level until the upper boundary 
is reached, or until the vertical space between the upper boundary of the level and the 
top edge of the top-most rectangle in the stack is insufficient to fit in any more of the 
unpacked rectangles in that list. 
If the widths of subsequent rectangles Li and Li+l are not equal when stacking the wide 
rectangles, an empty rectangular region Rj, whose left-hand boundary is the right-hand 
edge ofrectangle Li+l remains, as shown in Figure 2.16(b). The height of each rectangular 
region extends from the top edge of rectangle Li to the upper boundary of a level, while 
the width of each region is given by w(R) = w(Li) - w(Li+1 ). These rectangular regions 
are used to pack the narrow rectangles. The narrow rectangles are stacked by selecting 
all the rectangles whose widths do not exceed the width of the bottom-most narrow 
Stellenbosch University  https://scholar.sun.ac.za
48 CHAPTER 2. HEURISTICS FOR OFFLINE PROBLEMS 
I 1 R2 I I 
I I I I I 1;+1 I I 1;+1 
1;+1 
I I 
-
~ 
Wasted Space R1 1 
I Ii Ii Ii 
I I I I I I 
I I 
(a) (b) (c) 
Figure 2.16: (a) Motivation for developing the SAS algorithm, (b) empty rectangular regions 
left when stacking wide rectangles by means of the SAS algorithm and (c) stacking of narrow 
rectangle in region Rj. 
rectangle, but also fit height-wise within a level. The stacking of narrow rectangles in Rj 
is shown in Figure 2.16(c) where the rectangles are stacked to fill the width of Rj, until 
there is insufficient horizontal space or there are no more narrow rectangles to pack. 
The algorithm is flexible-if, through interchange of lists, there is insufficient horizontal 
space on a level to pack any of the rectangles in the designated list, then the rectangles in 
the alternative list may be packed provided that there is sufficient space. A new level is 
initialised if none of the rectangles in either £ 1 or £ 2 fit into the horizontal space between 
the right-hand boundary of the strip and the right-hand edge of the right-most rectangle 
packed. 
22 L10 L6 
'° I I 
18 
Lg I I 16 
14 
i 12 Li 
10 Ls 
8 I~ 6 Lo L3 
4 IL1 
' 
L4 
2 4 6 8 10 12 14 16 
Figure 2.17: Packing produced by the SAS algorithm, when applied to the rectangles in Table 
1.2. 
Note that the SAS algorithm produces a guillotineable packing. The algorithm is given 
in pseudocode form as Algorithm 11. 
Example 2.20 When the SAS algorithm was applied to the rectangles in Table 1.2, a 
total packing height of 18 units is obtained, as shown in Figure 2.17. Partitioning the 
list into two sublists £1 = Ls, LT, L2 and £2 = L1, L4, L3, Ls, L10, L5, Lg of narrow and 
wide rectangles respectively. Comparing the heights of the first rectangle in either list, 
L 5 is selected, because it has the greatest height. Therefore it initialises the first level. 
Alternating to £2, rectangles L4, L3, Ls are stacked on top of each other until there is 
insufficient space. None of the narrow rectangles may be inserted into the regions created 
by the stacked rectangles. Alternating to £ 1 , rectangles L 7 , L 2 are stacked and the first 
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level is full. Therefore a new level is created above the first level. Only wide rectangles 
remain and they are packed on levels with enough room or on newly created levels. Ell 
The procedure pack narrow in Algorithm 11 has a time complexity of O(n), because the 
entire list of narrow rectangles is searched to find suitable rectangles to pack, while the 
procedure pack wide has a time complexity of O(n2 ), because for every wide rectangle 
stacked, narrow rectangles are stacked. The partitioning of the list in line 1 has a running 
time of O(n) when using a linear search technique and the sorting of the lists in line 2 
has an execution time of O(nlogn), when using an efficient sorting procedure such as 
the merge-sort algorithm. The while-loop spanning lines 3-11 has a time complexity of 
O(n). The overall worst-case time complexity of the SAS algorithm is therefore O(n2). 
2.4 Chapter summary 
This chapter opened with a description of known heuristics from the literature for solving 
the offiine strip packing problem (§2.1), ranging from the classical heuristics dating back 
to 1983 to more recent heuristics, developed as late as 2004. The algorithms employ 
different approaches, such as partitioning the strip into horizontal levels (§2.1.1) or just 
packing rectangles in the plane (§2.1.2). To improve the performance in terms of obtaining 
the smallest packing height, several modifications to some of the known heuristics were 
suggested in §2.2. Finally, a new heuristic was described in §2.3 which also partitions the 
strip into horizontal levels. However, different techniques are employed to fully utilise 
space within each level. All algorithms presented in this chapter were applied to the 
same example strip packing instance in order to illustrate the various packing patterns 
produced by the algorithms. 
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Algorithm 11 The size alternating stack (SAS) algorithm 
Description: Packing a list of rectangles into a strip of fixed width and infinite height. The 
list of rectangles is fully specified in advance, before packing commences. 
Input:The number of rectangles to be packed n, the dimensions of the rectangles (w(Li), h(Li)) 
and the strip width W. 
Output:The height Hof the packing obtained in the strip. 
1: Partition the list of rectangles .C = .C1 U .C2 such that .C1 is a list with h(Li) > 
w(Li) for all l :Si :S n1, while .C2 is a list with w(Lj) 2'. h(Lj) for all l :S j :S n2. 
2: Order .C1 according to non-increasing height and order .C2 according to non-increasing width. 
j +- 1, i +- 1, level +- 1 
3: while n1 =f 0 or n2 =f 0 do 
4: compare h(Li) with h(Lj) and select the rectangle with greatest height. Pack the selected 
rectangle on the level 
5: if tallest rectangle is narrow then 
6: h(level + 1) +- h(level) + h(Li); call PackWide(w(packedlevel), VerticalSpace) 
7: else [tallest rectangle is wide] 
8: h(level + 1) +- h(level) + h(Lj); call PackNarrow(w(packedlevel), VerticalSpace) 
9: end if 
10: level +- level+ 1, j +- 1, i +- 1 
11: end while 
Procedure PackNarrow(w(packedlevel), VerticalSpace) 
1: pack first narrow rectangle that fits height-wise and width-wise 
2: while there is sufficient vertical and horizontal space do 
3: search .C1 for rectangle whose width is at most the width of the bottom-most narrow 
rectangle 
4: if such a rectangle exists then 
5: stack the rectangle; remove it from .C 1 
6: end if 
7: end while 
Procedure Pack Wide ( w (packedlevel), VerticalSpace) 
1: while there is sufficient vertical space and j :S n2 do 
2: if rectangle fits height-wise then 
3: stack rectangle Lj; remove it from .C2 
4: if rectangles of unequal widths are stacked then 
5: region R is created and narrow rectangles are packed in this region 
6: call PackNarrow (w(packedR), h(R)) 
7: end if 
8: end if 
9: end while 
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Heuristics for Online problems 
A number of known and new heuristics for offiine strip packing were described and illus-
trated in Chapter 2. In this chapter heuristics for online packing problems are considered. 
Thirteen known heuristics from the literature are described in §3.1 and this is followed by 
six suggested modifications to some of the known heuristics in §3.2. The chapter closes 
with a description of four entirely new heuristics in §3.3. 
3 .1 Known Heuristics 
As mentioned in §1.2, online problems refer to problems where the entire list of rectangles 
to be packed is not available in advance and as such one rectangle is packed at a time. The 
next rectangle to be packed becomes available immediately after the current rectangle 
has been packed, and once a rectangle is packed it may not be moved. Heuristics from 
the literature for solving problems of this nature are described in this section. 
3.1.1 Level algorithms 
Level algorithms for online problems partition the strip into horizontal levels of height 
equal to the height of the tallest rectangle packed on any particular level, similar to 
the level algorithms described in §2.1.1. The algorithms considered in this section are a 
slight variation to the NFDH, FFDH and BFDH algorithms. However, the pre-ordering 
condition is not considered since packing takes place in an online environment. 
3.1.1.1 The next fit level algorithm 
The next fit level (NFL) algorithm [26] was developed in 1990 to solve problems of the 
form 
I 2D I R I SP I On I MiS I 0,0,0,1 I· 
In this algorithm, rectangles are packed (one at a time and in the order given) on the 
current level, left justified. The first level corresponds with the bottom of the strip. If 
there is insufficient horizontal space on the current level to pack the next rectangle, a 
horizontal line is drawn across the upper edge of the tallest rectangle on the current level 
51 
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so as to create a new level above the current level. All levels below the current level 
are never revisited. Coffman [29] performed an average-case performance analysis of the 
NFL algorithm and found the expected height 1 of the packing to be 
E[NFL(L:)] ~ (0.3813384945 .. . )n, (3.1) 
asymptotically as n --t oo, where n is the number of rectangles in the list£, where NFL(£) 
denotes packing height achieved for the list of rectangles £ by the NFL heuristic, and 
where E[·] denotes the expected value operator. The algorithm is given in pseudocode 
form as Algorithm 12. 
Example 3.1 A total packing height of 26 units is obtained by the NFL algorithm when 
applied to rectangles in Table 1. 2, as illustrated in Figure 3.1 (a). Packing rectangles 
in the order given, rectangles L1 and L2 are packed on the first level. A new level is 
created where rectangle L 3 is packed, because there is insufficient space on the first level. 
Rectangles L4 and L5 are packed on the third level whose height is h(L5), because L5 is 
the tallest rectangle on the this level. The packing process is continued in this manner 
until all rectangles are packed. o 
Algorithm 12 The next fit level (NFL) algorithm 
Description: Packing a given list of rectangles into a strip of fixed width and infinite height, 
without pre-ordering the list. 
Input: The dimensions of the rectangles (w(Li) x h(Li)) and the strip width W. 
Output: The height H and the entire packing. 
1: level+-- 0; h(level + 1) +-- O; H +-- O; i +-- 0 
2: while there is an unpacked rectangle do 
3: i +-- 'i + 1 
4: if there is sufficient space on current level then 
5: pack rectangle left justified 
6: if h(level + 1) < h(Li) then 
7: h(level + 1) +-- h(Li) 
8: end if 
9: else [there is insufficient space on current level] 
10: open a new level and pack the rectangle 
11: H +-- H + h(level + l); level+-- level+ 1 
12: end if 
13: end while 
14: print H and entire packing 
The NFL algorithm has a worst-case time complexity of O(n) [26]. The for-loop spanning 
lines 2-12 is executed exactly n times, while all other steps have constant time complexity. 
3.1.1.2 The first fit level algorithm 
In the first fit level (FFL) algorithm [26], also developed in 1990 to solve problems of the 
form I 2D I RI SP I On I ~VIiS I 0,0,0,1 I, 
1 In this probabilistic model, it is assumed that the 2n random variables w(Li), ... , w(Ln), h(L1), ... , h(Ln), 
are independent and drawn from the uniform distribution on [O,l] [29]. 
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rectangles are packed (one by one in the order given) on the lowest level into which they 
fit both height-wise and width-wise; if a rectangle does not fit into any existing level, 
then a new level is created exactly as in the NFL algorithm and the rectangle in question 
is packed on that level. The difference between the NFL and FFL algorithms is that in 
the latter procedure levels lower than the highest level may be revisited, whereas this is 
disallowed in the former procedure. To the best knowledge of the author the asymptotic 
performance or average-case analysis of the FFL algorithm has not been analysed. The 
algorithm is given in pseudocode form as Algorithm 13. 
Example 3.2 A total packing height of 19 units is obtained by the FFL algorithm when 
applied to rectangles in Table 1.2, as shown in Figure 3.l(b). Rectangles Li, L 2 , L3 , L4 , L5 
are packed in the same manner as in NFL algorithm. However, rectangle L 6 is packed on 
the lowest level with sufficient space, which is level 2. 0 
Algorithm 13 The first fit level (FFL) algorithm 
Description: Packing a given list of rectangles into a strip of fixed width and infinite height, 
without pre-ordering the list. 
Input: The dimensions of the rectangles (w(Li) x h(Li)) and the strip width W. 
Output: The height H and the entire packing. 
1: level - O; h(level + 1) - h(L1); H - h(L1); i - 1 
2: while there is an unpacked rectangle do 
3: i - i + 1; level - 0 
4: search for the lowest level with sufficient space 
5: if such a level exists then 
6: pack rectangle left justified 
7: if this is the top-most level and h(level) < h(Li) then 
8: h(level) - h(Li) 
9: end if 
10: else [there is insufficient space in all existing levels] 
11: create a new level above the top-most level 
12: pack rectangle left justified 
13: h(level) - h(Li); H - H + h(Li) 
14: end if 
15: end while 
16: print H and entire packing 
The FFL algorithm has an average-case time complexity of D(logn), where n denotes 
the asymptotic lower bound (described in Appendix A) [26]. It is not linear because it 
requires the entire packing to be active (i.e. previously packed shelves may be revisited) 
at every step of the packing. 
3.1.1.3 The best fit level algorithm 
The best fit level (BFL) algorithm [26] was also developed in 1990 to solve problems of 
the form 
I 2D I RI SP I On I IvliS I 0,0,0,1 I· 
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It is similar to the FFL algorithm, except that each rectangle is placed on the lowest level 
(into which it fits both height-wise and width-wise) with minimum residual horizontal 
space. The residual horizontal space of a level is the space between the right-most edge 
of the last rectangle packed on the level and the right-hand boundary of the strip. If none 
of the existing levels have enough room, a new level is created above the current highest 
level. The average case analysis or the asymptotic performance of the BFL algorithm 
was also not analysed. The algorithm is given in pseudocode form as Algorithm 14. 
Example 3.3 The EFL algorithm obtains a total packing height of 19 units when applied 
to the rectangles in Table 1. 2, as depicted in Figure 3.1 (b). The packing produced is the 
same as that produced by the FFL algorithm for this special case. D 
Algorithm 14 The best fit level (BFL) algorithm 
Description: Packing a given list of rectangles into a strip of fixed width and infinite height, 
without pre-ordering the list. 
Input: The dimensions of the rectangles (w(Li) x h(Li)) and the strip width W. 
Output: The height H and the entire packing. 
1: level+- O; h(level + 1) +- h(L1); H +- h(L1); i +- 0 
2: while there is an unpacked rectangle do 
3: i +- i + 1; level +- 0 
4: search for lowest level with minimum residual horizontal space 
5: if such a level exists then 
6: pack rectangle left justified 
7: else [such a level does not exist] 
8: create a new level above the top-most level 
9: pack rectangle left justified 
10: h(level) +- h(Li); H +- H + h(Li) 
11: end if 
12: end while 
13: print H and entire packing 
Similarly to the FFL algorithm, the BFL algorithm has an average-case time complexity 
of D(logn), because the entire packing is available (i.e. previously packed rectangles may 
be revisited) at every step of the packing process [26]. 
3.1.1.4 The bi-level next fit algorithm 
The bi-level next fit (BiNFL) algorithm [29] was developed in 2002 to solve problems of 
the form 
I 2D I R I SP I On I MiS I 0,0,0, 1 I. 
It is a modification of the NFL algorithm described in §3.1.1.1. As the name suggests, 
the algorithm packs two levels at a time, referred to as the lower and upper levels. The 
height of the lower level is determined by the height of the tallest rectangle packed on it. 
On the lower level, the first rectangle Li to be packed is placed left justified. If the next 
rectangle Li+l to be packed fits on the lower level, it is placed there, right justified. All 
other rectangles that follow and fit on the lower level are placed right justified, next to 
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Figure 3.1: Comparison of packings produced by different algorithms when applied to the list 
of rectangles in Table 1.2: (a) the NFL algorithm packing, (b) the FFL and BFL algorithm 
packings and (c) the BiNFL algorithm packing. 
the previous rectangle packed. If there is not enough room for a rectangle to be packed on 
the lower level, packing proceeds on the upper level. A horizontal line is drawn along the 
top edge of the tallest rectangle on the lower level and this becomes the lower boundary 
of the upper level. 
\ 
(a) (b) (c) 
Figure 3.2: Examples of patterns resulting from a BiNFL packing. In all instances the third 
rectangle, Li+2, may be shifted down onto the lower level. Ul and LI represent the lower 
boundaries of the upper and lower levels respectively. 
On the upper level, if rectangle Li+l is the first rectangle to be packed (because it failed 
to fit on the lower level), it is packed left justified on top of Li since it is the only 
rectangle on the lower level. Subsequent rectangles are packed right justified on this level 
provided there is sufficient space (see Figure 3.2(a)). If, on the other hand, Li+2 is the 
first rectangle to be packed on the upper level, it is packed above the shorter of Li and 
Li+l (because these are the only two rectangles on the lower level), justified against the 
same strip boundary as the shorter of rectangles Li or Li+1, as depicted in Figures 3. 2(b) 
and (c). If a rectangle does not fit on the upper level, a new bi-level is created above 
the top level. Once a new bi-level is created, previous bi-levels are never revisited. The 
packing process proceeds as discussed for the lower and upper levels until all rectangles 
are packed. 
At equilibrium2 , the expected height of the BiNFL algorithm is twice the expected height 
2This occurs when the distributions of the widths of rectangles packed on any particular level, converge at a 
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of the NFL packing (3.1) [29]. The algorithm is given in pseudocode form as Algorithm 
15. 
Example 3.4 A total packing height of 26 units was obtained by the Bi-NFL algorithm 
for our example instance in Table 1. 2, as shown in Figure 3.1 ( c). Rectangles Li and L2 
are packed on the lower level, while rectangle £ 3 is packed on the upper level. Rectangle 
L4 does not fit on the upper level; hence a new bi-level is created and rectangle L4 is 
packed left justified on the lower level. Rectangle L 5 is right justified on this level and 
rectangle L 6 is packed on the upper level, justified against the left-hand boundary of the 
strip, because rectangle L 4 is also justified against this strip wall and it is shorter than 
rectangle L 5 . o 
Algorithm 15 The bi-level next fit (BiNFL) Algorithm 
Description: Packing a given list of rectangles into a strip of fixed width and infinite height, 
without pre-ordering the list. 
Input: The dimensions of the rectangles (w(Li) x h(Li)) and the strip width W. 
Output: The height H and the entire packing. 
1: level+-- l; h(level) +-- O; H +-- O; i +-- 1 
2: open a new bi-level 
3: call pack on lower level 
4: print H and entire packing 
Procedure pack on lower level 
1: the first rectangle packed is left justified 
2: subsequent rectangles that fit are right justified 
3: if there is insufficient space then 
4: h(level) is given by the height of tallest rectangle packed 
5: call pack on upper level 
6: end if 
Procedure pack on the upper level 
1: if Li+l is the first rectangle packed then 
2: left justify on top of Li 
3: else 
4: if Li+2 is the first rectangle packed then 
5: pack above min {h(Li), h(Li+1} 
6: justify according to min {h(Li), h(Li+1} 
7: else 
8: if Li+j (j > 3) fits on the upper level then 
9: left justify all other rectangles 
10: else [rectangle does not fit] 
11: H +-- H + h(lower) + h(upper); open new bi-level 
12: end if 
13: end if 
14: end if 
geometric rate to an equilibrium distribution function [29]. 
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The two procedures pack on lower level and pack on upper level in Algorithm 15, each has 
a time complexity of O(n) because each of the n rectangles are packed in the bi-levels. 
Since these are the two main procedures, the worst-case time complexity of the BiNFL 
algorithm is therefore O(n). 
3.1.2 Shelf algorithms 
A study of polynomial time approximation algorithms, called shelf algorithms, in which 
rectangles are packed in the order specified by means of a given list (queue) without 
sorting them first was carried out by Baker and Schwarz [6]. Shelf algorithms are primarily 
used to solve on-line packing problems. The first two algorithms described in this section, 
namely the Next Fit Shelf (NFS) and First Fit Shelf (FFS) algorithms dating from 1983, 
are modifications of the NFDH and FFDH algorithms3 without the condition of first 
sorting the rectangles in order of non-increasing height. About seven years later the Best 
Fit Shelf (BFS) algorithm was introduced [26]. This algorithm is described next and 
is a modification of the BFDH algorithm (see §2.1.1.3). In these three algorithms shelf 
heights are not determined by the height of the first rectangles packed on the shelves 
(because such rectangles are not necessarily the tallest); additional space (called free 
space) is therefore left above the first rectangle on each shelf, so as to accommodate, 
to some extent, taller rectangles that may follow. The NFS, FFS and BFS algorithms 
employ a parameter, 0 < r < 1, which is a measure of how much free space is allowed in 
each shelf. These algorithms are consequently referred to as Next Fit Shelf (NFSr), First 
Fit Shelf (FFSr) and Best Fit Shelf (BFSr) algorithms. 
3.1.2.1 The next fit shelf algorithm 
The next fit shelf (NFSr) algorithm [6] with parameter 0 < r < 1 was developed in 1983 
to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0,1 I. 
It is a natural modification of the NFDH algorithm (see §2.1.1.1), the difference being that 
the rectangles are not sorted in the NFSr algorithm; they are merely packed in the order 
given. In this algorithm, a value of r is initially selected for an entire packing. Before 
packing each rectangle, the smallest value k E Z is computed such that rk+1 < h(Li) ~ rk; 
here rk is referred to as the appropriate height of the shelf to pack rectangle Li· A 
rectangle is packed on the highest shelf of appropriate height. If a shelf of appropriate 
height for rectangle Li+l does not exist, a new shelf of appropriate height is created 
above the top-most shelf and rectangle Li+i is packed there, left justified. If a shelf of 
appropriate height exists, but there is insufficient space to accommodate the rectangle, 
this shelf is closed off and a new shelf of the same (appropriate) height is created. Shelves 
that have been closed off are never revisited. The asymptotic worst-case performance 
bound for the NFSr algorithm, 
NFSr(.C) < [~ + r(l ~ r)] OPT(.C), (3.2) 
3 The NFDH and FFDH algorithms were discussed fully in §2.1.1.1 and §2.1.1.2 respectively. 
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was established in [6] in the limit as n ~ oo, where NFSr(.C) denotes the packing height 
achieved for the list of rectangles .C by the NFSr heuristic, and where OPT(.C) is the 
optimal packing height for the list of rectangles .C. A pseudocode listing for the NF Sr 
algorithm is given as Algorithm 16. 
Example 3.5 The NFSr algorithm was applied to the list of rectangles in Table 1.2 and 
a value of r = 0.2 is used for illustrative purposes. Computing the shelf height suitable 
for packing rectangle L1, the real number k = ln 4/ ln 0.2 ;::::::: -0.861 is used as guideline 
to find the interval 0.2(-l+l) < h(Li):::;; 0.2-1 , with k = -1. All rectangles whose heights 
lie within this interval may be packed on shelf height 5. The process is repeated until 
all rectangles are packed. A total packing height of 46 units is obtained via the NFSo.2 
algorithm, as shown in Figure 3. 3( a). o 
Algorithm 16 The next fit shelf (NFSr) algorithm 
Description: Packing rectangles in a given order into a strip of fixed width and infinite height. 
Input: The dimensions of the rectangles (w(Li) x h(Li)), the parameter r and the strip width 
w. 
Output: The height H and the entire packing. 
1: shelf+-- 1; w(shelf) +-- O; h(shelf) +-- rk for some integer k; i +-- O; H +-- h(shelf) 
2: while there is an unpacked rectangle do 
3: i +-- i + 1; compute k 
4: if there is sufficient space and rk+l < h(Li) :::; rk then 
5: pack rectangle to the right of the previously packed rectangle 
6: else [there is insufficient space] 
7: create a new shelf on top of the previous one and pack rectangle Li on the new shelf. 
8: shelf+-- shelf+ 1; H +-- H + rk 
9: end if 
10: end while 
11: print H and entire packing. 
The NFSr algorithm is a linear time algorithm. It has a worst-case time complexity of 
O(n), because the while-loop spanning lines 2-11 is executed exactly n + 1 times and all 
other steps have constant time complexity. 
3.1.2.2 The first fit shelf algorithm 
The first fit shelf (FFSr) algorithm [6] with parameter 0 < r < 1 was also developed in 
1983 to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0, 1 I· 
It is a modification of the FFDH algorithm (see §2.1.1.2) and it is similar to the NFSr 
algorithm, except that a rectangle is placed left justified on the lowest shelf of appropriate 
height instead of on the highest shelf of appropriate height. This means that all shelves 
remain active (i.e. may be revisited) and before a rectangle is packed, the strip is searched 
from the bottom upwards. If such a shelf does not exist, then a new shelf of appropriate 
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height is created above the top-most shelf. An analysis of the asymptotic worst-case 
bound in [6] indicated that 
FFSr(.C) < [~ + ( l )] OPT(.C), 
r r 1- r 
(3.3) 
in the limit as n ----+ oo, where FFSr(.C) denotes the packing height achieved for the list 
of rectangles .C by the FFSr heuristic and OPT(.C) is the optimal packing height for the 
list of rectangles .C. The algorithm is given in pseudocode form as Algorithm 17. 
Example 3.6 When applied to the rectangles in Table 1.2, a total packing height of 46 
units is also obtained by the FFS0.2 algorithm, as illustrated in Figure 3.3(b). The same 
procedure of computing a value of k to obtain the shelf of appropriate height for each 
rectangle is followed as described in Example 3. 5. The only difference is that rectangles 
are packed in the lowest shelf of appropriate height. Rectangle Lg is packed on the second 
shelf instead of on the sixth shelf, which is the lowest of appropriate height for rectangle 
Lg. D 
Algorithm 17 The first fit shelf (FFSr) algorithm 
Description: Packing rectangles in a given order into a strip of fixed width and infinite height. 
Input: The dimensions of the rectangles (w(Li) x h(Li)), the parameter r and the strip width 
w. 
Output: The height H and the entire packing. 
1: shelf,._ 1; h(shelf) ,._ rk for some integer k; i ,._ O; H ,._ h(shelf); shelfnum ,._ 1 
2: while there is an unpacked rectangle do 
3: i ,._ i + 1; compute k 
4: search for lowest shelf of appropriate height with sufficient space 
5: if such a shelf exists then 
6: pack rectangle to the right of the previously packed rectangle 
7: else [there is insufficient space in all shelves of appropriate height or such a shelf does 
not exist] 
8: create a new shelf above the top-most shelf and pack rectangle Li on the new shelf. 
9: shelf,._ shelfnum + 1; H ,._ H + rk; shelfnum ,._ shelfnum + 1 
10: end if 
11: end while 
12: print H and entire packing. 
The FFSr algorithm is a nonlinear-time algorithm because it is based on the first-fit rule 
that all shelves of appropriate height may be revisited. Suppose the rectangles in the list 
all have the same height. Then they may be packed on shelves with the same height. 
The problem thus reduces to the first fit one dimensional bin packing problem which has 
a worst-case time complexity of O(nlogn). If, on the other hand, the rectangles in the 
list have varying heights so that each requires packing on a shelf with a different height, 
then the worst-case time complexity becomes O(n). Consequently, the worst-case time 
complexity of the FFSr is O(nlogn) [25]. 
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Figure 3.3: Comparison of packing heights produced by different shelf algorithms when applied 
to the list of rectangles in Table 1. 2: (a) the NFSo.2 algorithm packing, (b) the FFSo.2 algorithm 
packing, (c) the BFSo.2 algorithm packing and (d) the HS40.2 algorithm packing. 
3.1.2.3 The best fit shelf algorithm 
The best fit shelf (BFSr) algorithm [26] with parameter 0 < r < 1 was developed in 1990 
to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0,1 I· 
It is a modification of the best fit decreasing height (BFDH) algorithm (see §2.1.1.3). The 
difference between the FFSr and BFSr algorithms is that once the parameters r (for 
the entire packing) and k (for a particular rectangle) have been determined, the latter 
procedure packs a rectangle on the lowest shelf of appropriate height with minimum 
residual horizontal space. If a rectangle does not fit on any of the existing shelves of 
appropriate height, a new shelf is created above the top-most shelf. An average-case 
analysis of the BFSr algorithm [26] shows that the expected wasted space4 is 
E[WBFSr(£, s)] = ~ + e ( vnslog3/4 (n/s)) (3.4) 
in the limit as n ~ oo, where WBFSr(£, s) denotes the wasted space created by the 
BFSr algorithm when employing s shelf heights for the list of rectangles £, where E[·] 
denotes the expected value operator, and where 8 denotes the asymptotically tight order 
notation. A pseudocode listing of the algorithm is given as Algorithm 18. 
Example 3. 7 When the BFS0.2 algorithm is applied to rectangles in Table 1. 2, a total 
packing height of 46 units is again achieved, as shown in Figure 3.3(c). The computation 
of k is similar to that in Examples 3. 5 and 3. 6, with the difference that a rectangle is 
packed on the shelf of appropriate height with minimum residual horizontal space. Rect-
angle L 9 is this time packed on the third shelf, because it is of appropriate height and has 
minimum residual space. o 
The BFSr algorithm is also a nonlinear-time algorithm [26]. The reasoning is analogous 
to that for the FFSr algorithm: if the rectangles in the list all have the same height then 
4 WA(.C) = A(.C) - L:~ 1 w(Li)h(Li), where A(.C) is the packing height produced by algorithm A when 
rectangles in.Care packed and w(Li), h(Li) are the widths and heights of the rectangles respectively. This is the 
wasted space created by algorithm A when packing the list of rectangles .C. 
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Algorithm 18 The best fit shelf (BFSr) algorithm 
Description: Packing rectangles in a given order into a strip of fixed width and infinite height. 
Input: The dimensions of the rectangles (w(Li) x h(Li)), the parameter r and the strip width 
w. 
Output: The height H and the entire packing. 
1: shelf r- l; h(shelf) r- rk for some integer k; i r- O; Hr- h(shelf); shelfnum r- 1 
2: while there is an unpacked rectangle do 
3: i r- i + l; compute k 
4: search all shelves (starting with the bottom) for one with appropriate height and has 
minimum residual horizontal space. 
5: if such a shelf exists then 
6: pack rectangle to the right of the previously packed rectangle 
7: else [there is insufficient space or there is no shelf of appropriate height] 
8: create a new shelf above the top-most shelf and pack the rectangle Li on the new shelf. 
9: shelf r- shelfnum + 1; H r- H + rk; shelfnum r- shelfnum + 1 
10: end if 
11: end while 
12: print H and entire packing. 
the problem becomes a best fit one dimensional packing problem which has worst-case 
time complexity of O(nlogn). The overall complexity of the BFSr algorithm is then 
O(nlogn) [25]. 
3.1.2.4 The harmonic shelf algorithm 
In 1993, the harmonic shelf (HSMr) algorithm [33] was developed to solve problems of 
the form 
I 2D I RI SP I On I lVIiS I 0,0,0,1 I. 
Csirik and Woeginger [33] combined the one dimensional bin packing algorithm, called 
the harmonicM algorithm, proposed in 1985 by Lee and Lee [72] with the principles of 
shelf algorithms. The harmonicM algorithm is used to partition the interval (0,1] non-
uniformly into Af intervals Ii, ... , IM. A reasonable value of J\!f is considered to be in 
the range 3 ::::; M ::::; 12. The intervals are such that Ip = (1/(p + 1), 1/p], 1 ::::; p < M 
and h 1 = (0, 1/M]. This harmonic partition allows rectangles to be classified according 
to the interval into which their widths fit. 
The harmonic shelf (HSMJ algorithm does not only aim to pack rectangles of similar 
heights on the same shelf; over and above this objective the rectangles should also have 
similar widths. Before rectangle Li is packed, two decisions have to be made. The first 
decision is to determine the appropriate shelves onto which a rectangle may be packed 
in terms of its height, by selecting a value for r and computing a value of k such that 
rk+1 < h(Li) ::::; rk. The second decision is to determine the interval into which the 
rectangle width fits by computing the value of p such that 1/(p+ 1) < w(Li) < 1/p. If no 
shelf of appropriate height exists or if there is insufficient horizontal space on all shelves 
of appropriate height, then a new shelf of the appropriate height is created above the 
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current top-most shelf. The asymptotic worst-case ratio5 
(3.5) 
was found for the harmonic shelf algorithm for any c5 > 0, in the limit as n --t oo [33], 
where HSJ\!Ir(.C) is the packing height obtained by the harmonic algorithm when packing 
rectangles in the list £ and OPT(£) is the optimal packing height of rectangles in the 
list £. The algorithm is given in pseudocode form as Algorithm 19. 
Example 3.8 When applied to the rectangles in Table 2.1, whose dimensions have been 
scaled such that strip width is 1 and rectangle dimensions are in the range ( 0, 1 ], a total 
packing height of 60.8 units is obtained via the HS40.2 algorithm, as depicted in Figure 
3.3{d). Values of 111 = 4 and r = 0.2 were used in this example for illustrative purposes. 
Values of k are computed as explained in Example 3. 5 and this gives the shelf height 
suitable for packing each rectangle. Starting with the first rectangle, the interval to which 
the width w(L1 ) belongs is determined by computing a value of p such that 1/(p + 1) < 
w(Li) < 1/p. Rectangles whose heights are less than 4 and whose widths lie in the interval 
(0.5,1] for a value of p equal to 1 are packed on the first shelf. The procedure is continued 
until all rectangles are packed. o 
Algorithm 19 The harmonic shelf (HSMr) algorithm 
Description: Packing a given list of rectangles into a strip of fixed width and infinite height, 
without pre-ordering the list. 
Input: The dimensions of the rectangles (w(Li) x h(Li)), the parameters M, r and the strip 
width W. 
Output: The height H and the entire packing. 
1: shelf~ 1; h(shelf) ~ rk for some integer k; i ~ 0 
2: while there is an unpacked rectangle do 
3: i ~ i + 1; compute k such that rk+1 < h(Li) ::; rk 
4: compute the value of p such that 1/p + 1 < w(Li) ::; 1/p where 1 ::; p < M 
5: amongst shelves of height rk find the one with packing rectangles whose width fits in the 
interval Ip 
6: if there is insufficient space or no rectangle of height rk then 
7: A new shelf of appropriate height is created above the top-most shelf 
8: shelf ~ shelf + 1 
9: end if 
10: if rectangle Li is the first on the shelf then 
11: h(shelf) ~ rk; H ~ H + h(shelf) 
12: end if 
13: end while 
14: print H and entire packing 
The HSMr algorithm is a linear time algorithm, i.e. has a worst-case time complexity 
of O(n). The while-loop spanning lines 1-11 in Algorithm 19 is executed exactly n + 1 
times, while all other steps have constant time complexity. 
'
5The number h-::o is defined as hoo = L~i t;~l ~ 1.69103 where t1 = 2, ti+1 = t;(t; - 1) + 1 for i 2'. 1 [33). 
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3.1.3 Special case algorithms 
The first special case under consideration is that of allowing for the modification of 
rectangular shapes. Imreh [62] explored the idea of modifying the shapes of the rectangles 
in such a way that the area of each rectangle remains constant. Applications in which 
such modifications are permissible include task scheduling where the two dimensions of 
a rectangle represent resource and time. The width and height of the strip represent the 
maximal resource and the time used respectively. The objective is obviously to minimise 
the time taken to complete a task. Lengthening a rectangle amounts to using less resource 
and more time to complete the task. The rectangles may neither be rotated nor may they 
overlap. Each rectangle is still packed in an on-line fashion, without prior knowledge of 
further rectangles. The algorithms obeying the modification of shapes are described in 
§3.1.3.1-3.1.3.3. The second special case considered is that of assuming rectangles arrive 
from the top of the strip and must reach a suitable location within the strip without 
being blocked by any of the rectangles already packed-once placed, rectangles may not 
be moved again. The special case algorithms are referred to as those obeying the tetris 
constraint since the analogy is made to the tetris game6 . The algorithms obeying the 
tetris constraint are described in §3.1.3.4-3.1.3.5. 
3.1.3.1 The xS algorithm 
The xS algorithm [62] was developed in 2001 to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,1,l I· 
The algorithm depends on a parameter x > 1 and the strip is partitioned into shelves 
which are rectangular parts of the strip, each of width 1, without loss of generality. 
Initially a shelf of height x > 1 is created and this is called the active shelf. If the 
next rectangle fits on the active shelf, then it is lengthened to have height x before it is 
packed. If it does not fit, then a new shelf of height x is created and the rectangle is 
packed there. This new shelf then becomes the new active shelf. The process is repeated 
until all rectangles in [, have been packed. 
It was shown in [62] that the xS algorithm has asymptotic performance ratio 
xS(C) ::; ( 1 + x ~ 1) OPT(£), (3.6) 
in the limit as n --+ oo, where xS(C) is the packing height obtained by the xS algorithm 
when packing rectangles in the list [, and OPT(£) is the optimal packing height of the 
rectangles in the list £. The algorithm is given in pseudocode form as Algorithm 20. 
Example 3.9 A value of x = 2 is selected for illustrative purposes. When the xS algo-
rithm is applied to the rectangles in Table 2.1, whose dimensions are scaled to fall within 
the range {0,1] with strip width 1, a total packing height of 2 x 16 = 32 units is ob-
tained, as shown in Figure 3.4{a). The first shelf of height 2 x 16 is created and rectangle 
L 1 , whose area is approximately 0.21 x 16, is lengthened such that h(L 1) = 2 x 16 and 
w(L1 ) = (0.21/2) x 16 ~ 0.109 x 16. All other rectangles fit on this shelf. Ell 
6The Tetris game was originally developed in 1985-86 by Alexey Pajitnov, Dmitry Pavlovsky and Vadim 
Gerasimov. It is a very popular game which is a registered trademark of The Tetris Company. 
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Algorithm 20 The xS Algorithm 
Description: Packing a rectangle without prior knowledge of the next rectangle in a list of 
rectangles to be packed, so as to obtain minimum strip height. 
Input: The list £of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and the entire packing. 
1: create a shelf of height x > 1; let this shelf be the active shelf 
2: shelf<-- 1; h(shelf) <-- x; i <-- 1 
3: while a rectangle is available for packing do 
4: i <-- i + 1; Area <-- w(Li)h(Li) 
5: lengthen the rectangle to have height x but keeping the area constant 
6: h(Li) <-- :i:; w(Li) <-- Area/h(Li) 
7: if there is sufficient space then 
8: pack rectangle into active shelf 
9: else [there is insufficient space] 
10: create new shelf with new height x 
11: shelf<-- shelf+ 1; h(shelf) <-- x 
12: pack rectangle Li into new shelf 
13: end if 
14: end while 
15: print H = x x shelf and entire packing 
The xS algorithm has worst-case time complexity of O(n) [63]. The while-loop spanning 
lines 3-13 in Algorithm 20 has a time complexity of O(n) and lines 4-12 have a constant 
time complexity. Lines 1 and 2 also have a constant time complexity. 
3.1.3.2 The DS algorithm 
The DS algorithm [62], also developed in 2001, may be used to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,1,l I-
In this algorithm, the first shelf is assigned the height of the first rectangle packed into it 
and this is called the active shelf. If it is possible to pack the next rectangle in the active 
shelf, this is done, after first lengthening it. Otherwise a new shelf which is twice the 
height of the active shelf is created and this becomes the new active shelf. The process 
is continued until all rectangles in £ are packed. The DS algorithm has asymptotic 
performance ratio 
DS(.C) ::; 4 OPT(£) (3.7) 
in the limit as n--+ oo, where DS(.C) is the packing height obtained by the DS algorithm 
when packing rectangles in the list £ and OPT(£) is the optimal packing height of 
rectangles in the list £. The algorithm is given in pseudocode form as Algorithm 21. 
Example 3.10 When applied to the rectangles in Table 1.2, a total packing height of 28 
units is obtained, as shown in Figure 3.4(b). Rectangles L 1 and L 2 are packed on the first 
shelf, which has height h( L 1). Rectangle L3 does not fit on the first shelf; hence a new 
shelf of height 2 x h(L1) = 8 is created and rectangle L3 is packed thereafter, lengthening 
its height to 8. The process continues until all rectangles are packed. i3 
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Algorithm 21 The DS Algorithm 
Description: Packing a rectangle without prior knowledge of the next rectangle in a list of 
rectangles to be packed, so as to obtain minimum strip height. 
Input: The list [,of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and the entire packing. 
1: i +--- 1; shelf+--- 1; h(shelf) +--- h(Li); H +--- h(shelf) 
2: pack the first rectangle 
3: while a rectangle is available for packing do 
4: i +--- i + 1; Area +--- w(Li)h(Li) 
5: lengthen the rectangle to have height h(shelf) but keeping the area constant 
6: h(Li) +--- h(shelf); w(Li) +--- Area/h(Li) 
7: if there is sufficient space then 
8: pack rectangle Li on the current shelf 
9: else [there is insufficient space] 
10: shelf+--- shelf+ 1; h(shelf) +--- 2 x h(shelf - 1); H +--- H + h(shelf) 
11: go to step 5 
12: end if 
13: end while 
14: print H and entire packing 
Similar to the xS algorithm, the DS algorithm also has worst-case time complexity of O(n) 
[62]. All steps in Algorithm 21 have constant time complexity, except for the while-loop 
spanning lines 3-12 which is executed n + 1 times. 
3.1.3.3 The FFSl algorithm 
In 2001 Imreh [62] proposed another algorithm, called the FFS1 algorithm, for solving 
problems of the form 
I 2D I RI SP I Aon I MiS I 0,0,1,l [, 
that are not entirely on-line (i.e. some information about the rectangles to be packed is 
known, such as that the rectangles are ordered according to non-increasing height). In 
this algorithm, a shelf of height h(L1 ) is first created, where h(L 1 ) is the height of the 
first rectangle (the tallest one). The next rectangle is packed on the lowest shelf in to 
which it fits, after first having lengthened it. Otherwise, a new shelf of height h(L1 ) is 
created and the rectangle is packed there. This process is repeated until all rectangles in 
£ are packed. This algorithm was proved to have the absolute performance ratio 
FFS1(£) :::; 2 OPT(£) (3.8) 
in the limit as n -t oo, where FFS1(£) is the packing height obtained by the FFSl 
algorithm when packing rectangles in the list£ and OPT(£) is the optimal packing height 
of rectangles in the list £. The algorithm is given in pseudocode form as Algorithm 22. 
Example 3.11 A total packing height of 20 units is obtained when the FFS1 algorithm 
is applied to the rectangles in Table 1.2, as shown in Figure 3.4(c). Because the rect-
angles are already pre-ordered according to non-increasing height, the first shelf of height 
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h(L5) is created and rectangle L5 is packed there. Rectangles L7 , L4 , L2 , Lg, Lio, L3, L5 
are packed consecutively on this shelf, after lengthening their heights to h(L5). A second 
shelf of height h(L5) is created since there is insufficient space to pack the next rectangle. 
Rectangles Li and L8 are packed on this shelf, after having been lengthened first. a 
Algorithm 22 The FFSl Algorithm 
Description: Packing a list of rectangles with prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list £ of dimensions (w(Li) x h(Li)) of the rectangles which are pre-ordered ac-
cording to non-increasing height, and the strip width W. 
Output: The height H and the entire packing. 
1: i +- 1; shelf+- 1; h(shelf) +- h(L1) 
2: pack Li into the active shelf 
3: while a rectangle is available for packing do 
4: i +- i + 1; Area +- w(Li)h(Li) 
5: lengthen the rectangle to have height h(shelf) but keeping the area constant 
6: h(Li) +- h(shelf); w(Li) +- Area/h(Li) 
7: search for lowest shelf with sufficient space 
8: if such a shelf exists then 
9: pack rectangle into the shelf 
10: else [such a shelf does not exist] 
11: create a new shelf above the top-most shelf 
12: shelf+- shelf+ 1; h(shelf) +- h(L1 ) 
13: pack rectangle into the new shelf 
14: end if 
15: end while 
16: print H =shelf x h(L1) and entire packing 
If all the rectangles in the list have the same height, then the problem reduces to first 
fit one dimensional packing problem with a worst-case time complexity of O(nlogn). 
However, if the heights of rectangles are different and fit on new shelves each time then 
the algorithm has a time complexity of O(n). Consequently the overall worst-case time 
complexity of the FFSl algorithm is O(nlogn). 
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Figure 3.4: Comparison of packing heights produced by different on-line special case algorithms 
when applied to the list of rectangles in Table 1.2: (a) the xS algorithm packing, (b) the Ds 
algorithm packing, (c) the FFSl algorithm packing and (d) the Azaro.25 algorithm packing. 
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3.1.3.4 The Azary algorithm 
The Azary algorithm [2] was developed in 1996 to solve problems of the form 
I 2D I R I SP I On I MiS I 0,1,0,1 I· 
In this algorithm, the rectangle widths are assumed to be in the range (0,1] and the 
strip has width 1. However, there is no restriction on the rectangle heights. The Azary 
algorithm partitions the strip into horizontal levels by means of a real threshold constant 
0 < Y < ~- Rectangles of particular heights (2j-l < h(Li) ~ 2J) and widths (2-x-l < 
w(Li) ~ 2-x) are packed on the same level, referred to as an (x, j) level (where j E Z 
and x EN). 
A rectangle whose width is at least Y is referred to as a buffer. When the next rectangle 
to be packed arrives, it is classified either as a buffer or non-buffer, depending on its 
width. A buffer may block non-buffers still to be packed from reaching a suitable level 
since previously packed levels may be revisited. If the next rectangle to be packed is a 
buffer, a new level, whose height is equal to the height of the buffer, is created above the 
top-most level and the rectangle is packed there, left justified. This means that buffers 
are packed on their own within levels. If, on the other hand, the rectangle is a non-buffer, 
it is classified as an (x, j) rectangle, for some j E Zand some x E N. The first non-buffer 
rectangle packed on a level determines the height of the level as 21 and this level becomes 
an (x, j) level. If a rectangle fits on an (x, j) level and it can reach such a level without 
being blocked by any of the buffers then it is placed on that level. However, if no such 
level exists, then a new level of height 21 is created above the top-most level. It was 
established in [2] that the Azary algorithm has performance ratio 
Azary(.C) ~ 0 (1og ~) OPT(.C) (3.9) 
as n---+ oo, where Eis the minimum width of each rectangle, where Azary(.C) is the packing 
height obtained by the Azar algorithm when packing rectangles in the list .C, and where 
OPT(.C) is the optimal packing height of rectangles in the list .C. A pseudocode listing 
of the algorithm is given as Algorithm 23. 
Example 3.12 When applied to the rectangles with scaled dimensions in Table 2.1, a 
total packing height of 42 units is obtained via the Azar0.25 algorithm, as depicted in 
Figure 3.4 ( d), where the value of Y = 0.25 was chosen for illustrative purposes. Rectangle 
L1 is a buffer and it is packed on its own on the first level. By computing the values of x 
and j, rectangle L2 is packed on a (3, -2) level whose height is 2-2 = 0.25. This process 
is continued until all the rectangles have been packed. Rectangles L 1 , L3 , L 4 , L5 , L6, Ls are 
also buffers because their widths are at least 0. 25. ll!l 
If all the rectangles are buffers, then the time complexity of the Azary is O(n), since 
each rectangle will be packed on a new level. If none of the rectangles are buffers, then 
the algorithm reduces to the HS1wr algorithm (since a rectangle is classified according to 
its width and height) which also has a linear time complexity. This will also apply if 
there are buffers and rectangles are not blocked. Therefore the overall worst-case time 
complexity of the Azary algorithm is O(n). 
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Algorithm 23 The Azary algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list C of dimensions (w(Li) x h(Li)) of the rectangles, the parameter Y and the 
strip width W. 
Output: The height H and the entire packing. 
1: h(level) ,...._ 0; w(level) ,...._ 0; level ,...._ 0 
2: while there is an unpacked rectangle do 
3: if w(Li) ~ Y then 
4: level,...._ level+ l; w(level) ,...._ w(Li); h(level) ,...._ h(Li); H ,...._ H + h(level) 
5: else [w(Li) < Y] 
6: compute x and j such that (2j-l < h(Li) :::; 2J) and (2-x-l < w(Li) :::; 2-x) 
7: search for the lowest (x, j) level 
8: if no (x, j) level is available or Li is blocked then 
9: level ,...._ level+ l; h(level) ,...._ 2J; H ,...._ H + h(level) 
10: w(level) ,...._ w(level) + w(Li) 
11: else [(x,j) level is available and not blocked] 
12: w(level) ,...._ w(level) + w(Li) 
13: end if 
14: end if 
15: end while 
16: print H and entire packing 
3.1.3.5 The compression algorithm 
The compression (CA) algorithm [29] is an extension of the BiNFL algorithm (see §3.1.1.4). 
It was developed in 2002 to solve problems of the form 
\ 2D \ R \ SP \ On \ MiS \ 0,1,0,1 \. 
The algorithm exploits certain patterns (when only one or two rectangles are packed on 
the lower level) that result from a BiNFL packing. In the CA algorithm, packing on the 
lower level is similar to a BiNFL packing. On the upper level, however, if rectangle Li 
( i ~ 3) is the first rectangle to be packed, it is justified according to the shorter of the 
first left justified and first right justified rectangles on the lower level, and it is shifted 
down onto the lower level, provided that there is sufficient space (see Figures 3.2(b) and 
( c)). Such a rectangle that has been shifted down into the lower level is referred to as 
a compressed rectangle. If rectangle Li (i ~ 3) is the second rectangle to be packed 
(there is one rectangle on each level, each of them left justified), it is right justified and 
if there is sufficient room on the lower level, this rectangle is shifted down onto the lower 
level. Subsequent rectangles that fit on the lower level may also be shifted down next to 
previously compressed rectangles. Packing continues on the upper level as in the BiNFL 
algorithm for rectangles that may not be shifted downwards. A rectangle that fails to fit 
on the upper level is placed in a new bi-level that is created above the top-most level and 
the previous bi-level is closed off. The asymptotic expected height of a packing produced 
by the CA algorithm is 
E[CA(.C)] ;::::; (0.369 764 213 .. . )n (3.10) 
Stellenbosch University  https://scholar.sun.ac.za
3.1. Known Heuristics 69 
in the limit as n --t oo [29], where E[·] is the expected value operator and where CA(.C) 
denotes packing height achieved for the list of rectangles .C by the CA algorithm. The 
algorithm is given in pseudocode form as Algorithm 24. 
Example 3.13 For the example instance in Table 1. 2, a total packing height of 26 units 
is obtained via the CA algorithm, as shown in Figure 3.S(a). Rectangles L 1 and L 2 are 
packed on the lower level, while rectangle L 3 is packed on the upper level of the first bi-
level. A new bi-level is created, where rectangle L4 is left justified on the lower level and 
rectangle L5 is right justified on the lower level. Because rectangle L 6 fails to fit on the 
lower level, it is packed left justified on the upper level, because rectangle L 4 is shorter 
than rectangle L 5 . Rectangle L6 is then slid downwards onto the lower level such that it 
rests on top of rectangle L4 . Rectangles L 7 and L 8 are the left justified on the upper level. 
The process is continued until all rectangles have been packed. a 
Algorithm 24 The CA algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list [,of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and the entire packing. 
1: i ~ O; H ~ 0 
2: open new bi-level 
3: packing on lower level is similar to BiNFL (§3.1.1.4); H ~ H + h(lowerlevel) 
4: if there is insufficient space to pack a rectangle on the lower level then 
5: call pack on the upper level 
6: end if 
7: print H and entire packing 
Procedure pack on the upper level 
1: while there is an unpacked rectangle do 
2: if i ~ 3 and Li is the first rectangle packed then 
3: justify according to the shorter of the left-most and right-most rectangles 
4: slide rectangle downwards if there is sufficient space; go to 12 
5: else 
6: if i ~ 3 and Li is the second rectangle packed then 
7: right justify and go to 12 
8: else [rectangle does not fit] 
9: H ~ H + h(upperlevel); open new bi-level 
10: end if 
11: end if 
12: end while 
If there are no rectangles to be compressed, then the CA algorithm reduces to the BiNFL 
algorithm which has a worst-case time complexity of O(n). Therefore the overall worst-
case time complexity of the CA algorithm is O(n). As each rectangle arrives, only a 
constant amount of time is taken to pack it. In the CA algorithm only two levels are 
packed at a time, and these are levels with patterns containing 3 or 4 rectangles-this 
repacking time is bounded by a constant [39]. 
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3.2 Possible improvements to known heuristics 
A total of six modifications to some of the heuristics described in §3.1 are proposed in 
this section. 
3.2.1 Level algorithms 
This section resumes with the modifications to the level algorithms described in §3.1.1. 
3.2.1.1 The modified next fit level algorithm 
As the name suggests, the modified next fit level (MNFL) algorithm is a newly proposed 
variation to the NFL algorithm described in §3.1.1.1. In the MNFL algorithm, the first 
rectangle packed on a level determines the height of that level. If a rectangle is encoun-
tered that does not fit onto the current level, the level is closed off (never to be revisited) 
and a new current level is created above this level. The algorithm is expected to perform 
poorly if the rectangles are presented in an order in which they tend to increase in height. 
However, if the rectangles are presented in an order in which they tend to decrease in 
height, then the algorithm is expected to perform well. The MNFL algorithm differs 
from the NFL algorithm in that in the latter procedure, level heights are determined 
by the tallest rectangle packed on a level, while in the former procedure, level heights 
are determined by the first rectangle packed on the level. When applied to rectangles 
in Table 1.2, a total packing height of 25 units is obtained via the MNFL algorithm, as 
shown in Figure 3.5(b). 
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Figure 3.5: Comparison of packing heights produced by CA, MNFL, MFFL and MBFL algo-
rithms when applied to the list of rectangles in Table 1.2: (a) the CA algorithm packing (b) 
the MNFL algorithm packing, (c) the MFFL algorithm packing and (d) the MBFL algorithm 
packing. 
3.2.1.2 The modified first fit level algorithm 
In the modified first fit level (MFFL) algorithm, the height of each level corresponds to 
the height of the first rectangle packed on that level. The strip is searched, one level at 
a time, from the bottom upwards for sufficient space to pack the next rectangle. If a 
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rectangle fits height-wise on a level and there is enough horizontal space on the level to 
accommodate the rectangle, then it is placed there, left justified. If a rectangle does not 
fit on any of the existing levels, a new level is created above the top-most level and the 
rectangle is packed on that level, left justified. The MFFL and FFL algorithms differ in 
a manner analogous to the difference between the MNFL and NFL algorithms. A total 
packing height of 22 units is obtained via the MFFL algorithm when applied to rectangles 
in Table 1.2, as illustrated in Figure 3.5(c). 
3.2.1.3 The modified best fit level algorithm 
The modified best fit level (MBFL) algorithm is similar to the BFL algorithm, except 
that in the MBFL algorithm the height of a level is determined by the height of the 
first rectangle packed on the level, while in the BFL algorithm the height of a level is 
determined by the tallest rectangle packed on the level. A rectangle is packed on a level 
with sufficient space and minimum residual horizontal space. If none of the existing levels 
have enough room to accommodate a rectangle, a new level is created above the top-most 
level and the rectangle is placed there, left justified. A total packing height of 23 units is 
obtained via the MBFL algorithm when applied to rectangles in Table 1.2, as illustrated 
in Figure 3.5(d). 
3.2.2 Special case algorithms 
Three modifications to the CA algorithm (see §3.1.3.5) are proposed in this section. 
Downey [39] noted that the CA algorithm is far from optimal, because it only takes 
into consideration a few patterns (where it may be possible to slide rectangles from the 
upper to the lower level). The proposed modifications seek to take more patterns into 
consideration where it may be possible to slide down rectangles. 
3.2.2.1 The compression part fit algorithm 
The compression part fit (CPF) algorithm is proposed to accommodate more sliding 
patterns occurring within a bi-level. An idea originally introduced by Burke et al. [18] 
of using a linear array whose number of elements is equal to the width of the strip, is 
employed. Each element of the linear array is used to store the height of the rectangle 
packed on a particular level at that coordinate of the linear array. However, the drawback 
of using the linear array approach is that it requires the dimensions of the rectangles and 
the strip to be integers. 
The bi-level stage 
Packing on the lower level is exactly similar to that in the BiNFL algorithm, except that a 
linear array is used to represent the various heights of rectangles packed only on the lower 
level. Before any packing takes place on a bi-level, the linear array is filled with zeros (see 
Figure 3.6(a)). On the upperlevel, the CPF algorithm differs from the BiNFL algorithm 
in that rectangles are always packed left justified. A vertical space on the lower level is 
defined as the space between the lower boundary of the upper level and the upper edge 
Stellenbosch University  https://scholar.sun.ac.za
72 CHAPTER 3. HEURISTICS FOR ONLINE PROBLEMS 
Algorithm 25 The compression part fit (CPF) algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list .C of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and entire packing. 
1: i +--- O; H +--- 0 
2: open a new bi-level 
3: packing on lower level is similar to BiNFL (§3.1.1.4); H +--- H + h(lowerlevel) 
4: if there is insufficient space to pack a rectangle on the lower level then 
5: call pack on the upper level 
6: end if 
7: print H and entire packing 
Procedure pack on the upper level 
1: while there is an unpacked rectangle do 
2: if h(Li) > VerticalSpace and w(Li) :::; HorizontalSpace then 
3: shift rectangle Li downwards; go to 11 
4: else 
5: if h(Li) :::; VerticalSpace and W - w(level) 2: w(Li) then 
6: left justify; go to 11 
7: else [rectangle does not fit] 
8: H +--- H + h(upperlevel); open a new bi-level 
9: end if 
10: end if 
11: end while 
of rectangles packed on the lower level (or sometimes the lower boundary of the lower 
level) at each x-coordinate of the linear array. Three vertical spaces of heights 2, 4 and 3 
units are indicated by dashed vertical arrows in Figure 3.6(b) at x-coordinates 1, 6 and 
8 respectively. A horizontal space on the lower level on the other hand, is defined as the 
space between the left edge of a rectangle being considered for shifting downwards and 
the nearest left edge of a rectangle packed on the lower level at a height given in the linear 
array at the x-coordinate corresponding to the left edge of the rectangle. A horizontal 
space of 7 units is shown in Figure 3.6(c) by the horizontal dotted arrows computed from 
the coordinates x = 2 to x = 8 at a height of 3 (given in the lower linear array, at x = 2 
which corresponds to the left edge of the sixth rectangle). 
The compression stage 
A rectangle on the upper level is said to be covered by a single value (resp. multiple 
values) of the vertical space, if the value of the vertical space along the entire width of the 
rectangle remains constant (resp. changes). The number of values covering a rectangle 
is determined by the number of times the value of the vertical space changes (i.e. if the 
value of the vertical space changes four times along the width of the rectangle then the 
rectangle is said to be covered by 4 values). For a rectangle to be slid downwards onto 
the lower level, two conditions must be satisfied. 
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Figure 3.6: Examples of bow the elements of the linear array are fi.lled when a new bi-level is 
created. (a) The upper linear array with elements of zeros represents a new bi-level with no 
rectangles packed. The lower linear array stores the heights of the rectangles packed on the 
lower level from x-coordinates x = 0 to x = 5. (b) The upper linear array stores the heights of 
the fi.rst and second rectangles packed. The lower linear array stores height of the third rectangle 
and the vertical space is indicated by the dashed arrows at certain x-coordinates of the linear 
array. (c) The fi.ftb rectangle bas been shifted onto the lower level by the CFF algorithm. The 
horizontal space is indicated by the horizontal dotted arrow. 
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1. The height of the rectangle must exceed the value of the vertical space. The width 
of a rectangle may be covered by a single value (Figure 3.7(a)) or multiple values 
of the vertical space (Figure 3.7(b)). If more than one value of the vertical space 
covers the entire width of the rectangle, the height of the rectangle must exceed the 
shortest value of the vertical space. 
2. The width of the rectangle must not exceed the width of the horizontal space. 
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Figure 3. 7: Examples of bow the width of a rectangle is covered by: (a) one value of the vertical 
space, or (b) multiple values of the vertical space. In ( c), after sliding a rectangle downwards 
onto the lower level, the space it was supposed to occupy on the upper level may be reused to 
pack other rectangles. 
Provided that the two conditions above are satisfied, the rectangle in question is slid down 
so that its lower edge rests on the top edge of the rectangle on the lower level or on the 
lower level itself. If multiple values of the vertical space cover the width of the rectangle, 
the bottom edge of the shifted rectangle should coincide with the top edge of the rectangle 
corresponding to the shortest vertical space. The algorithm is expected to perform well 
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if the tallest rectangle on most upper levels may be shifted onto the corresponding lower 
levels. The algorithm is given in pseudocode form as Algorithm 25. 
Example 3.14 A total packing height of 22 units is obtained when CPF algorithm is ap-
plied to the rectangles in Table 1.2, as shown in Figure 3.8(a). The first bi-level is packed 
in a similar fashion to Example 3.13. The only difference occurs in the second bi-level, 
where rectangle L6 remains on the upper level, while rectangle L 7 is slid downwards onto 
the lower level because its height exceeds the value of the vertical space (both conditions 
are satisfied). This process is continued until all rectangles have been packed. o 
The while-loop spanning lines 2-13 in Algorithm 25 is executed exactly n + 1 times. 
Packing on the lower level and updating the linear array have a constant time complexity. 
Similar to the CA algorithm, this repacking time on the upper level in the CPF algorithm 
is also bounded by a constant. Therefore the CPF algorithm has a worst-case time 
complexity of O(n). 
la Lio 
(a) (b) (c) 
Figure 3.8: Packings produced by CPF, CFF and CC algorithms for the example instance of 
tl1e strip packing problem in Table 1.2: (a) the CPF algorithm packing, (b) the CFF algorithm 
packing and (c) the CC algorithm packing. 
3.2.2.2 The compression full fit algorithm 
The steps of another newly proposed modification to the CA algorithm, called the com-
pression full fit (CFF) algorithm and CPF algorithm described in the previous section 
are similar in all aspects, except for condition 1 of the compression stage. In the CFF 
algorithm, a rectangle is slid down onto the lower level provided that its height does not 
exceed the vertical space covering the entire width of the rectangle. The advantage of 
doing this is that the residual vertical space (this is the vertical space remaining after 
a rectangle has been slid downwards) may again be considered when packing the next 
rectangle. In Figure 3.6(c), before rectangle 5 was slid down, there was a vertical space 
and horizontal space of 2 and 7 units respectively at x = 2. After rectangle 5 was slid 
down onto the lower level, a vertical space of 1 unit resulted. If rectangle 6 had a height 
of 1 unit, then it would also be slid onto the lower level. 
The idea in the CFF algorithm is to increase the probability of packing more rectangles 
on the upper level by utilising the space left after compression of a rectangle onto the 
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Algorithm 26 The compression full fit (CFF) algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list £:,of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and entire packing. 
1: i - O; H - 0 
2: open new bi-level 
3: packing on lower level is similar to BiNFL (§3.1.1.4); H - H + h(lowerlevel) 
4: if there is insufficient space to pack a rectangle on the lower level then 
5: call pack on the upper level 
6: end if 
7: print H and entire packing 
Procedure pack on the upper level 
1: while there is an unpacked rectangle do 
2: if h(Li) ::; VerticalSpace and w(Li) ::; HorizontalSpace then 
3: slide rectangle Li downwards; go to 11 
4: else 
5: if h(Li) ::; VerticalSpace and W - w(level) 2: w(Li) then 
6: left justify; go to 11 
7: else [rectangle does not fit] 
8: H - H + h(upperlevel); open new bi-level 
9: end if 
10: end if 
11: end while 
lower level. Once a rectangle is slid onto the lower level, the space it was supposed to 
occupy on the upper level may be reused to pack other rectangles. This is illustrated in 
Figure 3. 7( c) where rectangle 4 has been slid onto the lower level and the space it was 
originally meant to occupy on the upper level may be used to pack other rectangles. The 
algorithm is expected to perform better if the tallest rectangle on the upper level may 
be compressed onto the lower level and if more rectangles fit onto the upper level. The 
latter implies an increased chance of creating fewer levels, hence leading to a decrease in 
the overall strip height. The algorithm is given in pseudocode form as Algorithm 26. 
Example 3.15 When the CFF algorithm is applied to the example instance in Table 1.2, 
a total packing height of 23 units is obtained, as illustrated in Figure 3.8{b). The packing 
on the first bi-level is similar to that in Example 3.13. On the upper level of the second 
bi-level, rectangle L6 is slid downwards because its height is less than that of the vertical 
space. Rectangle L 7 is packed on the space that was supposed to be occupied by rectangle 
L 6 on the upper level. Rectangle L 8 is then also slid downwards from the upper level, 
because its height is less than that of the vertical space. This process is continued until 
all rectangles have been packed. lill 
The while-loop spanning lines 2-13 in Algorithm 26 is executed exactly n + 1 times. If 
none of the rectangles may be slid down to the lower level, the CPF algorithm reduces 
to the BiNFL algorithm which has a time complexity of O(n). The compression stage is 
also bounded by a constant and packing on the lower level and updating the linear array 
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have a constant time complexity. Therefore the CPF algorithm has a worst-case time 
complexity of O(n). 
3.2.2.3 The compression combo algorithm 
The compression combo (CC) algorithm is a combination of the first conditions of the 
compression stage of both the CPF and CFF algorithms. In the CC algorithm, any 
rectangle may be slid down onto the lower level regardless of whether it fully or partially 
fits on the lower level, as long as the second condition, namely that the width of the 
rectangle to be slid downwards is at most the width of the horizontal space, is satisfied. 
The algorithm is given in pseudocode form as Algorithm 27. 
Example 3.16 When the CC algorithm is applied to rectangles in Table 1.2, a total 
packing height of 19 units is obtained, as illustrated in Figure 3.B(c). The .first bi-level 
is packed similarly to that in Example 3.13. On the second bi-level, however, all the 
rectangles are slid downwards from the upper level to the lower level, provided there is 
sufficient space. D 
Algorithm 27 The compression combo (CC) algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list .C of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and the entire packing. 
1: i .__ O; H .__ 0 
2: open new bi-level 
3: packing on lower level is similar to BiNFL (§3.1.1.4); H .__ H + h(lowerlevel) 
4: if there is insufficient space to pack a rectangle on the lower level then 
5: call pack on the upper level 
6: end if 
7: print H and entire packing 
Procedure pack on the upper level 
1: while there is an unpacked rectangle do 
2: if w(Li) :S HorizontalSpace then 
3: slide rectangle Li downwards; go to 11 
4: else 
5: if w(Li) > HorizontalSpace and W - w(level) ~ w(Li) then 
6: left justify, go to 11 
7: else [rectangle does not fit] 
8: H .__ H + h(upperlevel); open new bi-level 
9: end if 
10: end if 
11: end while 
Analogous to the analysis of the CPF and CFF algorithms, the CC algorithm also has 
a worst-case time complexity of O(n). The compression stage is bounded by a constant 
and the while-loop spanning lines 2-13 is executed exactly n + 1 times. 
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3.3 Five new on-line strip packing heuristics 
In this section a total of five new heuristics for on-line packing problems are introduced. 
In the proposed algorithms, rectangles are not classified according to either their height 
or width, but rather according to the properties of the rectangles already packed. 
Algorithm 28 The shelf deviation (SDev) and shelf difference (SDiff) algorithms 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The dimensions of the rectangles (w(Li), h(Li)) and the strip width W. 
Output: The height H and the entire packing 
1: h(type1,1) f- h(L1); Hf- h(type1,1); w(type1,1) f- W - w(L1) 
2: if- l; j f- l; k f- l; NumTypes f- l; NumShelfType1 f- 1 
3: while there is a rectangle to be packed do 
4: i f- i + 1 (going to the next rectangle) 
5: while j ~ NumTypes or rectangle is not packed do 
6: k f- 1 
7: if (j = 1and0 < h(Li) ~ h(type1,k)) or (j > 1 and h(typej-l,k) < h(Li) ~ h(typej,k)) 
then 
8: while k ~ NumShelfTypej do 
9: if w(typej,k) 2: w(Li) then 
10: pack rectangle 
11: else [w(typej,k) < w(Li)] 
12: k f- k + 1 (move on to the next shelf of the same type) 
13: end if 
14: end while 
15: if k > NumShelfTypej then 
16: NumShelfTypej f- NumShelfTypej + 1 (increase the number of shelves of this 
particular type) 
17: w(typej,k) f- W - w(Li) 
18: Hf- H + h(typej,k) 
19: end if 
20: else [h(Li) > h(typej,k)] 
21: j f- j + 1 (move on to the next type) 
22: end if 
23: end while 
24: if j > NumTypes then 
25: NumTypes f- NumTypes + 1, k f- 1 
26: proportion f- stdev(h(L1), ... , h(Li)) SDev algorithm 
27: proportion f- (h(Li) - h(typej-l,k)) SDiff algorithm 
28: h(typej,k) f- proportion+ h(Li); Hf- H + h(typej,k) 
29: end if 
30: end while 
31: print H and entire packing 
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3.3.1 Shelf algorithms 
Four new shelf algorithms are introduced in this section. The algorithms highlight three 
different methods of creating the free space in each shelf to cater for volatility in heights 
of rectangles to be packed later. 
3.3.1.1 The shelf deviation algorithm 
The newly proposed shelf deviation (SDev) algorithm was developed to solve problems 
of the form 
I 2D I R I SP I On I MiS I 0,0,0,1 I· 
In this algorithm the notion of a shelf type refers to a collection of shelves of equal 
height and the objective is to increase these fixed heights as more types are created, so 
as to accommodate variations in the heights of future rectangles to be packed (in the 
sense that the more shelf types created, the larger the fixed shelf heights per type). A 
type1 shelf only accommodates rectangles of height 0 < h(Li) :=;; h(L1) where £ 1 is the 
first rectangle to be packed (the height of the first rectangle determines the height of 
the first shelf type). A rectangle whose height fits within this range is referred to as a 
type1 rectangle. The heights of subsequent shelves of typej (j ~ 2) equals the height 
of the first rectangle packed on the shelf together with a certain proportion, referred 
to as the shelf height increase proportion. This proportion is computed as the standard 
deviation (stdev) of the rectangle heights already packed on all shelves, i.e. h(typej) = 
h(Li+1)+stdev(h(L1), ... , h(Li+i)). In general, typeJ shelves can accommodate rectangles 
of height h(typej_1) < h(Li) :=;; h(typeJ), where j ~ 2. 
Rectangles are classified according to the shelf type to which they belong and are packed 
onto the lowest shelf of that type with enough room. New shelf types are created above 
the top-most shelf each time the next rectangle has height exceeding the height of all 
existing shelf types. It is not necessary for two consecutive shelves to be of the same type, 
the shelf types may be interspersed as long as rectangles are placed onto appropriate 
shelf types. If there is insufficient horizontal space to accommodate rectangle Li+i, a new 
shelf of the appropriate type is created above the top-most shelf. The pseudocode of this 
algorithm is given as Algorithm 28. 
Example 3.17 When applied to the rectangles in Table 1.2, a total packing height of 30 
units is obtained via the SDev algorithm, as shown in Figure 3. 9( a). Rectangles L 1 and 
L 2 are packed on the first shelf (of height 4), because they have the same height and this 
is a type1 shelf. Rectangle L 3 does not fit on the first shelf but it is a type 1 rectangle 
since its height is less than 4, therefore the second shelf created is also a type1 shelf of 
height 4 and rectangle L 3 is packed there. Rectangle L 4 is not a type1 rectangle; hence the 
standard deviation of heights of rectangles L 1 , L 2 , L 3 , L4 is computed as 0.861 and type2 
shelf of height h(L4 ) + 0.861 = 5.861 is created above the top-most shelf. This process is 
continued until all rectangles have been packed. o 
A discussion of the algorithmic complexity of the SDev algorithm is postponed to the 
end of the following subsection. 
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3.3.1.2 The shelf difference algorithm 
The shelf difference (SDiff) algorithm was also developed to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0, 1 I· 
The SDiff algorithm differs from the SDev algorithm only in the way the proportion 
of increasing the fixed shelf heights of the different types is computed. In the SDiff 
algorithm, a type1 shelf is still determined by the height of the first rectangle packed. 
For a subsequent shelf of typei (j 2: 2), instead of computing the standard deviation, the 
shelf height increase is taken as the difference between the height of the rectangle to be 
packed and the previous shelf height added to the height of the rectangle to be packed, 
i.e. h(type1) = (h(Li+i) - h(type1_1)) + h(Li+1). A pseudocode listing for this algorithm 
is also given as Algorithm 28. 
Example 3.18 A total packing height of 32 units is obtained when the SDiff algorithm 
is applied to the example instance in Table 1. 2, as shown in Figure 3. 9{b). Shelves 1 
and 2 are type1 shelves of height 4 and are packed in a similar fashion as explained in 
Example 3.11. The height of rectangle L 4 exceeds 4; therefore a new shelf type of height 
5 + (5 - 4) = 6 is created and rectangle L 4 is packed there, left justified. This procedure 
is continued until all rectangles have been packed. li:I 
Suppose the rectangles in the list all have the same height, then this means only one 
shelf type is created. The algorithm reduces to the one dimensional first fit bin packing 
algorithm which has worst-case time complexity of O(nlogn). If, on the other hand, all 
the rectangles have varying heights, then each rectangle will be packed on a new shelf 
type with a time complexity of O(n). Consequently, the worst-case time complexity of 
the SDev and SDiff algorithms is O(nlogn). 
3.3.1.3 The shelf average algorithm 
The shelf average (SAve) algorithm is another new shelf algorithm designed to use the 
history of rectangles packed, namely the average height of rectangles already packed, to 
create free space within each shelf. It was also developed to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0,1 I· 
Unlike in the SDev and SDiff algorithms where the first rectangle packed on the first 
shelf determines the height of the first shelf created, in the SA ve algorithm the height of 
the first shelf is determined by the tallest rectangle packed on the shelf. A subsequent 
rectangle is then packed on the lowest shelf where it fits both height-wise and width-wise. 
If a rectangle fits height-wise, but not width-wise, on the lowest shelf, a new shelf of the 
same height as the height of the lowest admissible shelf, is created above the top-most 
shelf. If, on the other hand a rectangle does not fit both height-wise and width-wise 
in any of the existing shelves, a new shelf height is computed as the average height of 
rectangles already packed along with that of the rectangle to be packed. If the height 
of the rectangle to be packed exceeds the shelf height computed, then the shelf height is 
increased by an integral factor of the standard deviation ( 1 x stdev, 2 x stde'v, 3 x stdev) 
of the rectangle heights already packed until a point is reached where the shelf height is 
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sufficient to accommodate the rectangle. The algorithm is given in pseudocode form as 
Algorithm 29. 
Example 3.19 When the SAve algorithm is applied to the rectangles in Table 1.2, a total 
packing height of 24.38 units is obtained, as shown in Figure 3.9(c). Rectangles Li and 
£ 2 are packed on the first shelf (of height 4), since both rectangles packed have equal height 
(4 units). Rectangle L 3 fits on the first shelf height-wise, but not width-wise; therefore a 
second shelf (of height 4 units) is created. Rectangle L4 does not fit on the existing shelves; 
therefore the average height of rectangles Li, L2 , L3 , £ 4 is computed as 4. But h(L4) > 4; 
hence the standard deviation (stdev) of the heights of the four rectangles is computed 
as 0.816. Adding the standard deviation to the average height (1 x stdev + 4 = 4.82), 
the result is still less than h(L4 ) = 5. The factor of the standard deviation is increased 
(2 x stdev + 4 = 5.63) and this becomes the new shelf height since h(L4 ) ::; 5.63. Similar 
computations are carried out when packing rectangle L 5 . Rectangle L6 is packed on the 
lowest shelf where it fits both height-wise and width-wise which is the second shelf. The 
process is continued until all rectangles have been packed. o 
Algorithm 29 The shelf average (SAve) and shelf average2 (SAve2) algorithms 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The dimensions of the rectangles (w(Li), h(Li)) and the strip width W. 
Output: The height H and the entire packing. 
1: i +- O; H +- O; shelf+- O; ShelfNum +- 1 
2: Pack the first shelf with rectangles until there are no more rectangles or there is insufficient 
room to pack a rectangle; i +- i - 1 
3: while there is an unpacked rectangle do 
4: i +- i + 1; shelf+- O; pack +- False; factor +- 1 
5: while shelf+ 1 ::; ShelfNum or pack+- False do 
6: shelf +- shelf + 1 
7: if w(Li) ::; W - w(shelf) and h(Li) ::; h(shelf) then 
8: w(shelf) +- w(shelf) + w(Li); pack +- True 
9: else [w(Li) > W - w(shelf) and h(Li) ::; h(shelf)] 
10: shelf+- ShelfNum + 1; ShelfNum +- ShelfNum + 1; H +- H + h(shelf); w(shelf) +-
w(shelf) + w(Li); pack+- True [SAve algorithm] 
11: end if 
12: end while 
13: if pack+- False then 
14: compute average height (AH); factor+- 1 
15: shelf+- ShelfNum + 1; h(shelf) +-AH; ShelfNum +- ShelfNum + 1 
16: while h(Li) > h(shelf) do 
17: h(shelf) +-AH+ factor x stdev 
18: factor +- factor + 1 
19: end while 
20: H +- H + h(shelf); w(shelf) +- w(shelf) + w(Li); pack+- True 
21: end if 
22: end while 
23: print H and entire packing 
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A discussion of the algorithmic complexity of the SA ve algorithm is p0stponed to the end 
of the following subsection. 
(a) (b) (c) (d) 
Figure 3.9: Comparison of packing heights produced by the new on-line heuristics described in 
§3.3, when applied to the rectangles in Table 1.2: (a) the SDev algorithm packing, (b) the SDiff 
algorithm packing, (c) the SAve algorithm packing and (d) the SAve2 algorithm packing. 
3.3.1.4 The shelf average2 algorithm 
The shelf average2 (SAve2) algorithm is similar to the SAve algorithm, except the condi-
tion of checking whether a rectangle fits height-wise and not widthwise is not taken into 
consideration when creating a new shelf. Analogously to the SA ve algorithm, the SA ve2 
algorithm also solves problems of the form 
I 2D I R I SP I On I MiS I 0,0,0,1 I 
approximately. The height of the first shelf is still determined by the height of the tallest 
rectangle packed. If a rectangle does not fit on any of the existing shelves, then a new 
shelf is computed in a similar fashion to the SA ve algorithm. The pseudocode listing of 
the algorithm is also given in Algorithm 29. 
Example 3.20 A total packing height of 24.04 units is obtained when the SAve2 algo-
rithm is applied to the rectangles in Table 1. 2, as shown in Figure 3. 9( d). Rectangles 
£ 1 and L 2 are packed on the first shelf and since they have equal heights, the height of 
the first shelf is 4 units. Rectangle L 3 does not fit on the first shelf, therefore the aver-
age height of rectangles L1, £ 2 , £ 3 is computed as 3.66 and this becomes the height of the 
second level, since h(L3 ) < 3.66. Rectangles L4 and L5 are packed in exactly the same 
fashion as explained in Example 3.19. The process is continued until all rectangles have 
been packed. a 
The while loop spanning lines 2-19 of Algorithm 29 is executed exactly n + 1 times and 
therefore has a time complexity of O(n). An analogous reasoning to the SDev and SDiff 
complexity analysis is used for the SA ve and SA ve2 algorithms. If the rectangles in the 
list have the same height, then the algorithm reduces to the one dimensional first fit 
bin packing algorithm, which has a worst-case time complexity of O(nlogn). Hence the 
overall worst-case time complexity of both the SAve and SAve2 algorithms is O(nlogn). 
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3.3.2 The online fit algorithm 
The online fit (OF) algorithm was developed to solve problems of the form 
I 2D I R I SP I On I MiS I 0,0,0,0 I· 
It is a plane algorithm that uses the idea originally introduced by Burke et al. [18] (see 
§2.1.2.2) of using a linear array with number of elements equal to the width of the strip. 
Each entry represents the height of the rectangles packed at the x-coordinate of the array. 
There are three key concepts used in locating a space to pack a rectangle, namely the use 
of empty areas, available widths and packing at the top, and these are described below in 
order of preference. 
Empty areas 
A rectangle may be packed in an empty area and this is defined as the area formed 
when some rectangle Li is placed on top of another rectangle LJ and w(Li) > w(LJ), as 
illustrated in Figure 3.lO(a), the empty area then has width w(Li) - w(LJ) and height 
h( LJ). An empty area may be fully or partially filled and a list of all active empty areas is 
maintained because any of the rectangles still to be packed may fit into one of the empty 
areas. A rectangle is packed into the lowest empty area with sufficient space. Once an 
empty area is filled completely, it becomes inactive and it is removed from the list. vVhen 
an empty area is partially filled (see Figure 3.lO(b)), two new empty areas are created 
each time and the list of empty areas is updated. 
,---
2 2 411 
2 r, 
3 
lslsl2l2l2l1 l1 l1 l6l6I 
0 I 2 3 4 5 6 7 8 9 
(a) (b) (c) 
Figure 3.10: Illustration of some key elements in the OF algorithm; (a) formation on an empty 
area, indicated by the shaded region, (b) a partially filled empty area generates two new empty 
areas, indicated by the different shadings, and (c) computation of possible widths from the 
linear array. 
Finding available widths 
If a rectangle does not fit into any of the empty areas the linear array is searched for the 
lowest sufficient space. It is first searched for similar consecutive entries (they give the 
available width for packing) and if none of them have enough room, then the array is 
searched for consecutive decreasing entries. For example, in Figure 3.lO(c), a rectangle 
of width 7 units may be packed from x = 0 to x = 6, since the entries in the array are 
decreasing from values of 5 to 1. The number of consecutive decreasing entries gives the 
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maximum width that may be accommodated. Packing a rectangle in this way guarantees 
the formation of empty areas. 
Packing at the top 
If both of the two options mentioned above fail, then a rectangle is placed at the top 
of the packing at a height given by the largest entry in the linear array, x = j (say). 
Provided that there is enough room, if the space from x = 0 to x = j is smaller (larger, 
respectively) than that from x = j to the right-hand boundary of the strip, the rectangle 
is placed left justified from x = 0 (x = j, respectively). Packing at the top also guarantees 
the formation of empty areas. 
The array elements are updated once a rectangle has been packed and the largest entry in 
the linear array gives the total height of the packing. The algorithm is given in pseudocode 
form as Algorithm 30. 
" L1 £5 -
. L; 
£3 I 
' 
£1 '-£2 
' 
. . 
" " " " 
Figure 3.11: Packing height produced by the OF algorithm when applied to the rectangles in 
Table 1.2. 
Example 3.21 When the OF algorithm is applied to the rectangles in Table 1.2, a total 
packing height of 17 units is obtained, as shown in Figure 3.11. Rectangle L 1 is packed 
left justified and the array elements x = 0 to x = 13 are updated from 0 to 4. Since there 
are no empty areas formed, the linear array is searched for the lowest available width 
with enough room to pack the next rectangle. Rectangle L 2 is packed from x = 14 to 
x = 15, since the lowest available width of 2 units is sufficient and array elements are 
updated accordingly. Rectangle L 3 is packed left justified from x = 0 to x = 9, because the 
entire width of the strip is available for packing. The width of rectangle L 4 exceeds the 
available width given by similar consecutive entries in the linear array. However, there is 
sufficient space when considering decreasing consecutive entries and, as such, rectangle 
L4 is packed on top of rectangle L3 . Since w(L4 ) > w(L3 ), the first empty area of width 1 
unit and height 3 units is created. Rectangle L 5 does not fit into the empty area; therefore 
the linear array is searched for equal consecutive entries and rectangle L 5 is packed from 
x = 10 to x = 13. This process is continued until all rectangles have been packed. a 
The while-loop spanning lines 2-12 in Algorithm 30 is executed exactly n + 1 times and 
thus has time complexity O(n). The list of empty areas maintained varies but does not 
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Algorithm 30 The online fit (OF) algorithm 
Description: Packing a list of rectangles without prior knowledge about the ordering, to obtain 
minimum strip height. 
Input: The list C of dimensions (w(Li) x h(Li)) of the rectangles and the strip width W. 
Output: The height H and entire packing. 
1: i +--- O; H +--- 0 
2: Create a linear array whose number of elements are equal to W 
3: while there is an unpacked rectangle do 
4: i +--- i + 1 
5: Search the list of empty areas for sufficient space to pack Li 
6: if w(EmptyArea) :'.'.'. w(Li) and h(EmptyArea) :'.'.'. h(Li) then 
7: pack rectangle in empty area 
8: else 
9: if rectangle does not fit in any of the empty areas then 
10: search the linear array for available packing width 
11: else [there is insufficient space in linear array] 
12: pack rectangle on top left justified from the index leading to smaller space 
13: end if 
14: end if 
15: end while 
16: H +--- highest entry in the linear array 
17: print H and entire packing 
exceed n. Searching the linear array has a constant time complexity. Therefore the overall 
worst-case time complexity of the OF algorithm is O(n). 
3.4 Chapter summary 
In this chapter thirteen heuristics from the literature for solving on-line packing problems 
(approximately) were described in §3.1, grouped into level (§3.1.1) and shelf (§3.1.2) 
algorithms. Heuristics for the two special cases of allowing for modification of rectangular 
shapes, as well as obeying the tetris constraint were also described (§3.1.3). Six possible 
modifications to some of these heuristics were additionally proposed in §3.2. Finally, five 
new heuristics were introduced in §3.3, the first four (namely the SDev, SDiff, SAve and 
SAve2 algorithms) being shelf algorithms, while the fifth (the OF algorithm) is a plane 
algorithm. In the SDev, SDiff and SAve algorithms different methods were utilised for 
determining the proportion of increase of shelf heights. The OF algorithm on the other 
hand, packs rectangles in the plane by following specific rules that seek to find the lowest 
available location with sufficient space to pack a rectangle. Analogously to the previous 
chapter, the algorithms were applied to a single set of rectangles to demonstrate the 
various packing patterns produced by the algorithms. 
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Exact Algorithms 
An exact algorithm for optimisation problems, as defined by Murty [95], is an algorithm 
that is guaranteed to find an optimal solution if one exists , within a reasonable time. How-
ever, real world applications usually lead to large scale models and exact approaches, such 
as the branch-and-bound, whose time requirement typically grows exponentially with the 
size of the problem instance may lead to high computation costs. In §4.1 an integer linear 
programming (ILP) model capable of solving the strip packing problem exactly under the 
additional constraint that rectangles may only be packed on levels is described. This is 
followed in §4.2 by a description of an exact algorithm employing a branch and bound 
technique to determine an optimal packing height without the restriction of packing on 
levels. 
4.1 The Lodi A lgorithm 
Lodi et al. [80] developed a mathematical model for the two dimensional bin packing 
and strip packing problems. However, the main focus here will be on the latter, since 
the former falls outside the scope of this dissertation. It was developed for strip packing 
problems of the form 
I 2D I R I SP I Off I MiS I 0,0,0,1 1. 
In the model, the rectangles are packed on levels (as defined in §1.3) and, without loss 
of generality, all input data are assumed to be positive integers. The model formulation 
is based on the rectangles being sorted according to non-increasing height (h(L 1) 2: 
h(L2 ) 2: ... 2: h(Ln)); the first, leftmost rectangle placed on a level is the tallest and this 
automatically translates into the first level created being the tallest level in the strip. The 
first rectangle placed on a level is said to initialize the level and it is important because 
it contributes to the total height of the packing. For a set of n rectangles to be packed, 
it is assumed that potentially n levels may be created, each associated with rectangle Li 
initialising it and having height h(Li)· The variable 
. = { 1 if rectangle Li initializes level i 
Yi 0 otherwise 
is used to indicate such a rectangle (i = 1, ... , n). Due to the sorting of rectangles, any 
rectangle L1 packed on an initialised level must have j > i , where Li is the first rectangle 
5 
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packed on that level. This property is represented by the decision variables 
x·. _ { 1 if rectangle L1 is placed on level i 
iJ - 0 otherwise 
for i = 1 ... ,n - l;j > i. The objective is to 
n 
minimise L h(Li)Yi, 
i=l 
j-1 
subject to L Xij + Y1 = 1, 
i=l 
n L w(L1)Xij ~ (W - w(Li))yi, 
j=i+l 
Yi E {O, 1}, 
Xij E {0, 1}, 
j = 1, ... ,n, 
i = 1, ... , n - 1, 
i = 1, ... ,n, 
i = 1, ... , n - 1; j > 1. 
( 4.1) 
The objective function measures the total packing height by adding the heights of the 
rectangles initialising each level. Constraint 1 ensures that rectangle Li is packed exactly 
once, either by initialing a level or as a subsequent rectangle in an initialised level. This 
is followed by the width constraint which ensures that packing is confined to within the 
strip. 
This mathematical model is flexible in that it can incorporate other constraints such as 
allowing rectangles to be rotated by 90°. This may be achieved by introducing for each 
rectangle L1 (j = 1, ... , n) its rotated version Ln+j with w(Ln+j) = h(L1) and h(Ln+j) = 
w(L1). A total of 2n rectangles is created which are then sorted and renumbered according 
to non-increasing height. Between a rectangle L1 and its rotated version LPi, exactly one 
rectangle must be packed-this may be achieved by modifying the first constraint such 
that 
j-1 Pj-1 
L Xij + YJ + L Xipi + YPi = 1, j = 1, ... , 2n; j < p1, (4.2) 
i=l i=l 
and in the other constraints to replace n by 2n. 
Another constraint that may be added to the model is when there is a limit rJ to the 
maximum number of rectangles that may be packed per level. To incorporate this limit 
the additional constraint 
n 
Yi+ L Xij ~ rJ, i = 1, ... , n - rJ 
j=i+l 
(4.3) 
may be added. The model was tested against known and improved lower bounds. By 
introducing LP relaxations, Lodi et al. [80] were able to determine lower bounds (LB) 
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that dominate the known area bounds (LBa) 
l"n w·h·i LBa = I LJJ=~ J J . (4.4) 
The first improved lower bound is referred to as the continuous bound (LBc) and it is 
obtained by relaxing the integrality constraints such that the third and fourth constraint 
sets in ( 4.1) become {yi, XiJ} E [O, 1]. Suppose Zc is a solution to this LP rela..xation, then 
LBc = I Zc l and LBc 2:: LBa· For a proof of this inequality the reader is referred to [80, 
page 6]. 
The second relaxation introduced involves cutting rectangles vertically into slices of in-
teger width resulting in better combinatorial bounds (LBcut)· The algorithm employed 
to perform this relaxation is very simple and involves sorting the rectangles according 
to non-increasing height. The first level is initialised with rectangle L 1 and subsequent 
rectangles are packed until a rectangle Li is encountered which does not fit on the level. 
Such a rectangle is then split into 2 segments with the first segment having the width 
equal to the residual horizontal space (( = W - l:;:i w(LJ)) on the level while the second 
segment has width equal to w(Li) - ( and this initialises the second level. The steps are 
repeated until all rectangles are placed on s levels created. If Hi represents the height of 
the ith level such that Hi 2:: Hi+1 for all i = 1, ... , s - 1, then 
8 
LBcut = L Hi and LBcut 2:: LBc· 
·i=l 
(4.5) 
The reader is referred to [80, pages 7-8] for a proof of (4.5). The efficiency of the model 
was tested against these lower bounds using benchmark data generated in [14] and [85] 
with a time-out limit of 300 CPU seconds. Results indicated that in practice the model 
is very effective for level packing problems. 
Example 4.1 The rectangles in Table 1. 2 are ordered according to non-increasing height 
{L5, L1, L4, L2, L1, Lg, L3, Ls, Lw, L5}. The area bound is given by LBa = f223/16l = 14 
while, after relaxing the constraints, the continuous bound is given by LBc = fl 7.221 = 
18. In determining LBcut, rectangles L5 , L 7 , L4 are fully packed on the first level while 
rectangles L 2 and L 1 are also fully packed on the second level, since the sum of their 
widths is equal to the strip width. Rectangles Lg and L 3 are packed on the third level 
with a residual horizontal space of 4 units. Rectangle Ls is then cut vertically and half of 
its slice is packed on the third level while the other half initialised the fourth level, since 
it has a width of 8 units. The remaining rectangles L 10 and L 6 are also packed on this 
level. The resulting packing height is LBcut = 10 + 4 + 3 + 2 = 19. When applied to these 
rectangles, the Lodi algorithm achieves a total packing height of 19 units, as shown in 
Figure 4.1 (a). m 
4.2 The Martello Algorithm 
l\!lartello et al. [86] considered solving a packing problem of the form 
I 2D I R I SP I Off I MiSH I 0,0,0,0 I 
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Figure 4.1: Packings achieved by exact algorithms when applied to the rectangles in Table 1.2: 
(a) the Lodi algorithm and (b) the Martello algorithm. 
using an exact approach. They introduced a new relaxation producing good lower bounds 
and which may be solved as a lD bin packing problem. A branch-and-bound algorithm 
may be employed with some heuristics being applied either at the root node or at the 
descendant nodes to improve the solution. Without loss of generality, it is again assumed 
that all input data are positive integers. 
lCBP relaxation 
Consider a list£ = {Li, ... , Ln} of n rectangles to be packed into a 2D strip of width vV. 
The proposed relaxation technique involves "cutting" each rectangle L1 E £ into h( L1) 
unit height slices of width w(L1). The rela.'Ced instance may be solved as a lD bin packing 
problem with bin capacity vV. Suppose Bi, B2 , ... are lD bins in the resulting optimal 
solution, then the corresponding solution to the relaxed instance packs rectangles in bin 
Bi at height i -1 in the strip. To improve the quality of the relaxation, it is imposed that 
for each rectangle L1, the h(L1) unit height slices derived from it, be packed into h(L1 ) 
contiguous one-dimensional bins. This is referred to as the one dimension contiguo'us 
bin-packing (lCBP) problem. A feasible solution to the lCBP only specifies the bin 
where the first unit height slice of rectangle L1 is packed. This is because the remaining 
slices will be packed in the subsequent h(L1) - 1 bins. 
Branch and bound algorithm for lCBP 
A branch-and-bound algorithm developed for the lCBP generates at most n levels. The 
bins are numbered such that bin 1 corresponds to packing at the bottom of the strip. 
Let Ci and z denote the current content of bin i and current solution value (i.e. the 
number of initialised bins) respectively. At the root node of the branching tree for the 
lCBP, an attempt is made to determine an optimal packing for a subset of rectangles, 
thereby reducing the size of the problem instance (since there will be fewer rectangles in 
the branch-and-bound algorithm procedure). The rectangles are first sorted according to 
non-increasing width and the reduction is attempted only if w(Li) > vV/2. 
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Let G = {Lj : w(Lj) = w(L1)} and S = {Lj : w(Lj) ::; vV - w(L1)}, then rectangles 
in G cannot be packed side by side. Only rectangles in S may be packed alongside the 
rectangles in G. An optimal packing for the original instance exists, provided that a 
feasible packing of all the rectangles of GUS into a strip of height LLjEG h(Lj) exists, 
and so the items of GUS may be removed. The existence of the required packing is 
heuristically tested as follows: if LLjE8 w(Lj)h(Lj) ~ LLjEG(W - w(Lj))h(Lj), the 
rectangles of G are packed one above the other, left justified and starting from this 
partial solution various heuristics (to be discussed later) are applied to the 1 CBP instance 
brought about by the rectangles of S. If no solution of height LLjEG h(Lj) is found, then 
the first rectangle L1 such that w(L1) > w(L1) > W/2 (if any) is found. The rectangles 
{Lj: w(Lj) = w(L1)} are added to G and those of {Lj : W-w(L1) ~ w(Lj) > W-w(L1 ) 
are added to S. 
Within the branch-and-bound procedure, a number of heuristics are employed, as men-
tioned above. They may be used either at the root node to obtain an initial solution or at 
the descendant nodes to improve the current solution. Some of the heuristics for lCBP 
suggested include the (1) First Fit (FF), (2) Best Fit (BF) and (3) Worst Fit (WF) algo-
rithms. The h( Lj) slices of rectangle Lj are packed into h( Lj) consecutive bins. If more 
than one set of consecutive bins exists then different rules in selecting the appropriate 
sets are used depending on the heuristic employed. If no set of consecutive bins exists, 
then assuming that bin i is the largest bin number for which Ci+ w(Lj) > vV, a new set 
of bins i + 1, ... , i + h(Lj) is generated. The rules of the heuristics are as follows: 
FF: Select the first set of bins; 
BF: Select the set of bins already containing the maximum total contents; 
WF: Select the set of bins already containing the minimum total contents. 
However, additional rules are required, since this case deals with packing rectangular 
slices into a set of bins as opposed to the usual problem of packing one rectangle into a 
bin at a time. There are at most n! ways of sorting the rectangles, each of them bringing 
out a potentially different solution. Martello et al. [86] tested a number of sorting criteria 
and the best ones are reportedly: 
o decreasing height, breaking ties by decreasing width; 
o decreasing area, breaking ties by decreasing width; 
o decreasing area, breaking ties by decreasing height; 
o decreasing height over width ratio, breaking ties by decreasing height. 
This results in 12 heuristics which are all executed at the root node and the one producing 
the best solution is executed at each decision node. 
The branch decision tree is searched according to a depth-first strategy. At level Lj, the 
first slice (bottom) of rectangle Lj is considered first. Rectangle Lj is assigned, in turn, 
to each bin of a subset Qj for which: (1) a feasible packing of all the slices of rectangle 
Lj is allowed, and (2) a partial solution of value less than the incumbent is produced 
i.e. Qj ~ {k::; z - h(Lj) : Ci+ w(Lj) ~ W for i = k, ... , k + h(Lj) - 1}. The second 
condition is illustrated in Example 4.2. 
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Example 4.2 Assuming that z = 8, h(L1) = 5 and the slices of rectangle Lj fits into all 
the bins, packing the rectangle into bin 4 does not lead to an improvement of the current 
solution since the five slices would be packed into bins 4, 5, 6, 7, 8. In this way z is not 
improved. The first slice should be packed into any one of bins 1, 2 or 3 (3 ~ 8 - 5) as 
these will lead to an improvement of the current solution. o 
Two methods are suggested for reducing the number of descendants of the current node, 
i.e. to obtain a small value of IQ1j. Let y(Li) be the bin where, for each rectangle 
Li (i = 1, ... , h(L1_i)) already packed, the last (top) slice of rectangle Li is currently 
packed. In Qi only bins k such that k can be obtained as a combination of one value 
from {1} U {y(Li) + 1 : 1 ~ i < j} and any number of values from {h(Li) : i > j} are 
considered. A further reduction of the number of nodes may be achieved by eliminating 
branches that lead to equivalent patterns, i.e. if h(L1) = h(LJ_1) and w(L1) = w(L1-1), 
then all bins below the bin currently accommodating the bottom slice of rectangle L1-1 
(i.e. all bins k with k ~ y(L1_1)-h(L1_1)) are removed. 
In any branch-and-bound algorithm, a bound is required that indicates the cost of the 
solution in a given subset. Martello et al. [86] used a lower bound LB2 which is stated 
without proof as: Let a be any integer in [1, W /2], and define 
(4.6) 
(4.7) 
(4.8) 
Also, let 
LB("'') = "\"" h(L ·) (o fI:L ·EC3 w(Lj)h(L1)-(L;L ·EC2 (W-w(Lj))h(Lj))l) 
'-"' uLjE£1u£2 1 +max , I w · 
Then 
LB2 = max1'.Sa'.SW/2{LB(a)} 
is a valid lower bound for 2D strip packing. 
(4.9) 
(4.10) 
At each decision node, to determine whether the node should be explored any further 
to possibly bring about an improvement in the current solution, the lower bound LB2 
is computed as follows. Let L1 be the last assigned rectangle and let z be the highest 
bin number containing a slice. For v = 1, ... , i-v, let hv = l{k ~ z: ck= v}I be the 
number of bins containing the current content of value v. A dummy rectangle of width 
v and height hv is introduced for each hv > 0. The unassigned rectangles Lq ( q > j) 
along with the dummy rectangles bring about a 2D strip packing instance which allows 
for the computation of LB2 . If LB2 > z, then the node is fathomed (i.e. the node is not 
explored any further). 
If the branch-and-bound procedure fails to determine an optimal solution within a fixed 
time limit, a looser relaxation of the 2D strip packing is employed. Each rectangle L1 
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is "cut" into lh(Lj)/2J slices of height 2 (disregarding the top unit height slice if h(Lj) 
is odd) or into lh(Lj)/3j slices of height 3 and so on, until a solvable lCBP instance is 
produced. The steps followed to solve the lCBP are shown in Example 4.3. 
L1 L2 L3 L4 
Width 4 3 2 1 
Height 2 2 3 4 
Table 4.1: Rectangle dimensions used in Example 4.3 
Bin 1 Bin 2 Bin 3 
Bin 4 Bin 5 Bin 6 
Figure 4.2: The First Fit heuristic applied to the lCBP producing an initial solution over 6 
bins. 
4-5 0 Rectangle £ 1 
Rectangle £2 
Rectangle £3 
Rectangle £4 
Figure 4.3: Branch decision tree for the exact approach towards solving the lCBP which has 
generated 4 levels. 
Example 4.3 Consider the list .C of rectangles with dimensions listed in Table 4.1 and 
suppose a packing of the rectangles into a strip of width W = 6 is required. 
1. Reduction of the problem instance. 
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Because w(Li) > vV/2, a reduction may be attempted with the sets G ={Li} and S = 
{L3, L4}· Hence L,L ES w(L1)h(L1) = 10 > L,LEB(W - w(L1))h(L1) = 4. It is J J 
therefore not possible to find an optimal solution for rectangles in G U S. 
2. Applying the First Fit heuristic at the root node. 
The first fit heuristic is used at the root node to obtain an initial solution with an 
objective function value z = 6 to the 1 CBP, as shown in Figure 4. 2. The slices are 
packed into the first set of contiguous bins with sufficient space. 
3. Branch Decision Tree. 
The branch decision tree is depicted in Figure 4.3. At the beginning, all bins are 
empty and rectangle Li may be assigned to any pairs of bins. Four nodes are ini-
tialised, each representing a feasible allocation of rectangle Li to a set of one dimen-
sional bins. It is clear that packing rectangle Li into bins 5-6 does not lead to an 
improvement of the current solution. 
4. Calculating the lower bound LB2 at each decision node. 
Node 1: The current content of bins 1 and 2 is Ci = 4, C2 = 4. The highest 
bin containing a slice is bin z = 2. For v = 1, ... , W, the number of bins k 
for which Ck = v is h4 = 2. A dummy rectangle Lvi, with dimensions w(Lvi) = 
4 and h(Lvi) = 2 is created and LB2 is computed on the set of unassigned rectangles 
L2, L3, L4 along with the dummy rectangle Lvi. 
Let a= 1. Then 
Let a= 2. Then 
Let a= 3. Then 
0, 
Lvi, 
L2, L3, L4 and 
2 + max ( 0, I (6+6+64)-(4) l) = 4. 
0, 
= Lv1, 
= L2, L3 and 
2 +max ( 0, I (6+6t(4) l) = 4. 
= Lv1, 
L2, 
0 and 
4 + ma.,-x ( o, I 0-6(6) l) = 4. 
(4.11) 
(4.12) 
(4.13) 
Hence LB2 = 4 and since it is less than z, this node may be partitioned into nodes 
that improve the current solution. Nodes 2, 3 and 4 also yield LB2 values which are 
less than z. The branching process therefore starts at node 1. 
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5. Assigning rectangle L2. 
First, the subset Q2 is defined as Q2 ~ {k :s; z - h(L2) : Ck+ w(L2) :S W}. Hence 
Q2 ~ {3, 4}, because 0 1 + w(L2) > vV and C2 + w(L2) > W. Node 1 has two 
descendant nodes, assigning rectangle L 2 either to bins 3-4 (node 5) or to bins 4-5 
(node 6). At node 5, the lower bound is given by LB2 = 4. Hence this node is 
branched further. 
6. Assigning rectangle L3. 
Node 5 has three descendant nodes assigning rectangle L3 either to bins 1-2-3 (node 
1} or to bins 2-3-4 (node 8} or to bins 3-4-5 (node 9 ). The lower bound is given by 
LB2 = 2 at node 1. Hence this node is branched further. 
7. Assigning rectangle L4 . 
At Node 1, the current content of the bins is as follows: C1 = 6, C2 = 6, C3 = 
5, C4 = 2. Hence Q4 ~ {l, 2}, meaning that rectangle L 4 may be packed into bins 
1-2-3-4 (node 10} or into bins 2-3-4-5 (node 11}. However, none of these packings 
is feasible, because bins 1 and 2 have already been packed to capacity. This node 
is therefore fathomed and back-tracking to node 5 occurs. There are two further 
descendant nodes (nodes 8 and 9) which may be explored. 
Considering node 8, a similar situation to node 7 arises, whereby bin 2 is fully 
packed-hence a feasible packing of rectangle L4 is not possible and this node is also 
fathomed. Back-tracking to node 5 therefore occurs. Now only node 9 has not been 
visited before-hence it is e.Tplored next. The current content of bins at this node is 
as follows: 0 1 = 4, C2 = 4, 0 3 = 5, C4 = 5, C5 = 2. Therefore a feasible packing of 
rectangle L 4 is possible, producing two descendant nodes. 
The branch-and-bound algorithm for the 1 CBP in this example has produced four levels 
and there are two optimal solutions produced either by nodes 1, 5, 9, 10 or nodes 1, 5, 9, 
11, each yielding a solution in 5 bins to the 1CBP, as shown in Figure 4.4. m 
Bin 1 Bin 2 Bin 3 Bin4 Bin 5 
Figure 4.4: Solution to the lCBP in Example 4.3 utilising 5 bins. 
Branch decision tree for the 2D strip packing problem 
In the branch-and-bound procedure for the 2D strip packing problem, each node repre-
sents a feasible placement of a subset I c £ of rectangles into the strip. The rectangles 
placed into the strip define an "envelope", which is a line joining the outer-most, top 
edges of rectangles packed into the strip. The envelope separates the strip into two re-
gions where it may or may not be possible to place incoming rectangles. "Corner points" 
are defined as the points where the slope of the envelope changes from vertical to horizon-
tal. Nodes in the branching tree are generated by placing the bottom-left corner of each 
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incoming rectangle at these corner points, in all its admissible positions. For illustration 
purposes, the branching tree for the 2D strip packing problem is applied to the rectangles 
in Table 4.1. 
The same reduction procedure as described for the lCBP is applied at the root node, 
but with a different set of heuristics. The heuristics may also be implemented at the 
descendant nodes to improve the current solution. Martello et al. [86] implemented 
(1) the Next-Fit Decreasing Height (NFDH) algorithm, (2) the First Fit Decreasing 
Height (FFDH) algorithm, (3) the Best Fit Decreasing Height (BFDH) algorithm, 
(4) AlgorithmJOIN, (5) the Bottom-Left (BL) algorithm and (6) AlgorithmBUILD. The 
first four heuristics initially require the rectangles to be sorted according to non-increasing 
height and they are packed into the strip such that they form levels. The NFDH algo-
rithm, the FFDH algorithm, the BFDH algorithm and AlgorithmJOIN were discussed 
fully in Chapter 2. In the BL algorithm, each rectangle is packed in the lowest possi-
ble position, left-justified (see Baker, et al. [4]). AlgorithmBUILD is used to combine 
the slices from a solution to the lCBP-thus generating a solution to the original strip 
packing instance. 
To avoid a situation of generating identical nodes, Martello et al. [86] suggested that for 
each potential node corresponding to the placement of rectangle Lj at corner point (say), 
envelopes generated by rectangle sets { Lj} U (I \ {Li}) i be determined for all Li E I, 
where I represents an instance of rectangles already packed. If there exists a rectangle 
Li currently placed in a corner point d (say), for which the envelope corresponding to 
{Lj} U (I \ {Li}) includes d among its corner points, then the current potential node 
would produce a pattern identical to that produced by exchanging the order in which 
rectangles Li and Lj are considered in the branching process. The node is generated only 
if j > i. 
Example 4.4 (Continuation of Example 4.3) The sollltion comprising five bins obtained 
in Example 4. 3 for the 1 CBP is used as the overall lower bound for 2D strip packing. If, 
after placement of rectangle L 4 at any node, a strip height equal to 5 is obtained, then that 
is an optimal solution. At the root node, there is only one corner point (0,0), where any 
of the four rectangles may be placed-hence there are four descendant nodes; rectangle 
Li at (0,0) (node 1), rectangle L2 at (0,0) (node 2), rectangle L3 at (0,0) (node 3) and 
rectangle L 4 at (0,0) (node 4). After a node is created by branching, the lower bound of 
the total strip height (HJ associated with the node is computed. Placing rectangle Li at 
(0,0) with lower bound H ~ 2, two corner points (4,0) and (0,2) are generated. Figure 
4- 5 shows the expansion of node 1, where the black dots indicate the corner points and 
the broken line represents the envelope. 
1. Placing rectangle L 2 . 
At level 2, there are six descendant nodes formed by placing rectangles L 2 , L 3 , L 4 at 
each of the two corner points. Rectangle L 2 may be placed at (4,0) (node 5) or (0,2) 
(node 6). Node 5 is fathomed, since there is not enough space to pack rectangle L 2 . 
Therefore, back-tracking to node 1, there are still five nodes to be explored. Moving 
on to node 6, after placing rectangle L 2 at corner point (0,2), the three corner points 
(4,0), (3,2) and (0,2) are generated. 
1The notation {L1} U (I\ {Li}), as used in [86], means that rectangle Li has not yet been packed [92]. 
Stellenbosch University  https://scholar.sun.ac.za
4.2. The Martello Algorithm 95 
H=8 H=7 H=9 H=5 H=7 lnfeasble 
Figure 4.5: Branch decision tree for the 2D strip packing problem where the black dots and 
dashed lines denote the corner points and the envelope respectively. 
2. Placing rectangles L3 and L4 . 
Because there are three corner points and two rectangles to be packed, level 3 has 
six descendant nodes. Rectangle L3 may be placed either at corner point (4,0) (node 
11} or at (3,2} (node 12} or at (0,2} (node 13). 
Node 11: Branching on node 11, because it has the smallest bound on the strip height, 
two corner points (0,4) and (3,3) are generated resulting in two descendant nodes. 
Rectangle L4 may be placed at (0,4) (node 17} resulting in strip height of 8 or at 
(3,3} (node 18) resulting in strip height of 7. Node 18 is a feasible packing and 
may be considered a candidate solution for which H = 7 and node 17 is eliminated. 
Back-tracking to node 6, the next node to be branched on is node 16. 
Node 16: There are two corner points (0,4) (node 19) and (5,0} (node 20) where 
rectangle L3 may be placed, resulting in two descendant nodes. Node 19 is associated 
with a strip height of 7, while node 20 is fathomed, because rectangle L3 cannot fit 
into the strip if placed at this corner point. So far the candidate solution has not 
been improved. 
Node 12: The next node to be branched on is node 12, since it produces a lower 
bound of 5 on the total strip height. Two corner points (0,5) (node 21} and (5,0) 
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(node 22) lead to two descendant nodes where rectangle L 4 can be placed. Node 21 
res'Ults in a total strip height of 9 and since this is greater than that associated with 
the candidate sol'Ution, this node is eliminated. Back-tracking to node 12, there is 
still node 22 which has not been visited. Node 22 res'Ults in a strip height of 5. 
The branching process contin'Ues in this manner 'Until the candidate sol'Ution may not be 
improved-thus resulting in an optimal solution. In this example, an optimal packing 
height of 5 units was obtained. o 
In the above example, a node with descendant nodes, such as nodes 1, 6 and 12 shown 
in Figure 4.5, is referred to as a branch node, whilst all the lines linking two nodes are 
referred to as branches. When testing the Martello algorithm on the benchmark data 
described in §1.6, the results will be presented in Chapter 5 and will be based on this 
terminology. 
4.3 Chapter Summary 
In this chapter two exact algorithms producing respectively guillotineable and non-
guillotineable packings were described. The Lodi algorithm is a level algorithm that 
seeks to find the best combination of rectangles to fully fit a level [80]. The Martello 
algorithm, on the other hand, is a plane algorithm that determines the optimal solution 
by attempting to pack rectangles, in turn, at all admissible positions [86]. The two algo-
rithms were tested on some of the benchmark data sets described in §1.6 and the results 
are presented later in Chapter 5. 
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Comparison of offiine algorithmic 
results 
All the offiine algorithms described in Chapter 2 were implemented using Visual Basic 6.0 
[89] and a comparison of the experimental results achieved by means of the algorithms 
is provided in this chapter. Each algorithm was applied to the 542 benchmark data 
sets described in §1.6. The criteria used when comparing and ranking the algorithm 
performances were: the total packing height achieved in each test case, the frequency 
with which an algorithm achieves the smallest packing height over all test instances and 
the execution time. Ideally, the best heuristic would be able to attain the smallest packing 
height in the shortest po ible time. However there i typically a trade-off between total 
average packing height and execution time, as will be shown. 
This chapter is structured such that, initially, each original heuristic in §2.1.1- §2.1.2 is 
compared with its proposed improvements and finally all algorithms are compared in 
terms of their efficiency and performance. Standard statistical analyses, such as the 
student's t-test, ANalyses Of VAriance (ANOVA) and chi-squared tests are carried out 
tote t for statistically significant differences between the mean packing heights obtained 
by the different classes of algorithms and the frequencies with which algorithms achieved 
mall st packing heights. All statistical analysis re ults presented in this dissertation 
were carried out at a 5% level of significance. These tatistical tools are fully described 
in Appendix C. 
5.1 Comparison of offiine level algorithms 
Three basic types of analyses were carried out during the comparison of algorithmic re-
ults. Firstly, the student 's t-test was used when comparing average packing heights 
of two algorithms while an A OVA was u ed when comparing average packing heights 
of three or more algorithms. The results of the e te t indicate whether there is any 
ignificant difference between the mean packing heights obtained by the algorithms in 
question. The re ults of th se tests are shown in a table (such as Table 5.1) , indicating 
the average packing heights obtained over the 542 data sets for each algorithm and two 
valu s, F value and F critical , in each case. Here, F value represents the fraction of variance 
betw en the packing h ights obtained by the algorithms and the variance of packing 
97 
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heights within each algorithm, while F critical is the associated test statistic obtained from 
an F-distribution table . If the calculated F value exceeds the tabulated value of F criticat, 
then there are significant differences between the mean packing heights obtained by the 
algorithms in question. The second test is the chi-squared test and this was used to test 
whether there are significant differencs between the frequencies with which each algo-
rithm obtained the smallest packing height. The results are also represented in tabular 
form (such as Table 5.2), which gives the frequencies obtained by each algorithm and 
respective x~ and Xcritical values, where df denotes the number of degrees of freedom . 
If the calculated value of x~ exceeds the tabulated value of Xcriticali then there are sig-
nificant differences between the frequencies with which the smallest packing height was 
obtained by the algorithms. Thirdly, a so-called aspect ratio test is applied, whereby the 
abilities of the algorithms to obtain good solutions are linked to average aspect ratios 
of the data sets. The first 24 columns of Table 5.3 represent a summary of the packing 
heights obtained by the level algorithms (see Chapter 2) over the 542 data sets. 
5.1.1 Comparison of algorithms in the next fit class 
The mean packing heights obtained by the FDH, FDHIW and FDHDW algorithms 
(see §2 .1.1.1 , §2.2.l and §2.2 .2 respectively) over the 542 benchmark data sets are shown 
in Table 5.1. These values were used to assess and compare the relative performances 
amongst the three algorithms. The results of an ANOVA on the next fit class show 
that there is no significant difference between the mean packing heights obtained by the 
algorithms in the class at a 5% level of significance. This result is not surprising, given 
the similar natures of the algorithms in question. 
NFDH NFDHDW NFDHIW FFDH FFDHDW FFDHIW BFDH BFDHDW BFDHIW F ual F l.,.it 
169.634 169.946 169.662 0.0004 3.0013 
161.728 161.592 161.854 0.0003 3.0013 
161.524 161.427 161.633 0.0002 3.0013 
Table 5.1: Summary of results from tbe analysis of variance for tbe next fit, first fit and best 
fit classes of algorithms. 
Turning from the analysis of average packing heights to the comparison of the frequency 
with which the smallest packing height was obtained by the three algorithms, the results 
in Figure 5.1 were obtained. The first three bars in the figure represent the frequencies for 
the next fit class of algorithms. The heights of the unshaded bars in the figure represent 
t he number of times each algorithm obtained the smallest packing height achieved by 
any algorithm and the heights of the shaded bars represent the number of times each 
algorithm was the only procedure to obtain the smallest packing height (i.e. the number 
of times the algorithm obtained the smallest packing height uniquely). The NFDHIW 
algorithm was able to obtain the smallest packing height more often than the other two 
algorithms, as may be seen in the figure. 
NFDH NFDHDW NFDHIW FFDH FFDHDW FFDHIW BFDH BFDHDW BFDHIW \J1 '(crit 
387 381 ~12 l.375 5.990 
447 475 397 7.102 5.990 
446 474 406 5.285 5.990 
Table 5.2: Summary of results from tbe chi-squared test for tbe next fit , first fit and best 
fit classes of algoritbms. Tbe bold faced values indicate significant differences between tbe 
frequencies in tbat particular class. 
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Figure 5.1: The number of times the algorithms in the next fit, first fit and best fit classes 
obtained the smallest packing height. 
It is of interest to establish statistically whether there are significant differences between 
these frequencies. The chi-squared test was employed at a 5% level of significance in 
this regard and the results are shown in row 1 of Table 5.2. Because Xcriticat(5.990) > 
x~(l.375), it is concluded that statistically there appears to be no difference between 
the frequencies. Hence, no algorithm in the ne;ct fit class is statistically superior to 
another in terms of the frequency with which it achieved the best results, at a 53 level of 
significance. Because the three algorithms in the next fit class can never perform better 
than their counterparts in the first fit and best fit classes, these algorithms were excluded 
from all further comparisons and analyses. 
5.1.2 Comparison of algorithms in the first fit class 
Analogous to the analysis carried out in §5.1.1, a comparison of the relative performances 
of the FFDH, FFDHIW and FFDHDW algorithms (see §2.1.1.2, §2.2.3 and §2.2.4 respec-
tively) was also based on the packing heights obtained by each algorithm. Results from an 
AN OVA indicate that there is no significant difference between the mean packing heights 
obtained by the three algorithms over all 542 benchmark data sets at a 5% significance 
level. This may be seen from row 2 of Table 5.1 in which the computed Fvalue (0.0003) is 
less than Fcritical (3.0013). Hence, in terms of the overall quality of the solution obtained, 
there is no statistical difference between the algorithms in the first fit class-all of the 
algorithms are expected to perform approximately equally effectively. 
Moving on to the frequency analysis, it is evident from row 2 of Table 5.2 that the 
FFDHDW algorithm outperformed the other two algorithms in terms of the frequency 
with which it obtained the smallest packing height amongst the three first fit algorithms. 
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u, 20 - 1564 1564 1564 1349 1349 1349 1349 1349 1349 1382 1735 1347 1499 1349 1349 1349 1554 1364 1552 1414 1364 1552 1630 1600 1259 1259 1259 
u, 30 - 2101 2112 2101 1873 1873 1873 1810 lSlO 1810 2446 3008 1899 2077 1810 1810 1810 2023 1901 2023 2023 1901 2023 2537 2479 1803 1803 1803 
u, 50 - 3996 4121 3995 3216 3216 3216 3216 3216 3216 4043 5445 3159 3396 3216 3216 3216 3571 3376 3S26 3503 3376 3602 4321 4321 3056 3056 3056 
v, lO 25 25 25 25 25 25 25 25 25 25 25 25 27 25 25 25 25 25 25 25 25 25 25 23 23 23 23 
~ v, 17 33 33 33 33 33 33 33 33 33 33 33 36 33 33 33 33 33 33 33 33 33 33 34 34 32 32 32 v, 21 34 37 34 34 31 34 34 34 34 34 34 35 31 34 34 34 34 34 34 34 34 34 33 32 29 29 29 ~ v, 7 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 22 22 20 20 20 
'? v, 14 46 46 46 46 37 46 46 37 46 46 46 37 37 46 46 46 37 37 37 46 46 47 46 46 37 37 37 
8. v. 15 38 38 42 38 38 40 38 38 40 38 38 38 35 36 36 36 40 40 40 38 38 38 39 39 35 35 35 
v, 8 21 21 21 21 21 21 21 21 21 22 21 21 20 21 20 21 21 21 21 21 21 21 20 20 20 20 20 
Vs 13 44 44 44 38 44 38 38 44 38 44 44 38 38 38 38 38 38 38 38 44 44 44 42 42 38 38 38 
v, 18 66 65 66 65 65 66 65 65 65 65 65 65 60 64 64 64 66 66 70 66 66 70 66 65 55 55 55 
V10 13 85 85 85 85 85 85 85 85 85 85 85 93 85 85 85 85 85 85 85 86 85 86 83 83 81 81 SI 
V11 15 69 69 69 69 69 69 69 69 69 69 69 69 75 63 63 63 69 69 69 69 69 69 63 60 57 57 57 
V12 22 109 104 109 104 104 104 104 104 104 104 104 102 91 96 96 96 104 104 104 104 104 104 96 96 S7 87 87 
B, lO 40 48 48 48 46 46 46 46 46 46 48 48 46 60 46 46 46 46 46 46 46 46 46 ' 60 46 48 48 48 
B2 20 50 71 71 71 65 65 65 65 65 67 67 71 61 65 61 61 61 71 71 71 65 65 651 70 67 57 57 57 
B, 30 50 68 68 68 68 68 68 68 68 68 76 76 6S 63 62 57 62 68 68 68 68 68 68 ' 65 65 53 53 53 
i B, 40 80 126 130 130 126 126 126 126 126 126 140 140 126 103 93 93 93 127 126 127 126 126 131 117 98 129 129 129 Bs 50 WO 132 127 132 119 119 125 119 119 125 120 121 122 115 Ill 109 109 126 126 126 126 126 126 142 131 107 107 107 s. 60 WO 117 119 114 109 109 l lO 109 109 llO 131 133 109 110 105 105 105 llO 110 Ill 109 109 109 131 131 107 107 107 
;!. B1 70 WO 164 165 164 160 160 160 160 160 160 161 138 163 120 124 122 122 161 161 161 160 160 160 138 132 116 116 116 
Q 
Bs so 80 112 112 112 !OS 108 108 !OS 108 !OS 115 103 115 104 92 86 92 109 108 Ill 108 108 108 IOI 101 97 97 97 ~ 
$. B, 100 150 201 209 193 181 181 181 177 177 li7 190 1S6 177 177 162 158 162 179 179 179 178 178 178 191 183 154 154 154 
Bio 200 150 228 203 229 210 191 212 190 191 192 217 190 192 158 182 164 182 191 191 191 193 193 193 200 176 163 163 163 
B11 300 150 195 194 185 169 169 171 169 169 171 170 173 168 159 155 156 156 171 171 171 172 172 172 181 181 153 153 153 
B12 500 300 384 389 381 372 372 372 372 372 372 375 347 372 341 343 336 341 374 373 376 371 371 378 386 369 305 305 305 
Q 
• ,. G, 16 28 31 28 28 28 28 28 28 28 28 28 28 25 25 25 25 31 31 31 28 28 28 28 28 27 27 27 0-
"' 
G2 23 83 83 83 83 83 83 83 83 83 83 82 84 75 73 73 73 83 83 83 83 83 84 81 81 78 78 78 
1f G, 62 937 937 937 744 728 744 744 728 744 796 977 728 744 744 744 744 930 907 930 870 847 870 987 972 671 671 671 
~ 
Table 5.3: Summary of mean packing heights obtained by offline algorithms over the 542 data sets described in §1.6. The shaded columns 
represent packing heights obtained by the new heuristics and proposed modifications as part of the contribution by the author. The algorithms 
to the left of the double vertical line are level algorithms while the algorithms to the right of the double line are plane algorithms. 
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CI 16/17 20 27.7 29.0 28.0 27.3 27.3 28.0 27.3 27.3 27.3 29.3 29.7 27.7 25.7 22.0 21.7 22.0 28.0 28.0 28.0 27.3 27.3 27.3 26.0 25.7 23.3 23.3 23.3 
C2 25 15 18.0 19.0 18.7 18.0 17.3 18.3 18.0 17.3 18.3 19.0 18.3 17.0 19.0 17.0 16.7 17.3 18.0 18.0 18.0 18.7 18.7 18.7 19.3 19.0 17.3 17.3 17.3 
C3 28/29 30 40.3 39.7 40.3 38.0 38.0 38.3 38.0 38.0 38.3 39.7 40.0 38.3 36.3 35.3 35.3 35.3 37.7 37.7 37.7 37.3 37.3 37.3 38.7 38.7 34.0 34.0 34.0 
C4 49 60 83.3 82.0 82.3 77.0 76.0 77.7 76.3 76.0 76.3 81.0 77.3 76.3 68.0 69.0 67.7 67.7 78.7 78.7 79.0 78.3 78.3 81.0 78.0 78.0 67.0 67.0 67.0 
C5 72/73 90 113.3 117.7 114.3 104.7 104.7 105.0 104.7 104.7 105.0 105.7 107.3 104.7 102.3 98.3 97.0 98.3 106.3 106.3 106.7 106.0 106.0 106.3 120.7 113.3 95.7 95.7 95.7 
C6 97 120 151.0 152.3 150.7 140.7 140.0 141.7 140.7 140.0 141.0 144.3 143.7 142.0 135.3 128.7 126.7 128.3 143.0 143.0 143.3 142.3 142.3 144.0 156.0 149.3 130.3 130.3 130.3 
C7 196/197 240 293.7 293.0 291.3 272.7 272.7 273.3 272.3 272.3 273.3 277.3 278.7 273.7 266.0 252.7 251.7 252.0 276.7 275.7 278.0 275.3 274.3 281.3 304.0 295.7 253.7 253.7 253.7 
0 HI 17 200 289.8 289.8 288.4 275 275.0 275 271.8 271.8 271.8 276.4 286.2 278.2 259.4 242.6 241.4 242.6 276 275 280.8 275 275 277 280.4 260 252.6 252.6 252.6 
"' H2 25 200 279.6 278.2 279.6 266.2 266.2 266.2 266.2 266.2 266.2 282.6 267.4 269.6 269.4 244.8 237 244.6 270.2 269.4 275.4 269.6 269 270.2 276.6 266 230.2 230.2 230.2 g HJ 29 200 294.6 295 295.4 273.6 273.6 273.6 273.6 273.6 273.6 281.8 268.2 273.2 259.6 246 238.4 243.6 281.6 273 278.4 274.6 272.8 276.8 272.6 261.6 254 254 254 
0 H4 49 200 267.8 270.2 266.2 257.2 257.4 257.4 257.2 257.4 257.4 261.4 251.2 262 244.8 237.6 223.4 233.6 261 259.4 271 258.2 257.4 262.6 263 256.2 248.2 248.2 248.2 
~ H5 73 200 270.6 270.4 270.8 256.6 256.4 256.6 256.4 256.4 256.4 264 250.8 260.8 238 227.8 220.2 225.4 263.2 260.4 266.4 259.6 256.6 260.6 260.6 256.8 240.2 240.2 240.2 
~ H6 97 200 265.8 267.6 266 256.4 256.2 256.4 256.2 256.2 256.4 261.4 248.6 259.2 235.4 230 223 228.4 258.8 257.8 259.6 257 256.4 259.6 258 249.2 242.4 242.4 242.4 
C• H7 197 200 256 259.8 257 248.2 248.0 248.6 248.2 248 248.6 254.2 246.6 250.8 229.4 221.2 216 219 250.6 249.4 251.6 248.8 248.6 251 249 249 224.4 224.4 224.4 
~ 
Tl 17 200 317.4 317.4 316 293.0 293.0 293.0 293.0 293.0 293.0 297.2 295.4 293.0 282.4 274.4 266.6 273.8 293.4 293.0 293.6 293.4 293 293.4 288.2 265.4 259 259 259 
T2 25 200 301.8 298.4 301.6 281.6 281.6 281.6 281.6 281.6 281.6 289.6 273.6 287.8 268.8 263.2 252.2 258.6 287.4 286.2 289.8 286.2 286.2 291.4 277.8 264.6 251.0 251.0 251.0 
T3 29 200 299.4 296 299.4 281.4 281.6 281.4 281.2 281.4 281.2 287 272.6 284 269.2 251.8 242.4 251.8 290.8 281.8 287.8 282.4 282.2 283 271.4 250.8 254.6 254.6 254.6 
T4 49 200 263.4 266.6 263.4 255 255.2 255.4 255 255.2 255.4 260 254 258.8 247.2 235 223.4 230.8 259.4 257.8 269.4 256.8 255.4 261 261.2 252.2 246.2 246.2 246.2 
T5 73 200 267.8 265.4 267.2 254.2 253.8 254.2 253.8 253.8 253.8 260.8 251.2 257.6 234.8 228.2 219 225.2 259 256 263 256 254.2 258.2 264.6 260.2 239.8 239.8 239.8 
T6 97 200 276 276.4 274.8 263.4 263.4 263.4 263.4 263.2 263.4 265.6 248 266.8 233.6 233.2 224.8 231.4 265.4 264.4 266.8 264.4 263.8 266.8 264.2 255.4 242.2 242.2 242.2 
T7 199 200 262 262.4 264 254.8 254.6 255.2 254.8 254.6 255.2 262.4 240.2 255.8 224.6 226 220.8 222.6 258.2 257.4 259.2 255.6 255.6 257.8 243.4 243.4 216.8 216.8 216.8 
nice.25 25 100 133.8 134.0 134.7 130.6 130.6 130.7 130.6 130.6 130.7 138.3 139.1 132.3 131.1 123.1 120.4 122.3 134.3 132.0 136.I 132.0 131.5 133.5 133.5 132.8 120.8 122.7 120.5 
nice.SO 50 100 125.6 125.9 125.7 122.2 121.9 122.1 122.2 121.9 122.1 129.I 129.5 122.2 125.4 118.1 115.8 117.7 124.9 123.2 126.9 123.4 122.2 125.4 125.5 125.5 116.6 116.7 116.I 
,. nice.100 100 100 120.6 120.4 120.5 117.8 117.7 117.6 117.8 117.7 117.6 122.4 122.2 117.8 120.0 113.2 111.2 112.6 120.1 118.3 121.1 118.5 117.8 121.0 119.2 119.2 113.8 114.4 112.9 
nice.200 200 100 115.1 115.0 115.2 113.2 113.I 113.3 113.2 113.1 113.3 117.2 116.5 112.9 116.l 110.3 108.4 109.6 115.5 114.0 115.7 114.4 113.2 117.1 113.9 113.9 110.7 112.5 109.I 
g. nice.500 500 100 109.9 109.9 109.8 108.2 108.2 108.4 108.2 108.2 108.4 111.8 111.7 108.2 112.8 106.5 105.4 106.2 110.1 108.9 110.4 109.9 108.2 112.6 108.5 108.5 107.6 110.2 105.4 
a. 
-
path.25 25 100 151.3 151.l 151.3 147.8 147.8 148.1 147.8 147.8 148.0 169.2 161.1 153.9 149.0 137.5 128.l 134.5 148.7 148.l 149.5 148.3 147.9 148.5 142.5 134.l 140.0 143.9 136.4 
Q path.SO 50 100 156.3 156.4 156.3 149.3 149.2 149.6 149.3 149.2 149.6 168.7 155.0 158.7 138.7 137.2 124.1 132.5 150.9 150.5 151.8 150.3 149.7 151.3 139.3 133.7 141.9 142.2 141.7 ~ 
~ path.JOO 100 100 154.7 154.9 154.9 149.6 149.6 149.7 149.7 149.6 149.7 161.6 147.0 154.5 131.6 140.2 123.7 132.1 150.9 150.l 151.8 150.l 149.7 150.7 137.9 134.0 142.3 143.5 138.8 path.200 200 100 152.5 152.4 152.l 147.8 147.8 147.8 147.8 147.8 147.8 153.0 135.6 150.7 125.3 140.8 122.5 129.4 149.2 148.1 149.6 148.2 147.8 148.9 134.3 131.5 134.2 137.3 132.6 
paLh.500 500 100 144.8 144.7 144.7 142.l 142.0 142.1 142.1 142.0 142.l 144.5 131.4 143.0 119.8 137.7 121.9 127.2 143.4 142.4 143.4 142.4 142.! 143.5 125.4 125.1 129.1 125.4 118.9 
Table 5.3 (continued): Summary of mean packing heights obtained by offline algorithms over the 542 data sets described in §1.6. The shaded 
columns represent packing heights obtained by the new heuristics and proposed modifications as part of the contribution by the author. The 
algorithms to the left of the double vertical line are level algorithms while the algorithms to the right of the double line are plane algorithms. 
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The reason for this observation is that in the FFDHDW algorithm, wider rectangles are 
packed first among rectangles of equal height, and since existing levels are always searched 
for sufficient space, the smaller rectangles may fit into any of the levels. This decreases 
the rate at which new levels are created, which in turn results in smaller packing heights. 
The chi-squared test was used to determine whether there are significant differences be-
tween the frequencies in obtaining the smallest packing height by any of the first fit 
class of algorithms. In row 2 of Table 5.2, x~(7.102) > Xcritica1(5.990) at a 53 level of 
significance with two degrees of freedom, implying that there are significant differences 
between the frequencies. In terms of this outcome, the FFDHDW algorithm takes first 
preference, because it achieves the highest frequency. The chi-squared test was sepa-
rately carried out using a Yates correction [36] (because there is now only one degree of 
freedom) to ascertain whether the frequencies given by the FFDH and FFDHIW algo-
rithms were statistically distinguishable. The results of this test indicate that they are 
not distinguishable with xi(2.84) < Xcriticat(3.84), hence the FFDH and the FFDHIW 
algorithms are jointly ranked second within the first fit class of algorithms at a 53 level 
of significance. 
Finally, the number of data sets for which each algorithm was able to achieve the smallest 
packing height is shown against the ratio of the standard deviations of the aspect ratio 
(stclevAR) of the data set with respect to the mean aspect ratio (rneanAR) in Figure 5.2. 
For a fixed ratio of stclevAR/rneanAR = 2, for example, as indicated in the figure by the 
horizontal dashed line, the number of data sets with ratio less than or equal to 2 for which 
the FFDHIW, FFDH and FFDHDW algorithms were able to obtain the smallest packing 
height are given by 376, 415 and 464 respectively (indicated by the vertical clashed lines). 
For data sets with little variation in the rectangle aspect ratios, the algorithms in the 
first fit class seem indistinguishable in terms of the frequency with which they are able 
to obtain the smallest packing height, as may be seen towards the left of Figure 5.2. 
However, as the variation in the rectangle aspect ratios increases, the algorithms become 
distinguishable in terms of the above mentioned frequency, as may be seen towards the 
right of the figure. 
A further investigation with respect to the aspect ratios of the data sets was carried 
out to determine for what ratio of stclevAR/rneanAR in a data set, each algorithm was 
able to obtain the smallest packing height. This was done by considering the ratios 
of stclevAR/rneanAR for which each algorithm was able to attain the smallest packing 
height, and performing a chi-squared test for a range of values of the stclevAR/rneanAR 
up to a point where X~J ::::::: Xcritical at a 53 significance level. Such a ratio becomes 
a threshold value in the sense that, for any data set with a stclevAR/rneanAR ratio 
beyond the threshold value, the FFDHDW algorithm is the preferred choice (because for 
a fixed standard deviation above this threshold, it obtained the smallest height in a larger 
number of data sets than the other two algorithms, as may be seen in Figure 5.2), while 
for ratios below the threshold, any one of the three algorithms may be used. In this class, 
the threshold value is given by a ratio of 0.677. 
In the first fit class, the results from ANOVA indicated that there is no significant dif-
ference between solution qualities. On the other hand, the results of the chi-squared 
indicated that there is indeed a significant difference between the three algorithms in 
terms of the frequency with which smallest packing heights are achieved. Based on these 
results, only the FFDHDW algorithm will be considered for further comparisons since it 
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Figure 5.2: Analysis of the aspect ratio variation of data sets for the first fit class of algorithms: 
a - FFDHIW, b - FFDH and c - FFDHDW. 
achieves the highest frequency. 
5.1.3 Comparison of algorithms in the best fit class 
The results of an ANOVA, when comparing the mean packing heights obtained by the 
algorithms in the best fit class (see §2.1.1.3, §2.2.5 and §2.2.6 respectively), indicate that 
there is no difference between the mean packing heights achieved by the algorithms at a 
5% level of significance. This may be seen from row 3 of Table 5.1 where Fvalue(0.0002) < 
Fcriticat(3.0013). Hence, in terms of solution quality, no algorithm in this class is superior 
with respect to another. 
Based on the results of the chi-squared test (row 3 of Table 5.2), there are also no 
significant differences between the frequencies with which the smallest packing height 
was obtained by the three algorithms, because x~1 (5.285) < Xcritica1(5.990). 
The aspect ratio analysis was not carried out for the best fit class of algorithms, because 
the results of the chi-squared test indicated that the algorithms are not distinguishable 
in terms of the frequencies with which the smallest packing height was obtained by these 
algorithms-hence there was no threshold value. 
All three algorithms in the best fit class will therefore be considered during further com-
parisons, since there is no significant difference between the algorithms in terms of either 
the mean packing heights obtained or the frequencies with which the smallest packing 
height was obtained. 
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5.1.4 Comparison of AlgorithmJOIN and AlgorithmJOINmod 
AlgorithmJOIN, described in §2.1.1.6, uses a given percentage"( to distinguish between 
rectangles that may be joined to form "super" rectangles. It was decided that the ex-
perimental runs should be carried out with three values of"(, namely, 1, 5 and 9, so as 
to determine the effect of the value of"( on the solution quality and the frequency with 
which the smallest packing height is achieved. AlgorithmJOINmod (see §2.2.8) was also 
tested with these three values. 
AlgJOINOl AlgJOIN05 AlgJOIN09 AlgJOINOlmoo AlgJOIN0511100 AlgJOIN09mod F1,a1 F crit 
163.236 165.528 167.117 0.056 3.001 
162.564 163.789 165. 720 0.039 3.001 
Table 5.4: Summary of results from the anova for AlgorithmJOIN and AlgorithmJOINmod with 
"f = (1, 5, 9). The bold faced values indicate the smallest average packing height. 
The results obtained from an ANOVA are shown in Table 5.4. The second and third rows 
represent the mean packing heights obtained by AlgorithmJOIN and AlgorithmJOINmod 
respectively. In each instance the results indicate that there is no significant difference 
between the mean packing heights obtained over the 542 data sets. 
In terms of the frequency of obtaining the smallest packing height, the chi-squared tests re-
vealed that there are significant differences, as shown in Table 5.5, with AlgorithmJOINOl 
and AlgorithmJOINOlmod achieving the highest frequencies. These two algorithms were 
further tested against each other in an attempt at determining whether the modified 
algorithm leads to an improvement in either solution quality or frequency with which 
smallest packing heights are achieved. 
I AlgJOINOl I AlgJOIN05 I AlgJOIN09 II AlgJOINOlmod AlgJOIN05moo AlgJOIN09moo Xdr I Xcrit I 
I 496 I 161 I 102 II 356.97 I 5.99 I 
I I I II 520 247 151 239.55 I 5.99 I 
Table 5.5: Summary of results from the chi-squared test for AlgorithmJOIN and 
AlgorithmJOINmod using"( = (1, 5, 9). The bold faced values indicate highest frequency and 
that there is a signiEcant difference between the frequencies in each algorithm. 
When the mean packing heights obtained by algorithmJOINOl and algorithmJOINOlmod 
were tested by means of a student's t-test, the results in row 2 Table 5.6 were obtained. 
These results indicate that there are no significant differences between the packing heights 
obtained. However, when testing the frequency with which the smallest packing height 
is obtained, the chi-squared test indicated that there are significant differences, with 
algorithmJOINmod achieving the highest frequency of 488, as shown in Table 5. 7 (see first 
segment of Figure 5.3). 
Based on the observation that algorithmJOINOlmod achieves a better frequency with 
which the smallest packing height is achieved, the algorithm was selected for considera-
tion during further comparisons. AlgorithmJOINOlmod is expected to perform well when 
data sets comprise rectangles with almost similar heights-therefore creating "super" 
rectangles composed of more than just two rectangles. 
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AlgJOINOl AlgJOINOlmod SF SF mod FCNR FCNR,,,°'1 Sleator Sleatormod t.~tal tcr'it 
163.236 162.564 0.132 1.962 
173.123 171.144 0.061 1.962 
152.157 148.940 0.307 1.962 
163.238 159.450 0.274 1.962 
Table 5.6: Summary ofresults from the student's t-test for AlgorithmJOINOl, the SF algorithm, 
the FCNR algorithm and the Sleator algorithm along with their respective modifications. The 
bold faced values indicate smallest packing height per group. 
5.1.5 Comparison of SF and SF mod algorithms 
Because only two algorithms, namely the SF and SFmod algorithms (see §2.1.1.5 and 
§2.2.7 respectively) are compared in this section, the student's t-test was employed as 
a tool to facilitate the comparison of mean packing heights. The mean packing heights 
obtained by each algorithm over all the 542 benchmark data sets are shown in Table 5.6. 
The results of the t-test indicate that there is no significant difference between the mean 
packing heights obtained. 
The algorithms were also compared in terms of the number of times each algorithm 
obtained the smallest packing height and the results are shown in Table 5.7 (see also 
second segment of Figure 5.3). Clearly, there is a significant difference between the 
frequencies obtained, with the SF mod algorithm having the highest frequency. 
AlgJOINOl AlgJOINOl,,.°'1 SF SFmml FCNR FCNRmod Sica tor Sleator1110d xdr Xc:rit 
226 488 27.53 3.84 
263 399 95.41 3.84 
268 539 90.34 3.84 
392 525 19.00 3.84 
Table 5.7: Summary of results from the chi-squared for AlgorithmJOINOl, SF, FCNR and 
Sleator algorithms along with their respective modifications. The bold faced values indicate 
highest frequency and that there is a significant differences between frequencies for each group. 
If the list of rectangles to be packed comprises of wide rectangles which do not fit into the 
regions R, the SF mod algorithm was observed to perform poorly compared to the original 
SF algorithm. This is because in the SF algorithm, the regions R are fixed-therefore 
the rectangles may be packed above this region, thereby utilising the entire width of the 
strip. However, in the SF mod algorithm, since the regions R are not fixed, these parts of 
the strip will not be utilised for any packing, since in this scenario none of the rectangles 
fit into this region. This means that only part of the strip and not the entire width of the 
strip is considered for packing. Clearly, under such a scenario, the SF algorithm would 
achieve a better performance. 
5.1.6 Comparison of FCNR and FCNRmod algorithms 
As described in §2.1.1. 7, the floor-ceiling algorithm may be implemented such that it 
produces guillotine or non-guillotine patterns. The two versions along with the possible 
modification were implemented with the non-guillotine algorithm denoted as FCNRNG. 
As expected the FCNRNG algorithm on average outperformed the FCNR algorithm, 
since it does not leave any spaces on the ceilings of levels (see Tables 5.3). However, 
the performance of the FCNR algorithm against the proposed FCNRmod algorithm is of 
interest. 
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Figure 5.3: Summary of frequency with which smallest packing heights were obtained by four 
groups of algorithms. The solid vertical lines separate the four groups to indicate that they are 
not compared against each other. Comparison is only between algorithms in the same group. 
Since there are two algorithms, the student's t-test was used to compare the mean packing 
heights obtained by the FCNR and FCNRmod algorithms over the 542 data sets. As shown 
in Table 5.6, the FCNRmod achieves a smaller packing height, but statistically there is no 
significant difference between the two mean packing heights achieved. 
In terms of the frequency with which the algorithms obtained the smallest packing height, 
results of the chi-squared test shown in Table 5.7 (see also third segment of Figure 5.3) 
indicate that there is a significant difference. The FCNRmod algorithm achieved the 
highest frequency and it is on this basis that the algorithm will be used for further 
comparisons. This was an expected result, because the FCNRmod algorithm searches all 
the gaps created on the ceilings of levels for sufficient space before searching the floors of 
the levels, still maintaining the guillotine pattern. 
5.1.7 Comparison of the resulting 9 level algorithms 
In this section, all the best performing level algorithms are compared against each other 
along with the KPOl (see §2.1.1.4) and the SAS (see §2.3) algorithms. It is acknowledged 
that the SAS and FCNRmod algorithms have an unfair advantage over the other algo-
rithms, since rectangles are not only packed on the floors of levels in these algorithms. 
The SF mod algorithm differs from the other algorithms in that it allows the wide rectan-
gles already packed to be shifted around, but the results in Tables 5.3 indicate that this 
advantage over the other algorithms does not render the algorithm superior with respect 
to the other procedures. It is also worth noting that none of the heuristics were able to 
achieve the optimal heights for those data sets where optimal solutions are known. 
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Figure 5.4: The number of times each of the resulting 9 level algorithms obtained the smallest 
packing height. 
The first section of Table 5.8 represents the results from an ANOVA indicating that there 
is no difference between the mean strip heights obtained by the nine algorithms at a 53 
level of significance. The second section contains the results from the chi-squared test 
on the number of times each algorithm obtained the smallest packing height and the 
results indicate that there is a significant difference between these frequencies. Based on 
the results from the frequency analysis, the FCNRmod algorithm is superior with respect 
to the algorithms, followed by the newly proposed SAS algorithm, as shown graphically 
in Figure 5.4. This was an expected result because both these algorithms attempt to 
utilise each level fully, thereby leading to reduced total packing heights (the FCNRmod 
algorithm by utilising both the floors and ceilings of levels, and the SAS algorithm by 
stacking rectangles vertically within a level)-hence these algorithms have an advantage 
over the other (classical) level algorithms, leading to performance superiority. An analysis 
of the set of nine level algorithms with respect to the aspect ratios of the data sets is 
shown in Figures 5.5 and 5.6-the latter figure is an enlargement of the section indicated 
by a rectangular shape A in the former figure. A threshold value of 0.588 was obtained for 
this set of algorithms and the FCNRmod algorithm outperforms the other eight algorithms 
for stdevAR/meanAR ratios above this value. 
The SAS algorithm was observed to perform well as the coefficient of variation increases. 
FFDHDW BFDH BFDHDW BFDHlW SFmml AlgJOINOlmml FCNR111m1 KP SAS F1m1 Fr.rit 
lGl.5!)2 lGl.524 161.427 lGl.633 171.144 162.5G4 148.040 164.305 156.080 0.540 l.iMO 
FFDHDW BFDH DFDHDW BFDHIW SF"'°" AlgJOlNOl.,.,,.1 FCNRmotl KP SAS X111 Xr.i·it 
30 26 31 24 26 22 356 28 128 131G.47 15.51 
Table 5.8: Results from the ANOVA and chi-squared test for the resulting 9 level algorithms. 
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rithms: a - SAS, b - FCNRnwd, rectangular region A showing aspect ratios of the remaining 
seven algorithms. 
For small variations it does not do well compared to the other classical algorithms such 
as the FFDH algorithm. This was seen by the number of data sets for which it was able 
to obtain the smallest packing height when carrying out the aspect ratio analysis. 
As mentioned earlier, the FCNR and SAS algorithms have an advantage over the other 
level algorithms, by not only packing on the floors of levels, but by also packing on the 
ceilings or by stacking the rectangles on top of one another. If, in certain applications, it 
is not possible to pack rectangles on the ceilings of levels or if it is not possible to stack 
rectangles on top of one another, then it would be interesting to investigate which of 
the remaining 7 level algorithms are best in terms of the frequency with which smallest 
packing height is obtained. This investigation was then carried out with the FFDHDW, 
BFDH, BFDHDW, BFDHIW, SF mod, AlgJOINOlmod and KPOl algorithms. The mean 
packing heights obtained by the algorithms over the 542 data sets were compared and the 
results of the ANOVA indicate that there is no significant difference between the mean 
packing heights at 53 level of signifance. The frequencies with which each of these 7 
algorithms obtained the smallest packing height are shown in Figure 5.7. 
However, the results of the chi-squared test, indicated that there are significant differences 
between the frequencies displayed in Figure 5.7 with the BFDHDW algorithm achieving 
the highest frequency. 
The aspect ratio analysis was then carried out on this instance with the results shown in 
Figure 5.8. The threshold value was computed as 0.602 and for any data set with mean 
aspect ratio above this threshold value, the BFDHDW algorithm is recommended for use. 
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Figure 5.6: Analysis of the aspect ratio variation of data sets for the resulting nine level algo-
rithms. Enlargement of rectangular region A in Figure 5.5: c - SF mod, d - KPOl, 
e - AlgJOINOlmod, f - BFDHIW, g - BFDH, h - FFDHDW, i - BFDHDW. 
5.2 Comparison of plane algorithms 
The same criteria used when comparing level algorithms were also employed when com-
paring plane algorithms. Similar statistical tools as described in §5.1 were also employed 
to facilitate the investigations in this section. The mean packing heights obtained by the 
plane algorithms over all 542 data sets are shown in the last five columns of Table 5.3. 
5.2.1 Comparison of Sleator and Sleatormod algorithms 
The plane algorithms Sleator (§2.1.2.1) and Sleatormod (§2.2.10) were also compared in 
terms of the mean packing heights obtained over the 542 benchmark data sets. The 
results of the student's t-test shown in row 4 Table 5.6, indicate that there is no significant 
difference between the mean packing heights obtained by these two algorithms. 
The results of the chi-squared test indicate that there are significant differences between 
the frequencies with which the smallest packing is obtained by each algorithm, with the 
Sleatormod algorithm achieving the highest frequency. Based on this outcome, only the 
Sleatormod algorithm will be considered during further comparisons with another plane 
algorithm. 
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Figure 5.7: The number of times each of the remaining seven algorithms obtained the smallest 
packing height. 
5.2.2 Comparison of rounding techniques in the Burke algorithm 
As mentioned in §2.1.2.2, the Burke algorithm uses a linear array; therefore requmng 
both the strip width and the dimensions of the rectangles to be positive integers. It 
was suggested by Whitwell [118] that it would be interesting to investigate the effects 
of different ways of rounding the dimensions when dealing with floating point data. As 
a result three methods of rounding were tested, namely, ro'Unding 'Up, ro'Und'irig to the 
nearest integer and ro'Unding down. Before rounding, a similar strategy employed by 
Burke et al. [18] of first multiplying the floating point data by 10 was also used in order 
to ensure that non-zero dimensions are obtained. As expected, when rounding down, 
Nearest UP Down Fval Fcrit 
151.605 152.760 150.245 0.031 3.001 
Nearest UP Down Xd Xcrit 
224 194 379 74.216 5.990 
Table 5.9: Summary of results from an ANOVA and chi-squared when three ways of rounding 
floating point data are employed in the Burke algorithm. The bold faced values, indicate the 
smallest mean packing height and highest frequency with which the smallest packing height is 
achieved for results from ANOVA and chi-squared test respectively. 
the mean packing height obtained over all 542 data sets is the smallest, even though the 
results of the ANOVA indicate that there are no significant differences between the mean 
packing heights, as shown in the second row of Table 5.9. The results of the chi-squared 
test indicate that there are significant differences between the frequency with which the 
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Figure 5.8: Analysis of the aspect ratio of data sets for the remaining 7 algorithms: a - KPOl, 
b - SFmod, c -AlgJOINOlmod, d - BFDHIW, e - BFDH, f-FFDHDW, g- BFDHDW. 
smallest packing height is obtained by the algorithms with rounding down having the 
highest frequency (fourth row of Table 5.9). 
It is worth noting, however, that rounding down and rounding to the nearest integer may 
not necessarily result in a feasible packing, since some of the original rectangles may not 
fit in the resulting packing pattern. However, when rounding to the nearest integer, the 
characteristics of the data are maintained. On the other hand, rounding up wastes space, 
but creates a feasible packing for the original rectangles. 
5.2.3 Comparison of Sleatormod and BurkeDown algorithms 
When comparing the mean packing heights achieved by the Sleatormod (159.450) and 
BurkeDown (150.245) algorithms, the results of the t-test indicate that there is no signifi-
cant difference at 53 level of significance. 
In terms of the frequency with which the smallest packing heights were achieved, the 
results of the chi-squared test revealed that the algorithms are distinguishable at a 53 
level of significance with values of 155 and 391 achieved by the Sleatormod and Burke Down 
algorithms respectively. For the plane algorithms, the BurkeDown algorithm is superior, 
as expected, in terms of the frequency with which the smallest packing height is achieved. 
However, as mentioned earlier, the disadvantage of this algorithm is that it does not lead 
to a feasible packing of the original instance. 
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Table 5.10: Summary of mean execution times (in milliseconds) obtained by the offline algorithms over the 542 data sets. The shaded columns 
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0 H5 73 31.4 31.0 31.<l 31.4 31.0 31.4 37.2 31.4 47.0 37.2 43.6 40.6 37.4 44.0 43.6 37.8 34.2 34.4 37.8 34.2 37.8 37.4 40.6 56.2 53.2 56.2 ~ 
"" 
H6 97 31.0 34.6 34.4 37.4 37.4 37.8 37.4 37.6 41.0 43.6 50.0 43.6 40.6 46.6 43.8 40.6 40.8 37.4 41.0 37.4 34.4 40.8 37.6 69.2 72.2 69.2 !?' 
,, H7 197 43.6 43.8 47.0 46.8 47.0 40.8 40.6 46.8 44.0 47.0 59.4 68.8 59.2 62.6 59.6 62.6 53.4 47.0 46.4 50.0 49.6 62.2 68.4 137.4 134.4 137.4 
..::! 
Tl 17 31.2 27.8 31.0 31.0 34.6 28.0 31.6 31.8 28.6 34.4 31.4 31.6 31.2 31.4 31.2 31.2 31.4 31.0 31.0 31.0 31.0 31.4 31.4 31.4 40.4 34.6 
T2 25 28.4 31.0 27.8 31.4 31.4 34.2 31.4 31.2 31.0 34.6 31.4 31.0 31.4 40.6 40.6 31.4 31.0 31.8 31.0 31.4 31.6 31.2 31.4 41.0 37.2 37.6 
T3 29 31.2 31.2 31.<l 31.4 31.0 31.6 31.0 31.0 31.4 31.0 31.4 37.8 31.4 31.4 31.0 31.0 31.4 31.0 31.4 31.4 34.2 31.0 31.4 34.2 43.8 40.4 
T4 49 31.0 31.4 34.2 34.2 34.4 34.2 34.4 31.4 34.2 31.4 37.4 37.6 37.4 37.6 37.8 31.4 31.0 31.4 34.0 31.2 40.6 34.6 34.0 50.2 47.0 50.0 
T5 73 46.8 31.4 46.8 31.4 31.2 46.8 31.2 47.0 31.4 31.2 40.6 40.4 40.6 40.8 40.6 37.4 37.8 34.2 37.2 31.2 37.4 37.8 40.6 56.2 53.0 59.6 
T6 97 31.4 34.2 34.4 37.2 37.2 37.8 40.4 31.4 40.4 37.2 43.6 44.0 50.0 43.4 43.8 34.0 37.4 37.4 37.2 40.6 40.6 40.6 46.6 66.0 62.8 65.2 
Ti 199 46.6 46.6 43.6 43.8 46.8 43.8 43.6 43.8 43.6 47.0 53.0 75.0 62.8 62.2 59.2 50.0 46.6 56.0 47.0 47.0 56.0 65.2 68.6 137.2 134.2 134.2 
nice.25 25 30.0 31.0 30.3 31.9 30.3 31.6 31.0 31.0 30.7 31.9 32.5 32.8 32.8 34.4 32.2 31.6 31.3 31.8 31.3 31.2 32.5 30.9 32.5 40.6 39.3 41.0 
nice.50 50 32.5 32.8 31.9 32.5 32.8 32.5 32.5 32.5 33.l 38.8 37.0 39.0 37.l 37.7 36.7 34.7 35.4 33.7 33.8 33.7 36.0 31.8 36.9 51.3 50.9 51.9 
,. nice.100 100 36.4 36.9 36.4 37.2 36.3 36.6 36.l 36.8 36.5 39.7 43.4 47.9 46.2 45.9 46.0 40.9 40.7 39.4 39.4 38.4 38.8 39.4 45.7 76.9 75.3 75.3 
= 
nice.200 200 43.8 45.3 45.4 43.7 44.4 43.7 45.0 45.3 44.7 50.7 58.7 89.7 65.6 63.7 63.8 47.3 49.7 50.2 51.6 48.7 47.6 58.8 76.3 149.l 145.9 147.5 
5' nice.500 500 68.4 69.2 68.4 70.4 72.3 69.2 65.3 68.4 66.8 82.9 103.2 300.1 135.9 120.2 131.3 79.6 81.3 81.l 82.8 78.0 78.3 159.3 250.0 537.8 534.6 543.4 
a. 
0 path.25 25 30.3 30.6 30.3 30.0 30.6 29.6 30.9 31.2 31.2 31.9 33.1 32.8 32.5 33.8 33.1 31.8 31.6 31.9 31.6 32.3 32.2 30.7 32.5 40.3 38.8 40.0 
0 path.50 50 33.l 32.8 32.8 33.l 33.l 32.9 32.2 32.2 32.8 33.4 36.6 37.l 37.4 37.6 37.0 37.8 32.5 34.l 34.7 31.2 32.2 35.3 37.2 50.6 48.7 50.0 ~ 
~ path.JOO 100 36.5 35.9 36.8 35.3 36.7 36.9 36.5 36.7 36.3 40.3 43.7 47.8 44.4 45.0 44.4 40.6 38.7 39.4 37.8 37.8 38.5 40.3 46.9 73.8 73.5 73.7 
pat.h.200 200 44.4 44.7 45.2 45.0 45.3 44.l 43.1 45.0 44.4 50.6 57.8 80.6 63.5 62.3 60.8 48.7 49.1 47.6 48.9 48.2 48.2 59.3 76.9 142.8 138.4 142.8 
path.500 500 67.2 70.8 66.8 70.3 67.7 69.1 69.0 71.6 68.9 84.5 96.9 267.2 126.6 118.8 118.9 81.2 81.1 79.6 81.2 78.3 79.7 171.9 267.4 500.0 492.4 503.2 
Table 5.10 (continued) : Summary of mean execution times (in milliseconds) obtained by the offline algorithms over the 542 data sets. The 
shaded columns represent new heuristics and proposed modifications as part of the contribution by the author. The algorithms to the left 
of the double vertical line are level algorithms, while the algorithms to the right of the double vertical line are plane algorithms. A function 
with resolution of lOms was used to measure execution time. 
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5.3 Comparison of execution times 
Another important element to investigate is the running time of each algorithm. This 
is because execution time may dictate one's choice of algorithms, if there is an urgency 
with respect to obtaining the solutions. The running time is affected by many factors, 
some of which include the input data and the computer system used to implement the 
algorithm [103]. All the algorithms mentioned in this dissertation were implemented on 
a computer with a 2.00 GHz processor and 224 MB of RAM. 
The KPOl algorithm was excluded from the running time investigation since exhibiting 
running times of more than 3 hours for large data sets (with 500 rectangles)-so clearly, 
in terms on running times, it is outperformed by all other algorithms. Each stage of the 
KPOl algorithm requires solving a knapsack problem and it was implemented such that 
MatLab [88] is called from Visual Basic to solve the knapsack problem and this is time 
consuming. 
The results of running times of the algorithms are shown in milliseconds in Tables 5.10. 
The first part of this table, shown on page 112, represents running times obtained per 
single instance of the data sets, while the second part of the table on the following 
page represents average times computed over three instances for the Ci categories, five 
instances for the Ni and T; categories and finally fifty instances for the nice and path data 
sets. It may be seen that the larger the number of rectangles, the longer the running 
times of the various algorithms, as expected. 
The first fit and best fit classes require longer running times on average compared to the 
next fit class, because in the former class all levels are searched for sufficient space and 
this is time consuming. This result is not immediately evident in our results because a 
function with resolution of lOms was used to measure execution times. 
The suggested SF mod algorithm, which was observed to achieve a higher frequency in 
obtaining the smallest packing height, requires longer running times on average than the 
SF algorithm. This is again an expected result, because the SF mod algorithm additionally 
searches the wide rectangles for sufficient horizontal space in establishing the regions R. 
It is inconclusive which of AlgorithmJOIN and AlgorithmJOINmod with the three values 
of ry requires longer running times. The same observation may be drawn for FCNR or 
FCNRmod algorithms-it is not clear which algorithm has shorter running times. The 
SAS algorithm is observed to require longer running times when solving instances with a 
large number of rectangles compared to all other level algorithms. This is not a surprising 
result, because at every iteration in the SAS algorithm, the list of rectangles is scanned to 
find suitable rectangles to stack-if these lists are large, then significantly longer running 
times are required. 
Amongst the plane algorithms, the Sleatormod algorithm requires, on average, longer 
running times than the Sleator algorithm. This is because the stacked rectangles at the 
bottom of the strip are searched for sufficient horizontal space to pack the tallest unpacked 
rectangle and this additional step may lead to reduced packing heights but it affects the 
running times negatively. When considering the performance of the Burke algorithm, 
with respect to the floating point data by Mumford-Valenzuela et al. [94], in the second 
part of Table 5.10 (because this is where the effects of rounding are observed), rounding 
up appears to result in shorter running times compared to the other two methods of 
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rounding. 
The results from the execution times confirm what was stated earlier in the introduction 
to this chapter, namely that there is a trade-off between solution qualities and execution 
times. The algorithms that yield good solutions (bad solutions, respectively) require 
longer running times (shorter running times, respectively). It is up to the user to decide, 
depending on the application, whether solutions quality or execution time is the more 
important consideration. 
5.4 Results of exact algorithms 
The exact algorithms described in Chapter 4 were also implemented in Visual Basic 6.0 
and tested on the 542 benchmark instances described in §1.6. 
Data sets #of Rec wa/W OPT G/NG z Nodes Branch time Iterations 
ci I 16 0.2344 20 NG 25 8681 683.513 169220 Cr 17 0.2824 20 NG 28 3662 452.350 77765 
c:i 
I 16 0.2750 20 NG 28 6354 563.090 87350 
G1 16 0.3250 G 28 1461 185.156 38179 
U1 10 0.5840 G 1016 141 6.590 277 
V1 lO 0.5000 NG 25 121 5.90!) 592 
V2 17 0.4647 NG 33 5434 583.769 88944 
V,, 7 0.2143 NG 23 59 1.292 163 
Vs 14 0.2857 NG 37 6830 387.007 70332 
V5 15 0.4400 NG 38 23088 2672.3 500 201 
V1 8 0.2313 NG 21 5 0.781 52 
Vs 13 0.2269 NG 38 264 19.959 3742 
V10 13 0.3872 NG 85 8270 356.202 98682 
V11 15 0.3222 NG 69 14204 749.828 241066 
B1 10 0.2750 40 G 46 11 1.142 107 
Tt l 17 0.2071 200 G 300 14680 1054 105 760 
TJ l 17 0.2076 200 G Time out 28550 7200 409594 
Table 5.11: Results when the Lodi algorithm is applied to benchmark data. Tl1e column labeled 
wa/W is the ratio of the average width over the strip width for the particular data set. The 
column labeled G or NG represents guillotineable or non-guillotineable data sets respectively. 
The Lodi algorithm 
The Lodi algorithm, as described in §4.1, requires solving a binary integer linear pro-
gramming (ILP) problem to select rectangles whose combined width is at most the width 
of the strip-thus forming a level. Since Visual Basic 6.0 does not have built-in functions 
to solve ILPs, it was decided to use MatLab 7 [88] for this purpose, since it is possible to 
use it as a server. This means that it is possible to call MatLab from Visual Basic, solve 
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the ILP in MatLab and then make the output available to Visual Basic. MatLab has an 
optimisation toolbox which is able to solve binary ILPs by employing a function bintprog. 
The output of such a function is the objective function value z (the packing height), a 
list of binary variables XiJ (indicating that rectangle L1 should be packed on level i), the 
number of nodes explored, the number of iterations required and the time expended by 
branch and bound procedure. 
Although widely available software packages, such as MatLab and Microsoft Excel, have 
built-in functions for solving optimisation problems, Lodi [75] recommended that op-
timisation oriented software packages should rather be used. This is due to the fact 
that there were some difficulties encountered in formulating the problem in MatLab for-
mat. Unfortunately, the author did not have access to such packages due to financial 
constraints-therefore l\!IatLab was used instead. 
The Lodi algorithm was also tested on the 542 benchmark data sets described in §1.6 and 
the results are shown in Table 5.11. Only instances where an optimal solution was reached 
within the imposed time limit are shown with the exception of Tr, which is included for 
illustration purposes. The time limit was set at 7200 seconds and from the results, Ti 
could not be solved within this time limit. This may be a surprising result, because Ti 
and Ti were generated in a similar manner and both have the same number of rectangles, 
and yet Ti could be solved within the time limit. The difference between the two data sets 
is the ratio of average width of rectangles to the strip width ( wa/W). The ratio indicates 
the number of rectangles that may fit on one level. Ti has a higher value of this ratio 
than Tr, which indicates that in the latter more rectangles may fit on a level-hence more 
nodes will be generated and the time required for the branch and bound procedure will 
be longer. Another significant attribute of instances with the same number of rectangles 
is whether the data sets are guillotineable or not. The instances V 1 and Ci have the same 
number of rectangles as Ti, but since the former two are non-guillotineable data sets, 
the branch and bound was able to reach a solution within a shorter time period. Another 
aspect that plays an important role in this analysis is whether the data sets have perfect 
packings or not. Those with perfect packings have a complex combinatorial structure and 
are not easy to solve. The non-guillotineable data sets with 15 and 13 rectangles do not 
have perfect packings but have low average width ratios and therefore smaller numbers 
of nodes are generated. However, for non-guillotineable data sets with perfect packings 
and low average width ratio, a large number of nodes is expected. 
Contact with MatLab consultants [99] was established to find out why it was taking so 
long to solve even small instances of 18 rectangles. It is acknowledged that the number 
of nodes explored by the branch and bound algorithm grows exponentially with the size 
of the problem instance, but still the expectation was that the results would be achieved 
within the stipulated time limit. The consultants were still investigating this matter at 
the time of submission of this dissertation. 
When comparing these results to the packing heights obtained by the offi.ine level algo-
rithms that only pack rectangles on the floor, it is observed that the heuristics are able to 
obtain similar packing heights than the exact algorithm within very short time periods. 
The heuristics were also able to solve all the instances including those with large lists 
of 500 rectangles within a few seconds. This is, of course, the reason why heuristics are 
often preferable to exact algorithms. 
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Data sets #of Rec OPT Optimal height Reduction height z Branch nodes Branches All nodes 
U1 10 1016 167 849 1356 933 2 294090 2445138 
V1 10 23 4 19 178 793 566944 683644 
V4 7 20 0 20 10722 46183 47743 
V1 8 20 0 20 221 771 1135 054 1224814 
V10 13 80 3 77 212 849 280 894322149 956 538849 
B1 10 40 40 16 24 2 386 470 9239638 11010 128 
Table 5.12: Results when the Martello algorithm is applied to benchmark data. The columns 
labeled OPT and optimal height denote the known optimal packing height of the data set and 
that yielded by the Martello algorithm respectively. 
The Martello algorithm 
The Martello algorithm, described in §4.2, was also tested on the 542 benchmark instances 
described in §1.6. Only the few instances shown in Table 5.12 were solved within a time 
limit of 18 000 seconds. The column labeled reduction height indicates the optimal packing 
height obtained for the sub-instance when the problem was reduced. The total packing 
height is obtained by adding the reduction height and the value of z, which is the value 
obtained by the branch and bound algorithm. It is clear, from the result of the 8 1 data 
set, that the algorithm is able to achieve an optimal packing height. The results in this 
table also indicate the number of branch nodes generated per data set which balloons 
almost out of control as the number of rectangles in a data set increases. This is a clear 
indication why exact methods are computationally expensive even though they yield 
optimal packings. 
When comparing the packing height obtained by offiine plane heuristics with those ob-
tained by the Martello algorithm for the same test instances, it is observed that the 
packing heights obtained by the heuristics are very good-and they are obtained within 
a few seconds. 
5.5 Chapter summary 
The comparisons carried out in §5.1-§5.3 facilitate ranking of the algorithms in terms 
of preference starting with the highly recommended and giving only the top three algo-
rithms. Provided the solution quality is deemed more important than execution time, the 
top three algorithms are the FCNRmod, FCNR and SAS algorithms. If packing on the 
ceiling or stacking of rectangles is not permitted for a particular application (implying 
that FCNR and SAS algorithms may not be applied) then the top three recommended 
algorithms are the BFDHDW, FFDHDW, BFDH algorithms. If, on the other hand, the 
user is interested in obtaining results rapidly, then the algorithms in the best fit and first 
fit classes are recommended. 
Finally, to summarise, this chapter opened with a comparison of packing heights obtained 
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by known offiine packing heuristics (introduced in §2.1) against their respective proposed 
improvements (introduced in §2.2). The nine best algorithms were then compared in 
terms of solution quality and frequency with which smallest packing heights were achieved 
in order to facilitate ranking of the algorithms. Exact algorithms were also tested on the 
benchmark data and their results were compared with the appropriate heuristics. It was 
observed that the heuristics yield good results in a fraction of the time expended by the 
exact methods. Finally, the running times of all the offiine algorithms, except that of the 
KPOl algorithm, were also investigated. The new SAS heuristic was observed to exhibit 
good performance compared to other algorithms in terms of solution quality, although it 
requires longer running times and it is ranked third, following the FCNRmod and FCNR 
algorithms. 
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Chapter 6 
Comparison of online algorithmic 
results 
Analogous to the comparisons carried out in Chapter 5 for offiine algorithms, the effi-
ci ncies of and solution qualities obtained by the online algorithms presented in Chapter 
3 were also compared by applying them to the 542 benchmark instances described in 
§1.6. Each algorithms' performance was measured by means of the mean packing height 
obtained by the algorithm in question as well as by the mean execution time, com-
puted over all benchmark data sets. Statistical tools used during the comparison of the 
algorithms ' performance include the student's t-test, A alyses Of VAriance (ANOVA) 
and the chi-squared test. All these tests were carried out at a 53 level of ignificance. 
The t-test and A OVA were used to compare the mean packing heights obtained by 
the algorithms over the 542 instances while the chi- quared test was used to compare 
the frequencies with which the smallest packing height was obtained by the various al-
gorithms and to determine whether, statistically, there were any significant differences 
b tween these frequencies. Where the results from the ANOVA indicated significant dif-
ferences, the method of Least Significance Difference (LSD) was employed to determine 
b tween which algorithms the differences arose. These statistical tools are fully described 
in Appendix C. 
While testing the online algorithms, it was observed that in most of the 542 data sets, the 
initial rectangles have larger heights than the rectangles towards the ends of the packing 
lists. Hence each algorithm was tested three times on each data set , by changing the 
order in which rectangles enter the system from the data set list-either in the normal 
or forward order, in the reverse order and in a random order. 
6.1 Comparison of online level algorithms 
Level algorithms from the literature for online packing problems were compared with 
the suggested modification in §3.2. The results shown in the first section of Figure 6.1 
indicate that the average height in the forward traversal order of the benchmark data sets 
is maller than in the reverse order. This is becaus , for some reason packing typically 
b gins with rectangl s of greater height in the forward order and for tho e algorithms that 
allow revisiting of exi ting level , the smaller rectangles may be inserted on any available 
1 vel with sufficient space-thus decreasing the probability of creating new levels in the 
119 
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forward order. An ANOVA was carried out separately for each order and in all instances 
the results revealed that there are significant differences between the average heights 
obtained for the different algorithms with a fixed traversal order. In all three traversal 
orders, the suggested MFFL algorithm obtained the smallest average height, although 
the LSD indicated that there were no significant differences between the mean packing 
heights obtained by the MFFL, BFL, FFL and MBFL algorithms (indicated by "no" 
entries in Table 6.1). There were significant differences between the means obtained by 
algorithms that do not revisit existing levels (NFL, MNFL, BiNFL) and those allowing 
existing levels to be revisited (FFL, BFL, MFFL, MBFL), as expected. The latter group 
of algorithms achieves better performance based on the mean solution quality obtained. 
Further tests were also carried out to determine whether the data set traversal order plays 
an important role in each algorithm's performance measured. The results shown in Table 
6.2 indicate that, in terms of the mean packing height obtained, order does not play a 
significant role for the NFL and BiNFL algorithms. But when it comes to a frequency 
analysis, it is only for the MNFL algorithm that traversal order is unimportant (Table 
6.2(b)) at a 53 level of significance-for all other algorithms traversal order affected 
results. 
3.5 .-I _____________________ 9--11 
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. b, c 
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I 
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number of times smallest packing height obtained 
Figure 6.2: Aspect ratio analysis for the online level algorithms described in §3.1.1: a - MNFL, 
b,c - NFL and BiNFL, d - MBFL, e - BFL, f - FFL and g - MFFL. 
Another investigation was carried out in terms of the aspect ratios of the 1 626 data sets 
(a combination of all three traversal orders for all 542 benchmark data sets). Of the 1626 
instances, only instances where an algorithm obtained the smallest packing height were 
selected and the standard deviation (stdevAR) and mean (meanAR) of the aspect ratios 
of the rectangles in these instances were computed. The fraction stdevAR/meanAR, 
known as the coefficient of variation (CV), was used to reflect the variation of rectangle 
aspect ratios relative to the mean. The number of data sets for which an algorithm 
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obtained the smallest height associated with values of the CV are depicted in Figure 6.2. 
If, for instance, a value of 3 is selected for the CV, it may be seen in the figure that the 
BFL, MBFL, FFL and MFFL algorithms were all able to obtain the smallest height, on 
average, for such a data set. Out of these algorithms, the MFFL algorithm obtained the 
smallest packing height for the largest number of data sets (825). 
An interesting question is the following: when given any data set with a known CV value, 
which level algorithm should be recommended to give the best solution? To answer this 
question, the CV values for test instances where each algorithm obtained the smallest 
packing height were analysed. The objective was to determine a threshold CV value 
beyond which significant differences occur between frequencies in obtaining the smallest 
packing height by some of the level algorithms and below which any of the level algo-
rithms may be used. This was achieved by considering a range of CV values starting 
with the smallest value observed amongst the benchmark data sets and determining the 
frequency with which each level algorithm obtained the smallest packing height for that 
particular CV value. Larger CV values within the range were considered at each iteration, 
and a chi-squared test was performed to determine whether there were any significant 
differences between the frequencies obtained by the level algorithms. As the value of CV 
was increased, a point was reached where a slight increment results in significant differ-
ences between the frequencies obtained by the level algorithms. Such a point is referred 
to as the threshold CV value, and this value was found to be 0.429 in the case of level 
algorithms. This means that for data sets with CV values below the threshold, any of 
the algorithms may be used, but for CV values greater than the threshold, the MFFL 
algorithm is recommended. 
In terms of the algorithmic frequencies with which the smallest packing height was ob-
tained (which may be seen in the first section of Figure 6.3) the results of the chi-squared 
test revealed that there were significant differences between those frequencies achieved be-
tween every pair of algorithms for a fixed traversal order. The MFFL algorithm achieved 
the largest frequency in all traversal orders-hence this is statistically the best algorithm 
within this group of algorithms, at a 53 level of significance. 
6.2 Comparison of shelf algorithms 
The algorithms discussed in §3.1.2 pose a problem when one attempts to compare them 
in terms of efficiency, because they depend on the parameter 0 < r < 1 selected. Over 
and above this, the HSMr algorithms also depend on the value of 3 :s; NJ :s; 12 chosen. 
Hence each of the algorithms was applied for the representative values r = 0.2, 0.5, 0.8 
and M = 4, 8, 12 of the parameters, resulting in six classes of the algorithms (NFSr, 
FFSri BFSr, HS4r, HSsr, HS12r). An ANOVA was performed on each of these six classes 
for the three different traversal orders and the results are shown in the first part of Table 
6.2. In the NFSr class, there is no significant difference between NFS0.5 and NFS0.8 
algorithms at a 53 level of significance. However, the NFS 0.5 algorithm was selected for 
further comparisons since it achieved a smaller mean packing height over all benchmark 
data sets. For algorithms whose mean packing heights showed no significant difference, 
a selection of algorithms to be used for the purposes of further comparison was simply 
based on the algorithm achieving a smaller mean packing height. Hence the following 
algorithms were also selected for further comparisons with respect to all traversal orders 
of the benchmark data sets: FFSo.5, BFSo.5, HS4o.s, HSs0 .5 , HS120 .5 . 
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Level algorithms 
NFL FFL BFL MNFL MFFL MBFL NFLR FFLR BFLn MNFLn MFFLn MBFLn NFLn,,.,; FFLn,,0 BFL&.-1 !!NFL'"'" MFFL'"'" MBFL'"'" 
NFL 2i9.126 NFLn :m&1:1 NFLn,,.J 36'1.i12 
FFL 252.215 no FFLn 3!0.056 )TS FFL11m0 320.633 )TS 
BFL 21>'2.215 no no BFLn 312.650 )TS no BFLn,,0 322IIJI )TS no 
MNFL 125.0&I )TS )TS )1> MNFLn 4£5.210 )TS }'ffi )TS MNFL'"'" 4i3.i43 )TS )TS )TS 
MFFL 271.i50 no no no yo; MFFLn YJ.i.i80 )TS nn no )TS MFFL&.-1 297.316 )TS no no )TS 
MBFL 27&5Sl no no no )TS no MBFLn 323.6i9 no nn no )'(!; no MBFL&.-1 318.58.1 )'(!; nn no )'(!; no 
BiNFL :13'1.627 )'(!; )1> )'!); )'(!; )TS )'(!; BuWLn M3.&13 no )'(!; 00 )'(!; )'(!; no BiNFL'"'" 36'U42 no )TS )TS )TS )'!); )'(!; 
SheU algorithms 
NFSo; FFSo; BF~ 11%, HS.,, HS11i, SDcv SDil! SA11' N~;R F~;H BFSo;n HS~,. HS.," llS1i. .. SDm·H SDil!H SA1<H NFSo;11m• F~11m• BFSo;l!m,,f H%,,. .. HS~,,... HSn,.,.,, SD'"Rm• SDil!n"• SA-.l!m,,f 
N~ 281.s:tl fi'F~n 281.liJS NFSo;'"'" 2~.514 
F~ 276.51'1! no F~n 27&il6 no F~;Rm,,f 276.li3 no 
n~ lifi.49!1 no no B~;R 27&158 no no B~;l!m,,f 2i6.174 00 no 
HS~, 5£1.413 )1> yo; )l> HS~" 561.443 )TS )TS )'(!; HS~'"'" 500.310 )'(!; )TS )TS 
HS,;,, 5.13.iJ'l )1> )'!); )'!); no HS.,., 5.13.s:tl )'!); )TS )'!); no HS;;,,,,. .. 531.SiO )'(!; )TS )'!); 00 
HS1:!u~ 594.SiS )TS )TS )'(!; no )TS HS11,,. 594.SiS )TS yo; )'!); no )'(!; HS1zu&..1 5!12.719 )'(!; )TS yo; 00 )'!); 
Sllcv 437.467 )1> )1> )1> )lli )lli )TS SllcvH 313.581 no on no )'(!; )TS )'(!; SDm·IW• MUi.10 )'(!; )TS yo; )TS )TS )'(!; 
SDil! 443.317 )TS )TS yo; )lli yo; )TS 00 SDil!n 3'1&872 )TS )'(!; )'(!; )'(!; )lli )'(!; no SDil!Rm,,f 3.1.\.~ll )TS )TS yo; )TS )'!); )TS 00 
SA" -l&i.SlO )'!); yo; yo; )TS )TS )'(!; )'(!; )'(!; S.\wH ~!Iii )TS )'(!; )TS )lli )lli )'!); )TS 00 Sal1'Rm,,f -IIl.408 )lli )TS )'!); )TS yo; )'(!; )'(!; )'!); 
SA11'2 324.343 no )TS Yei yo; )lli )lli )'(!; )lli yu; SA11'2n 32.10!0 )lli )'!); )TS yu; )lli )lli 00 00 )1> SA11'211a,; MO.i94 )TS )TS )lli )lli )'!); )'(!; no no )TS 
Special ca1e algorithms 
NFL Bifi'FL CA CPF CFF ~'FLn BiNFLn CAn CPFn CFFn NFL'"'" Bu~FL'"'" C.\n,,• CPF'"'" CFF11md 
NFL 332.62i NFLn M3.l>JJ NFL/lad 36'2.742 
BuWL 332.62i no BuWLn M3.l>JJ no BiNFL11m,,, 362.742 no 
C.\ 331.JOt 00 00 CAn M2.:\ll nn no CAn,,0 361.416 no no 
CPF 304215 no no 00 CPFn 3ln5'6 )'(!; )'(!; )'(!; CPFl!m,,f 3.?S.nl )TS )TS )TS 
CFF 2i0.lilll )'(!; yo; yu; )'(!; CFPn 280.1\11 )TS )lli )TS no CFFl!m,,f 297.249 yo; yo; yo; no 
cc 219.431 )TS )lli )'(!; )'(!; no CCn 2.\7.188 )TS )TS )TS )'(!; 00 cc'"'" 271.0i4 )'(!; )TS )'(!; )TS 00 
Table 6.1: LSD results for level, sl1elf and special case algorithms. A block containing a "yes" ("no" resp.) indicates that there are (no resp.) 
significant differences betweei1 the means of the algorithms in t11e corresponding row and column. The subscripts R and Rand refer to the 
reverse and random orders of traversing the data sets respectively. 
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by the various algorithms described in §3.1-3.3. 
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FClrV.·ard Onlcr 
I I NFSo.1 I NF"Soi-. I I I FFSu.1 I FFS,,, I I I BFSo.2 I BFS,,., I I US.a,,, I llSlo~ I I I 11s,,.,, I HSI\}~ I J llS12<1, I llS1z,., 
NFSw1 I ·11·1.0ll:Z I I I FFSu·1 I :mG.711 I I I BFSu.1 I ,llJIUil!I I I 1 11s~ .. ~ I 9.11.u11:1 I I I 11s~ ~ I 773.865 I I I llS12<1~ I 8'17.283 I 
NF~:. I 284.532 I )"I'S I I i"FSo.i-. I 276.580 I yts I I BFSoi-. I 278.716 I y1-s I I llS1o~ I 61l8.5·IO I yes I I llS~ ~ I 533.532 I yt'S I I llS1z..s I 5U4.578 I yes 
NFSo" I 3::16.S&l yt':'i I I H'S,, I :l:JJ.834 }'l'S yes BFSo.s I 33<1.377 ye; y1.-s I llS4oA I 561:443-I yes I I HS:>., A I 549.68::\ I yes I I llS12,,_,. I 624.001 I )'l'S 
tiCVcr.;c Order 
I I NFSu:m I NFSu:.n I I I FFSo21t 1 FFSo.t.R I I flfF"$;2R I lll"So.rn I I I 11s.,,. I 11s.., •• I I 11rc,;-111s I llS12..~ .. 
NFSuw I ·ll:l.ti77 I I I FFSo.w I •I00.81!1 I 1 I BFSo.:rn I 3!18.708 I I I 11sl,,~,, I 9·17.611:1 I I I 11s~~ .. I 773.t:IG5 I I I llS1:1,,.,,, I S.17.2S:I I 
Nl"So.t.fl I 2/:W.638 I y1-:; I I FFSor.11 I 278.716 I Yl'S I BFSo:.n I 278.158 I yes HS~.sR I 008.5:io- I yes I I llSfu~" I 533.532 I yes I T-11s.2..~n I 594.578 I yes 
Nl-"So~~ll I 336.838 I )'1.';S I 110 I FFSu:i11 I 334.377 I yi.s I )'t'S I HFS0.SR I 3J.L275 I )1.'S I ye::; I 11s"°"" I 561.443 I yes ~I us~ ..... ---1-549:683-1 yes I I llS1:i.. .... I G24.00J I 
'"' Random ONlcr 
I I NFSu21;..-:lfNl~'SuMimid I I I FFSo.11/a,,d] l•'FSos/la,,,J I I I DFSu1Haud I Bl~.sff..~- f- -----) llS , f 11s.., ••••• I I f llS· I 11s.. ••••• I I llS1· 
Nl-'Su:m ... ~i ·11·1.112 Fl·'Sin,,..11,,1 :195.li71 HFSo.2R.., .. 1 •lfW).819 I 1 llS.1,12"'m.t I 9H.titi9 I 
NFSut.11m .. 1 284.263 J•'S Fl"Soi-,u,11.,f 27G.922 y1'l'i JIFSo.t.1/arul 278.716 )'l"S llSi.,,H•~.i OOS.tilO yes 
I I_!§. 
1------i llSi-.. 
NFSu .• 11a..d· f-:illi}lS5-f ·--~l---,,"--r-Pr.>su~11a . ..i I J:l3.Sj2 I~!~ IWSo.~Ha"d I 334.:177 1~1-------y;;--i--rnr~-.. H ..... I 501~4U9 I ye; I no j llSfu 
-A1lalysis of variauce 
Level algorithms Shelf algorithms 
NFL FFL IWI. I MNl·'I. MFFI. MBFI. 1HNV1. Nl·~i-. FF8;,s m;-sot. llSi..~ j HS~, I llS1zu SD1!\' SDiff SA\•e 
M.1rward 279..l:!ti :lM'!.215 28'.?.215 -125.08.J 271.7511 'flS.5lH 332.627 284.5:J2 276.5.'50 :!16A99 561.'1·13 I 53:1.S32 I S94.5i8 •J37A6i •M::\.317 486.&IO 
U.1•\'l•r;;..~ :J.13.S.lJ :U0.056 312.650 ,,65,2-10 305.780 :J23.6i9 l-13.833 28·1.638 278.716 278.158 5GIA43 I fi:l3.S32 I 594,578 313.582 328.872 364.067 
lt;uulu111 :!64.li98 310.633 322.501 47•1A83 297.316 319.'.?85 36•1.898 283.514 276.17:1 276.174 51.iO.JIO I 531.870 I 59"..!.719 3·11.630 355.914 •133.468 
F, .• JnJat, ,1 1.&M 4.277 4.144 3.580 3.234 6.158 1.583 0.002 0.0127 0.008 0.002 I o.oll.'l I o.004 23.497 18.825 17.161 
3.001 3.001 3.001 3.001 3.001 3.001 a.001 :w01 :UlOI 3.00! :1.001 I 3.001 I 3.001 3.001 3.001 3.001 
l.Au .. squared test 
773.975 
533.671 y1.-:> 
1 I M9.907 I yes 
SA\·1·2 NFI. 
32•l.3•13 332.627 
321.0IO 3•13.833 
340.79'1 362.7·12 
0.767 1.58.1 
3.001 3.001 
I I "s.,,,, •.• I "''·'"" I 
11512.. "'·-"' 594.059 yes 
I llS1z,~."--"' I 6'l4.IJ6 I yt..>S 
Special case algorithms 
BiNFI. ~-CPF!-CFff 
33'.?.617 331.3ti7 I :«M.215 I 270.604 
343.S::J3 342.351 I :n0.556 I 2so.681 
362.742 361.416 I 328.72'.? I 297.249 
1.583 1.6<14532 I 1.22·1979 I 1.;.ss 
3.001 :rno1 I 3.001 I :too1 
I 
I 
llS1" 
I 
I 
I 
llSr· 
1 
I Yl'S 
cc 
249.431 
257.iSS 
271.074 
1.102 
:wo1 
NFI. l~FI. I IJFI. I r..tNFI. j MFFI. I MllFI. I BiNFL I Nl"Sot. I FFSoi-. I Dl~s I llS.&u... I llSii.....i. I 11512'1~ I SDcv I SDiff I S1hc I SA\'C2 I NFI. I DiNFI. f CA I Cl'F I- CFF- I CC 
Forw;inl I 19 I 21.1 I 17·1 I 3 ---1---2">1--1~-1--,-.-l~l-~l~-1--1---,--1-- r ----.--- I 28 I IS I 10 I 158 I 7 I 7 I 16 I 61 I 13 I 50.1 
H.1~\'t·n;i·--l--100 1---?~--I 212 I 2 I 2·15 I 10'.? I 100 I 212 I 252 I 154 I 2 2 I 2 I 98 I 38---1-38 I 100 I 11 I 11 I 15 I 80 I 22 I 488 I 'fandom- r--:io 1-~, 97 I 290 13•1 20 201 a0<1 306 I 2 2 81 __ 3_3 ___ 15 95 9 9 I 16 I 71 I 2D I 496 I 
\~,1, .. J,,,,.• U3.251 47.082 42.646 1.000 ·l.557 12.020 U3.257 1.142 8.131 8.075 0.500 OAOO 0Aflll 38.638 7.303 21.238 20.844 0.889 0.&i9 0.(}13 2.557 2.43G 0.258 
.\:... .... ~, I s.ooo I 5.090 I 5.0'JO I 5.990 I 5.990 I 5.990 I s.ooo I 5.990 I 5.090 I 5.990 I 5.990 I 5.990 I 5.990 I s.ooo I s.990 I 5.990 I s.uoo I 5.990 I 5.990 I 5.990 I 5.990 I 5.990 I 5.990 
Table 6.2: (a) LSD results for the shelf algorithms described in §3.1.2 for the values r = 0.2, 0.5, 0.8 and M = 4, 8, 12. (b) Results from the 
ANOVA and chi-squared test for the level, shelf and special case algorithms obeying the tetris constraint. Bold faced entries indicate that 
significantly different results were achieved for different traversal orders of the data sets. 
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The selected shelf algorithms were compared with each other and with the new shelf 
algorithms in terms of the average packing height obtained and the results are shown in 
the second section of Figure 6.1. The results indicate that, in terms of the mean packing 
height obtained, the NFS0.5, FFS0.5 and BFS0.5 algorithms achieved the best performance, 
followed by the new SAve2, SDev, SDiff and SAve algorithms. 
Considering the algorithms individually and comparing the packing heights obtained per 
traversal order, results from the ANOVA indicated that there are no significant differ-
ences at a 53 level of significance over the three data set traversal orders, except with 
the SDev, SDiff and SAve algorithms. The results shown in Table 6.2 indicate that these 
three algorithms perform better in the reverse order, indicating that the order in which 
rectangles enter the system plays a vital role with respect to their performance. This 
was an expected result, because the SDev and SDiff algorithms rely on the first rectangle 
packed and ideally this rectangle must have the smallest height possible. Based on obser-
vation, the majority of the benchmark data sets in reverse order start with rectangles of 
relatively small height-therefore leading to small increments of each shelf height with an 
overall smaller total packing height. The mean packing heights obtained by the NFS0.5, 
FFS0.5 and BFS0.5 algorithms were not expected to be similar, because a rectangle is 
classified according to its height, but depending on the widths of the rectangles that are 
packed first, it may sometimes be necessary to create an extra shelf of appropriate height 
due to the insufficient space on shelves of appropriate height. The HSMr algorithms, 
on other hand, were expected to yield similar mean packing heights regardless of the 
traversal order, because the algorithm takes both height and width of the rectangles into 
consideration before packing on a level. 
~\!loving on to the frequency with which algorithms obtained the smallest packing height, 
the results of the chi-squared test indicated that only the HS Mr algorithms achieved no 
significant frequency difference (as r varies), as illustrated in Table 6.2(b). The shelf 
algorithms with parameter r achieve the largest frequency, followed by SAve2, SDev, 
SDiff and SAve algorithms (see Figure 6.3). A threshold CV value of 0.39 was computed 
for shelf algorithms. The FFS0.5 algorithm is recommended for use when dealing with 
data sets with a CV larger than this threshold value. 
6.3 Comparison of special case algorithms obeying the tetris 
constraint 
Because the Azary algorithm depends on the threshold constant 0 < Y < 1/2, three 
instances were compared with Y = 0.2, 0.25, 0.3 to determine only one instance that may 
be used for further comparisons with other algorithms obeying the tetris constraint. An 
ANOVA was carried out and the results revealed that there were no significant differences 
between the mean packing heights obtained by these three algorithmic instances. The 
Azar0.25 algorithm was selected, because after carrying out the chi-squared test, there were 
significant differences between the frequencies in obtaining the smallest packing heights, 
showing that the Azaro.25 algorithm achieved the largest frequency of 297. As shown in 
the third section of Figure 6.1, the Azar0.25 algorithm performs poorly by achieving very 
high mean packing heights compared to the other special case algorithms and as such it 
was excluded from further comparisons because it would always be outperformed by the 
other algorithms. 
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Figure 6.4: Aspect ratio analysis for the shelf algorithms described in §3.1.2: a - HSs0 .5 , HS120 .5 , 
HS408 , b - SAve, c - SDiff, d - SDev, e - SAve2, f - NFSo.5, g - FFSo.5 and h - BFSo.5· 
Three versions of the CPF, CFF and CC algorithms are proposed for use when dealing 
with floating point data. These versions are analogous to those suggested for the Burke 
algorithm in §5.2.2, since these algorithms also employ a linear array, requiring data 
to be integral. The first version involves rounding the dimensions (up or down) to the 
nearest integer, which may not necessarily result in a feasible packing because some 
rectangles whose dimensions are rounded down may not fit into the packing solution, 
but the practice of rounding nevertheless maintains the characteristics of the data. The 
second version wastes space by rounding up the dimensions of all the rectangles to the 
nearest integers, thereby creating a feasible packing for the original rectangles. The third 
version involves rounding down the dimensions of all the rectangles, which means that the 
original rectangles will not fit into the packing solution since their rounded dimensions are 
smaller than the original data. As expected, the algorithm with rounding down achieved 
smaller packing heights, however, the results from the ANOVA indicated that at 5% 
significance level, there was no significant difference. The algorithms with rounding down 
also obtained the largest frequency with which the smallest packing height was obtained 
and the chi-squared test indicated that there were significant differences between the 
different rounding techniques. Based on this outcome, all CPF, CFF and CC algorithmic 
results considered for further comparisons employ the rounding down technique. 
The results shown in the third section of Figure 6.1 indicate that the CC algorithm 
obtained the smallest mean packing height. An ANOVA was carried out separately for 
each algorithm to decide whether the traversal order in which rectangles enter the system 
affects the performance of an algorithm. The results shown in Table 6.2(b) indicate 
that there are no significant differences between the mean packing heights obtained per 
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traversal order by each algorithm. Comparing the frequencies of obtaining the smallest 
packing height separately for each algorithm, the results from the chi-squared test (Table 
6.2(b)) revealed that only the CPF algorithm is affected by the order in which rectangles 
enter the system, achieving the largest frequency in the reverse traversal order. 
vVhen comparing all the algorithms obeying the tetris constraint, in terms of the mean 
packing height obtained over all the 542 test instances, the results of the AN OVA indicate 
that there is a significant difference. The results from the LSD (Table 6.1) suggest that 
the newly proposed CC and CFF algorithms are the best performing algorithms with 
no distinguishable difference between the mean packing heights obtained. However, in 
terms of the frequency of obtaining the smallest packing height, the two algorithms are 
distinguishable at a 53 level of significance with the CC algorithm achieving the largest 
frequency, as may be seen from the chi-squared test. 
A threshold value of 0.446 was computed for the CV, implying that for data sets with 
CV values smaller than the threshold, any of the special case algorithms may be used, 
but for values of CV larger than the threshold, the CC algorithm is recommended. This 
is shown in Figure 6.5 where the CC algorithm obtained the smallest packing height for 
over 1400 instances out of a total of 1 626 instances. 
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Figure 6.5: Aspect ratio analysis for the special case algorithms described in §3.1.2: a - BiNFL 
and NFL, b - CFF, c - CA, d - CPF and e - CC. 
6.4 The OF algorithm 
The OF algorithm, as described in §3.3.2, is a plane algorithm utilising a linear array 
to search for appropriate locations to pack a rectangle. vVhen using the ANOVA to 
test whether the three traversal orders played any role in the packing height obtained, 
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the result Fcalculated(37.338) > F criticat(3.00l) was obtained. This result indicates that 
there is a significant difference between the packing heights obtained in each traversal 
order, with the forward order achieving the smallest mean packing height (Figure 6.1). 
Using the chi-squared test, the result X~alculateA794) > X~riticat(5.99) indicates that there 
is a significant difference at a 5% significance level between the frequency with which 
the smallest packing height was obtained in each traversal order (Figure 6.3). The OF 
algorithm is the only heuristic in this dissertation that was able to achieve an optimal 
packing for all instances of Nl, N2, N3, N4, Tl, T3 and T4 benchmark data sets in the 
forward order. These results have been indicated by the bold face entries in the last 
column of Table D.l. 
6.5 Comparison of execution times 
The execution times of the online algorithms, when applied to the benchmark instances 
described in §1.6, are shown in Tables D.4-D.6 with each table representing the three 
traversal orders forward, reverse and random respectively. For the level algorithms, the 
group of algorithms FFL, MFFL, BFL and MBFL, considered to have achieved bet-
ter performances in terms of smallest packing height obtained, require correspondingly 
longer execution times than the poorer performing group of NFL, MNFL and BiNFL 
algorithms. This is an expected result, because the former group of algorithms involve 
searching the strip from the bottom upwards for a level with sufficient space and this is 
time consuming-particularly for a large number of levels. Ideally the best performing 
algorithm should achieve the smallest packing height in the quickest time. However, the 
results indicate that a trade-off exits between algorithms that yield good solutions, but 
take longer to execute, and algorithms yielding solutions of lesser quality, but achieving 
faster execution times. 
Turning to the shelf algorithms, the FFS0.5 and BFS0.5 algorithms require longer running 
times than the NFS0.5 algorithm, as expected, because the former algorithms search 
existing levels for sufficient space, while the latter takes only one shelf into consideration 
at each packing stage. Amongst the newly developed shelf algorithms, the SDev and 
SDiff algorithms require longer execution times than the SAve and SAve2 algorithms. 
This may be due to the fact that in the SDev and SDiff algorithms, the appropriate 
shelf type has to be determined first, and once found, the shelves of this type have to 
be searched for sufficient packing space, whilst in the SAve and SAve2 algorithms the 
shelves are just searched for sufficient space. 
For the special case algorithms obeying the tetris constraint, the newly proposed im-
provements, namely the CC, CPF and CFF algorithms, require longer execution times 
than their counterpart, the CA algorithm. This was an expected result, because the 
latter only takes a few patterns into consideration, while the other three algorithms take 
more patterns into consideration-therefore resulting in longer running times. This result 
indicates that this model shows potential with respect to yielding good solutions. 
The execution times required by the OF algorithm increases as the number of rectangles 
to be packed increases. The mean execution times shown in the tables, in most cases 
exceed those of the other online algorithms. This was an expected result, because in the 
OF algorithm, a search for sufficient space is involved due to the empty areas and linear 
arrays searched. 
Stellenbosch University  https://scholar.sun.ac.za
130 CHAPTER 6. COMPARISON OF ONLINE ALGORITHMIC RESULTS 
6.6 Chapter Summary 
In this chapter, online level algorithms from the literature (see §3.1.1) were compared 
with their proposed modifications in §3.2.1. The algorithms were compared in terms 
of the mean packing heights achieved over the 542 data sets described in §1.6 as well 
the frequency with which the smallest packing height is obtained for these benchmark 
data. The execution times of the algorithms were also compared. The classical shelf 
algorithms were also compared to new shelf algorithms that use a different technique in 
creating additional space within a shelf. The new shelf algorithms exhibit a very good 
performance. Special case algorithms obeying the tetris constraint were also compared to 
some newly proposed algorithms that take more patterns into consideration than those 
found in the literature and these yield very good results. The downside to these proposed 
algorithms is that they require rectangle dimensions to be integers, but this problem may 
be resolved by rounding. Finally, a new plane algorithm, the OF algorithm, was also 
tested using the three traversal orders and in the forward order it was able to achieve the 
optimal packing height for a few benchmark instances. 
The purpose of comparing the algorithms described in Chapter 3 is to facilitate an in-
formed decision as to which is the best algorithm to use, given a new data set. If the user 
is interested in online level algorithms, the newly proposed MFFL algorithm is the first 
choice followed closely by the FFL algorithm and finally by the BFL algorithm. These 
form the top three recommended online level algorithms. In the class of shelf algorithms, 
the top three are the NFSr, FFSr and BFSr algorithms. However, the newly proposed 
SA ve2 and SDev algorithms also perform very well, with the advantage that they do not 
depend on any user defined parameter. This advantage is due to the fact that a poor 
choice of such a parameter value may potentially lead to a poor performance by the NFSr, 
FFSr and BFSr algorithms. The newly proposed shelf algorithms, on the other hand, 
incorporate a different technique of employing the history of already packed rectangles. 
For applications that obey the tetris constraint, the results indicate that the newly pro-
posed CC algorithm, which takes more patterns into consideration than the original CA 
algorithm, is the first choice. This is followed by the CFF and CA algorithms. 
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A decision support system 
Whether in industry or in every day life, decisions have to be made on how to utilise 
space or material efficiently in applications such as the paper industry where different 
shapes and sizes are produced with minimum resource. This is the motivation behind 
developing an active computerised decision support system (DSS) for the strip packing 
problem, which involves deciding on the placement of items such that the minimum 
packing height is attained. Such a system is not only expected to aid managers in finding 
good solutions, but will also provide a visual display on where to pack each item. In 
industry, a DSS is particularly important in the sense that it is typically able to prompt 
high quality decisions within a short space of time. This is expected to lead to higher 
customer satisfaction, increased productivity and reduction in costs. 
Computerised systems are typically employed for speedy computations, technical support 
and quality support [112]. In terms of speedy computations, it is known that computers 
are able to perform highly complex computations within a short time period. Technical 
support refers to the ability to work with data sets which can be stored, processed and 
retrieved at any time. Finally, quality support is concerned with the ability to make an 
assessment over different scenarios or conditions and rapidly obtaining results which lead 
to improved decisions. This chapter serves to describe the various components of such a 
decision support system called the strip packing decision support system (SPDSS). 
7.1 The strip packing decision support system 
The SPDSS was developed using Visual Basic 6.0. All algorithms included in the SPDSS 
are able to solve strip packing problems of the form 
I 2D IR I SP I * I MiS IO,*,*,* I 
approximately. These problems are two dimensional and rectangles that have to packed 
may not be rotated. SPDSS was developed such that it is general and not tailored to solve 
any particular strip packing problem. It was also designed to be simple and user friendly. 
It is not web based as it is developed for use by one user on a personal computer and like 
any other system it comprises three main components, an input component, a processes 
component and an output component. These three components are shown schematically in 
the form of a flow chart in Figure 7.1. In the flow chart, data comprising each rectangle's 
131 
Stellenbosch University  https://scholar.sun.ac.za
132 
Plane 
er 
I 
I 
,.-----------< Special case 
Special case 
~1odifiable Boxes Known 
xS algorithm NFS, 
Os aJgorithm FFS, 
FFS I algorithm BFS, 
!ISM~ 
Tclrisconstraint 
Known :\ew 
Alar algorithm SDev 
Bi~'FL SDiff 
CA SAve 
SAve2 
~CW 
CPF 
CFF 
cc 
OUTPUT 
Total packing height and 
display of the pack.ing 
CHAPTER 7. A DECISION SUPPORT SYSTEM 
Get data from database or inscn new daia 
Online 
Known 
~'FL 
FFL 
BFL 
:\'cw 
~l:<FL 
~IFFL 
~IBFL 
I:<PUTDATA 
Reference. Height, Width 
and Suip Width 
DECISION 
Heuristic 
Exact 
Select aJgorilhm given in the list 
Level 
:-<FDH 
FFDH 
BFDH 
KPOI 
FC<R/FCNR.'IG 
AlgorithmJOIN' 
SF 
Kcnyon-Remila 
Plane 
Slcator 
Burke 
:\cw 
:-<FDHJW/DW 
FFDHIW/DW 
BFDHIW/DW 
FCNR,,,00 
SF,.,w 
Slcatormorl 
AlgorithmJOINm00 
SAS 
Level 
Lodi algorithm 
Plane 
~1ancllo algorithm 
OUTPUT 
Total packing height and 
display of the packing 
Figure 7.1: Flow chart of the SPDSS showing the three components, input, process and output. 
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above the top-most level. 
7) Compute the total height of the packing. 
Figure 7.2: SPDSS main user interface. The user has retrieved tl1e B1 data set with a strip width of 40 units, and bas indicated that an ofBine 
packing problem should be solved by means of a suggested list of heuristics. The list of recommended algorithms appears in the combo box 
labelled packing algorithm. Clicking the help button, a list of algorithms emerges, which upon selection, the algorithm description appears. 
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d cription and the trip width are r quir d. These are the input data and once it 
has been selected, the user has to d cide whether the problem under con ideration is 
an offiine or online packing problem. If it is an offiine ( online, re p .) packing problem, 
th n another d ci ion has to be made regarding which packing method, heuri tics or 
xact (level h lf pe ial ca e or plane r sp. )- hould be u ed. If exact (plane resp.) 
i elected, then the li t of algorithms i displayed corresponding to th e methods. If 
one of the other remaining methods in either category is selected, then the user has to 
make one more d cision about the particular algorithm to be employed: either to choose 
from a recommended list (denoted by suggested selection) or to choose from the entire 
list (denoted by user selection) of algorithms. Once an algorithm is selected, the total 
packing height and the packing pattern are displayed. 
The main user interface. hown in Figure 7.2, is based on the subtypology described in 
Chapter 1. Wh n the u er clicks on the menu item Help within this window, the entire 
li t of algorithm appears and under each algorithm a full de cription of the various steps 
of the algorithm is di played, as shown in the Description of Algorithms window of Figure 
7.2. For the system to function , the user fir t has to load a data et and enter the strip 
width , and then select different fields representing the properties of the particular strip 
packing problem being dealt with. Finally, a election of an algorithm to solve such an 
instance is carried out. 
E.lle 
Data Set: jLoad new data set or view already loaded 3 
Rectangle Ref: j2 Height j23 \.l/idth I 48 
J;;hange Qelete 
Reference Height \.l/idth 
19 79 
Figure 7.3: Interface for loading new data sets or maintaining data. In this screen hot, the 
user is about to add rectangle 2 to a new list being created. 
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7.1.1 Input 
The input data required by SPDSS is the reference, height and width of the rectangles. 
The rectangle reference is a label assigned to each rectangle so that rectangles may be 
distinguished. The program allows the strip width to be entered by the user and it must 
be a positive integer while the rectangle height and width may be floating point data. To 
load a new data set, view dimensions of already loaded data sets or simply to maintain 
the data, the user may click on the button Enter or Maintain Data which appears on the 
main user interface. Such an action causes the Enter Rectangle Details window (shown in 
Figure 7.3) to open, where the user can load new data sets or view the dimensions of data 
sets already loaded by clicking on the combo box labelled Data Set. When the user clicks 
125 nice1 .25 
126 nice2.25 
127· nice3.25 
--- . -~· 
1281 nice4.25 
----· -----· 
·129 nice5.25 
.. __ ------
130· nice6.25 
-- - - -- ...... -------
..,..._ .... ____ 131 . Qlc~7.2~---
132, nice8.25 
-----
133 nice9.25 
_ 134 ni_ce1q)_?_ ..!J 
Record: I• I • lJ 133 .. ·I .. , It 
Figure 7.4: Database table of the loaded data sets. An example of how the Mumford data {94} 
are stored in the data base, is sl1own in this figure. Note that a unique key is assigned to each 
data set. 
on the menu item File, four options appear, namely, Get Excel Data, Get Text Data, Save 
Excel Data and Save Database. In the case of loading new data sets, they may be loaded 
from either an Excel file, a text file or entered directly on the grid provided. SPDSS 
can only read Microsoft Excel [90] data with references in the first column, the rectangle 
height in the second column and finally rectangle width in the third column. The text 
data should follow the same format, but the entries on each line must be separated by 
commas. When loading new data on the grid, the user must click the Add button, each 
time entering dimensions of a single rectangle in the text boxes labelled Rectangle Ref, 
Height, Width until all the rectangles have been loaded. The program also allows the 
user to change or delete data entries by fir t selecting a particular row and then clicking 
either Change or Delete buttons. When loading new data sets, the user has to save the 
loaded data sets to a data base. The option Save Excel Data may be clicked when the 
user wants to create an Excel data file of the dimensions just entered on the grid. Part 
[101] suggested the use of a database to handle the data. Some of the reasons for this 
suggestion include: (1) it is faster than using an external file , (2) it can automatically sort 
the data when dealing with algorithms that require pre-sorting of the data and (3) all 
data may be grouped together (e.g. multiple data sets are contained within one location 
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8265 1 j .. _28.480~5 __ 31.~4849.'....-.J 
~251 8266 2 ~ 46.53127. _1? Jl656l 
1!1---1--- _ l25L__ 8~~7~3 ___ __. __ 31 .32587' 21 . 417~21 
1251 8268 4 29.71539--19.61116 
1251 8269 5 19.24619 29.41763 
-- - - -
1251 827016 31.32587 17.67189' 
111---+- -- 125.._i __ 8271 7 - 4.§ .53127) _-_1 1_:89B~3j 
1251 827218 25.32328, 19.61116! 
125! 8273 9 20.658381- - 19.47So4i 
125: 8274' 10 22.59542' 16.75077'-:J 
Record: t• I ~ II 1 .. 1 .. 1 l .. *i of 111431 
Figure 7.5: Database table of rectangle dimensions stored. The records shown in this section of 
the table represent those of the nicel.25 data set. The field DataSetid links the data sets and 
rectangles tables. Since DataSetid is 125, the dimensions shown are for the nicel.25 data set, 
which is the top-most record in Figure 7.4. 
as opposed to having multiple excel files containing each data set). The SPDSS uses the 
Microsoft Access [90] database to store data. This program was chosen, because it is 
believed that the majority of potential users will have access to the Microsoft office suite 
on their personal computers. It was also elected because it may be linked to Visual Basic 
6.0 for easy access of the data. The database table shown in Figure 7.4 has two fields , 
DataSetld and DataSetsDesc representing the key and labels assigned to each loaded 
data set respectively. This table is used to store the labels of the various data sets. The 
rectangle dimensions are stored in the Rectangles table shown in Figure 7.5. 
---'-11, ____ l H_e_u~i~Jics~ 
1' 2 Exact 
---· 
---1----_-_-_-_-_ 22~-- 8.She_lf __ _ t- 9·Level 
2' 10 Special f!~~ 
21 _ 1J Plane 
~-j__ 14 Offiine __ ~ + 1 2 Onlin~I 
* (~utoNun:ber) 
Record: 1• J • fl,;.. ---2 .. J-;1 J.-
~ o, (AutoNumber) 
Rec"ard: t• j • 11 . 7 ., I .-1 I 'f. I of 7 
(a) (b) 
Figure 7.6: Database table of packing types and packing methods. 
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7.1.2 Processes 
Relational tables are created in the database and linked to the main us r interface. These 
relational tables are u ed when the user selects the packing type, packing method, selection 
mode and packing algorithm shown in Figures 7.6- 7.8 re pectively. Packing type refers 
to either an offiine or an online regime described in §1.2 and it is the fourth field in the 
subtypology presented in §1.5. 
Each of these packing types are associated with various packing methods that are shown 
in Figure 7.6(b ), namely, heuristics , exact , shelf, level, special case and plane algorithms. 
The field labelled PackTypeld in this table indicates that offiine types are associated with 
heuristics and exact methods, while online types are associated with shelf, level, special 
case and plane methods. All these packing methods were described fully in Chapters 3- 4. 
Once the user has selected the packing type and packing method, the list of algorithms 
to choose from depends on what is termed selection mode. This refers to displaying 
algorithms that have been recommended in Chapters 5 and 6, referred to as Suggested 
Selection, in the table or just to provide the entire list of algorithm falling within the 
chosen category denoted as User Selection. Finally, the user is required to select one of 
PackMethodld Alg.orithmSelectionlD 
11 1. U_ser SeJ_ecti_gn 
1 __ 2 Sugg~t~d Selection 
81 3 User Selection 
- -- --
81 4. Sugg~s!~_d Selection 
+ 9 5 User Selection 
~~- --~-~ 
+ 9! 6 Suggested Selection 
____ 10t- (_U...§~_?e_le_ctjg_n__ 
+ l ____ 10r B~.Sugg.!~ted ~ele~tjon 
:r 2.1--------- 9.1-U_s~§ekct[o_n __ _ 
+ 
Record: H I ~ II 
11 1 
0 
101 User Selection 
AutoNumber I 
11 > I ~' ( • I of 11 
Figure 7. 7: Database table of the selection mode where the user may select suggested algorithms 
or select from an entire list of algorithms provided. 
the displayed algorithms in the combo box lab lled packing algorithms. 
7 .1.3 Output 
Upon selecting an algorithm, SPDSS was de igned to display the resulting packing along 
with a numeric value of the total packing height achieved, as shown in Figure 7.9. Also 
included is a label of the algorithm used and, as hown in the figure , FCNRmod algorithm 
was used. The displayed packing is also calibrated with tick marks for easy ace ss to the 
measurements. For data ts with a large number of rectangles, the displayed packing 
b comes cluttered and it is not easy to s th packing locations of each r ctangle-
this problem was solv d by including a grid and a zooming feature. The grid is used 
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------·---·-------.,---
·11 117! FFDHDW 
------
1i 118iSAS _:j 
1 ~· J ~• l~*lof 66 ~ Record: 14 l. 41 U 
Figure 7.8: Database table of the various packing algorithms described in Chapters 2-4. 
when dealing with algorithms that partition the strip into horizontal segments regardless 
of whether they are online or offl.ine. These include level, shelf, special case and some 
exact methods whereby the rectangles packed on each level are shown according to their 
references. Each row of the grid represents rectangles packed from the left to the right of 
the strip on each level or shelf. The number of rows in the grid depends on the number of 
levels or shelves created and the number of columns depends on the number of rectangles 
packed on each level. The grid appears in its own window to allow the user to view 
both the packing pattern and the grid simultaneously. The zooming feature is applied to 
all packing methods and the user is able to zoom in and out by clicking on the second 
horizontal scroll bar shown in Figure 7.9. 
7.2 Chapter Summary 
This chapter served as a description of the active decision support system referred to as 
SPDSS, developed in Visual Basic 6.0 for the 2D strip packing problem. First a flow chart 
of the working of the entire system was shown, depicting the various components of the 
model. Various screen shots of the different components of the decision support system 
were also shown and described. The system incorporates all the algorithms described in 
Chapters 3-4. The results based on the comparisons carried out in Chapters 5 and 6 are 
also incorporated by means of an option whereby the user is able to select an algorithm 
from a recommended list as opposed to selecting an algorithm from the entire list of 
algorithms. SPDSS is simple, user friendly and is expected to aid managers in making 
rapid, informed decisions with respect to suitable packing patterns. 
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Chapter 8 
Conclusion and JFu.ture Work 
An overview of the work carried out in this dissertation is presented m §8.1. Some 
recommendations about possible future work follow in §8.2. 
8.1 Dissertation Summary 
Because packing problems have a wide variety of applications in business and indus-
try, it is important to construct a unifying classification scheme for these problems. A 
sub-typology of six fields incorporating some of the basic and common characteristics 
encountered in packing problems was introduced in Chapter 1. The most important 
characteristic is dimensionality, because it characterises the geometry of the items and it 
is represented in the first field. The second characteristic captures the shape of the items 
(whether they are regular or irregular). The third characteristic determines the class of 
packing problems under consideration, whilst the fourth field deals with the type of in-
formation about the items to be packed. Objectives differ in packing problems and these 
are addressed in the fifth field. Finally, packing problems are subject to many different 
constraints, depending on the application, and these are included in the sixth field and 
represented in binary fashion. Objective 1 of §1.4 was achieved by the introduction of 
this classification scheme. 
In this dissertation, a survey and review of twenty six known exact and heuristic methods 
for solving two-dimensional packing problems was carried out in Chapters 2-4. Three 
new improvements to the special case algorithms dealing with rectangles obeying the 
tetris constraint were presented in §3.2.2. The algorithms seek to take more patterns 
into consideration than their counterpart from the literature by using a linear array. The 
modified algorithms were observed to yield solutions of high qualities. A total of twenty 
possible modifications to some of the heuristics were suggested in Chapters 2 and 3-thus 
realising Objective 2 of §1.4. 
It was observed in some of the classical heuristics from the literature that when there 
is a significant difference in height between rectangles packed on the same level, this 
leads to a poor solution quality. This led the author to the development of a new level 
algorithm in §2.3, named the Size Alternating Stack (SAS) algorithm, which seeks to 
utilise a level fully by stacking rectangles on top of one another within a level, provided 
there is sufficient space. Algorithms such as the new SAS algorithm and the Floor-Ceiling 
141 
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algorithm from the literature, which fully utilise space within a level, were observed to 
exhibit high quality solutions. Other shelf algorithms from the literature reviewed in this 
dissertation employ a parameter whose value is selected beforehand by the user, and a 
poor selection of such a parameter value may possibly lead to poor solution quality. This 
was the motivation behind seeking a new approach when dealing with shelf algorithms. 
Such a new approach to shelf algorithms was introduced in §3.3 whereby the history of 
rectangles packed is employed when creating additional space within each shelf. Four 
new shelf algorithms applying this new technique were presented in §3.3.1. This method 
has proven to yield good solutions. A new plane algorithm, named the Online Fit (OF) 
algorithm, was also developed in §3.3.2. These six new heuristics contributed to the 
realisation of Objective 3 in §1.4. 
All the algorithms (known and new) were implemented in Visual Basic 6.0 with the 
objective of testing and comparing them. The algorithms were tested in Chapters 5 and 
6 on a total of 542 benchmark data sets that have been obtained from the literature, 
as described in §1.6. The benchmark instances were generated differently and comprise 
different characteristics. It is imperative to select such a variety of data to investigate 
whether some algorithms are more inclined to yield good solutions for particular data 
set types-thus eliminating bias. Once implemented, the algorithms were compared in 
terms of solution quality (i.e. the mean packing heights obtained by the algorithms), the 
frequency with which the smallest packing height was achieved and efficiency in terms 
of execution time. The coefficient of variation is an attribute of the data sets used to 
determine the best algorithm to use for a given data set-thereby fulfilling Objective 4 
of §1.4. 
A computerised decision support system is desirable to aid managers in industry when 
making quick and good packing decisions. Such a system, known as the strip packing 
decision support system (SPDSS), was developed in Chapter 7. The SPDSS is able to 
incorporate large data sets that may be retrieved from storage and modified at any time, 
since it uses a database to store the data. Such an automated process is required as 
opposed to manual assembly of layouts, since the latter is costly, time consuming and 
does not necessarily yield solutions of good quality. The final objective of §1.4 was 
therefore accomplished by the development of the SPDSS. 
8.2 Future Work 
Although packing problems have been researched extensively for many years, there is 
still more work to be done in finding efficient algorithms that are not computationally 
expensive. Also, new techniques, approaches and methods may be introduced. The 
author realised that some aspects of the algorithms in this dissertation may be explored 
further in future, and some of these aspects are outlined in this section. 
8.2.1 Future work on ofHine algorithms 
In the FFDH algorithm, described in §2.1.1.2, existing levels are revisited. A rectangle is 
packed on the lowest level where there is sufficient horizontal space. In future, packing in 
sub-levels within a level may be explored. Since the rectangles are ordered according to 
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non-increasing height, sub-levels may be defined as the space between the upper edge of a 
level and the top edges of rectangles (see Figure 8.1 where three sublevels are denoted by 
sub 1, sub 2 and sub 3). When searching for the lowest level to accommodate a rectangle, 
the search may begin with the sub-levels and finally consider the residual horizontal space. 
If there is insufficient space, then the search may continue to the next level or a new level 
may be created above the top-most level if none of the existing levels have enough room. 
The objective should be to attempt to utilise the space within a level fully, because it 
has been observed that such algorithms yield good solution qualities. 
sub I 
----------
5 sub 2 
-
---------8 sub 3 
- -9 12 I 
Figure 8.1: Illustration of three sub-levels (sub 1, sub 2 and sub 3) within a level in the FFDH 
algorithm. 
In the Sleatormod algorithm, described in §2.1.2.1, the search is terminated if the first 
narrow rectangle or the first subsequent rectangle cannot be inserted near the wide rect-
angles. There is a possibility of improving this procedure by not terminating the search, 
but rather traversing the entire list of narrow rectangles, because there might be some 
that fit. Nonetheless, if the list of rectangles to be packed is long, then this may have a 
significantly negative impact on the execution time. 
The new size alternating stack (SAS) algorithm, described in §2.3, has been observed 
to yield good solutions. In future, this algorithm may be incorporated into an exact 
algorithm at the root node to form an initial solution or at the descendant nodes to 
improve the incumbent solution. 
In the literature, bin packing problems have been solved in two-phases, whereby the first 
phase comprises strip packing and the second phase packs the resulting blocks into bins 
[14, 79]. A block is defined as the collection of rectangles packed on the same level into 
the strip. In a similar fashion, the SAS algorithm may be used as a first phase in the 2D 
bin packing problem. 
It would also be of interest to carry out a theoretical analysis of the asymptotic perfor-
mance bounds of the newly proposed algorithms and thus compare them to the known 
algorithms. This would give an indication of how good or poor, in theory, the algorithms 
perform in relation to an optimal solution. The performance of the SAS algorithm should 
be compared to that of the FFDH algorithm and for online algorithms, the new shelf al-
gorithms should be compared with those from the literature that employ the parameter 
r. 
In recent years, evolutionary methods, such as genetic algorithms (GAs) and neural net-
works, have been used to solve packing problems [56, 64, 74, 94]. These are methods that 
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search the solution space of feasible solutions in an attempt to find the best solution. 
Genetic algorithms employ biological evolution as an optimisation tool. In genetic algo-
rithms a population consisting of chromosomes (which, in turn, consist of genes) is used 
to move from one population of candidate solutions to the next. The size of the popula-
tion is important, because it determines how accurate and how long the GA may take to 
reach a good solution-moderately sized populations are preferred. The two important 
features in a GA are crossover and mutation-the former refers to the exchange of genes 
from parent chromosomes to form new offspring, while in the latter the newly formed 
offspring are randomly perturbed. The idea is to take good genes from the parents in 
the hope of producing good offspring solutions. The most important step when using 
GAs to solve a particular problem is to decide on an appropriate encoding scheme for 
the chromosomes-some of the commonly used coding schemes are binary encoding and 
permutation encoding. In binary encoding, the chromosomes are represented as a string 
of zeros and ones and this type of encoding is suitable for use in solving problems such 
as the knapsack problem. Permutation encoding, on the other hand, is suitable for use 
in bin packing problems, since the chromosomes represent the order in which items are 
packed. 
The potential of integrating the SAS algorithm into a GA may be explored. A permu-
tation encoding scheme may be used with each chromosome assigned either a "+" or 
"-" sign denoting a narrow and a wide rectangle respectively. The fitness of a candidate 
solution may be taken as the packing height obtained, and if two offspring produce the 
same fitness, then the offspring with the largest wasted area may be selected, because 
potentially such space may be utilised further to pack rectangles. 
8.2.2 Future work on online algorithms 
A plane algorithm, referred to as the Online Fit (OF) algorithm, was described in §3.3.2. 
This online algorithm achieved an average performance, but the most interesting aspect 
of the algorithm was that it was the only heuristic in this dissertation that was able to 
achieve an optimal packing height for certain benchmark instances. This was a clear 
indication that with some adjustments to some of the steps, the OF algorithm may 
achieve much better performance. The OF algorithm uses a linear array to store the 
packing heights at various x-coordinates of the strip and involves four main steps: 
1. empty areas are searched for sufficient space, 
2. the linear array with identical entries is searched for sufficient space, 
3. the linear array with decreasing order entries is searched for sufficient space and 
4. items are packed at the top. 
A possible improvement to the OF algorithm would be to eliminate step 3 and instead 
search for sufficient space by considering the widths of the nearest neighbouring rectangle. 
A rectangle may have one neighbour (left or right) or two neighbours (left and right). A 
left (right, resp.) neighbour of rectangle Li is defined as a upper edge of a rectangle that 
coincides with the left-hand (right-hand, resp.) edge of rectangle Li· The bottom edge 
of the strip may also be a considered a neighbour if no rectangle has been packed on the 
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right-hand side of rectangle Li. In Figure 8.2(a), the left neighbour of rectangle 5 is the 
top edge of rectangle 4 and the right neighbour is part of the top edge of rectangle 2 from 
x = 3. On the other hand, in Figure 8.2(b) the left neighbour of rectangle 3 is part of 
the top edge of rectangle 2 from x = 3 and the right neighbour is the bottom edge of 
the strip from x = 8. The total width considered for packing is the sum of the widths of 
the rectangle and its neighbours. A rectangle is packed on the width of sufficient space 
and at the lowest height (this is the height coinciding with the top edge of the rectangle 
whose neighbours are being considered). In Figure 8.2(c), there are two total widths to 
consider before packing rectangle 6 and these are a width of 7 at height 16 or a width 
of 6 at height 8. Clearly, the second option should be selected, because it has sufficient 
width and it occurs at the lowest height. 
18- 18- 18-
16- r,::: '.'.;) 16- ~ 16- ~ 
14-
-
14-1-- 14-1--
.----
12- 1i- 12-
4 5 4 5 4 5 6 IO- w- IO-
8 - ~ 8 - ~~ 8 -
6 6 6 
4 - 2 3 4 - 2 3 4 - 2 3 
2- 1 2 - 1 2 - 1 
2' •' 6' s' 10 2' •' 6' 8
1 
IO 2' •' 6' 8 10 
(a) (b) (c) 
Figure 8.2: Illustration of the notion of nearest neighbours which are indicated by the dashed 
lines. In (a) a total width of 2 + 2 + 3 = 7 units occurs at a height of 16, while in (b) a total 
width of 3 + 2 + 1 = 6 units occurs at a height of 8. 
Online packing problems still present a challenging area in the packing problem literature 
and more work has to be done by either introducing new packing techniques (as was done 
in this dissertation) or by introducing new solution methods. 
8.2.3 Future work on the decision support system 
The newly developed SPDSS has been developed so that it may be incorporated into 
a larger decision support system. It may, for example, be combined with a bin packing 
decision support system so that the user has a choice between strip packing or bin packing 
algorithms at his/her disposal during the decision support process. 
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Appendix A 
Basic concepts in algorithmic 
complexity and performance 
Algorithmic complexity, as defined by Chartrand and Oellermann [20], measures the 
amount of computational effort expended when a computer solves a problem using a 
specific algorithm. The objective is to understand the intrinsic difficulty in computational 
problems [111]. It is usually measured by two variables, the time complexity and the 
space complexity. The former measures the time required to execute the algorithm, while 
the latter measures the computer memory space required to execute the algorithm. In 
this dissertation only time complexity is considered, because the space complexities of 
all algorithms in this dissertation are negligible. Most algorithms have running time 
dependent on the input-as such, the performance of an algorithms is typically measured 
in terms of running time over all inputs. Since computing the exact time required by 
a computer to implement an algorithm is affected by various factors, such as processor 
speed and operating system, a more universal notation measuring the order of magnitude 
of this time as a function of the input size of the problem instance is preferred above 
measuring the time in seconds (say) on a specific computer. Suppose the input size is 
denoted by n, then the "big O" notation, O(expression) where expression is a function of 
n, is a measure of growth as the input size increases. This method removes all constants 
from expression and gives an estimate of the execution time in relation to some function 
of n as n--+ oo. Some of the common classifications of complexities are: 
o Constant, 0(1): complexity is independent of n. 
o Linear, O(n): complexity is directly proportional ton. 
o Logarithmic, O(log n): complexity is proportional to the number of times n can be 
divided by 2. 
o Quadratic, O(n2 ): complexity is proportional to the square of n. 
o Exponential, O(an): complexity grows exponentially inn. 
Let f and g be non-negative functions on the positive integers. If 
f(n) :::; c1 g(n) for all n 2:: N1 (A.l) 
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for some constants c1 > 0 and N1 E N, then one writes f(n) = O(g(n)) and it is said 
that "f(n) is of order at most g(n)". In this case g is referred to as an asymptotic upper 
bound for f. On the other hand, if 
(A.2) 
for some constants c2 > 0 and N2 E N, then one writes f(n) = D(g(n)) and it is said 
that "f(n) is of order at least g(n)". In this case g is referred to as an asymptotic lower 
bound for f. D(expression) denotes all functions that grow faster than or at the same 
rate as expression as n --+ oo. Lastly, if 
(A.3) 
for some constants c3 , c4 > 0 and N3 E N, then one writes f(n) = G(g(n)) and it 
is said that "f(n) is of order g(n)". In this case g is referred to as an asymptoti-
cally tight bound for f [66]. G(expression) denotes all functions which grow at the 
same rate as expression as n --+ oo. The advantage of using these three measurements 
(O(expression), D(expression) and G(expression)), is that they are system-independent, 
meaning that they are not affected by the processing power of a specific computer. There 
are different ways of comparing execution times of algorithms and these include best-case, 
average-case and worst-case time complexities. The best-case (average-case, resp.) time 
complexity is the minimum (average, resp.) running time over all possible inputs of size 
n. In this dissertation, the worst-case time complexity is considered throughout and it 
refers to the ma.."'<imum time required to execute an algorithm for inputs of size n based 
on the number of "basic operations" performed. 
Algorithms for which the complexity is O(nc), for some fixed c E JR+, are said to be poly-
nomial in the input size n. When considering certain special cases of packing problems, 
a number of polynomial time algorithms and even optimal packing strategies are known 
([4, 70]). The computational complexity and efficiency of an algorithm may be evalu-
ated by applying it to established and well documented benchmark packing problems 
([73, 122]), and comparing its performance with those of other algorithms. Performance 
bounds may also be derived (either absolute and asymptotic performance bounds). Given 
a list .C = { L1 , L2 , ... , Ln} of items to be packed, the objective function value of an op-
timal packing of .C is denoted by OPT(.C)-this value may be the minimum number of 
bins packed in the case of a multiple bin packing problem, or the height of the packing 
obtained in a strip packing problem, or even the maximum number of items that may fit 
into a single closed bin without overlapping. Suppose A is an algorithm, and that A(.C) 
is the objective function value of the packing produced by A, when packing items in the 
list .C. If a is a constant such that 
A(.C) :::; a OPT(.C), (A.4) 
then a is known as an absolute worst case performance bound of A. If a and f3 are 
constants such that, for every possible list .C of rectangles, 
A(.C) :::; a OPT(.C) + /3 (A.5) 
then, a is known as an asymptotic worst case performance bound of A. ·worst case bounds 
are most commonly used as standard measures of the performance in the evaluation of 
heuristics. However, the so-called asymptotic packing efficiency may also be used as a 
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measure of performance, and is defined as the expected rate of increase of waste in the 
packing, expressed as a function of the number of objects packed. To determine the 
best algorithm for a specific application, Dowsland and Dowsland [40] suggest testing it 
empirically on typical or benchmark data sets. 
In complexity theory, the aim is to classify problems according to their computational 
hardness. A problem is considered to be "hard" if there is no deterministic algorithm 
that solves it efficiently [59]. In this context, efficiently means a low degree polynomial 
algorithm exists that may solve the problem. A problem with running time in O(n 1000 ) is 
obviously impractical since n iooo > 2n for all reasonable input sizes n. Fortunately, poly-
nomial time algorithms for "natural" problems almost always have low degree polynomial 
running time in practice [59]. 
A large part of decision theory deals with a special type of problem known as a decision 
problem-such a problem takes a string as input and returns "yes/no" answer as output 
[lll]. If a "yes" is returned in polynomial time, then the problem is classified as a 
problem in the class P (an acronym for polynomial). Polynomial time algorithms have 
been selected to represent an efficient computation, because they typify "slow growing" 
functions [121]. Yet even a low degree polynomial time complexity is not a guarantee 
of speediness, as there may be very large constants in this time complexity masked by 
0-notation. 
If, a "yes" is returned, given additional information to the problem instance, then the 
problem is classified as a member of the class NP (an acronym for non-deterministic 
polynomial). The additional information given with respect to a particulci,r instance of 
the decision problem is known as a certificate (a certificate specific to a decision problem 
might exist but it may be difficult to determine such a certificate). Currently there is no 
method to prove that most of the practical problems of interest are not in P-this led 
to the introduction of the concept of NP-completeness. This concept provides at least 
a good reason to believe that a specific problem is hard when one is unable to prove 
evidence of this fact [59]. Polynomial time reducibility is a concept introduced for "how" 
to prove the hardness of some problems even though there is no direct mathematical 
method for this purpose. This involves the transformation of any hypothetical algorithm 
into an efficient algorithm for any other decision problem in NP. More formally stated, 
let Ki and K 2 be two decision problems. Then Ki is said to be polynomial-time reducible 
to K 2 , denoted Ki ""t K 2 , if 
a) there exists an algorithm A1 capable of solving any instance of K 1 , 
b) an algorithm A2 exists which is capable of solving all instances of K 2 and 
c) Ai contains as subroutine algorithm A2 such that Ai is a polynomial time algorithm 
if A2 is a polynomial time algorithm. 
The implication of polynomial time reducibility is that Ki E P if K 1 ""t K 2 and K 2 E P 
[50]. If Ki ""t K for all K 1 E NP, then K is said to be NP-hard. A problem K is NP-hard 
if a polynomial-time algorithm for K would imply a polynomial-time algorithm for every 
problem in NP [43]. If KE NP and K is NP-hard, then K is said to be NP-complete. 
Loosely speaking, an NP-complete problem is a problem instance B coupled with the 
fact that no other problem in NP is more than a polynomial factor harder to solve than 
B [96]. Problems outside P are "real" computational problems which in theory, can be 
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NP 
Figure A.1: Complexity classes and their relationships 
solved by computer, but in many cases the only known algorithms for this purpose are 
completely impractical. As such, more work has concentrated on the use of approximation 
algorithms. In these algorithms, time complexity may be improved although the solution 
quality is compromised, since an approximation algorithm searches for an approximation 
of the optimal solution rather than searching for an optimal solution. The objective is 
to determine, for a fixed E > 0, an algorithm whose cost differs from the cost of the 
optimal solution by at most 1:%. An approximation scheme for a problem is a family of 
algorithms that use a precision requirement 0 < E < 1. A polynomial time approximation 
scheme (PTAS) for a problem is a class of algorithms {A€ : E > O} such that for each 
fixed E, A€ is a polynomial time algorithm for the problem at hand. A fully polynomial 
time approximation scheme (FPTAS) is bounded by a function which is polynomial in 
both the size of the input and l/i:. Problems are often classified in relation to P and 
this relationship between the different classes of complexities are shown in Figure A. l. 
A FPTAS for the two-dimensional strip packing problem was developed by Kenyon and 
Remila [70]. 
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Appendix B 
One=dimensionali bin packing 
problems 
This appendix serves to describe some of the principles used in the Kenyon-Remila algo-
rithm described in §2.1.3. 
In the one dimensional (lD) bin packing problem the objective is, given a list [, = 
{L1, L2, ... , Ln} of rectangles and a bin capacity C > 0, to pack the rectangles in[, into 
a minimum number of bins of capacity C. The rectangles in [, have width equal to the 
width of the bin, but varying heights. 
Karmarkar and Karp [68] introduced the notion of a fractional bin packing and of a linear 
gro'Uping when solving packing problems of the form 
I lD I RI MFB I Off I MiB I 0,0,0,0 1, 
and these notions are described here. Karmarkar and Karp [68] developed an algorithm 
for the lD bin packing problem, which requires n rectangles of rn different types to be 
packed into a minimum number of bins, such that the sum of the heights of the rectangles 
is less than or equal to 1 (here 1 represents the bin capacity). A config'Uration is defined 
as a multi-set of rectangle types capable of being packed together within a single bin. 
The fractional bin packing problem is the linear program in which the objective is to 
minimise z = Lb 
subject to A:I > Q, (B.l) 
:1 > 0, 
where l is the q-vector of all ones, :1 = [x1 , ... , xq]T, where Xj is the number of occurrences 
of bins in which configuration Cj is packed and A is an m x q matrix whose ('i, _j)th entry 
Aij denotes the number of type i rectangles in configuration Cj. The number of possible 
configurations is denoted by q and Q = [b1 , ... , bmf, where bi is the number of rectangles 
of type 'i to be packed. The notion of a linear grov,ping refers to the process of partitioning 
the set of rectangles into groups G1, G2 , ... , G.s so that G1 contains the k E z+ largest 
rectangles in terms of area., G2 contains the next k largest rectangles, and so on. 
A process of elimination is employed by Karmarkar and Karp [68] whereby the list [, is 
partitioned into narrow and wide rectangles and packing resumes with wide rectangles, 
since the narrow rectangles may be inserted amongst the wide rectangles. 
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Appendix C 
Statistical tools 
This appendix serves to describe several statistical tools that are employed in this disser-
tation. Packing problems often involve large sized data sets and these tools are used to 
gain more information about the data as well as during the comparison of algorithms. 
The three most commonly used measures of the location of central tendency are the mode, 
the median, and the mean [81]. The mode is the value which occurs most frequently, 
the median is the midpoint of all the individual measures when arranged in order of 
magnitude, and the mean is the arithmtic average of all the individual measures. 
The mean of a data set is computed as 
(C.l) 
where n is the input size and Xi is the i-th datum [102]. Variance (0' 2 ) is a measure of 
variability and it is defined as the average of the squared deviations from the arithmetic 
mean [1], that is 
1 I: - 2 O' = -- (xi - x) . 
n-1 (C.2) 
It is of interest to know how the data are spread out in relation to the mean of the 
distribution and a common measure used in this regard is the standard deviation [93]. It 
is only used when the mean is the measure of the centre since other measures such as the 
mode and median may be used to locate central tendency. The standard deviation ( O') is 
the square root of the variance computed as 
(C.3) 
Clearly, variance and standard deviation provide the same information and one can always 
be obtained from the other. 
Confidence levels deal with the precision of an estimated value by stating limits within 
which it may be reasonable to assert that the true value lies [35]. The range of values 
between the limits is referred to as a confidence interval. Loosely speaking, a confidence 
level is the probability value 1 - a associated with a confidence interval and is often ex-
pressed as a percentage. Normally values from 903 upwards are used so that conclusions 
may be deemed accurate. In this dissertation the significance test is used to dispute some 
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stated claim. This claim is called the null hypotheses and is a statement that typically 
declares "no difference" between two values and a significane level (a) is selected such 
that 100(a)% of the time the null hypothetsis is rejected. 
The students' t-test is used when comparing the means of two data sets [93]. ·when 
comparing the means of more than two sets of data an ANalysis Of VAriance (ANOVA) 
is used [93]. In this case the null hypothesis states that the means are all equal. If there 
are observed differences among sample means, the ANOVA is used to assess whether 
the differences between means are statistically significant. The F-distribution is used 
in the ANOVA and the Fcalculated value is used to compare the variation among sets 
with variation within the set. vVhen F calculated > F critical there are significant differences 
between the observed means, where F critical is a tabulated value from a so-called F-table 
[105, pages 110-130]. Unfortunately the results of the ANOVA only indicate whether 
there are significant differences between observed means, but if so, it is not clear which 
means differ, because it may be that only one mean differs from the rest or that all of 
them are different, for example. In the case where there are significant differences, the 
method of Least Significant Difference (LSD) is used to determine which sample means 
differ from which others. 
The chi-squared test is used to assess whether the observed differences in the number 
of individuals in various categories are statistically significant at a particular level of 
significance [93]. In this dissertation it is used to compare the frequency with which 
an algorithm obtains the smallest packing height. The X~alculated value is calculated by 
using the values of the expected frequencies (expected if the null hypothesis is true) and 
observed frequencies (actual performance of an experiment) such that 
2 (0 - E)2 
Xcalculated = L E ' (C.4) 
where 0 and E denote the observed and expected frequencies respectively. If X~alculated > 
x;.itical' then there is a significant difference between the frequencies, where x;.itical is a 
tabulated value from a so-called x2-table [105, pages 98-99]. 
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Appendix D 
Mean packing heights and execution 
times for onliine algorithms 
This appendix contains a summary of the mean packing heights obtained by the online 
algorithms described in Chapter 3 when tested on the 542 benchmark data described in 
§1.6. There are three tables representing the three data traversal orders-forward, reverse 
and random-shown in Tables D.1-D.3 respectively. 
The mean execution times expended by the online algorithms are also shown in Tables 
D.4-D.6 for the three traversal orders respectively. All the tables in this appendix are 
partitioned into four segments by means of vertical double lines. The first segment repre-
sents the results obtained by the online level algorithms, followed by the shelf algorithms 
in the second segment. The third and the fourth segments represent results achieved 
by the special case algorithms obeying the tetris constraint and the plane algorithms 
respectively. 
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Table D.1: Summary of mean packing heights in the forward traversal order obtained by the online algorithms over the 542 benchmark data 
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TS 73 200 51·1.40 472.40 472.40 588.00 413.80 432.40 402.00 402.00 402.00 781.62 S00.00 1134.38 ·143.87 487.80 676.02 472.92 514.40 476.40 408.60 378.40 860.88 514.40 349.60 
T6 97 200 533.00 507.60 509.20 644.20 436.60 481.60 435.80 435.80 435.80 922.76 927.19 1234.69 778.70 796.40 856.78 547.36 533.00 478.SO. 432.80 409.80 1044.93 533.00 355.00 
T7 199 200 515.20 498.60 498.60 676.20 462.00 495.40 484.80 473.60 473.60 984.38 832.50 1013.75 749.87 757.80 827.56 509.70 515.20 472.40 409.00 371.20 920.14 515.20 426.40 
nice.25 25 100 171.85 158.42 158.35 214.72 164.81 166.12 216.48 209.44 210.72 299.66 398.25 448.50 253.80 256.89 261.92 188.73 171.31 161.70 159.91 149.53 318.65 171.85 157.74 
nice.50 50 100 178.39 164.33 16'1.56 243.88 169.67 172.10 210.24 206.24 205.60 302.09 35·1.00 458.25 244.62 247.30 260.61 184.90 178.39 163.30 166.48 152.41 300.91 178.39 172.28 
? nice.100 100 100 185.06 173.76 173.83 283.32 169.40 174.94 187.76 183.44 182.96 348.36 315.38 381.25 256.03 259.38 279.78 187.37 185.06 166.43 170.37 156.69 286.63 185.06 191.33 
nice.200 200 100 194.78 IS.1.50 184.68 326.44 174.87 181.43 184.40 181.60 182.32 450.75 320.63 315.13 249.69 250.32 296.16 191.88 194.78 173.21 172.53 157.77 267.03 194.78 203.78 
s- nice.500 500 100 201.01 192.48 192.48 377.03 173.52 179.28 163.20 160.80 160.80 676.77 445.JG 326.41 257.68 258.57 297.48 190.25 201.01 175.26 173.57 161.02 268.59 201.01 237.83 
3. 
-
path.25 25 100 274.ll 200.06 208.89 313.59 228.07 229.38 263.02 261.10 261.10 ·181.75 477.75 540.13 397.64 402.42 393.97 276.44 271.81 258.66 244.68 223.59 656.80 274.ll 130.83 
"- pat.h.50 50 100 349.59 254.85 262.65 415.57 271.23 273.54 277.82 274.90 274.74 577.39 535.91 588.03 47i.02 477.37 ·181.37 332.88 349.28 322.12 281.00 258.61 766.0I 349.59 131.77 
~ path.100 100 100 448.55 325.86 329.88 547.06 327.22 333.17 278.43 275.83 275.57 700.37 589.73 644.29 624.82 624.17 656.74 409.77 447.00 404.69 324.86 298.75 825.62 448.55 135.07 path.200 200 100 574.00 436.98 443.08 728.43 393.89 402.53 282.85 277.99 276.97 891.24 690.79 684.87 723.27 726.52 876.15 501.79 573.39 505.24 373.77 340.90 825.i9 574.00 145.43 
path.500 500 100 i92.02 639.29 &.11.16 1061.94 501.59 505.67 260.13 258.03 256.43 1295.23 902.03 746.09 985.90 994.24 1409.59 686.85 792.02 709.92 461.36 ·130.57 813.76 792.02 169.68 
Table D.l (continued) : Summary of mean packing heights in the forward order obtained by the online algorithms over the 542 benchmark 
data sets described §1.6. The shaded columns represent mean packing heights achieved by the proposed modilications and new heuristics as 
part of the contribution by the author. The bold faced entries represent instances where the optimal height was achieved. 
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> 0 
* 
0 z "l to ~ ~ ~ z "l to ;;:: ;;:: ;;:: (J) (J) (J) (J) () () () () > to 0 c ~ 0 'tl "l "l "l z "l Cl "l "l "l (J) (J) (J) 0 0 > > > 'tl "l () s z "l ~ s ..., t"' t"' t"' (J) (J) (J) go ~ " ~ < < "' "l "l "' ~ "' ~ "' "l "l "l 0 < " "' ., "l 0 "' "' 0 ; ~ "' "' 0 (J) ;::i t"' t"' t"' "' c, , ~ "' ·"' ., ~ t"' ., & " "' "' "' "' "' " "' " n "' 
u, 10 - 1016 1016 1016 1184 1016 1114 1536 1536 1536 1266.56 1500 1500 1182.24 1135 1107.67 1127.02 1016 1016 1016 1016 1086.00 1016 1086 
U2 20 - 1821 1378 1429 2078 1378 1411 2432 2304 2176 2143.04 2500 2500 1746.96 1731 1740.04 1656.61 1716 1741 1821 1741 2367.00 1821 1975 
u, 30 - 2459 2374 2374 2872 2237 2240 3584 3072 3072 3193.15 4000 4000 3025.26 3242 2965.18 2438.ll 2360 2360 2459 2360 3317.00 2459 2892 
u, 50 - 4423 3717 3623 4953 3786 3731 6208 4800 4800 5206.59 6625 6625 4201.02 4287 4414.21 4198.20 4380 4380 4423 4380 6125.00 4423 5525 
v, 10 - 25 25 25 31 30 31 44 44 44 38.99 35.00 35.00 43.86 48 40.54 37.03 25 23 25 23 35.00 25 28 
al V2 17 - 36 33 36 40 33 33 47 47 47 46.67 58.75 58.75 67.07 67 65.53 52.79 36 33 36 33 7S.00 36 38 ~ 
~ V3 21 - 46 42 42 49 3S 42 53 53 53 54.77 71.25 71.25 72.00 72 72.00 54.65 45 45 46 45 71.00 46 38 v, 7 - 27 27 27 37 34 37 24 24 24 46.13 40.00 40.00 42.02 42 40.53 38.13 27 24 27 24 45.00 27 27 
? V5 14 - 48 48 48 66 47 55 66 66 66 62.10 92.50 92.50 71.46 S2 53.46 52.80 4S 48 48 48 118.00 48 66 
.£ v6 15 - 42 50 50 44 40 40 64 64 64 65.16 85.00 S5.00 67.85 74 77.00 61.29 42 42 36 35 78.00 42 33 
V1 8 - 21 21 21 25 23 24 54 54 54 41.55 47.50 47.50 35.81 43 40.00 28.S6 21 21 20 20 4S.00 21 20 
Vs 13 - 64 57 57 69 44 41 64 64 64 71.74 110.00 110.00 53.S6 52 72.00 65.S2 64 54 64 54 138.00 64 70 
Vo lS - so 80 80 100 87 89 90 90 90 102.27 153.75 153.75 101.85 75 94.17 84.55 73 68 80 68 126.00 so 87 
v,. 13 - 85 85 S5 87 86 86 99 99 99 93.17 95.63 95.63 168.00 172 lS0.00 154.56 85 85 85 S5 144.00 85 83 
V11 15 - 76 76 76 128 119 122 100 100 100 151.25 191.25 191.25 160.93 163 134.19 123.26 76 76 76 76 156.00 76 74 
V12 22 - l3S 129 129 120 111 111 136 136 136 156.19 225.00 225.00 237.03 240 235.68 143.77 l3S 132 13S 132 172.50 138 103 
B, 10 40 66 60 60 72 66 66 60 60 60 Sl.86 100.00 125.00 63.44 74 66.Sl 66.741 66 52 66 52 90.00 66 60 
82 20 50 91 S5 7S 97 85 so 100 100 100 110.61 157.50 157.50 92.41 106 97.62 96.44 91 88 91 88 105.00 91 86 
83 30 50 117 99 99 134 107 110 72 72 72 176.34 292.50 292.50 181.06 167 131.29 121.93 117 99 94 93 191.50 117 124 
al B, 40 so 222 217 217 270 205 241 328 328 328 379.10 275.00 400.00 378.81 344 302.75 251.48 222 157 177 122 284.00 222 171 
" 
85 50 100 151 143 143 185 145 144 216 208 208 265.13 293.75 331.25 182.06 176 188.63 167.64 151 139 150 142 247.50 151 194 ~ 86 60 100 198 179 179 234 175 lS6 144 140 140 293.77 290.63 346.88 162.96 169 210.67 184.51 198 197 lS5 160 353.13 19S 140 
~ 87 70 100 385 340 340 462 252 313 290 290 290 459.42 655.00 727.50 502.53 586 449.13 351.l2 385 385 318 268 800.00 385 255 
;!. Bs 80 80 203 191 191 297 199 220 156 156 156 327.83 318.75 37l.8S 165.80 154 360.40 227.16 ' 203 203 174 151 504.50 203 194 
~ Bo 100 150 424 359 388 445 315 330 296 284 2S4 483.23 531.25 634.38 356.0S 362 409.09 379.37 422 388 386 357 684.00 424 228 
810 200 150 423 388 3S8 376 317 326 304 300 300 547.62 479.06 562.19 290.9S 376 383.S7 318.55 423 403 368 321 533.06 423 304 
811 300 150 413 393 393 471 311 323 276 250 250 596.95 476.88 468.13 376.09 402 536.20 356.14 413 377 364 332 670.31 413 243 
812 500 300 1196 1155 1155 1360 857 884 572 556 556 1576.61 1284.38 1381.25 801.49 944 1195.66 1017.97 1196 1054 841 716 1520.88 1196 728 
() 
;;-
u;· G, 16 - 36 36 36 36 33 36 38 38 3S 37.76 52.50 52.50 39.67 46 3l.l3 34.17 36 36 36 36 57.50 36 37 s 
"' 
G2 23 - 102 102 102 121 106 112 112 112 112 142.75 210.00 210.00 114.65 125 122.30 121.48 102 101 102 101 180.00 102 100 ~ G3 62 - 972 972 972 1019 1001 1004 1184 1184 ll84 1153.41 1260.00 1260.00 1089.67 1056 1065.0S 1065.33 972 972 972 972 1376.50 972 1375 
~ 
.!o1. 
Table D.2: Summary of mean packing heights in the reverse traversal order obtained by the online algorithms over the 542 benchmark data 
sets described §1.6. The shaded columns represent mean packing heights achieved by the proposed modifications and new heuristics as part 
of the contribution by the author. 
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Cl '!< 0 z .,, Cl s: s: s: z .,, Cl :i: :i: :i: 00 00 00 00 (l '(") (l (l > Cl 0 
" 0 
,, .,, .., .,, z .,, Cl .., 
.,, .., 00 00 00 Cl tl > > > .,, ..., (l N z .,, ., 
"' 
r ~ {!' {!' r r ~ ~ < ~ . ~ ~ . . . .,, .., .,, ~ ?: " ~ .,, 00 ~ . r f "' ~ ~ . . "' 0 . . . ~ .
Cl 16/7 20 36.33 34.67 34.67 54.67 3-1.67 43.00 43.00 43.00 43.00 61.26 94.S8 94.S8 4S.SI 48.67 40.22 40.42 36~33 35.67 34.33 33.33 90.2S 36.33 32.67 
C2 2S IS 23.67 23.33 23.33 28.67 21.67 23.33 23.33 23.33 23.33 40.72 S2.92 61.67 22.23 24.33 2S.37 2S.60 23.67 22.67 23.33 21.67 S7.00 23.67 27.33 
C3 28/9 30 46.33 43.67 43.67 63.67 43.33 46.67 54.67 54.67 54.67 93.69 123.7S 148.13 S2.48 Sl.67 49.27 51.51 46.33 44.00 46.00 4S.33 123.67 46.33 S2.67 
C4 49 60 138.00 129.00 129.00 168.00 131.67 13'1.33 133.00 127.67 127.67 207.90 248.13 288.13 183.31 188.33 209.02 J.11.05 138.00 128.33 121.00 114.33 239.33 138.00 131.00 
cs 72/3 90 188.33 170.67 170.67 24S.OO IS8.67 166.00 IS6.33 145.67 145.67 278.2S 316.88 3S7.SO 237.72 242.33 321.33 185.28 188.33 180.67 162.33 153.33 364.29 188.33 206.67 
C6 97 120 276.00 265.33 2S9.00 369.67 238.00 2·16.00 2Sl.33 23S.33 23S.33 377.40 38S.83 474.S8 291.92 276.33 369.99 270.30 273.67 2S9.67 246.00 224.67 428.08 276.00 221.67 
C7 196/7 240 6SS.67 600.67 604.33 801.33 517.33 S63.67 4S7.33 440.00 440.00 881.90 758.75 9S6.2S 607.27 712.67 1018.72 617.19 653.67 S71.67 51i.33 472.33 1001.42 6SS.67 608.00 
NI 17 200 408.00 358.60 3S8.60 Sl3.60 387.80 438.00 547.20 547.20 S47.20 803.80 93S.OO 1055.00 437.13 4·14.60 423.58 387.53 39S.OO 378.00 369.00 346.40 866.10 408.00 432.00 
N2 2S 200 391.40 361.40 361.40 537.40 40S.80 444.20 444.80 432.00 432.00 716.39 986.2S llS6.2S 499.96 470.20 443.24 42S.34 391.40 3SS.60 371.40 328.80 817.35 391.40 42S.80 
~ NJ 29 200 428.20 388.20 388.20 S87.20 427.80 490.20 464.60 464.60 464.60 7S8.88 970.94 1153.44 508.60 477.40 424.68 ·120.21 428.20 408.40 . 399.80 379.60 922.24 428.20 412.00 
N4 49 200 482.SO 448.80 448.SO 689.SO 474.60 S00.40 406.00 399.60 399.60 751.18 972.SO 1240.63 4S6.76 4SS.OO 480.94 462.S7 482.80 442.40 449.40 401.20 967.98 482.80 501.20 , 
NS 73 200 501.SO 463.20 461.20 747.00 409.60 SOl.40 424.60 418.20 ·118.20 780.12 823.44 1154.06 455.13 446.20 486.76 469.27 SOl.80 4S2.00 422.80 373.20 899.SI SOl.80 S21.00 
~ NG 97 200 S29.60 S02.00 S02.00 706.40 446.20 S46.00 448.60 43S.80 ·13S.80 857..16 889.69 1169.69 416.31 465.00 S28.39 S06.7S S29.60 489.00 466.00 42·1.20 972.06 S29.60 Sl3.60 
"' 
N7 197 200 588..10 552.40 SS2.40 890.80 446..10 630.60 4SS.OO 43S.80 435.80 1020.IS 816.2S 1002.81 434.08 428.80 S20.82 S22.83 S88.40 S22.80 467.00 431.20 866.71 S88.40 576.80 
"' 
Tl 17 200 376.60 367.80 367.80 551.80 ·131.00 486.40 578.00 56S.20 S65.20 749.62 881.88 996.88 495.58 531.20 4S2.62 ·156.54 373.00 369.20 3&1.40 359.20 774.S8 376.GO 408.40 
T2 2S 200 408.20 380.20 380.20 S91.60 430.80 448.80 548.00 S28.80 528.80 745.94 911.88 1041.88 49S.77 Sli.60 435.44 424.93 408.20 383.60 364.40 350.00 818.28 408.20 466.80 
T3 29 200 429.20 411.60 411.60 626.80 421.60 485.00 S08.00 508.00 S08.00 751.59 92S.OO 1051.25 S56.33 505.80 469.43 446.S7 429.20 409.20 402.40 385.60 841.15 429.20 465.60 
T4 49 200 47S.60 423.80 428.80 661.40 466.40 475.80 418.00 398.80 398.80 i37.53 9S3.7S 1239.38 4·19.94 448.40 477.48 442.16 47S.60 438.00 443.00 39S.40 9i5.73 ·175.00 511.40 
TS 73 200 SOl.40 4S8.60 4S8.60 737.00 407.40 S00.80 402.00 402.00 402.00 781.62 800.00 1134.38 434.72 413.00 463.91 ·146.81 501.40 445.20 421.40 371.80 884.63 501.40 S25.20 
T6 97 200 551.00 514.00 Sl4.00 723.80 4S9.60 S26.00 435.80 43S.80 43S.80 922.76 927.19 1234.69 439.04 SOJ.40 523.iO SOG.11 551.00 489.40 464.80 424.20 1052.43 SSl.00 S35.60 
T7 199 200 S21.80 511.80 S08.60 82S.60 ·123.00 514.20 484.80 473.60 473.60 984.38 832.50 1013.75 442.46 463.20 MS.31 S08.89 S21.80 488.80 453.80 40!l.60 860.4S S21.80 483.00 
nice.25 25 100 180.87 176.56 176.90 261.31 200.08 226.13 21S.84 214.S6 21S.20 299.66 398.2S 448.SO 217.00 223.74 20S.37 200.47 180.73 168.S4 li3.IO 160.45 319.90 180.87 243.98 
nice.SO 50 100 185.88 180.02 180.40 272.64 193.16 212.23 210.40 209.12 208.96 302.09 35'1.00 4S8.2S 201.87 209.93 200.50 193.18 18S.88 168.88 176.40 161.64 303.66 185.88 303.S6 
? nice.JOO 100 100 190.46 185.06 185.06 307.62 19S.84 214.S2 187.12 185.84 185.84 348.36 31S.38 381.2S 192.60 202.73 202.64 194.90 190.46 171.32 J7i.66 162.79 288.SO 190.46 352.79 
nice.200 200 100 197.27 192.S6 192.S6 343.36 187.77 204.11 184.80 183.36 183.12 ·1S0.7S 320.63 31S.13 180.46 197.67 202.03 190.S6 197.27 176.S4 179.54 164.47 2i4.IO 197.27 428.02 
g. nice.500 soo 100 205.69 199.66 199.66 38S.87 19S.28 210.S2 162.80 162.00 162.40 676.77 4•15.16 326.41 IS9.97 185.14 199.&1 182.2S 20S.69 180.08 179.92 164.40 271.09 205.69 464.36 
3. 
-
path.25 2S 100 291.S3 262.69 270.77 3S9.27 29S.88 314.78 263.02 263.02 263.02 481.75 477. 7S 540.13 318.26 324.iO 3.11.50 307.98 289.08 268.10 243.90 220.38 656.80 291.53 244.97 , 
path.SO 50 100 369.93 324.56 333.18 472.S9 326.21 351.02 279.18 279.18 277.10 S77.39 535.91 SSS.03 ' 327.02 344.02 404.60 343.16 366.23 327.49 291.62 263.77 766.01 369.93 278.51 
~ path.JOO 100 100 463.11 395.21 401.SO S98.58 372.90 425.31 278.39 277.65 278.05 700.37 589.73 644.29 373.10 401.49 482.39 400.24 461.59 404.80 330.01 299.68 82S.S.1 463.11 323.26 path.200 200 100 S94.62 496.16 SOI.SS 781.51 44S.23 484.71 283.44 282.94 281.11 891.24 690.79 684.87 403.00 443.02 SS6.65 ·178.62 593.75 S23.72 389.74 357.56 828.07 S94.62 352.89 
path.500 soo 100 814.84 699.70 700.01 1141.23 601.67 646.76 260.33 2S9.38 2S7.88 129S.23 902.03 746.09 469.13 494.84 767.60 658.89 813.22 716.19 475.81 439.17 811.53 814.84 391.84 
Table D.2 (continued) : Summary of mean pa.eking heights in the reverse order obtained by the online algorithms over the 542 benchmark 
da.ta. sets described §1.6. The shaded columns represent mea.n pa.eking heights achieved by the proposed modifications a.nd new heuristics as 
part of the contribution by the author. 
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> 0 
* 
0 z "l OJ ~ ~ ~ z "l OJ ~ ~ = en en en en 0 0 0 0 > OJ 0 ;;. ~ 0 "O "l "l "l z "l OJ "l "l "l en 0 0 > > > 'ti "l 0 N z "l ..., t"' t"' t"' en en en ~ g i,O "' :ii < ~ "l "l ~ ~ ~ ~ ~ §' "l "l "l 0 0 " < "' S' ~ ~ "l S' ~ t"' t"' ~ [ [ [ "' S' [ i 0 en ;o t"' ~ ~ ~ f S' 5.. ;., t"' .. "' "' E.. "- i §' i 5.. [ : f [ iI n 0. .. .. .. "-
u, 10 - 1086 1020 1020 1086 1020 1020 1664 1536 1536 1266.56 1500 1500 1438.07 1652 1392.14 1216.22 1086 1086 1086 1086 1086 1086 1086 
u, 20 - 1759 1604 1604 1908 1564 1584 2560 2432 2432 2143.04 2500 2500 1903.34 1857 1730.95 1822.24 1672 1689 1759 1689 2367 1759 2166 
u, 30 - 2491 2174 2113 2633 2202 2110 3072 2816 2816 3193.15 4000 4000 3396.51 3743 3136.74 2530.33 2421 2421 2491 2421 3317 2491 3054 
u, 50 - 4485 3878 3878 5075 3897 3770 6080 5184 5184 5206.59 6625 6625 5134.64 4908 4837.97 4424.54 4171 4485 4485 4485 6125 4485 5373 
v, LO - 40 35 35 33 28 28 44 44 44 38.99 35.00 35.00 35.07 38 52.44 45.12 35 35 40 35 45 40 30 
til v, 17 - 48 42 42 53 33 42 47 47 47 46.67 58.75 58.75 42.41 43 39.52 44.24 48 48 48 48 88 48 42 ~ 
~ v, 21 - 54 41 46 70 45 48 53 53 53 54.77 71.25 71.25 59.41 60 72.00 54.29 51 54 54 54 71 54 41 v, 7 - 27 27 27 35 35 35 24 24 24 46.13 40.00 40.00 30.00 30 30.00 41.29 27 23 27 23 45 27 24 
"? Vs 14 - 49 49 49 70 49 49 66 66 66 62.10 92.50 92.50 58.41 59 60.00 58.70 49 49 49 49 118 49 78 
E. v6 15 - 56 42 42 56 46 46 64 64 64 65.16 85.00 85.00 67.94 70 62.49 54.72 56 56 46 42 78 56 45 
V1 8 - 21 21 21 21 21 21 54 54 54 41.55 47.50 47.50 40.00 40 40.00 28.86 21 21 21 21 48 21 20 
Vs 13 - 55 54 54 75 54 62 64 64 64 71.74 110.00 110.00 72.00 72 72.00 61.63 55 45 49 39 138 55 52 
Vo 18 - 90 78 81 120 76 76 90 90 90 102.27 153.75 153.75 108.24 llO 120.00 118.98 84 87 83 77 126 90 76 
V10 13 - 116 86 86 142 86 86 99 99 99 93.17 95.63 95.63 163.47 164 180.00 149.82 116 ll6 116 116 204 116 84 
Vu 15 - 127 76 94 137 90 90 100 100 100 151.25 191.25 191.25 121.94 126 174.00 120.91 127 ll6 98 97 156 127 76 
v,, 22 - 146 103 121 155 121 121 136 136 136 156.19 225.00 225.00 170.86 180 147.85 158.16 146 146 129 129 210 146 95 
B1 10 40 60 60 60 66 66 66 60 60 60 81.86 100.00 125.00 91.90 88 87.00 74.23 60 60 60 60 90.00 60 60 
B2 20 50 86 so 80 91 82 82 112 100 100 ll0.61 157.50 157.50 114.67 138 131.25 100.32 80 86 74 71 105.00 86 99 
83 30 50 Ill 106 106 125 102 118 72 72 72 176.34 292.50 292.50 215.20 248 192.00 128.70 Ill 99 86 86 191.50 Ill 122 
til B, 40 80 180 164 164 200 171 171 328 328 328 379.10 275.00 400.00 309.58 432 281.96 190.91 180 166 191 176 284.00 180 131 
:; Ba 50 100 166 154 156 206 148 156 208 208 208 265.13 293.75 331.25 177.27 182 188.67 185.03 166 160 164 152 266.25 166 196 
"' Bs 60 100 201 194 194 251 155 172 152 140 140 293.77 290.63 346.88 155.70 189 276.78 199.64 201 201 196 190 362.50 201 174 
" ~
B1 70 100 359 346 346 386 342 342 290 290 290 459.42 655.00 727.50 286.82 296 436.57 392.71 359 327 289 271 800.00 359 214 
~ Bs 80 80 264 254 254 331 240 239 156 156 156 327.83 318.75 371.88 276.67 302 345.80 261.42 264 225 209 186 348.25 264 192 
~ Bo 100 150 382 322 322 404 282 282 284 284 284 483.23 531.25 634.38 562.54 664 864.00 375.44 382 349 342 317 705.88 382 219 
B10 200 150 431 400 398 455 312 350 310 300 300 547.62 479.06 562.19 635.79 637 638.14 443.01 431 403 407 370 572.44 431 281 
B11 300 150 402 376 384 513 268 329 264 250 250 596.95 476.88 468.13 265.79 293 371.50 310.07 402 371 346 309 655.00 402 261 
B12 500 300 ll77 1097 1097 1577 1049 1115 556 556 556 1576.61 1284.38 1381.25 720.94 683 1462.92 ll33. 72 1177 997 890 789 1627.13 1177 731 
(") 
:;-
~ c, 16 - 41 28 28 44 28 28 38 34 34 37.76 52.50 52.50 48.00 48 48.00 36.49 41 41 36 36 57.50 41 34 
0 G2 23 - 137 129 138 175 144 144 112 112 112 142.75 210.00 210.00 103.04 106 186.05 170.60 137 121 103 93 180.00 137 90 
"' 0. G3 62 938 778 759 1079 786 815 1152 992 960 ll53.41 1260.00 1260.00 853.31 845 853.98 835.41 924 912 907 884 1411.50 938 1313 :;i -
;;; 
~ I 
Table D.3: Summary of mean packing heights in a random traversal order obtained by the online algorithms over the 542 benchmark data 
sets described §1.6. The shaded columns represent mean packing heights achieved by the proposed modifications and new heuristics as part 
of the contribution by the author. 
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> 0 'ilo 0 z .,, 
"' 
:;: :;: :;: z .,, 
"' 
:: :: ~ "' "' "' "' 0 0 0 0 > "' 0 . 0 
" "' 
.., .,, 
z .., 
"' 
.., .,, .,, 
.r "' 0 0 > > > " .,, 0 s z .,, 
" 
I:"' I:"' I:"' ¥' "' ~ !!' f . < ~ " .,, :; ;; . ;; l' .., .., .., 9 < ?- . ~ .., 0 ~ f. • " I:"' I:"' I:"' i r : [ [ " .., .. ~ i. I:"' .. " l l .. [ ~ i ~ ;; l ii. ;; .. ' ' .. i. • [ ii. .. 
CI 16/7 20 38.67 37.67 37.67 44.67 37.33 38.00 45.67 43.00 ·13.00 61.26 94.58 94.58 45.56 42.00 56.56 46.88 38.33 36.33 37.67 34.00 90.25 38.67 32.67 
C2 25 15 26.00 25.00 25.00 33.00 23.00 25.00 24.00 24.00 24.00 40.n 52.92 6L67 29.78 28.67 29.90 25.76 26.00 23.33 25.33 23.00 57.00 26.00 28.00 
C3 28/9 30 58.67 54.00 54.00 77.67 51.00 52.67 56.00 56.00 56.00 93.69 123.75 148.13 69.00 i2.00 G6.6l 58.40 58.67 57.67 53.67 51.33 117.42 58.67 58.67 
C4 49 60 135.00 127.33 127.33 158.33 110.67 124.67 133.00 127.67 127.67 207.90 248.13 28&.13 122.49 132.67 146.83 130.99 135.00 121-67 113.33 98.67 238.71 135.00 136.33 
C5 72/3 90 195.33 173.67 178.00 235.33 158.67 173.33 156.33 140.33 140.33 278.25 316.88 357.50 206.98 226.33 198.01 181.06 195.33 188.00 175.33 164.00 326.17 195.33 173.67 
C6 97 120 297.33 260.00 260.00 348.33 222.67 240.33 254.00 235.33 235.33 377.40 385.83 474.58 355.43 383.33 402.93 270.36 297.33 278.33 258.33 231.33 459.75 297.33 231.00 
C7 196/7 240 666.33 601.33 606.00 883.00 504.00 580.33 449.33 440.00 440.00 881.90 758.75 956.25 514.54 542.33 872.58 607.33 666.33 582.33 558.00 504.67 954.33 666.33 571.67 
~ NI 17 200 417.60 386.20 372.80 491.60 44•1.60 447.40 597.20 565.20 565.20 749.62 881.88 996.88 651.9·1 698.00 608.23 490.72 416.60 391.60 398.60 362.40 779.58 417.60 375.40 N2 25 200 448.80 420.80 412.00 499.60 400.60 410.80 460.40 460.40 460.40 617.09 716.63 831.63 425.15 479.00 412.82 365.93 443.60 413.60 431.00 390.80 818.28 448.80 409.60 
~ N3 29 200 496.80 415.40 432.80 583.40 456.60 471.40 527.20 514.40 514.40 751.59 925.00 1051.25 549.12 524.00 621.56 483.73 496.80 474.00 469.60 420.80 841.15 496.80 463.40 
, N4 49 200 522.40 484.80 473.00 664.60 438.60 495.00 414.SO 398.80 398.80 737.53 953.75 1239.38 503.29 572.40 634.27 486.26 522.40 496.60 447.20 392.40 979.48 522.40 471.80 
, 
NS 73 200 506.60 470.20 475.40 G77.80 467.40 472.20 414.80 405.20 405.20 786.68 802.50 1135.63 490.06 495.80 684.81 52G.08 506.60 484.80 444:00 398.00 898.38 506.60 · 474AO ~ 
~ !\'6 97 200 626.60 555.80 556.60 755.20 513.40 571.20 445.40 435.80 435.80 922.76 927.19 1234.69 462.89 505.00 669.43 554.86 626.60 572.00 506.00 448.60 1098.68 626.60 471.60 
"' 
N7 197 200 616.80 594.40 594.80 834.20 533.60 556.40 494.40 473.60 473.60 984.38 832.50 1013.75 555.60 549.00 675.88 578.46 616.80 550.40 489.20 446.40 903.58 616.80 524.40 
00 
TI 17 200 407.60 382.00 385.60 512.60 400.00 434.60 547.20 547.20 547.20 803.79 935.00 1055.00 436.41 444.20 506.00 439.53 397.80 357.60 391.40 346.20 866.10 407.60 392.80 
T2 25 200 433.20 392.40 396.20 552.20 432.80 432.20 438.40 432.00 432.00 716.39 986.25 1156.25 572.83 584.20 514.33 444.19 433.20 395.00 396.20 363.00 847.35 433.20 448.00 
T3 29 200 462.20 417.00 419.60 603.40 440.60 451.20 477.40 464.60 464.60 758.88 970.94 1153.44 558.77 616.20 558.58 459.84 462.20 440.20 411.SO 380.40 927.24 462.20 403.60 
T4 49 200 522.00 469.80 469.80 625.00 431.00 452.20 399.60 399.60 399.60 751.18 972.50 1240.63 520.27 581.40 568.97 471.57 522.00 476.60 430.40 384.20 984.23 522.00 411.40 
T5 73 200 532.20 508.00 508.00 672.20 450.00 454.60 418.20 418.20 418.20 780.12 823.44 1154.06 508.62 584.60 630.22 521.36 532.20 492.40 449.00 395.80 917.0l 532.20 520.00 
T6 97 200 566.40 541.60 541.80 724.80 496.80 561.00 448.60 435.80 435.80 857.46 889.69 1169.69 582.40 605.00 737.19 533.63 566.40 533.60 474.00 440.20 992.06 566.40 50-1.20 
T7 199 200 641.40 598.00 598.00 854.40 511.60 583.00 448.60 435.80 435.80 1020.15 816.25 1002.81 573.21 597.00 897.38 602.04 641.40 595.80 478.00 437.00 985.46 &11.40 577.80 
nice.25 25 100 191.62 179.91 li9.73 238.65 177.66 188.52 213.60 210.40 211.68 299.66 398.25 448.50 223.48 231.74 222.38 196.68 191.48 176.79 177.74 162.18 333.15 191.62 213.40 
nice.SO 50 100 194.23 182.09 182.46 274.05 184.02 191.13 210.88 205.12 205.4·1 302.19 355.25 459.00 206.78 217.45 227.06 194.99 194.23 176.67 181.31 164.62 329.93 194.23 246.04 
,. nice.II)() 100 100 202.85 196.27 196.26 307.23 184.86 196.21 188.24 184.08 184.56 348.36 315.38 381.25 199.02 208.19 233.02 197.67 202.85 182.93 183.65 166.40 338.25 202.85 267.06 
nicc.200 200 100 210.62 203.98 203.96 350.84 186.95 201.13 185.04 181.92 182.56 450.75 320.63 315.13 198.59 210.66 241.45 202.45 210.62 187.64 184.68 167.36 334.28 210.62 276.57 
3' nice.500 500 100 221.63 215.07 215.07 410.81 194.07 208.22 163.20 160.80 160.80 676.77 445.16 326.41 162.76 173.61 238.24 20.J.47 221.63 194.40 185.10 166.87 328.91 221.63 298.24 
3. 
path.25 25 100 284.50 241.46 245.16 348.76 246.69 258.74 262.06 261.10 261.10 481.75 477.75 540.13 362.95 367.94 368.91 301.60 282.56 263.68 202.54 226.98 658.05 284.50 210.06 
~ path.50 50 100 380.20 31J.10 320.18 476.17 293.46 317.85 279.34 276.22 276.06 577.39 535.91 588.03 372.18 382.39 440.73 343.63 379.90 341.34 304.27 275.03 772.32 380.20 225.68 
~ path.JOO 100 100 490.69 408.12 410.90 632.94 353.29 404.83 280.01 276.41 275.77 700.37 589.73 644.29 400.21 412.41 595.08 ·139.13 490.42 443.54 366.53 333.38 841.02 490.69 269.11 
path.200 200 100 635.97 536.04 538.66 816.51 462.00 495.59 282.98 278.20 277.27 891.2·1 690.i9 684.87 443.23 463.81 763.96 536.11 635.97 551.23 433.11 393.88 892.73 635.97 285.82 
path.500 500 100 901.59 784.66 793.50 1223.54 580.59 662.54 259.83 258.23 256.53 1295.23 902.03 746.09 456.94 468.13 10.19.64 753.13 901.59 780.30 543.81 500.83 939.03 901.59 311.62 
Table D.3 (continued) : Summary of mean packing heights in a random traversal order obtained by the online algorithms over the 542 
benchmark data sets described §1.6. The shaded columns represent mean packing heights achieved by the proposed modifications and new 
heuristics as part of the contribution by the author. 
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> ti 'lj, z "l t;;l ?!:: ?!:: ~ rn rn z "l t;;l :I: :I: :I: rn rn 0 0 0 0 > t;;l 0 
" 
~ 0 "l "l "l z "l ti ti "l "l "l rn rn Cf) > > > "O "l 0 N z "l ~ t" t" t" 
"' Si gi Cf) !f' E £' < < "l "l " ::>'"
" 
..., 
"l "l "l < 0 ~ 
"' "' 
.., 
"l 
'l Cf) S' t" t" t" "' "' ,,. ., t" (l) 
&;" 
" 
u, 10 10 10 10 10 10 11 31 16 10 10 10 10 10 10 10 10 10 10 10 10 10 10 32 
U2 20 10 10 10 10 11 10 31 32 10 10 10 10 10 10 10 10 10 10 10 10 10 10 32 
U3 30 10 20 20 10 10 10 31 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
u. 50 10 10 10 10 10 10 32 31 10 20 10 10 10 10 10 10 10 10 10 10 10 10 47 
v, 10 10 10 10 10 10 10 31 16 10 10 10 10 10 10 10 10 10 10 10 10 10 10 32 
"' V2 17 10 10 10 10 10 10 16 31 20 10 10 10 10 10 10 10 10 11 10 10 10 10 31 ~ 
4" V3 21 10 10 10 10 10 10 32 16 10 10 10 10 10 10 10 10 10 10 10 10 10 10 16 v. 7 10 10 10 10 10 10 16 32 11 10 10 10 10 10 10 10 10 10 10 10 10 10 32 
? Vs 14 10 10 10 10 10 10 32 16 20 10 10 10 10 10 10 10 10 10 10 10 10 10 16 
.Q VG 15 10 10 10 10 10 10 31 32 10 10 11 10 10 10 10 10 10 10 10 10 10 10 32 
V7 8 10 10 10 10 10 10 31 32 10 10 10 10 10 10 10 10 10 10 10 10 10 10 16 
Vs 13 10 10 10 10 10 10 31 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
Vo 18 10 10 10 10 10 10 15 32 10 10 10 10 10 10 10 10 10 10 10 10 10 10 16 
V10 13 10 10 10 10 10 10 31 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
Vu 15 10 10 10 10 10 10 32 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 15 
V12 22 10 10 10 10 10 10 16 16 10 10 10 10 10 10 10 10 11 10 10 10 10 10 31 
B, 10 10 10 10 10 10 10 31 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
B2 20 10 10 10 10 10 10 16 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
B3 30 10 10 10 10 10 10 31 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 
"' 
B. 40 10 10 10 10 10 10 31 31 10 20 10 10 10 10 10 10 10 10 10 10 10 10 31 
" 
Bs 50 10 10 10 10 10 10 32 31 10 10 10 10 10 10 10 10 10 10 10 10 10 10 31 ~ BG 60 10 10 10 10 10 20 31 32 10 10 10 10 10 10 10 10 10 10 10 10 10 10 47 
~ B1 70 10 10 10 10 10 10 31 47 20 10 10 10 10 10 10 10 10 10 10 10 10 10 32 
!'- Bs 80 10 10 20 10 20 20 32 46 10 10 20 10 10 10 10 10 10 10 10 10 10 10 31 
2!. Bo 100 10 20 20 10 20 20 32 47 20 10 20 10 20 20 10 10 10 10 10 10 10 10 31 
B10 200 10 40 40 20 30 30 47 47 20 40 20 20 10 10 20 20 10 10 10 10 20 10 78 
Bu 300 10 61 60 20 50 60 47 62 30 50 50 30 20 21 10 20 20 20 20 10 20 20 78 
B12 500 30 90 101 20 80 80 78 78 40 71 60 51 40 30 20 20 10 20 21 20 30 20 109 
0 
~ 
er.· G, 16 10 10 10 10 10 10 31 16 10 10 10 10 10 10 10 10 10 10 10 10 10 10 32 g 
G2 23 10 10 10 10 10 10 15 32 10 10 10 10 11 10 10 10 10 10 10 10 10 10 32 
"' 0.. G3 62 10 20 31 10 10 10 
" 
11 20 20 11 31 20 20 20 20 10 10 10 10 10 10 10 46 ~ 
'3' 
.-"'. 
Table D.4: Summary of mean execution times (in milliseconds) in the forward traversal order expended by the online algorithms over the 
542 benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modifications and new 
heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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> 0 ~ z "l al ~ ~ s: rn rn z "l al :i: ~ :i: rn rn 0 0 0 0 > al 0 ~ ~ 0 "l "l "l z "l al 0 0 "l "l "l rn rn > > > 
"" 
"l 0 N z "l ~ 
"" "" "" 
ro :ii rn rn g> !!° ~ ~ ~ "l "l . ,,. . .., "l "l "l < r. "' ;., ,. " "l ~ rn ;:l 
"" "" "" 
(:, 
'" 
,. 
"' "" ~ ro n 
Cl 16/7 10.00 10.00 10.00 10.00 3.33 10.00 26.33 26.33 6.67 6.67 10.00 10.00 10.00 10.00 10.00 0.00 6.67 10.00 10.00 0.00 10.00 6.67 31.33 
C2 25 6.67 6.67 10.00 0.00 10.00 10.00 31.00 31.67 6.67 10.00 10.00 10.00 10.00 10.00 10.00 3.33 10.00 10.00 10.00 6.67 6.67 6.67 31.67 
C3 28/9 10.00 10.00 10.00 10.00 10.00 10.00 20.33 31.33 10.00 10.00 10.00 10.00 6.67 10.00 10.00 10.00 10.00 10.00 6.67 10.00 10.00 3.33 26.67 
C4 49 6.67 10.33 10.00 13.33 10.00 10.00 31.67 31.67 10.00 13.33 13.33 10.00 6.67 6.67 10.00 6.67 6.67 10.00 10.00 10.00 10.33 10.00 46.67 
C5 72/3 10.00 13.33 16.67 10.00 13.33 13.33 31.67 31.33 13.33 13.33 13.33 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 36.67 
C6 97 13.33 13.33 13.33 10.00 20.00 13.33 31.00 31.00 13.33 13.67 16.67 10.00 13.33 13.33 10.00 10.00 10.00 10.00 10.00 13.33 13.33 10.00 41.67 
C7 196/7 13.33 30.00 33.33 20.00 30.00 30.00 47.00 46.33 23.33 26.67 26.67 13.33 16.67 16.67 10.00 10.00 10.00 16.67 16.67 10.33 10.00 13.33 62.67 
:i:: NI 17 10.00 8.00 10.00 0.00 10.00 10.00 24.80 24.60 8.00 8.00 10.00 10.00 10.00 4.00 4.00 10.20 10.00 0.00 10.00 6.00 6.20 6.00 27.80 
0 
-0 N2 25 10.00 10.00 8.00 8.00 10.00 10.00 28.60 27.80 10.00 12.00 10.00 8.00 8.00 10.00 10.20 4.00 10.00 8.00 6.00 10.00 10.00 6.00 31.00 g N3 29 6.00 8.00 8.00 10.00 10.00 10.00 25.20 31.00 8.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 8.00 10.00 8.00 8.00 10.00 27.80 
1'. N4 49 10.00 10.00 12.00 10.00 10.00 10.00 28.00 31.00 12.00 12.00 10.00 10.00 10.00 10.00 8.00 8.00 8.00 10.00 8.00 10.00 10.00 8.00 31.40 
~ N5 73 10.00 16.00 14.00 10.00 14.20 16.00 31.40 31.40 10.00 14.00 12.00 10.00 12.00 10.00 10.00 8.00 10.00 10.00 10.00 10.00 10.00 10.20 37.60 
'" 
N6 97 10.00 12.00 16.00 12.00 16.00 14.00 41.00 37.40 16.20 18.00 16.20 12.00 14.20 10.00 10.00 10.00 10.00 12.00 10.00 10.00 12.00 12.00 43.40 
-"' 
"' 
N7 197 14.20 26.00 26.00 14.20 22.00 26.00 46.60 46.60 20.00 24.00 22.00 20.00 16.00 16.00 10.00 10.00 14.00 14.00 14.00 12.00 20.00 14.00 72.20 
.20 
Tl 17 10.00 10.00 10.20 10.00 6.00 6.00 22.40 25.20 10.00 8.00 8.00 6.00 10.00 10.00 10.00 10.00 10.00 6.20 10.00 8.00 10.00 6.00 25.00 
T2 25 10.00 10.00 8.00 10.00 10.00 10.00 24.80 28.40 10.00 12.00 8.00 10.00 8.00 8.00 10.00 10.00 10.00 6.00 6.00 8.00 8.00 8.00 28.00 
T3 29 8.00 10.00 8.00 6.00 10.00 8.00 27.80 28.60 10.00 10.20 10.00 8.00 10.00 10.00 6.00 10.00 4.00 10.00 10.00 10.00 10.00 8.00 28.20 
T4 49 10.00 12.00 10.00 10.00 10.00 12.00 31.00 31.40 12.00 10.00 10.00 10.00 10.00 10.20 10.00 10.00 10.00 10.00 8.00 8.00 10.00 10.00 31.40 
T5 73 10.00 14.00 16.00 10.00 16.00 16.00 40.60 34.20 14.00 14.00 14.00 10.00 10.00 10.00 10.00 10.00 8.00 10.00 10.20 10.00 14.20 10.00 37.60 
T6 97 10.00 16.00 16.00 10.00 12.00 16.00 40.80 34.00 14.00 16.00 16.00 14.00 12.00 10.00 10.00 10.20 12.00 10.00 10.00 10.00 14.00 10.00 40.60 
T7 199 14.00 24.00 30.00 14.00 24.20 28.00 44.00 46.80 20.00 26.00 24.00 18.00 14.00 16.00 12.00 16.00 10.00 14.00 16.00 16.00 16.00 10.00 59.40 
nice.25 25 9.02 9.02 9.02 8.42 9.42 9.22 27.14 27.74 9.42 10.42 10.42 8.82 9.00 8.82 7.80 8.20 7.60 9.22 9.22 9.02 8.82 8.22 31.90 
nice.50 50 9.00 11.02 11.82 9.22 10.80 12.22 30.24 30.90 10.62 11.82 11.22 9.80 9.82 9.82 8.82 9.02 9.22 10.02 10.42 9.42 9.82 9.02 36.82 
;;: nice.100 100 10.82 16.82 17.82 11.22 16.82 20.04 35.56 35.70 13.22 16.60 14.22 12.22 11.40 11.22 9.82 10.22 10.60 11.62 11.42 10.82 11.02 10.20 52.80 
3 nice.200 200 14.00 30.24 31.24 14.24 28.44 30.06 45.94 46.22 18.24 29.66 23.62 19.82 17.22 16.02 11.60 12.02 13.42 15.60 14.84 14.02 14.82 13.40 89.96 
O' nice.500 500 24.00 91.20 93.10 23.00 79.10 82.20 78.20 78.20 32.00 75.10 53.10 55.00 38.10 33.00 20.00 20.00 20.00 24.10 22.00 23.10 22.00 20.00 248.30 
a. 
1'. path.25 25 8.62 9.22 9.22 9.02 9.40 9.20 27.50 27.14 9.62 10.00 9.40 9.22 9.22 9.00 9.42 9.02 8.00 9.42 8.60 8.82 9.40 8.40 30.60 
~ path.50 50 9.80 11.02 11.42 10.00 10.62 12.82 29.58 31.28 11.42 11.00 11.22 9.60 9.20 9.62 9.42 9.22 9.02 10.02 10.00 9.82 9.80 9.20 38.24 
'° 
path.100 100 11.02 17.04 17.44 11.22 16.62 16.62 35.34 35.96 16.42 15.42 16.04 12.60 11.82 12.22 10.02 10.22 10.42 13.02 12.22 11.42 11.82 10.02 49.76 
= path.200 200 14.04 33.04 33.86 14.82 30.46 33.04 46.90 45.96 25.64 27.84 26.04 18.44 16.00 15.64 12.62 13.42 13.22 17.62 15.22 14.02 15.64 12.62 84.04 
path.500 500 24.00 106.10 106.20 26.00 91.10 98.10 78.00 76.40 58.10 79.10 67.10 55.10 35.10 30.10 20.00 22.00 20.10 31.00 24.10 24.00 29.00 20.00 210.70 
Table D.4 (continued) : Summary of mean execution times (in milliseconds) in the forward traversal order expended by the online algorithms 
over the 542 benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modifications 
and new heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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> t:I 'lj, '2 "l Cl ~ ~ ~ en en '2 "l Cl ::i: ::i: ::i: en en () () (') (') > Cl 0 i:: ;;. "l "l "l '2 "l t:I t:I "l "l "l en en en > > > "O "l (') " z "l ~ 
" 
~ t" t" t" "l "' ~ en g> en [!' ~ < < "' "l "l "' " "' g 
"' "' "' 
"l "l < ~ 
"' 
~ • "' "' "' "' a "l en i;i t" t" t" "' . . ~ "' 
., ~ t" & "' "' "' "' "' "' "' "' n "' 
u, 10 31 31 31 31 31 31 31 31 31 16 31 31 31 31 16 31 32 31 16 32 31 16 31 
U2 20 15 31 31 31 31 31 15 31 31 31 31 31 15 15 31 15 31 15 31 31 16 32 31 
Ua 30 31 31 31 31 31 47 31 31 31 31 47 31 31 31 16 31 31 31 lG 32 31 31 31 
u. 50 31 47 47 31 47 47 31 31 31 47 47 31 31 31 32 15 31 31 31 32 31 32 31 
v, 10 15 31 16 31 lfi 32 15 31 31 32 16 31 15 15 lG 31 31 15 31 16 16 32 31 
tc V2 17 31 31 32 31 31 31 31 15 31 31 32 31 31 31 32 16 15 31 16 32 31 16 31 ,., 
I;; Va 21 31 31 32 31 31 32 31 31 31 31 32 31 31 15 lG 31 31 15 31 16 32 32 31 ~ v, 7 15 31 16 16 16 16 31 15 15 16 16 15 31 31 31 31 15 31 15 31 32 16 31 
"?' v. 14 31 31 32 31 31 31 32 31 31 31 32 31 16 15 31 32 31 15 31 16 31 31 32 
.Q. v6 15 31 31 16 47 15 16 31 16 15 31 16 31 31 31 15 16 31 31 31 31 32 31 31 
\17 8 31 15 31 32 31 31 32 31 31 16 31 31 16 16 31 32 16 32 31 15 31 31 32 
Vs 13 31 31 16 31 31 15 16 16 15 31 16 32 32 31 15 16 32 31 31 31 31 31 32 
Vo 18 31 15 31 32 31 31 31 32 31 15 31 31 16 32 31 31 16 47 16 47 31 31 31 
V10 13 32 31 31 16 31 15 16 31 31 31 31 32 32 32 16 16 32 32 32 125 31 15 32 
Vu 15 31 16 31 31 15 31 31 32 31 31 31 32 16 31 31 31 16 31 16 47 31 31 16 
V12 22 32 31 31 32 31 31 15 31 31 47 31 31 31 32 32 31 31 32 32 32 31 15 31 
B1 10 32 31 15 31 31 31 31 31 16 31 15 32 16 31 lG 15 16 32 16 31 31 31 16 
B2 20 31 32 31 31 31 31 15 31 31 31 31 16 31 31 31 31 31 31 31 32 31 16 31 
Ba 30 32 31 31 31 31 31 31 31 31 47 31 31 15 31 16 16 31 32 32 31 31 31 31 
tc B, 40 32 31 47 31 31 31 31 31 31 47 31 32 31 31 31 31 31 31 31 31 31 31 31 
" 
Bs 50 46 31 47 31 31 31 31 31 31 47 32 32 31 31 31 31 31 31 31 32 31 32 31 
* 
,., B6 60 47 47 32 32 31 47 31 31 47 31 47 31 31 32 31 16 31 32 32 47 31 31 31 
~ B1 70 47 47 47 32 47 32 31 31 46 47 47 47 32 47 31 31 31 32 32 46 31 31 47 
!<- Bs 80 47 47 47 31 31 47 31 32 47 46 47 47 32 46 31 31 31 31 46 47 31 31 47 
.2' Bo 100 31 63 46 31 62 47 31 32 46 63 47 47 31 31 32 31 31 31 47 47 32 31 31 B10 200 46 94 109 62 94 94 47 47 78 93 78 62 63 62 47 47 47 47 47 47 63 47 62 
Bu 300 78 171 172 63 156 141 47 63 llO 172 125 78 63 79 63 62 62 63 63 63 78 63 62 
Bi2 500 109 266 312 llO 234 250 94 78 156 266 219 140 llO llO 78 78 78 93 78 79 93 78 94 
() 
~ 
u;· G, 16 31 31 16 31 16 :n 16 31 32 31 31 31 31 31 31 31 32 31 16 16 31 31 31 g G2 23 31 31 32 31 31 31 31 16 32 15 31 31 31 15 31 31 16 15 31 31 16 32 31 
"' 0.. Ga 62 31 62 47 47 47 63 31 31 47 62 47 47 31 31 31 31 31 31 32 31 31 31 47 il 
~ 
Table D.5: Summary of mean execution times (in milliseconds) in the reverse traversal order expended by the online algorithms over the 
542 benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modifications and new 
heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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II II 
> 0 
'"' 
z "'.I OJ ~ ~ ~ rJl rJl z "'.I OJ :i: :i: :i: rJl rJl 0 () () () > OJ 0 ?. 0 "'.I "'.I "'.I z "'.I OJ 0 0 "'.I "'.I "'.I rJl rJl rJl > > > 
"' 
"'.I () N z "'.I ~ r r r 
"' ~ !!' rJl ff 5' i < < "' "'.I "'.I "' ~ " " .... "'.I "'.I "'.I < ~ " " ~ "'.I 5 
"' "' "' 
~ ~ 
"' "' "' rJl :;' r r r "' 
<.,., ~ ~ ~ "' "' r ~ ~ "' ;:;; "' "' "' "' n 
Cl 16/7 21.00 31.00 26.67 25.67 21.00 26.00 26.33 26.33 26.33 25.67 31.33 31.33 31.33 31.67 26.33 31.33 26.00 26.67 21.00 20.33 31.00 25.67 20.67 
C2 25 31.00 25.67 31.67 31.00 26.00 31.33 26.33 31.33 26.33 31.00 31.33 20.67 31.00 26.00 31.00 31.67 21.33 26.33 31.67 25.67 25.67 25.67 31.33 
C3 28/9 31.00 31.00 31.67 25.67 31.33 26.00 31.33 26.33 31.67 31.00 31.00 31.00 25.67 26.00 31.00 31.33 26.67 31.00 26.67 31.00 31.00 26.00 26.00 
C4 49 31.00 31.00 42.00 31.67 36.33 36.33 31.67 31.67 36.33 41.33 41.67 31.00 31.33 31.33 31.00 31.00 25.67 31.00 31.67 31.67 31.00 31.67 36.67 
C5 72/3 46.67 47.00 47.00 41.67 47.00 41.67 31.33 31.67 51.67 42.00 41.67 31.00 31.67 31.00 31.00 31.00 31.00 31.67 46.67 31.00 31.33 31.33 41.67 
C6 97 41.67 57.33 47.00 41.33 52.00 52.33 31.00 36.67 57.33 52.00 52.33 36.67 42.00 36.67 31.33 31.67 31.67 31.00 36.33 31.00 36.33 31.00 41.33 
C7 196/7 57.33 89.00 88.67 57.67 88.67 94.00 46.33 42.00 83.33 109.33 83.33 57.33 57.33 52.33 47.00 41.33 46.67 47.00 47.00 52.00 52.00 51.67 67.33 
:;:: Nl 17 31.00 27.80 28.40 31.20 27.80 27.80 28.20 28.20 28.60 31.00 27.80 24.60 31.60 22.20 25.20 21.40 27.80 22.20 25.40 25.20 24.80 22.40 28.60 
0 
"O N2 25 28.40 27.80 31.40 27.80 27.80 27.80 28.40 28.40 28.20 31.00 31.00 27.80 28.40 27.80 21.40 31.60 31.60 31.80 28.00 25.40 28.60 28.20 31.80 ~ N3 29 28.80 31.00 31.20 27.80 31.20 31.00 28.00 28.00 34.20 31.40 31.40 27.80 28.00 24.60 25.20 25.20 25.20 28.40 24.60 28.80 25.60 27.80 28.20 
~ N4 49 34.20 43.60 37.40 34.20 37.40 34.60 31.00 31.00 34.20 40.60 37.20 31.00 31.40 34.20 28.20 31.00 31.20 31.~0 28.20 34.40 31.60 31.00 43.80 
i'- N5 73 37.20 40.40 43.80 37.20 40.60 47.00 31.40 34.80 46.80 43.80 43.80 31.40 31.40 46.80 31.00 31.40 31.40 43.80 31.40 31.20 31.00 31.40 37.60 
'" 
N6 97 40.60 52.80 59.40 37.20 47.00 59.40 34.00 31.00 56.20 56.40 C> 50.20 37.80 37.60 37.80 37.40 46.80 34.00 37.60 37.20 34.60 43.60 34.40 43.80 
- N7 197 56.20 78.00 81.20 53.20 78.00 87.60 47.00 46.40 84.20 90.80 81.40 56.40 53.00 50.20 44.00 43.80 49.80 59.40 47.00 47.00 50.00 47.00 65.40 
'" ~
Tl 17 31.00 28.40 25.20 28.40 28.20 24.60 22.20 22.40 25.00 28.40 28.20 24.80 25.40 21.80 27.80 31.40 21.40 31.60 21.80 27.80 31.40 21.80 28.60 
T2 25 31.00 31.40 31.20 27.80 31.20 27.80 25.20 28.00 31.00 31.60 31.20 31.00 28.40 28.40 21.80 31.40 25.20 25.20 37.60 31.00 28.40 31.60 31.60 
T3 29 24.60 31.40 34.20 28.00 31.00 27.80 27.80 27.80 31.20 34.40 31.00 27.80 28.20 28.80 28.60 31.00 28.60 28.00 28.60 31.00 28.20 28.40 28.80 
T4 49 31.00 43.80 31.40 31.40 37.60 31.40 24.60 31.00 37.40 40.80 34.40 31.00 31.40 31.40 28.40 28.40 31.20 31.40 31.60 31.00 34.60 28.40 31.00 
T5 73 31.40 40.60 40.60 31.00 37.40 46.80 31.40 31.20 46.80 47.00 40.60 34.60 37.40 37.20 31.60 31.20 37.80 37.40 40.60 31.40 31.20 34.40 37.80 
T6 97 40.60 49.80 50.00 43.60 47.00 47.00 31.00 34.40 49.60 56.20 56.40 40.60 40.40 37.20 31.20 31.00 31.40 37.40 40.80 34.60 37.60 37.80 40.80 
T7 199 56.20 87.60 87.60 53.00 84.40 93.80 49.60 47.00 81.40 90.80 87.40 59.60 50.00 53.20 43.60 43.80 47.00 47.00 47.00 47.00 53.20 46.60 59.20 
nice.25 25 28.44 30.26 29.96 28.72 29.14 29.84 26.62 26.58 30.04 30.98 30.00 27.44 27.74 28.88 23.74 27.82 26.52 29.08 27.58 27.48 27.26 26.88 32.86 
nice.50 50 32.52 36.22 36.88 32.16 37.58 34.70 30.32 29.98 36.50 38.78 36.88 31.24 31.60 31.90 28.02 27.62 29.76 31.30 30.88 31.54 31.88 29.64 38.44 
;:: nice.100 100 39.70 52.84 49.98 40.60 51.88 53.38 36.22 34.72 48.16 54.64 48.76 40.64 39.02 39.12 32.22 32.20 36.24 42.12 39.76 38.44 37.76 36.92 54.12 
" 
nice.200 200 57.20 91.02 85.94 56.84 85.02 87.48 46.60 46.84 73.48 92.50 79.34 61.00 54.32 54.04 45.36 43.98 48.74 52.46 53.40 50:92 53.18 47.50 88:78 ~ 
s nice.500 500 104.80 229.90 223.30 104.70 214.10 225.20 83.00 83.00 150.00 233.10 181.40 146.90 115.70 107.70 75.00 79.80 87.60 93.80 153.20 90:50 90.60 81.20 236.20 
a. 
" path.25 25 27.84 30.54 29.50 28.18 30.48 29.10 27.52 27.20 31.94 30.92 30.32 28.12 27.92 26.82 24.10 25.64 25.66 28.40 27.80 28.70 27.74 27.48 31.62 
F-. path.50 50 32.18 34.32 33.44 32.18 35.58 37.14 29.64 30.00 39.68 37.24 37.26 31.82 31.22 30.64 29.40 30.64 30.22 37.20 . 30.68 32.16 31.28 31.34 38.44 
"' 
path.100 100 40.92 47.76 51.40 39.98 49.18 50.38 36.64 35.26 56.62 54.08 52.06 40.98 39.10 38.14 36.58 37.50 36.26 39.66 39.98 37.80 39.34 35.94 53.14 
= path.200 200 57.16 86.68 82.84 57.16 87.12 86.00 47.16 47.78 93.44 89.58 86.24 60.96 55.94 54.44 43.74 44.98 50.02 54.38 69.68 52.18 53.42 48.14 87.14 
path.500 500 104.60 245.50 234.50 107.80 223.70 220.20 84.40 81.40 220.10 220.30 199.90 146.80 114.00 106.10 75.10 78.20 84.40 99.90 95.30 95.40 98.40 84.20 221.90 
Table D.5 (continued) : Summary of mean execution times (in milliseconds) in the reverse traversal order expended by the online algorithms 
over the 542 benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modifications 
and new heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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> tl ~ z >rj t;;j ~ a: 9 rn rn z >rj t;;j ::i: ::i: ::i: rn rn () () () () > t;;j 0 ;:. "' >rj >rj >rj >rj tl tl >rj >rj >rj rn rn rn > > > '"cl >rj () " z >rj ~ 0 t"' t"' t"' 
"' Si rn rn ff' if ~ "' "' "' >rj >rj il' "' §= §" "' ~ §' t il' >rj 
>rj >rj 
"' ~ 
0 
"' " il' ~ 
., 
>rj 
rn ~ t"' t"' t"' il' il' ~ ~ i i il' "' "- i r t"' "-., C; "- i [ [ ~ 5. 5. f [ i i r 5. f 
" 
i 
"- "- "- "-
U1 JO 31 31 16 15 31 47 31 lG.00 78.00 31.00 31.00 31.00 31.00 16.00 31 31 20 30 20 20 21 20 31 
U2 20 31 31 32 31 31 31 32 32.00 46.00 31.00 15.00 31.00 15.00 32.00 32 31 20 30 20 20 20 20 31 
U3 30 31 47 31 31 31 32 31 31.00 63.00 31.00 31.00 31.00 31.00 32.00 32 31 20 30 30 20 30 20 31 
u, 50 31 47 63 31 62 47 31 32.00 47.00 47.00 47.00 31.00 31.00 31.00 31 31 20 30 20 30 20 20 31 
V1 JO 31 31 31 15 32 31 32 32 46 32 32 31 31 32 32 15 20 30 30 20 20 20 ' 31 
o:; V2 17 31 31 32 31 31 15 47 16 47 31 31 31 31 32 16 31 20 30 20 20 30 21 15 
" g; V3 21 31 31 32 31 31 31 31 32 63 32 31 15 15 16 31 15 20 40 20 20 40 20 31 ~ v. 7 31 16 31 31 32 31 32 lG 47 16 16 31 31 32 16 31 20 30 20 20 30 20 15 
JO" v,, 14 31 16 31 31 47 31 31 lG 47 16 15 31 31 31 15 31 20 40 30 20 30 20 31 
..Q Va 15 31 32 31 31 32 31 16 31 78 31 31 15 31 16 31 16 20 30 20 20 30 20 31 
V1 8 31 31 16 31 31 31 16 15 47 31 15 31 31 31 31 32 20 30 20 20 30 20 16 
v. 13 31 32 31 31 16 31 31 31 47 31 31 16 31 15 16 31 20 40 30 20 40 20 32 
Vo 18 32 32 31 31 32 31 16 31 46 31 31 31 32 31 31 32 20 30 20 30 30 20 31 
V10 13 31 16 31 15 31 31 31 31 63 15 15 16 31 15 16 16 20 41 20 20 30 10 32 
V11 15 32 32 31 31 16 31 15 15 31 31 31 32 16 31 32 31 20 30 20 30 30 20 32 
V12 22 32 32 31 16 32 31 31 31 32 31 31 16 32 15 16 16 20 30 20 20 30 20 31 
B1 JO 20 30 30 10 30 30 15 32 10 JO 10 10 20 20 JO 10 32 31 31 32 31 16 63 
B2 20 10 30 40 JO 30 30 31 32 JO JO 10 10 20 10 10 20 32 31 31 31 31 32 62 
BJ 30 20 30 31 20 30 40 15 31 JO 10 10 JO 20 10 20 10 31 31 31 31 31 32 62 
o:; B• 40 JO JO 10 JO JO JO 31 32 10 10 JO JO 10 10 JO JO 32 31 31 32 31 16 31 
:; Bs 50 JO JO 10 10 10 10 31 32 10 JO 10 JO JO JO JO JO 16 31 31 31 31 32 16 
8 B6 60 JO 10 10 10 10 JO 31 46 10 10 JO 10 10 10 JO JO 31 31 31 32 31 16 31 
~ B1 70 10 JO 10 10 10 JO 31 32 JO 20 20 JO 10 10 10 10 32 31 31 32 31 31 16 ;:.. Bs 80 10 JO 10 10 10 JO 31 32 JO 10 JO 10 10 10 JO 10 16 15 16 31 16 32 i 32 
.!!?. Bo 100 10 10 10 10 10 10 31 31 20 20 20 10 JO JO 10 10 31 31 31 32 31 16 
' 31 
Bio 200 10 10 10 10 10 10 46 47 20 30 31 20 10 10 10 10 16 15 lG 32 31 31 i 16 
B11 300 10 10 10 10 10 10 63 62 30 40 40 21 10 10 10 10 31 31 32 31 32 16 I 32 
B12 500 JO 10 10 JO 10 10 78 78 41 80 60 60 JO JO JO 10 15 16 16 16 31 31 I 31 
() I ~ 
er.· G1 16 31 31 31 31 31 31 31 47 32 15 16 15 31 16 31 16 20 30 20 20 20 20 i 16 g 
G2 23 15 32 31 31 32 31 32 32 31 31 31 31 15 32 16 31 20 20 20 20 30 30 ' 31 :r. 
I 31 ~ G3 62 31 62 62 31 47 46 31 31 47 62 47 31 31 32 32 31 20 20 20 20 30 20 
~ 
Table D.6: Summary of mean execution times (in milliseconds) in a random traversal order expended by the online algorithms over the 542 
benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modifications and new 
heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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:> 0 
* 
2 .,, al ~ ~ ~ rn rn 2 .,, al ~ :i: :i: rn rn () () 0 0 :> al 0 ~ ~ 0 .,, .,, .,, 2 .,, al Cl Cl .,, .,, .,, rn rn > > :> "C .,, 0 N z .,, £" 
"" "" "" " ~ rn rn !!' [f ii' ~ < ~ .,, .,, ~ S' 5 .., [ r .,, 
.,, .,, 
< 0 0 
"' • " [ i ~ .,, rn ;<i t "" "" "" ~ ~ "' ~ ~ i • ~ ..., ~ [ "' "" E.. ~ & " 
"' 
s: r §" s: [ ~ [ i "' ~ "- - "-g_ ~ "- '- i 
Cl 16/7 10.00 13.33 13.33 10.00 13.33 10.33 26.00 25.67 6.67 10.00 3.33 6.67 10.00 10.00 10.33 10.00 0.00 10.00 10.00 10.00 10.00 3.33 36.33 
C2 25 10.00 13.33 13.33 10.00 13.33 16.67 21.33 26.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 0.00 10.00 6.67 10.33 10.00 10.00 41.33 
C3 28/9 10.00 16.67 13.33 10.00 20.00 13.33 31.67 31.33 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 3.33 6.67 10.00 10.00 10.00 36.33 
C4 49 10.00 10.00 10.00 10.33 10.00 10.00 26.33 31.00 10.00 13.67 13.33 10.00 10.00 6.67 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 26.00 
C5 72/3 10.00 13.33 13.33 10.00 10.00 10.00 31.33 37.00 10.00 16.67 16.67 10.00 10.00 10.00 10.00 10.33 10.00 10.00 10.00 10.00 13.33 10.33 36.67 
C6 97 10.33 13.33 16.67 10.00 20.00 16.67 31.67 41.33 16.67 13.33 13.33 10.00 13.33 13.33 10.00 10.00 10.00 10.00 10.00 10.00 13.33 10.00 36.67 
C7 196/7 16.67 67.00 70.00 20.00 57.00 63.33 41.67 47.00 23.33 26.67 23.33 20.00 23.33 26.67 16.67 16.67 10.00 13.33 10.00 16.67 20.00 10.00 78.00 
;i: 
0 
NI 17 10.00 6.00 6.00 10.00 10.00 10.00 24.80 25.40 8.00 6.00 8.00 6.00 10.00 4.00 10.00 10.00 28.00 25.40 31.00 24.60 31.40 24.60 28.60 
" 
N2 25 10.00 10.00 10.00 10.00 8.00 10.00 27.80 28.20 10.00 10.00 10.00 10.00 6.00 10.00 10.00 10.00 18.60 18.40 15.20 18.60 21.60 ll.40 31.20 ~ N3 29 8.00 8.00 8.00 6.00 10.00 10.00 25.20 25.00 10.00 10.00 10.00 8.00 10.00 8.00 10.00 4.00 10.00 10.20 8.00 10.00 10.00 10.00 28.00 
~ N4 49 10.00 10.00 10.00 10.00 12.00 12.00 31.40 28.20 10.00 10.00 12.00 10.00 10.20 10.00 8.00 10.00 14.00 14.00 12.00 12.00 18.20 14.00 31.00 
~ N5 73 10.00 16.00 14.00 10.00 10.00 16.00 31.20 37.80 14.00 14.00 14.20 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 4.00 6.00 10.00 47.00 
"' 
N6 97 12.20 16.00 16.00 10.20 18.20 16.00 31.40 34.20 14.20 16.20 16.00 14.20 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 2.00 37.60 
·"" N7 197 16.00 30.00 22.00 14.00 20.00 30.00 46.80 46.80 20.00 26.00 24.00 20.00 20.00 16.00 14.00 16.00 10.20 8.00 6.00 10.00 8.00 10.00 65.20 ~, 
~ 
Tl 17 10.00 10.00 10.20 10.00 10.00 10.00 28.20 31.00 24.00 10.00 8.00 6.00 10.00 10.00 10.00 10.00 10.00 10.00 10.20 10.00 10.00 8.00 28.20 
T2 25 10.00 8.00 8.00 8.00 8.00 10.00 31.60 27.80 20.00 10.00 10.00 8.00 10.00 8.00 10.20 10.00 10.00 10.00 10.00 10.00 12.00 10.00 25.40 
T3 29 8.00 10.00 10.00 8.00 10.00 10.00 24.80 31.00 8.00 10.00 10.00 10.00 8.00 10.00 10.00 10.00 10.00 10.20 14.00 10.00 10.20 10.00 31.20 
T4 49 10.00 10.00 10.00 10.00 12.00 14.00 27.80 31.00 10.00 10.00 14.00 10.00 10.00 10.00 8.00 6.00 8.00 14.00 14.00 12.00 16.00 8.00 31.20 
T5 73 12.00 14.00 14.00 10.00 10.00 14.00 31.40 31.40 16.00 10.00 14.00 12.00 10.00 10.20 10.00 10.00 2.00 10.00 10.00 10.00 10.00 4.00 34.60 
T6 97 10.00 16.20 16.00 12.00 12.00 18.00 31.00 37.40 14.20 18.00 18.20 12.00 12.00 12.00 8.00 10.00 10.00 8.00 6.00 10.00 8.00 10.20 37.40 
T7 199 14.00 26.00 24.00 14.00 26.20 30.20 46.80 47.00 24.00 26.20 24.00 18.00 14.00 14.00 16.00 10.00 10.00 10.00 10.00 8.00 10.00 10.00 66.00 
nice.25 25 8.62 9.42 9.42 8.62 9.20 9.20 26.52 28.66 9.82 9.40 9.40 8.62 8.82 8.82 9.42 8.40 8.82 9.62 10.02 9.62 10.82 9.60 31.60 
nice.50 50 9.22 10.62 11.62 9.22 11.82 12.42 29.94 29.96 11.02 ll.82 10.62 10.02 10.02 9.82 9.20 8.82 9.00 9.40 9.82 9.62 9.20 9.42 37.84 
;,:: nice.100 100 10.62 16.00 16.22 10.82 15.82 16.84 34.66 36.80 13.22 16.62 14.62 12.02 11.82 11.02 9.62 10.42 10.02 10.62 11.02 10.82 10.42 10.02 52.82 
3 n..ice.200 200 14.64 29.24 29.44 14.24 28.04 30.44 46.28 46.50 19.02 27.44 22.62 19.62 16.22 15.82 12.00 14.02 12.82 15.04 13.20 13.02 13.42 10.62 87.84 
i5' nice.500 500 22.00 81.20 85.10 23.00 74.10 82.20 79.80 81.10 36.00 70.10 54.10 53.10 38.10 35.00 19.00 21.10 15.00 15.00 15.00 14.00 20.00 14.00 225.00 
a. 
~ palh.25 25 8.02 8.80 9.62 8.22 8.60 9.22 26.82 28.10 9.60 9.82 9.82 9.02 8.82 9.00 7.40 8.22 8.82 9.40 9.20 8.62 8.82 8.62 31.20 
0 path.50 50 9.80 10.62 ll.22 9.20 10.62 12.02 29.36 30.60 11.82 11.02 10.42 9.80 9.40 9.82 9.00 9.00 9.00 10.22 10.00 9.80 10.22 10.02 36.58 ,... 
"' 
path.100 100 ll.22 15.42 17.24 ll.42 15.82 16.02 34.70 35.92 15.84 16.24 14.64 15.82 ll.82 ll.62 9.82 10.02 10.42 12.62 ll.80 11.20 11.82 10.82 48.42 
..!!:. path.200 200 13.82 28.84 30.84 14.00 27.64 30.04 47.20 46.22 25.44 26.44 25.24 19.02 16.62 15.24 12.00 13.62 11.42 13.60 15.02 14.42 14.02 13.82 72.44 
path.500 500 24.00 92.10 96.10 25.10 85.10 92.10 79.60 78.00 56.00 73.10 63.10 53.10 36.10 30.10 20.10 22.00 15.10 12.00 15.10 14.00 20.00 15.00 162.60 
Table D.6 (continued) : Summary of mean execution times (in milliseconds) in a random traversal order expended by the online algorithms 
over the 542 benchmark data sets described in §1.6. The shaded columns represent execution times expended by the proposed modiEcations 
and new heuristics as part of the contribution by the author. A function with resolution of lOms was used to measure execution time. 
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Appendix E 
][nformation on the compact disc 
accompanying this dissertation 
In this appendix information on the compact disc (CD) accompanying this dissertation 
is provided. There are four directories on the CD, namely Dissertation) BenchmarkData) 
SPDSS and Results and their contents are described below. 
Dissertation: this directory contains an electronic copy of the dissertation along with 
the J!7-'fEX source files. All the tables and figures are also included. 
BenchmarkData: several benchmark instances from the literature were employed in 
this dissertation (see §1.6) and they have been arranged according to the names of 
the authors who generated the data sets. The data sets are excel files with three 
columns representing the rectangle reference, height and width. 
SPDSS: the decision support system was implemented using Visual Basic 6.0 (VB) 
which has a tool, known as package and deployment wizard, that assembles all files 
needed to run a VB program on computers that do not have VB installed. This tool 
is important because it automatically builds a setup program for any application 
that handles the setup process [49]. Once 'installed, the user may begin to explore 
SPDSS and all that it has to offer. Included in the directory is a text file labelled 
READ ME that maps out exactly how the setup program should be installed. All 
the 542 benchmark instances have already been loaded in SPDSS and on the main 
user interface under the help menu, a complete list of the strip widths corresponding 
to each instance have been provided. 
Results: this directory contains the results obtained when all the algorithms were tested 
on the 542 benchmark instances. As shown in Figure E.1, the results are partitioned 
into two categories of execution time and total packing height. Under each category, 
the different packing types of either online or offiine may be explored further. The 
online packing problems were solved using level heuristics, shelf heuristics, special 
case heuristics or plane heuristics, while offiine packing problems were solved using 
exact algorithms, level heuristics or plane heuristics. 
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The Microsoft Windows XP (home edition 2002) operating system was used to compile 
all the source code. The Microsoft package Access is used to store data in SPDSS and 
Microsoft package Excel is also used to store the data, but most importantly to run the 
statistical tests (e.g. AN OVA, chi-squared test, students' t-test) on the results. 
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Appendix F 
Summary of the sub-typology for 
packing problems 
Field Characteristics 
Dimensionality lD - one idimensional 
2D - two dimensional 
3D - three dimensional 
HoD - higher order dimensions 
Shapes R - regular shapes 
I - irregular shapes 
Packing Region SB - single bin packing 
MFB - multiple fixed sized bins packing 
MVB - multiple variable sized bins packing 
SP - strip packing 
Packing type Off - oflline 
Aon - almost online 
On - online 
Objectives Mai - maximise items 
MiA - minimise area 
MiB - minimise numebr of bins 
Mi C - minimise costs 
MiS - minimise strip height 
Constraints orientation 
placement 
modification 
guillotine 
Table F.l: Summary of the six fields in the sub-typology developed for packing problems. 
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