In epidemic spreading models, if the infection strength is higher than a certain critical value -which we define as the epidemic threshold -then the epidemic spreads through the population. For a single arbitrary graph representing the contact network of the population under consideration, the epidemic threshold turns out to be equal to the inverse of the spectral radius of the contact graph. However, in a real world scenario, it is not possible to isolate a population completely: there is always some interconnection with another network, which partially overlaps with the contact network. In this paper, we study the spreading process of a susceptibleinfected-susceptible (SIS) epidemic model in an interconnected network of two generic graphs with generic interconnection and different epidemic-related parameters. Using bifurcation theory and spectral graph theory, we find the epidemic threshold of one network as a function of the infection strength of the other coupled network and adjacency matrices of each graph and their interconnection, and provide a quantitative measure to distinguish weak and strong interconnection topology. These results have implications for the broad field of epidemic modeling and control.
I. INTRODUCTION
Dynamical processes on interdependent networks are popular in recent years with diverse applications to cascading failure [1] - [4] , synchronization [5] , and evolutionary games [6] , [7] . In particular, the study of the spreading of epidemics in interconnected networks is a major challenge of complex networks, which has recently attracted substantial attention [8] - [11] . A problem of special interest is how interconnection of network influences robustness measures like epidemic threshold.
Dickison et al. [9] studied two interconnected networks following the standard configuration model and interconnected with their own intranetwork, and identified and quantitated strongly-coupled networks and weakly coupled networks. In strongly-coupled epidemics, either the epidemic invades both networks or not spread at all. In contrast, in weakly-coupled network systems, an intermediate scenario can happen where an epidemic spreads in one network but does not invade the coupled network. Saumell-Mendiola This work was supported by the National Agricultural Biosecurity Center (NABC) at Kansas State University. It was also based on work partially supported by the US National Science Foundation, while one of the authors, Fahmida N. Chowdhury, was working at the Foundation. Any opinion, finding, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation. [10] proposed heterogeneous mean-field approach to study epidemics on two interconnected networks, and showed cases where small number of interconnection among two networks exhibited endemic state. Results for epidemic threshold in interconnected networks are limited to homogeneous mixing populations and degree distribution arguments, and analysis of epidemics on interconnected network with no approximation on the underlying network is missing in the literature.
The objective of this paper is to study the epidemic threshold in interconnected networks, with arbitrary topology. In particular, we study the spreading process of a susceptible-infected-susceptible (SIS) type epidemic model in an interconnected network of two generic graphs with a generic interconnection. In our model, the epidemicrelated parameters, i.e., infection rates and recovery rates, are different and independent from one network to the other. Using bifurcation theory and spectral graph theory, we find the epidemic threshold of one network as a function of the infection strength of the other coupled network and adjacency matrices of each graph and their interconnection, and provide a quantitative measure to distinguish weak and strong interconnection topologies. The main contribution of this paper is the use of spectral analysis to analyze epidemic spreading in interconnected networks with generic arbitrary topology. To the best of our knowledge, this is the first application of spectral analysis to epidemic spreading over interconnected networks. This rest of the paper is organized as follows: Preliminary tools in graph theory and a background in epidemic modeling is the subject of Section II. Section III models SIS epidemic spreading in interconnected networks. Main results on the epidemic threshold are in Section IV. Paper concludes with simulation results in Section V.
II. PRELIMINARY AND BACKGROUND

A. Individual-Based Epidemic Models
Epidemic models have been successful in providing insights and deep understanding of the epidemic process phenomenon leading to successful conclusions about prevention and prediction of epidemics. Early compartmental epidemic models studied epidemic spreading in a wellmixed homogenous population [12] and predicted a threshold behavior, which was in agreement with recorded epidemic data. In order to account for heterogeneity of contact patterns among individuals within a population, Moreno et al. [13] considered a network with independent heterogeneous degree distribution and Pastor-Satorras and Vespignani [14] studied epidemic spreading over scale free networks. The main observation was that contact network plays a major role on the behavior of epidemic spreading. In the search for capturing the role of contact network in greater details, individual-based epidemic models were proposed, where the contact network is represented by a generic graph. In particular, individual-based SIS epidemic models on arbitrary networks predicted that the epidemic threshold is equal to (lower-bounded by) the inverse of the spectral radius of the contact graph [15] - [17] . Moreover, The N-Intertwined Mean-Field Approximated (NIMFA) model, first proposed by Van Mieghem [17] , has triggered a pervasive amount of research on epidemic spreading on general networks, in different scenarios and with different compartments [18] - [21] . The key aspect of this class of models relay on the use of rigorous spectral analysis to determine the evolution of the epidemic.
B. Graph Theory
Graph theory (see [22] , [23] ) is widely used for representing the contact topology in an epidemic network, where each agent is a vertex and edges denote contact among agents. Let G = {V, E} be a directed graph with set of vertices V = {1, ..., N } and the set of edges E ⊂ V × V. An edge is an ordered pair (i, j) ∈ E if agent i can potentially be infected by agent j directly. Graph G is undirected if for any edge (i, j) ∈ E, edge (j, i) ∈ E. In this paper, we assume that there is no self loop in the graph, i.e., (i, i) / ∈ E, and the contact graph is undirected. A path is referred by the sequence of its vertices. A path P of length k between v 0 , v k is the ordered sequence (v 0 , ..., v k ) where (v i−1 , v i ) ∈ E for i = 1, ..., k. Such a path can be interpreted as a walk from v 0 to v k consisting of steps (v i−1 , v i ). Graph G is connected if any two vertices are connected with a path in G. A = [a ij ] ∈ R N ×N denotes the adjacency matrix of G, where a ij = 1 if and only if (i, j) ∈ E, otherwise a ij = 0. A graph is connected iff its associated adjacency matrix is irreducible, i.e., it cannot be transformed into block uppertriangular form by permutations. The largest eigenvalue of the adjacency matrix A is called spectral radius of A and is denoted by λ 1 (A).
A network of two interconnected graphs G 1 and G 2 is represented by the set of non-overlapping vertices {V m } 2 m=1 and the set of edges {E mn } 2 m,n=1 , where E mn ⊂ V m ×V n denotes the connection between vertices of V m to vertices of V n for each m, n ∈ {1, 2}. Connections between vertices of V m to vertices of V n can be represented by matrices A mn , for each m, n ∈ {1, 2}. In order to account for the steps of a path across the two interconnected graphs, we define the following class of paths. Without loss of generality, we assume that each path starts from i ∈ V 1 .
Definition 1: A path from node i ∈ G 1 to node j is of class (l 1 , ..., l s ), with non-negative integers l 1 , ..., l s , if it first take l 1 steps in G 1 then goes to G 2 and take l 2 steps in G 2 then goes back to G 1 and takes l 3 steps in G 1 and so on until it takes the last l s steps to reach j.
It can be inferred from the above definition that a path of class (l 1 , ..., l s ), has length L = (s − 1)+ l 1 + · · · + l s .
III. MODELING SIS SPREADING IN INTERCONNECTED NETWORKS
A. SIS Epidemic Spreading over a Single Graph
Consider a network of N agents where the contact is determined by the adjacency matrix A. In the SIS model, the state X i (t) of an agent i at time t is a Bernoulli random variable, where X i (t) = 0 if agent i is 'susceptible' and X i (t) = 1 if it is 'infected'. The curing process for infected agent i is a Poisson process with curing rate δ ∈ R + . The infection process for susceptible agent i in contact with infected agent j = i is a Poisson process with infection rate β ∈ R + . The competing infection processes are independent. Therefore, a susceptible agent effectively becomes infected with rate βY Pr[X i (t) = 1]. It has been shown that the marginal probabilities p i do not form a closed system. Actually, the exact Markov set of differential equations has 2 N states. Van Mieghem et. al. [17] used a first order mean-field type approximation to develop the NIMFA model, a set of ordinary differential equationṡ
which represents the time evolution of the infection probability for each agent. There is no approximation on the network topology in this model. According to this model, if the infection strength τ = β/δ is less than the threshold value τ c 1 λ1(A) , initial infection probabilities die out exponentially, while if τ is higher than τ c , then infection probabilities will go to non-zero steady state values.
B. SIS Epidemic Spreading over Interconnected Networks
Consider two groups of agents of sizes N 1 and N 2 . In order to facilitate the subsequent developments, we label the agents of the first graph G 1 from 1 to N 1 , and the agents of the second graph G 2 from N 1 + 1 to N 1 + N 2 . The collective adjacency matrix A, defined as
represents the contact between all of the agents. Since the contact topology in this paper is undirected, A 11 and A 22 are symmetric matrices and A 21 = A T 12 . According to definition (2), agent i is connected to agent j iff (A) ij = 1. A schematic of the interconnected contact network of the agents is represented in Fig. 1 . The SIS spreading model over a single graph described in Section III-A can be generalized in the following way. The curing rate for agents of graphs G 1 and G 2 are G1 G2 Fig. 1 . A schematic of the coupling between graphs G 1 (in black) and G 2 (in red), which each represent a contact network. The blue links represent the coupling between the nodes of the two graphs. G 1 and G 2 are not necessarily connected. However, the whole interconnected network is connected. δ 1 ∈ R + and δ 2 ∈ R + , respectively. The infection rates β 11 , β 12 , β 21 , β 22 ∈ R + are such that a susceptible agent of graph G m receives the infection from an infected agent in G n with the infection rate β mn , for m, n ∈ {1, 2}. Similar to (1), the infection probabilities of the agents evolve according to the following set of differential equations:
Since infection process is the result of interaction between a pair of agents, it is reasonable to assume that β 11 , β 12 , β 21 , β 22 are not completely independent of each other. In this paper, we make the following assumption:
Assumption 1: The following constraint exists among the infection rates
where α ∈ R + is a positive scalar accounting for heterogeneity of contacts within a single network and across the two networks. The motivation for the above assumption is that the infection rate in (1) can be considered as β = µπ where µ ∈ R + is the rate that an infected agents transmits the infection and π ∈ [0, 1] is the probability that a susceptible agent receives a transmitted infection. Similarly, for β 11 , β 12 , β 21 , β 22 in (3) and (4) we can consider β 11 = µ 1 π 1 and β 22 = µ 2 π 2 within each network, and β 12 = αµ 1 π 2 , β 21 = αµ 2 π 1 across the two networks. Hence, (5) is justified. Furthermore, in order to facilitate the subsequent analysis, we define
IV. MAIN RESULTS
A. Problem Statement
SSuppose that agents of graph G 1 are connected to agents of graph G 2 , and the overall contact among the agents is determined by A defined in (2) . Comparing (1) and (3), it can be concluded that interconnection increases the probability of infection. This conclusion is actually intuitive: when interconnected with other agents, there is more possibility to receive the infection. In this paper, we find a threshold value τ 11,c such that for infection strength τ 11 > τ 11,c the steady state infection probabilities take positive values. In order for existence of such a threshold value, τ 22 must be such that if there is no interconnection, infection cannot survive in G 2 , i.e.,
.,
B. Equation for Epidemic Threshold
We use bifurcation theory to find the epidemic threshold. From (3) and (4), the equilibrium points of the infection probabilities satisfy the following set of algebraic equations
for i ∈ {1, ..., N 1 }, and
for i ∈ {N 1 + 1, ..., N 1 + N 2 }. Lemma 1: If the overall contact network is connected, the steady state values of the infection probabilities are either zero for all of the agents or absolutely positive for each agent.
Proof: The steady state values for the infection satisfies (8) and (9) . Therefore, p * i = 0 for ∀i ∈ {1, ..., N 1 + N 2 } is a solution for the steady state infection probabilities. Suppose there exists a node j such that p * j > 0. According to (8) and (9), for any node i that is a neighbor of node j, i.e., a ij = 0, the steady state infection probability is
if i ∈ {1, ..., N 1 } and
Same procedure applies to the neighbors of node i, and so on. Hence, if the overall contact network is connected and at least one of the agents have nonzero infection probability, then p * i > 0 for all i ∈ {1, ..., N 1 + N 2 }.
Before the epidemic threshold, origin is the only solution to (8) and (9) . Epidemic threshold is the critical value τ 11,c such that a second equilibrium point starts leaving the origin.
A corollary of Lemma 1 is that the epidemic threshold τ 11,c is such that p * i = 0 and ∂p * i ∂τ11 > 0 for every i ∈ {1, ..., N 1 + N 2 }. Taking the right derivative of (8) and (9) with respect to τ 11 at τ 11 = τ 11,c and p * i = 0 yields (11) and (12) can be equivalently expressed in the collective form as
The critical value of the infection strengths are those for which the above equation has a positive solution.
According to (7) , if V 1 is positive then
exists and is non-negative. Therefore, (13) is equivalently expressed as
where H is defined as
C. Effect of Coupling on Epidemic Threshold
The rest of the analysis is to find the threshold value τ 11,c such that (14) has a positive solution for V 1 . The following results facilitate the proof of Theorem 2, which is the main result in this paper.
Lemma 2: The number of paths of length L from node i ∈ G 1 to node j corresponding to the class (l 1 , ..., l s ) is:
where A 0 11 = I N1×N1 and A 0 22 = I N2×N2 , by convention. Proof: We use induction for the proof. For L = 1, the number of paths from node i to j is equal to 1 if i is connected to j, and is zero otherwise. If j ∈ {1, ..., N 1 }, path of length L = 1 corresponds to the class (1). Therefore, the number of paths from node i to j is equal to the (i, j)-th entry of A 11 . If j ∈ {N 1 + 1, ..., N 1 + N 2 }, then a path of length L = 1 corresponds to the class (0, 0). In this case, the number of paths from node i to j is equal to the (i, j−N 1 )-th entry of A 12 = A 0 1 A 12 A 0 2 . Therefore for L = 1, the Lemma is correct.
Assume that for L = L 0 the lemma statement is correct. Consider the first case where j ∈ {1, ..., N 1 }. A path of length L = L 0 + 1 from i to j is either of the class (l 1 , ..., l s +1) or (l 1 , ..., l s , 0). Such a path can be constructed from paths of length L 0 from i to k of the class (l 1 , ..., l s ) then connected to node j from node k.
If the path from i to j is of class (l 1 , ..., l s + 1), then the number of such paths is
If the path from i to j is of class (l 1 , ..., l s , 0), then the number of such paths is N1+N2 k=N1+1
Hence, the theorem statement is correct for L = L 0 + 1 and j ∈ {1, ..., N 1 }. Similar procedure can be followed to conclude the same result for j ∈ {N 1 + 1, ..., N 1 + N 2 }. Theorem 1:
The matrix H T defined as
is irreducible if the overall coupled network is connected. Proof: We show that
is irreducible. IfH T is shown to be irreducible, then
12 is irreducible and the proof is completed. If G 1 is a connected graph, then A 11 and as consequencē H T is irreducible. Assume that A 11 does not represent a connected graph. Therefore, there exists a pair i, j such that there is no path between them in G 1 . However, since the whole interconnected network is connected, there exists a path from i to j. Suppose, the path is of class (l 1,1 , l 2,1 , l 1,2 , l 2,2 , ...., l 2,s , l 1,s+1 ), i.e., it takes l 1,1 steps in G 1 to reach vertex k out 1 , then it leaves G 1 and enters G 2 and takes l 2,1 steps in G 2 , then enters G 1 at vertex k in 1 . This process goes on until it takes l 1,s+1 steps in G 1 from k in s to reach vertex j. MatrixH T is proved to be irreducible if we show that entry (k out u , k in u ) ofH T is positive for u = 1, ..., s. Since, there is path from k out u to k in u which is of the class (0, l 2,u , 0), the (k out u , k in u )-th entry of A 12 A l2,u 22 A T 12 ≥ 1,because it is the number of such paths according to Lemma 2. As a consequence, (k out u , k in u )th entry ofH T is positive and thereforeH T is irreducible. Hence, the proof is completed.
Theorem 2: The epidemic threshold τ 11,c , for which the equation (13) has positive solution for V 1 and V 2 , is the inverse of the spectral radius of H T defined in (16) , i.e.,
Proof: According to (5) and the definitions (6), we have
Substituting for τ 21 τ 12 in (15), equation (14) gets the form
where H T is defined in (16) . In order for (20) to have solutions, τ 11,c must be the inverse of one of the eigenvalues of H T . However, the corresponding eigenvector V 1 must have all positive entries. Since, according to Theorem 1, H T is an irreducible matrix, Perron-Frobenius Theorem guarantees that such V 1 exists and is equal to the dominant eigenvector of H T . Therefore, τ 11,c is equal to 1/λ 1 (H T ).
D. Quantitating the Interconnection Topology
Theorem 1 derives the value of the epidemic threshold τ 11,c of G 1 as a function of the infection strength τ 22 of G 2 and adjacency matrices of each graph and their interconnection. If τ 22 = 0, then τ 11,c = 1/λ 1 (A 11 ), which is the known result in [17] for a single contact network. Furthermore, for τ 22 → λ 1 (A 22 ), we claim that τ 11,c → 0. The reason is, in this case, an arbitrarily small value of τ 11 will make the the probability of infection in G 2 non-zero, and therefore according to Lemma 1, the probability of infection in G 1 also becomes positive. Despite the extreme cases of τ 22 = 0 and τ 22 → λ 1 (A 22 ), the value of τ 11,c as function of τ 22 can be qualitatively different depending on the interconnection topology.
The numerical simulations in Section V illustrates three possible curves of τ 11,c as a function of τ 22 , as shown in Fig. 2 . Here, the blue curve belongs to the case of weak interconnection between the two graphs. As can be seen, the decrease in the epidemic threshold τ 11,c is very slow for small values of τ 22 , while there is a quite sharp drop in the values of τ 11,c as τ 22 → λ 1 (A 22 ). In this case, the infection in G 1 starts to grow mainly as the result of receiving the infection from G 2 . For strong interconnection topology, shown by the green curve, the value of τ 11,c decreases quickly even for very small values of τ 22 . In this case, the infection in G 1 starts to grow most dominantly because of the increased effective contact among nodes of G 1 . The red curve is an intermediate strength. Therefore, the derivative dτ11,c dτ22 at τ 22 = 0 is useful to distinguish weak and strong interconnection topology. 
where x 1 is the eigenvector of A 11 belonging to λ 1 (A 11 ). Proof: The matrix H T from (16) can be written as
Therefore, taking the derivative of (20) with respect to τ 22 at τ 22 = 0 yields dτ 11,c dτ 22
Multiplying (22) by x T 1 from left, and considering that x T 1 A 11 x 1 = λ 1 (A 11 ) and x T 1 ( 1 λ1(A11) A 11 − I) = 0 for A 11 is symmetric and x 1 is the normalized eigenvector of A 11 , (22) becomes
Hence, dτ11,c dτ22 is found to be (21). Remark 1: According to (21) and the proceeding arguments, we define interconnection strength measure
If Ω (G 1 , G 2 ) < 1, then for the infection strength τ 11 right above the threshold τ 11,c in (18), the positive infection probability in G 1 is mostly due to external infections from G 2 . While if Ω (G 1 , G 2 ) > 1, then for the infection strength τ 11 right above the threshold τ 11,c in (18), the positive infection probability in G 1 is mostly due to the increased effective level of contact among agents of G 1 .
V. NUMERICAL SIMULATION RESULTS
We have generated two graphs according to the small world random network model [24] . The first network G 1 has N 1 = 500 vertices with Watts and Strogatz parameters for mean degree K 1 = 10 and the rewiring probability β 1 = 0.2, and the second network G 2 has N 2 = 100 vertices with the mean degree K = 2 and the rewiring probability β 2 = 0.1. All the potential edges between G 1 and G 2 are active with some probability ω, to be chosen. Therefore, increasing ω implies increasing the interconnection strength. Fig. 2 showsτ c1 = λ 1 (A 11 )τ 11,c as a function of τ 2 = λ 1 (A 22 )τ 22 , for three different values of ω = 0.01, 0.042, 0.2. As argued in Section , the blue curve with ω = 0.01 indicates a weak interconnection between G 1 and G 2 , while the green curve with ω = 0.2 determines a strong coupling. The red curve in Fig. 2 belongs to an intermediate interconnection strength, here ω = 0.042, which separates the strong coupling region from the weak coupling region.
According to Fig. 2 ,a %50 reduction of the epidemic threshold is observed in G 1 for (a) ω = 0.01 andτ 2 = 0.925, (b) ω = 0.042 andτ 2 = 0.5, (c) ω = 0.2 andτ 2 = 0.05. We have plotted the curves ofp * 1 = 1 N1 N1 i=1 p * i as a function of τ 11 λ 1 (A 11 ). We have found the equilibrium values of p * i by solving the algebraic equations (8) and (9). Fig. 3 . The mean steady state infection probability in G 1 as a function of the normalized infection strength of λ 1 (A 11 )τ 11 for graph G 1 . Black curve corresponds to the case where there is no interconnection. In this case, the epidemic threshold is τ 11,c = 1/λ 1 (A 11 ). All the other curves correspond to the case where τ 11,c = 1 2 ×1/λ 1 (A 11 ). However, the steady state infection fraction increases smoothly by increase in τ 11 in the case of weak interconnection (a), shown in blue, while it increases sharply the strong interconnection (c), shown in green curve. The red curve (b) is the boundary between the two interconnection strength regions.
VI. CONCLUSION
In this paper, we study SIS epidemic spreading among two interconnected networks with different size and epidemicspecific parameters. The main contribution of this work is application of spectral analysis to study epidemics over interconnected networks. In particular, we found the value of the epidemic threshold τ 11,c of first graph G 1 as a function of the infection strength τ 22 of G 2 and adjacency matrices of each graph and their interconnection in Theorem 1. Furthermore, we proposed an interconnection measure Ω (G 1 , G 2 ) to quantitate strongly coupled and weakly coupled networks. A very interesting property of Ω (G 1 , G 2 ) defined in (24) is that it is a purely topological measure and does not depend on the epidemic-specific parameters. Our results have great implication to analyze and control epidemics over interconnected networks.
