Intelligent agent's navigation remotely controlled by means of natural language commands is of great help for robots operating in rescue activities or assistive aid. Whereas full conversation between the human commander and the agent could be limited in such situations, we propose thus to build human/robot dialogues based directly on semantically meaningful instructions like the directional spatial relations, in particular represented by the clock model, to efficiently communicate orders to the agent in the way it successfully gets to a target's position. Experiments within real-world, simulated scenario have demonstrated the usefulness and effectiveness of our developed approach.
INTRODUCTION
With the increasing number of robots involved in inspections, explorations, and interventions (Bischoff and Guhl, 2010) , the efficient communication between a human commander and his/her intelligent agent is of prime importance, especially to help agent's navigation.
Using natural language for this purpose has been proven to be a promising approach (Summers-Stay et al., 2014) . However, human/robot interaction involving natural language is a very difficult process (Tellex et al., 2011) , (Baskar and Lindgren, 2014) . Indeed, such dialogue should be situated (Pappu et al., 2013) , (Olszewska, 2016) and grounded (Olszewska and McCluskey, 2011) , (Olszewska, 2012) , (Boularis et al., 2015) . The natural language commands should be mapped to low-level instructions (Lauria et al., 2002) , (Choset, 2005) in order the agent moves physically in real-time within its environment, which could be ground, air, or underwater, depending of the robot type (Balch and Parker, 2002) . Moreover, the intelligent agent needs to have some knowledge to understand the commander's orders (Wooldridge and Jennings, 1995) , (Bateman and Farrar, 2004) , (MacMahon et al., 2006) , (Lim et al., 2011) , (Schlenoff et al., 2012) , (Bayat et al., 2016) .
Hence, in this paper, we propose to study the use of qualitative spatial relations in natural-language dialogues generated by the commander/agent team and constrained by the communication channel availability and occupancy. Qualitative spatial relations are both semantic and symbolic representations of the perceived space in order to describe it and reason about it (Cohn and Renz, 2007) . In particular, directional spatial relations formalize the relative positions between different objects of a scene (Renz and Nebel, 2007) .
There is a diversity of models codifying directional spatial relations. Common concepts include 'left to', 'right to', 'front of', 'back of' relations (Bateman and Farrar, 2004) , defining the LRFB model ( Fig. 1.(a) ), and leading to primitive functions such as 'turn to the right' or 'move forward' (Marge and Rudnicky, 2010) . Other models rely on the cardinal relations, i.e. the 'North', 'South', 'West', and 'East' concepts (Skiadopoulos et al., 2005) . However, this approach requires intrinsically the knowledge of some global reference point, e.g. the 'North' direction which is not always available in all scenarios. Advanced models (Cohn and Renz, 2007) , such as the STAR model, define the directions through any number and orientation of intersecting lines, but do not attach any semantically meaningful notion to this kind of representation. A further model called the Clock model (Olszewska, 2015) represents the space as a clock face partitioned in the twelve regions, each corresponding to an hour ( Fig. 1.(b) ). The directional spatial relations are thus conceptualized in terms of the twelve hours, allowing natural language commands such as 'is at 2 o'clock of'.
In this work, we chose directional spatial models as basis of human/robot dialogues aiming to guide the agent within its environment to reach a target's position. In this context, we integrate in turns the LRFB model and the clock model into the system generating the dialogues between the two conversational agents, to study the impact of each spatial model on the overall process, where the human operator remotely controls the robot by natural-language commands.
The human agent's orders are based on the reasoning about the objects' spatial relations within images acquired by the on-board camera of the artificial agent as well as any additional agent's view. However, the human's commands sent to the intelligent agent are always formulated in the unique view which is identical for the human/robot team at all time. This tactic automatically generates robot-centric spatial references (Bugmann et al., 2004) , directly appropriate for the use by a system controlling the robot using information from its on-board camera.
Hence, specifying that the agent giving the orders is a human which has access to the same view of the scene than the artificial agent implies the conversation is intrinsically situated (Bugmann et al., 2004) , and thus, there is no need to further coordinate the robot/human perspectives, avoiding any distortion of their natural expressions about the environment.
On the other hand, the agent's navigation environment could be a schematic, virtual, or natural ground (Marge and Rudnicky, 2010) , such as illustrated in For this study, we focus on an unfamiliar, flat, nonschematic, real-world type of ground.
The main contribution of this work is the proposed communication system between a human being (called commander) and a robot (or agent) by means of natural language using the clock-modeled directional spatial relations in order to assist the intelligent agent's navigation to reach a target's position.
The paper is structured as follows. In Section 2, we explain the developed process to guide intelligent agent's navigation using the semantically meaningful clock model to describe the directional spatial relations between this agent and its target's position. This system has been implemented and successfully tested by carrying out simulations of real-world scenarios as reported and discussed in Section 3. Conclusions are drawn up in Section 4.
PROPOSED SYSTEM
In this section, we present our system architecture of the humanly assisted, conversational agent's navigation process. It loosely follows the software pipeline structure of a robot consisting of the sensor interface layer, perception layer, planning an control layer, user interface layer, and vehicle interface layer (Russell and Norvig, 2011). Our new approach has seven phases we designed using the Unified Modelling Language (UML) (Booch et al., 2005) . In particular, our system's UML collaboration diagram and the UML class diagram are represented in Fig. 2 and Fig. 3 , respectively.
As notated in Fig. 2 , the artificial agent sends at first the front view of the scene acquired by its onboard camera to the human commander, to establish a situated dialogue between them and to allow reasoning about the scene to be assisted in the navigation.
Secondly, the human commander could use an optional agent. Such additional agent is considered as external to the scene, i.e. it is not present in the views, but it senses the scene (Fig. 3) . For example, a drone could obtain additional views of the scene such as the top view without appearing in it (Fig. 5) . In case this kind of additional agent is available in the scenario, the commander triggers drone's camera, and then, the drone sends the acquired top view of the scene to the commander.
During the next phase, knowledge about directional spatial relations is invoked (Fig. 3) by applying the LRFB or the clock model and reasoning based on the available views of the scene to find the corresponding directional spatial relation between the object of reference (agent) and the relative object (tar- 
get).
Once the reasoning about the agent/target spatial relation is performed, this spatial relation is integrated in the natural-language command sent by the commander to the agent (Fig. 2) to assist the agent in reaching its goal.
In case of multiple artificial agents such as the conversational agent and the drone, the different views captured by each of them are merged simultaneously by the commander, before the reasoning phase. However, the commander's order resulting from the reasoning process and sent to the robot is expressed uniquely in the robot's view to generated an intrinsically situated dialogue.
After that, the agent processes the commander's order (Fig. 2) by extracting the provided directional spatial relation from the dialogue line and by mapping it into to low-level instructions ensuring robot motion, i.e. grounding the spatial relation expressed using one directional spatial model by transforming it into the rotation angle around the robot's top-bottom axis and the incremental displacement within the ground plane.
Finally, the robot moves incrementally and accordingly to the received commander order (Fig. 2) . In this system, we obviate the need to use the Simultaneous Localization and Mapping (SLAM) process (Saeedi et al., 2015) , or map graph building for navigation (Toman and Olszewska, 2014) , since the perception/planning/reasoning tasks are performed by the commander based on the environment projections obtained from the acquired view(s) of the sensed scene and the extracted localization of the objects of interest, i.e. the agent, the obstacle, and the target, within it.
Figure 3 models the classes of our navigation system which remotely assists the intelligent agent (Agent) in avoiding any Obstacle and reaching the position (positionxT, positionyT ) of the Target by using natural language processing (NLP), in particular integrating DirectionalSpatialRelations such as the LRFBModel or the ClockModel. Such knowledge is used to reason about the Scene perceived through View such as the FrontView and the TopView captured by the Agent and the Drone, respectively. The resulting directional spatial relation between Ob ject like the Agent and the Target is directly sent by the Commander to the Agent within an automatically situated dialogue. Once this command is processed, the Agent moves appropriately, updating its (positionxA, positionyA) to the new one.
It is worth to note the target could be either static or dynamic. In the latter case, it results in an agent/target chase, where both the robot and the target are moving over time on the ground, assuming the agent's speed is equal or greater than the target's one. Hence, in this dynamic problem, the new positions of the target and the robot are obtained thanks to the view(s) acquired after each agent's move. The corresponding new directional spatial relations between the agent and the target is then also recomputed after each agent's move. Thus, the process described in Fig. 2 is repeated iteratively, leading to a dynamic planning updating the spatial dialogue to assist the agent's navigation towards its target. 
EXPERIMENTS AND DISCUSSION
To validate our presented approach, the designed system (Figs. 2-3 ) has been implemented using C++ programming language, and applied to an intelligent environment (Habib, 2011) benchmark, created by changing the initial position of the agent as well as the target's and obstacle's positions on a virtual, flat ground such as illustrated in Fig. 4(b) , within realworld scenario. Experiments have applied our system in simulations of a real-world scenario consisting all in the human commander's remote assistance of a robot (schematized as the blue cylinder with white contour in Fig. 5 ) navigation through an intelligent environment to reach the position of a target (represented by the red cylinder with black contour in Fig. 5 ), avoiding any obstacle such as the yellow cube with black contour in Fig. 5 . In this scenario, the target and obstacle are assumed to be static, only the robot is behaving dynamically.
The first experiment does not involves any drone, the reasoning being only based on the scene's front view captured by the robot's on-board camera, whereas the second experiment requires a drone, leading to multiple-view, spatial reasoning. Whereas the commander has access to the additional view of the scene, i.e. the top view sent by the drone, the human agent expresses still all his/her orders to the intelligent agent by referring directly to the common, identical front view; the top view being only used as an additional information to strength the spatial reasoning. Figure 5 shows a snapshot of the scene and its different views at a given time. It is worth to note that either the commander or the drone are not in the scene itself (Fig. 5(a) ), but they are both part of the scenario. Indeed, on one hand, the drone acquires a top view of the scene thanks to its embedded camera. On the other hand, the commander looks remotely at the scene through the agent's camera capturing a front view of the scene (Fig. 5(b) ), and sees the top view of the scene generated by the drone's camera (Fig. 5(c) ).
In these experiments, the designed system has been tested once with applying the LRFB model and once with integrating the clock model instead. The results are reported in Table 1 , while samples of the human/robot dialogues are reported as follows.
An example of these dialogues generated when using the LBFB model in our system is:
HUMAN:
The target is right to you. Go! ROBOT: I have moved.
The target is in front of you. Go! ROBOT: I have moved.
The target is in front of you. Go! ROBOT: I have reached the target.
HUMAN: Good!
It is worth to note that the commander does not start by sending an order using the front-of type relation, to avoid any collision of the agent with the obstacle.
In case of the adoption of the clock model in our system, a sample of the dialogue between the human commander and the intelligent agent is: 
Experiment 2 runs the system with using the supplementary agent, namely, the drone. This leads to a multi-robot system (Khamis et al., ) , but the conversational agents remain the same than in the experiment 1, i.e. the commander and the robot; the commander communicating with the drone using only machine instructions rather than natural-language dialogues. In Table 1 , the clock model is more efficient than the LRFB model in both scenarios. On the other hand, the use of multiple, synchronized views appears to improve the accuracy of the commander's orders and thus, the agent's navigation. In particular, the top view decreases the uncertainty related to the qualitative spatial relations in any front view, resulting in more precise rotation and displacement of the intelligent agent.
The experiments have been carried out on simulated grounds like in (Tellex et al., 2011) . We can observe that our system performance is far better than the state-of-art ones (MacMahon et al., 2006) , (Tellex et al., 2011) , and (Boularis et al., 2015) .
From these experiments, we can observe that the clock model refines the knowledge about the directional spatial relations useful for navigation guidance by means of natural language, and leads to a more accurate navigation system. Furthermore, the clock model is 30% faster than the traditional models from the computational point of the view. Thus, the clock model can be widely used in human-agent situated dialogues, since it brings both a gain in precision and speed in the resulting, assisted agent's navigation.
CONCLUSIONS
In this work, we proposed a human-robot communication system using directional spatial relations, such as the clock model, which are determined based on the information extracted from the acquired views of the visual scene where the robot evolves in. The corresponding directional spatial relation is then communicated by the commander to the intelligent agent which transforms it by processing the natural language command into motor commands and then moves accordingly to reach the target's position. Our approach could be applied to human-robot interactions (HRI) as well as to remote assistance of autonomous systems' navigation through real-world, unfamiliar environment.
