In this work we develop an approach for predicting the tertiary structures of RNA fragments by combining an RNA nucleobase discrete state (RNAnbds) model, a sequential Monte Carlo method, and a statistical potential. The RNAnbds model is designed for optimizing the configuration of nucleobases with respect to their preceding ones along the sequence and their spatial neighbors, in contrast to previous works that focus on RNA backbones. The tests of our approach with the fragments taken from a small RNA pseudoknot and a 23S ribosome RNA show that for short fragments (<10 nucleotides), the root mean square deviations (RMSDs) between the predicted and the experimental ones are generally smaller than 3Å; for slightly longer fragments (10-15 nucleotides), most RMSDs are smaller than 4Å. The comparison of our method with another physics-based predictor with a testing set containing nine loops shows that ours is superior in both accuracy and efficiency. Our approach is useful in facilitating RNA three-dimensional structure prediction as well as loop modeling. It also holds the promise of providing insight into the structural ensembles of RNA loops.
I. INTRODUCTION
RNA is an important class of functional biomolecules. It not only acts as a messenger between genome and protein, but also performs a variety of biological functions ranging from participating in protein synthesis, catalyzing biochemical reactions, and regulating gene expressions, to acting as a structural molecule in cellular organelles [1] . To fully understand its structure, knowledge of its three-dimensional structure is often required. Although the most reliable sources of RNA structural information are experimental measurements from x-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy, and cryoelectron microscopy, experimental structures of RNAs are technically challenging to obtain and are costly in both time and effort. As a result, computational prediction of RNA structures provides a valuable alternative source of gaining structural information.
Prediction of RNA secondary structures has been very successful. In general, there are two strategies in predicting RNA secondary structures. The most successful one is through comparative sequence analysis [2, 3] , which utilizes homology information and incorporates many complex factors in determining RNA structures implicitly. However, this approach requires the availability of many related RNA sequences and hence is not always feasible. The other approach is through minimization of free energies, based on the thermodynamic hypothesis that the conformation with the lowest free energy is the native structure [4] . Among all predictors, Mfold [5] , RNAfold [6] , and RNAstructure [7] are based on dynamic programming and guarantee the generation of a structure with the lowest free energy, within the accuracy limitations of the free energy rules employed, and with the condition that the RNA secondary structures are nested and contain no pseudoknot.
However, prediction of RNA secondary structure with pseudoknots is far more challenging. Recently, several methods * linhui@nju.edu.cn † wangwei@nju.edu.cn have been designed to attack this problem. These include NUPACK [8] , pknotsRE [9] , pknotsRG-mfe [10] , ILM [11] , TdFold [12] , STAR [13] , HotKnots [14] , FlexStem [15] , and Kinefold [16] . This, of course, is not a complete list since the area is under rapid development. We refer the reader to an excellent review for further reading [17] . It should be noted that all the methods mentioned above represent the development of new algorithms in generating candidate secondary structures. However, the difficulties associated with secondary structure prediction with pseudoknots are twofold. The first one is how to generate good structural candidates with pseudoknots, as is attacked by the above methods. The second difficulty is due to the lack of effective tools that can accurately estimate the free energy of pseudoknotted loops. Along this line, there are also many excellent works; for example, the early work by Gultyaev et al. , who compiled a table of free energy rules for H-type pseudoknots [18] , the model developed by Aalberts and Hodas that can be used to estimate the free energy of ABAB-type pseudoknots [19] , the Kinefold model that treats small-and large-scale structures with different strategies proposed by Isambert and Siggia [16] , the frequently used phenomenological linear model by Dirks and Pierce [8] , and the recent constraint generation method presented by Andronescu et al. [20] . Recently, several physical models were developed to estimate the free energy of pseudoknotted loops. Based on self-avoiding random walks of chain conformations on lattice models, Lucas and Dill [21] , and Kopeikin and Chen [22] developed theoretical models for RNA pseudoknots and simple tertiary folds. Remarkably, the first, and also easy to implement, ab initio free energy model for realistic H-type pseudoknots was the Vfold model developed by Cao and Chen [23] [24] [25] [26] . The Vfold model works very well for studying RNA thermodynamics and for RNA structure predictions [24] [25] [26] .
The prediction of secondary structures provides useful insights into the RNA functions. However, to fully appreciate the RNA functions and dynamics, and to design new RNArelevant drugs, people eventually need their three-dimensional (3D) structures. Programs have also been developed to assist RNA 3D structure prediction, including RNABuilder [27] , YAMMP [28] , NAB [29] , ERNA-3D [30] , MANIP [31] , S2S [32] , MC-Sym [33] , RNA2D3D [34] , etc. [17] . Recently, we developed a program called pk2D/pk3D for RNA structure predictions [35] [36] [37] . This program contains two parts. The pk2D (pseudoknot predictor for secondary structures) program was designed to generate secondary structure candidates for a given RNA sequence. It first uses dynamic programmingbased local alignment to create a pool of helical stems, and then employs an approximation algorithm to identify a large number of close-to-optimal solutions of stem combinations without conflicts. The unique ability of pk2D is that it maximizes the diversity of pseudoknot topology. The pk3D takes the secondary structure candidates as input and assembles the contained helices in 3D space in a systematic way. The quality of the assembled structures is then assessed with a free energy table that is prebuilt by using a RNA backbone discrete-state model and a sequential Monte Carlo method [36, 37] . In this way, the pk3D is able to calculate free energies for candidate secondary structures and to give their corresponding 3D structures simultaneously, which is a unique feature compared with the other predictors. We tested pk2D/pk3D for their performance of secondary structure prediction with a set of 43 pseudoknotted RNAs, which was a combination of two testing sets from two previous works of other groups, to facilitate the comparison of different methods. The comparison showed that pk2D/pk3D gave the best sensitivity and comparable specificity [37] . We also predicted the tertiary structures for several RNA molecules and found that the relative spatial positions between helices in the predicted structures were in good agreement with the experimental ones [37] . However, there is an important missing part in pk3D; it does not predict the conformation of loops (unpaired strands) although they are often important for understanding RNA functions. The reason is that during the calculation of free energies for RNA structural candidates, as a first order approximation all the loop conformations are assumed to be of the same enthalpy, since the loops are highly flexible and unlikely to form stable structures. This is the problem we will solve in this work.
Here we develop an RNA nucleobase discrete state (RNAnbds) model that is designed to describe the RNA structures in 3D space. This model is combined with a sequential Monte Carlo (SMC) method to stochastically generate 3D fragments subjected to given constraints. We also build a statistical potential for scoring the generated 3D structural candidates. With a combination of these components, we are able to predict the tertiary structure of RNA loops (unpaired strands) with respect to the other parts of the RNA structure. In fact, our scheme is not limited to unpaired strands; it can give predictions for any missing fragment in a tertiary structure, such as that partly within a helix. To be more accurate, we will refer to it as an RNA fragment modeling approach. This paper is organized as follows. In the Methods section, we first introduce the details of the three components of our approach. In the Results and Discussions section, we test our approach with various fragments chopped from a small RNA pseudoknot, a large ribosome RNA, and a set of nine RNA loops taken from other literature. We then compare our approach with several other predictors and discuss their differences. In the Conclusion section, we discuss the effect of the noncanonical interactions on the predictions and the way to improve our approach in the future.
II. METHODS
Our fragment modeling scheme is based on a novel RNA nucleobase discrete state model, an SMC growth method, and a statistical potential. The unique feature of the RNAnbds model is that it represents an RNA chain with spatial positions and orientations of RNA bases, instead of that of backbone atoms. The SMC growth method is developed to add RNA nucleotides one by one to generate various 3D conformations for a given fragment sequence. Once we obtain these conformations, the hypothesis is that the one with minimum free energy is the native structure. The free energy is estimated with a statistical potential, which is also developed in this work. The details of the three components are given in the following sections.
A. RNAnbds model
The RNAnbds model directly represents an RNA trace in 3D space with a sequence of relative spatial positions and orientations of RNA nucleobases (purines or pyrimidines) [38] . The physical reason for this design is as follows. First, the free energy of RNAs is largely determined by the base-pair and base-stacking patterns, according to the widely used Turner's free energy rules [39, 40] . For example, it is often seen in RNA tertiary structures that the nucleobases form pairs or stackings with their spatial neighbors and the traces of backbone are consequently forced to be obedient to such interactions, which indicates that the structures are mostly determined by the interactions between bases instead of that between backbone atoms. These observations suggest that an RNA model that directly describes the configurations of bases is preferable. Second, the base-base interactions are not necessarily short range, thus RNA structures may not be well described by any model that relates 3D structures to local sequences. In our RNAnbds model, the configuration of a nucleobase is not only related to its preceding base along the sequence, but also to its spatial neighbors, which are not necessarily close along the sequence. Another advantage of modeling RNA bases is that the obtained spatial relations between bases can be directly used to get the free energies; there is no need to determine these relations according to the built backbone conformations, if an RNA backbone model is used.
When building the RNA tertiary structures with the RNAnbds model, the key step is to determine the possible positions and orientations of the about-grown nucleotide with respect to its preceding one along the sequence, or with respect to its spatial neighbors. This information is extracted from two prebuilt libraries called LIB1 and LIB2, respectively. The building procedures are described as follows.
Building LIB1. The library LIB1 stores the spatial positions and orientations of a nucleobase with respect to its preceding one along the sequence. The building strategy is similar to that used in our previous work [38] , but has been upgraded to incorporate the sequence information. In detail, we first find an RNA structural database, which is RNA05 compiled by Murray and co-workers [41] . This database is obtained by applying quality-filtering techniques (using resolution, crystallographic B factor, and all-atom steric clashes) to the backbone torsion angle distributions from a 9486-residue RNA database. The noise levels are greatly reduced, as is necessary since the possibility of conformational error is always quite real in even very carefully done structures [41] . For each RNA chain in this database, we chop it into successive nucleotide pairs Y → X, where Y is the nucleotide that precedes X along the sequence. Y and X can be A, U, G, or C, resulting in 4 × 4 classes of pairs. For each specific Y → X, we set up a local coordinate system on Y , with the origin at the centroid of the base heavy atoms, the x axis passing through the N1 atom (purines) or N3 atom (pyrimidines), and the z axis perpendicular to the base plane [42] . Within this coordinate system we calculate the local coordinates of X. We repeat this calculation for all Y → X pairs and then cluster the local configurations of X with a K-means clustering method (K can be 8, 16, or 32 or even larger numbers, in principle) [36] . The similarity between configurations is measured by the Euclidean distance in the local coordinate system. The K centers of these clusters thus represent the typical spatial positions and orientation of X with respect to Y . The position vectors and orientations matrix of these centers are recorded in a library named LIB1, with the entries indexed by the pair type Y → X.
To visualize the RNAnbds model, we give in Figs. 1(a) and 1(b) the clustering results for the 328 pairs of A → U type and 731 G → C pairs, respectively. These numbers are determined by the size of the RNA05 database and are automatically given by the program that searches for all such successive pairs along the sequences. Presumably, a larger database will give more pairs and lead to a better characterization of the RNA structures. For the A → U pairs, the numbers of conformation in the largest three clusters are 100, 91, and 25, respectively. For the G → C pairs these numbers are 109, 85, and 79, respectively. The largest cluster in both cases corresponds to the A-form helical conformation of the RNA chain. It can be seen that the bases within this cluster are spatially close to each other and may be well represented by the central one. However, for some clusters, the distribution of bases in space are rather diverse. By investigating the corresponding local structures, we found that in such cases the nucleobases are sometimes subjected to interactions with their spatial neighbors that are not necessarily close in sequence. Therefore, for these bases, a different modeling strategy that reflects the above observations may be preferable, as described in the next section.
Building LIB2. Based on the above observations, we build another library that describes the preferred positions and orientations of a nucleotide X around a nucleotide Z that is separated by at least two nucleotides from X along the sequence. In detail, from the RNA05 database [42] we collect all nucleotide pairs Z-X satisfying the following criteria: (1) the two nucleotides are separated by at least two nucleotides along the sequence; (2) the projection of the internucleobase distance on the x-y plane of either nucleobase is smaller than 10Å; and (3) the projection of the internucleobase distance on the z axis of either nucleobase is smaller than 3.0Å. For all such pairs of the Z-X type, we calculate the local coordinate of the nucleotide X within the coordinate system determined by Z, following a similar procedure described in the previous section. These local conformations are then clustered and the The number of N1 atoms in the largest cluster (red, also marked by an arrow) seems few for the first sight due to their spatial overlapping.
corresponding centers are stored in a library named LIB2. In Fig. 2 we show the clustering results for the A-U pairs and G-C pairs; the other 14 X-Z pairs have similar features, which are not presented. According to Fig. 2 , a remarkable feature is that the bases are well clustered, compared with those shown in Fig. 1 . Presumably, this will lead to a better characterization of the base configurations and therefore a high prediction performance. By taking a close look at the clusters, it is found that for the A-U pair, the first and second largest clusters locate at the Watson-Crick edge and the Hoogsteen edge of adenosine, respectively. For the G-C pair, the largest cluster also locates at the Watson-Crick edge of guanine. The features are consistent with the general biological observations in RNA structures. The two libraries (LIB1 and LIB2) together constitute the RNAnbds model. 
B. The sequential Monte Carlo method
With the RNAnbds model, for a given sequence, theoretically we can enumerate all the possible structures in the corresponding discrete phase space and select the best one according to the minimum free energy rule. However, this enumeration process is impossible for moderate or long chains, since in each growing step we have many choices (>100 or even more) of adding the next nucleotide and the number of conformations grows exponentially and soon explodes. Here we use a sequential importance sampling method to prune the growing tree and bias the conformations to those having low energies and satisfying specific constraints. The constraints may include the excluded volume effects, the requirement of chain connectivity, the structural information from experiments such as the possible base pairs or tertiary contacts, or any other information that can be quantified. The current version of our program only takes into account of the first two, however, the implementation of other constraints is straightforward by following the strategy in our previous work [43] .
The basic idea of SMC is combining chain growth with sequential importance sampling, following a similar procedure described in our previous works [36] [37] [38] [43] [44] [45] [46] [47] , except that the weights of partial chains are not needed and thus not maintained. In detail, for a given sequence X 1 X 2 X i · · ·X n we grow the nucleotides in space one by one by starting from an anchor nucleotide to which the first nucleotide X 1 attaches. Suppose that at the ith step, we already have L grown partial structures for the sequence X 1 · · ·X i−1 ; then for each partial structure we exhaustively test all the possible ways of attaching X i to X i−1 . The possible positions and orientations of X i are taken from LIB1 by the entry Y → X i , where Y is the preceding nucleotide along the sequence, and also from LIB2 by the entry Z j → X i , where Z j is one of the spatial neighbors of X i and j runs over all neighbors. Suppose we have a total of K choices of adding X i ; we then obtain L × K partial structures after this step. If L × K is larger than a threshold M, we do an optimal resampling by randomly choosing M partial structures out of L × K with the probability of choosing the mth one proportional to exp(−E m /RT ) [46] ; otherwise we keep all the L × K structures. Here E m is the free energy of the mth partial structure E pot , plus a penalty or bonus E penalty to encourage the chain growth to the target anchor, if we have one. The form of E pot and E penalty will be discussed in the next section. Note that the temperature T is not necessarily the room temperature; it is only used to control the relative probabilities between structural candidates. The parameter M is chosen as a compromise between the accuracy and efficiency of the SMC algorithm; a large value increases the accuracy, while it deteriorates the efficiency, and vice versa.
C. The estimation of free energy
Here we develop a statistical potential to assess the quality of the generated structural candidates. The statistical potential E pot includes a term that describes the base-pairing energy, a bonus encouraging base stacking, and the 12-6 Lennard-Jones interactions to account for the excluded volume effect between atoms. These three types of interaction give a roughly correct population of structures [42] . The potential also includes a virtual bond and a virtual angle term to guarantee the chain connectivity and realistic chain trace.
We employed the "Boltzmann device" to determine the base-pairing energy, the virtual bond, and the virtual angle energy [48, 49] . This approach assumes that the distribution of conformations in the structural database corresponds to the equilibrium state and follows the Boltzmann law. The statistical potential or the potential of mean force is then inferred from the corresponding frequencies of observations. The form of the potential is usually given by the inverse Boltzmann formula [50] 
where N i,j obs (r) is the observed number of pairs (i,j ) within a shell r − r/2 to r + r/2 in a database, and N i,j exp (r) is the expected value within the same shell if there were no interactions between pairs (i,j ) (the reference state).
To determine the base-pairing energy, a local coordinate system is set up on each RNA nucleobase i in the structural database, following the same procedure described above.
According to the inverse Boltzmann formula, the pairing energy between the ith and j th bases is
where m and n are the type (A, U, G, or C) of the ith and j th nucleotide, respectively, N m,n ( x, y) is the number of observations of the m-n type of pairing in the bin ( x, y), P m is the probability of m-type nucleotide observed in the database, and N 1 is the number of observations if the m-n pairing were uniformly distributed on the x-y plane. c 1 , c 2 , and c 3 are additional parameters to control the relative weights between different terms; currently they are all set to 1.0. The definitions of the other parameters are similar. It should be noted that the x, y, z, and θ components of the interaction are essentially entangled and the exact form is unknown. As a first order approximation, we write the interaction into a linear combination of three terms. This treatment has been used in a previous work and proven to be working [42] . High order terms are theoretically possible but prevented by the sparsity of RNA structures in the current structural database. When calculating the potential, the bin size is 1.0Å in the x and y directions and 0.6Å in the z direction. These sizes are chosen as a compromise between the resolution of energies and the statistical quality in each bin, eventually determined by the number of structures in the database. The pairing energy will be zero if either condition x > 10Å, y > 10Å, or z > 3Å is met. P m for A, U, G, and C are 0.23, 0.18, 0.32, 0.27, respectively, also deduced from the database.
The numerical results for the three terms in Eq. (2) are shown in Figs. 3 and 4 . The first four figures in Fig. 3 give the component of the pairing energy on the x-y plane between nucleotides A and X (X can be A, U, G, and C). It can be seen that the interaction strength between A and U is the largest, with the value in the deepest basin of attraction ranging from −3.9 to −2.9 kcal/mol. This basin of attraction corresponds to the Watson-Crick base pairs frequently observed in RNA structures. The interactions for the other three A-X pairs are relatively weaker; their deepest basins of attraction generally have a potential ranging from −1.9 to −2.9 kcal/mol, and the span of these basins is also narrower. These results are consistent with the general observation that the nucleotide A prefers to form canonical base pairs with U compared with the other three. Figure 3 also shows the statistical potential for the G-X types. Among the four types, the strongest interaction is observed for the G-C type (−2.9 to −3.9 kcal/mol). The interaction of the G-U type shows similar strength but has a narrower basin of attraction. It is also interesting to see that the G-A interaction is also strong. The other interactions such as the U-X and C-X types are similar and hence not shown here.
The z component of the statistical potential is exemplified with the A-X type in Fig. 4(a) . It can be seen that among the four A-X interactions, the A-U interaction is the strongest, consistent with Fig. 3 and the general observations. The minimum of the A-U interaction locates at z = 0, corresponding to the configuration with two bases in the same plane. The angle terms of the potential [ Fig. 4(b) ] shows the similar behaviors; the two minima locate at θ ∼ 15
• and θ ∼ 162
• , corresponding to the coplanar configurations. The perpendicular configurations of two bases are highly disfavored, manifested by the sharp peak at θ ∼ 90
• .
In addition to the base-pairing energy, it is well known that base-base stacking contributes a vital role in the RNA stabilities [5, 39, 40] . In this work two bases will be assumed to form a base-base stacking and given a free energy bonus of −1k B T if they satisfy x 2 + y 2 < 6Å, 2.5 < z < 6.5Å, and θ < 25
• . The pairing and stacking energies described above are similar to those proposed previously by Baker and co-workers [42] .
Virtual bond and virtual angle potentials between successive C4* atoms along the RNA backbones were used to guarantee the chain connectivity. These two interactions were also assumed to follow the inverse Boltzmann formula,
where N ( r) is the number of observations in the bin r, N 4 is the number of observations in a single bin if the distribution is a uniform one, and N ( ϕ) and N 5 are similarly defined. c 4 and c 5 are used to adjust the relative strength between different interactions and are currently set to 1.0. The numerical results of the two interactions are given in Figs. 5(a) and 5(b), respectively. The virtual bond potential shows a single and narrow basin of attraction, which is a good feature since it can efficiently filter out unreasonable RNA chains. If the basin were broad, more diverse structures would be included and the ability of filtering unreasonable structures would be low. We also tried different ways of defining the virtual bond, such as using the distance between two successive phosphorous atoms, or between successive C3* atoms. It was found that they either show a wide basin or a flat tail (data not shown), and hence are not efficient for filtering out unreasonable RNA chains. The virtual angle potential was determined in a similar way; it was calculated as the angle between three successive C4* atoms. The numerical result in Fig. 5(b) shows that it also has a deep basin of attraction, with the minimum locating at ∼150
• . In addition to the interactions given in Eqs. (2) and (3), the 12-6 Lennard-Jones interactions between atoms are utilized to account for the excluded volume effect. The equilibrium distance between atoms is taken as the sum of the van der Waals radii of two atoms. The strength of this interaction is an adjustable parameter, which is found to have little effect on the distribution of valid structures. In this work, it was chosen to be 1.0.
When predicting the conformation of a missing loop or fragment, the anchor nucleotides to which the two termi of the missing part are connected are usually known. Since we start from one terminus and grow the chain toward another, we want to encourage the partial chains that have a high probability of reaching the target anchor, and penalize the others. This is done by adding to the overall energy a term E penalty , which is
where E vbond is the virtual bond potential described above, d is the distance between the C4* atoms of the just-grown nucleotide and the target anchor, n is the number of nucleotides that remain to grow, and a = 7.0Å, corresponding to the second zero point of the virtual bond potential [ Fig. 5(a) ]. It should be noted that this form is empirical and not necessarily the best; the other forms may also apply. However, Eq. (4) works rather well according to our tests described below.
III. RESULTS AND DISCUSSIONS

A. Performance test
We first test the performance of our method with an RNA pseudoknot in the simian retrovirus type-1 [protein database (PDB) ID 1e95] [51] . This pseudoknot is responsible for programed ribosomal frameshifting that controls expression of the Gap-Pol polyprotein from overlapping gag and pol open reading frames. The testing procedure is as follows. Starting from the tertiary structure of the pseudoknot, we delete a fragment of length n from the nucleotide i to i + n − 1. We then do a blind prediction for the tertiary structure of this fragment without using its original experimental information; only the sequence information of this fragment and the tertiary structure of the rest of the RNA are used. The prediction is done by combining the RNAnbds model with the SMC growing method and the statistical potential, which is used for scoring the structural candidates. The structure with the lowest energy is then selected as the predicted one and compared with the experimental structure. This procedure is repeated for i from 1 to N − n + 1 (N = 36 is the total length of the pseudoknot), i.e., for all the available fragments of length n in the pseudoknot to maximize the diversity of the conformations available for the test.
In Fig. 6 we show the average root mean square deviations (RMSDs) of predicted fragments with respect to the experimental structures and how they are dependent on the threshold M in the SMC algorithm. The parameter M controls the maximum number of conformations the program records and hence determines both accuracy and efficiency of the prediction; it has to be chosen as a compromise between these two factors. From Fig. 6 , it can be seen that for short fragments of lengths 5-8, the average RMSDs range from 2.2 to 2.7Å. These values do not decrease further when M > 1000, indicating that M = 1000 is good enough for shorter fragments. For longer fragments, however, larger M is needed for better performance. For example, for the fragments of length 15, a value of M = 3000 is preferred. Figure 7 gives the RMSDs of the predicted fragments of length 5, 8, 10, 12, and 15 with the parameter M fixed to 2000. For a better understanding of the results, we also present the secondary structure of this RNA pseudoknot. It can be seen that for all fragments of length 8, the RMSD of the best predicted one can be as low as 0.9Å (the corresponding fragment starts from the nucleotide C9), while the worst is about 4.8Å (the fragment starts from C20). The predicted 3D structures in these two extreme cases are superimposed with the experimental PDB ID 1e95) . ones and shown in Figs. 8(a) and 8(c), respectively. Together with these two cases, in Fig. 8(b) we also give the predicted structure for the fragment starting from C5, which is interesting for it has a sharp turn in the native structure and is presumably difficult for prediction. By comparing the performance for these three fragments, it is interesting to see that the sharp turn in Fig. 8(b) does not deteriorate the prediction very much-the RMSD of the predicted structure is only 1.6Å with respect to the experimental one. This is due to the unique feature of the RNAnbds model, which renders the RNA chain a large flexibility by optimizing the configurations of the bases with respect to the spatial neighbors in the local environment. Figure 8 (c) corresponds to the worst case among all fragments of length 8 nt. The reason for the large deviation from the native structure is that most base-base interactions associated with this fragment are noncanonical ones [see the secondary structure shown in Fig. 7(a) ], which are known to be difficult for RNA structure predictions [33] . We checked all the structural candidates generated for this fragment, and found that the closest structure to the native one still has an RMSD >3Å. This indicates that the noncanonical regions of RNAs have large structural diversities and therefore it is hard for the discrete-state model to cover their possible phase space. The noncanonical regions may be difficult for any discrete model of RNAs; molecular dynamics or Monte Carlo simulations in continuous space may eventually be needed to improve the prediction of these regions. We also compared the energy of the predicted structure with that of the native one and found that the former is relatively lower, indicating that the statistical energy also needs to be refined for a better description of the noncanonical interactions.
The pseudoknot 1E95 in the simian retrovirus type 1 is only a small RNA with 36 nucleotides. To assess the robustness of our approach against large RNAs with potentially more diverse conformations, we test it with a 23S ribosome RNA (PDB ID 1FFK) [52] containing ∼ 2000 nucleotides. The testing procedure is similar to that for the pseudoknot 1E95. Starting from the 5 terminal of the ribosome RNA, we delete every fragment of length n and predict its structure without using its experimental information. For each specific length n, we do the test for all the available fragments (about ∼ 2000 fragments). The distribution of the RMSDs with respect to the experimental structure is shown in Fig. 9 . It can be seen that for short fragments of length 5, most predictions have a very small RMSD (∼ 0.8Å). For fragments of length 8, the distribution still peaks at the small RMSD end. As the length is increased to 12 nucleotides, the peak shifts to ∼ 4Å. The performance for the large ribosome RNA is consistent with that for the pseudoknot 1E95, demonstrating that our method is robust against different types of RNA structures.
B. Comparison with other methods
We made a comparison of our method with other RNA 3D structure predictors such as RLooM [53] and iFoldRNA [54] . RLooM is a web application for homology-based modeling of RNA loops utilizing template structures extracted from the PDB. The basic algorithm is a first matching of sequence followed by a superposition of the anchors of the candidate loop and the target sites. iFoldRNA employs discrete molecular dynamics simulations for both RNA structure predictions and folding studies. To compare the performance of these methods, we first take the testing set that appeared in the original RLoom paper [53] . This set contains 9 RNA loops with the length ranging from 6 to 17 nt. The predicted structures generated by each method were compared with their respective native ones and the RMSDs given optimal superposition were calculated. For RLoom and iFoldRNA, the RMSD values were directly taken from Ref. [53] . For our method, we present two RMSDs for each loop, i.e., the RMSD of the optimized structure that has the lowest energy among all candidates and the RMSD of the best structure that has the smallest RMSD. The first RMSD reflects the overall performance of the method, while the second indicates the quality of the generated structural ensembles.
According to Table I , for this specific testing set, RLooM always gives the best predictions. However, we noticed that its performance is sensitive to the testing set. For example, we tested RLooM with all 28 fragments of length of 8 nt chopped from the RNA pseudoknot 1e95 and found that RLooM failed for all of them. This result is reasonable since RLooM is a homology-based algorithm, and is deemed to fail if there are no homological partners in the database. In contrast, our method is physics based and is guaranteed to give a prediction. Another advantage of our method is that, with the further refinement of the potential, it may be able to reveal the roles played by different physical and chemical factors in the RNA tertiary structures and provide new ideas for developing new algorithms. Maybe the most important advantage of our method is its ability to generate an ensemble of conformations satisfying the requirement of users. For example, we are able to give the ensemble with lower energy than a threshold, the ensembles with their RMSDs smaller than a cutoff, or the ensemble consistent with given experimental constraints. All these features can be easily realized within the framework of sequential Monte Carlo [43] . In this way, we may characterize the structural ensemble of RNA loops, as is important since RNA loops are flexible and their functions , and (c) start from the nucleotides C9, C5, and C20, and the corresponding RMSDs are 0.9, 1.6, and 4.8Å, respectively. The fragments used for prediction are plotted as sticks, while the other part of the RNA is plotted with a surface representation. The red (darker) sticks are from experiments and the green (lighter) are the predicted. The pink thick line in (b) shows the backbone, which has a sharp turn at A7. The PDB files used to produce the figures can be downloaded together with the program from the website indicated in the Ref. [55] . may be determined by the structure ensemble instead of a single native state.
The iFoldRNA is also an ab initio predictor and physics based, and therefore it is more fair to compare ours with this method. As shown by Table I , for three out of nine loops, two methods give comparable performance (the difference between RMSDs smaller than 1Å); for the other five loops, our method gives much lower RMSDs; only for the last loop, our method gives a larger RMSD (3.0 compared with 1.18Å). For this testing set taken from the third party, our method shows a significantly better performance than iFoldRNA. Furthermore, our method has a much higher running efficiency. For a loop of length less than 15 nt, our program usually finishes within one minute on a desktop computer, depending on the surrounding environment of the loop. The more crowded the environment is, the faster the program is, due to the early prune of the growing trees resulting from the excluded volume effect. For long loops, the costs increase linearly as a function of the loop length. It takes only several minutes for the structure prediction of a loop of 50 nt. As a comparison, iFoldRNA needs half an hour to fold an RNA of length <50 nt due to its MD simulation nature. We also noticed that recently, a novel program named RNABuilder [27] was developed. It uses the Simbody internal coordinate library to compute dynamics in order-N time (proportional to the number of bodies). This time complexity is the same as our method. RNABuilder employs userspecified force to bring bases into desired positions, rather than assembling fragments. With this method, the authors recapitulated the topology and L shape of tRNA and obtained an accurate noncrystallographic structure of the Tetrahymena ribozyme P4/P6 domain. The differences between this method and ours are apparent. First, RNABuilder is a dynamic code but ours is based on sequential Monte Carlo growth, through which we have more control on the chain building process. Second, RNABuilder is designed to predict an RNA structure that is consistent with user-specified base pairs, while our method focuses on rebuilding RNA fragments automatically; it is developed to be part of pk3D. In addition, it is worth mentioning that our method can also easily incorporate the user-specified information in the predicting process, as we discussed above.
IV. CONCLUSIONS
In this work, we developed an approach for predicting the conformation of RNA fragments by combining an RNA nucleobase discrete state model, a sequential Monte Carlo method, and a statistical potential. The RNAnbds model is designed for optimizing the configuration of the nucleobases with respect to their preceding one along the sequence as well as their spatial neighbors, to reflect the observation that the free energy of RNAs is largely determined by the base-pairing and base-stacking interactions. This feature is in contrast to previous models that pay attention to RNA backbones. For optimizing the base configurations, two libraries were built. One characterizes the positions and rotations of bases with their preceding ones along the sequence, and the other describes the spatial relation between neighboring bases that are not necessarily close in sequence. With the two libraries, the model is able to reproduce local structure as well as long-range base-base interactions.
The RNAnbds model was combined with a sequential Monte Carlo method and a statistical potential to predict structures for RNA fragments. As a preliminary test, we did blind predictions for the fragments in a small RNA pseudoknot and in a large 23S ribosome RNA without using the corresponding experimental information. It was found that for short ones of length <10 nt, the average RMSDs of the predicted structures are usually < 3Å with respect to the experimental ones. As the length increases, the performance deteriorates, but most predictions still have RMSDs smaller than 4Å. The comparison of our approach with other predictors showed that, for a specific testing set, the performance of ours is worse than a homology modeling method. However, it was also found that the latter is sensitive to the testing set and often fails for other RNA fragments. In contrast, our approach is physics based and guarantees returning a prediction. Moreover, it has many other advantages such as the ability of providing insights into the physical-chemical mechanisms that stabilize RNA structures, and the potential of characterizing the structural ensembles of flexible RNA loops. We also compared our approach with another physics-based predictor, iFoldRNA; the result showed that ours is superior in both accuracy and efficiency.
We examined the worst cases of our predictions, and it was found that they correspond to the RNA regions where the majority of base-base interactions are noncanonical. The difficulties associated with the noncanonical regions may be twofold: the structures are of great diversity, and the statistical potential that is used for scoring candidates needs to be refined further for the noncanonical interactions. By working on these directions, it is possible to improve our approach further. Our approach is useful for facilitating RNA tertiary structure predictions as well as for loop modeling. The program can be downloaded as Supplemental Material [55] .
