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We study long-time asymptotic states of periodically driven quantum systems coupled to a ther-
mal bath. In order to describe a class of such a system, we introduce the Floquet-Gibbs state, i.e.
the state whose density matrix is diagonalized in the basis of the Floquet state of the system Hamil-
tonian, and its diagonal element obeys the Boltzmann distribution over its Floquet quasienergy. We
obtain sufficient conditions for the realization of the Floquet-Gibbs state in a system with infinites-
imal system-bath coupling [T. Shirai, et al., Phys. Rev. E 91, 030101 (2015)]. These conditions
severely restrict a class of suitable physical models attaining the Floquet-Gibbs state. We also show
that some of the conditions can be lifted by imposing conditions on timescales of the thermal bath
with the aid of the truncated Floquet Hamiltonian in the Floquet-Magnus expansion [T. Shirai, et
al., New Journal of Physics 18, 053008 (2016)]. In this paper we give a overview of this theory and
reconsider it by looking at the dynamics from a rotating frame.
I. INTRODUCTION
When a quantum system is in contact with a thermal bath, which consists of infinite number of degrees of the free-
dom, relaxation dynamics emerges in the reduced density matrix of the system. When the system is time independent
and the system-bath coupling is infinitesimal, the long-time asymptotic state is described by the Gibbs state, i.e.
ρcanβ =
e−βH
Tre−βH
, (1)
where H is the Hamiltonian of the system of interest and β is the inverse temperature of the thermal bath. The
simple form allows us to investigate thermal properties such as the specific heat or magnetization without reference
to the complicated relaxation dynamics.
Here we extend this simple expression of the Gibbs form to quantum systems with a periodically driving field,
whose Hamiltonian is given by
H(t) = H(t+ T ), (2)
where T is the period of the driving field. This type of the Hamiltonian displays one of the typical non-equilibrium
situations, and is implemented in wide range of fields such as quantum optics, condensed matter physics, and cold
atom physics. Due to the time periodicity of the Hamiltonian, we can introduce a time-independent Hamiltonian
called the Floquet Hamiltonian HF, which is defined by a time-evolution operator over one period [1, 2] as
e−
i
~
HFT ≡ T e−
i
~
∫
T
0
H(t)dt, (3)
where T is a usual time-ordering operator. When we look at the coherent dynamics stroboscopically at t = nT
(n ∈ Z), the state is obtained by simply multiplying exp(−iHFt/~) on the initial state at t = 0. In this sense the
Floquet Hamiltonian HF plays a role of H in dynamics, and thus it is relevant for the description of the isolated
periodically driven systems. Here we investigate the thermodynamic relevance of the Floquet Hamiltonian. Namely
we introduce the Floquet-Gibbs state,
ρFG ≡
e−βHF
Tre−βHF
. (4)
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2and discuss whether or not the driven system in contact with a thermal bath is relaxed to this state after a sufficiently
long time.
The general asymptotic states of the periodically driven systems are extremely complex, and hence we restrict
ourselves to a class of physical models. We suppose that the system is excited by a strong and high-frequency driving
field. To express it explicitly, we divide the system Hamiltonian into two parts,
H(t) = H0 +ΩHex(Ωt), (5)
whereH0 and ΩHex(Ωt) represent a static part of the Hamiltonian and the driven part of the Hamiltonian, respectively.
The frequency of the driving field is denoted by Ω, i.e. Ω = 2π/T . The amplitude is taken to be proportional to
the frequency so that the effects of the driving field appear in dynamics even at high frequency. It is noted here
that we do not take the limit of Ω→∞, in which the time-dependent Hamiltonian is reduced to a time-independent
one. We consider high but finite frequency. The theoretical framework for the relaxation dynamics is formulated by
considering a thermal bath in addition to the system of interest. Namely the Hamiltonian of the total system reads
HT(t) = H(t) +HB +HSB, (6)
where HB is a bath Hamiltonian and HSB is an interaction Hamiltonian between the system of interest and the
thermal bath.
Here we discuss the thermodynamic relevance of HF in a rotating frame, in which the wave function in the rotating
frame |ψR(t)〉 is related to that in the static frame |ψ(t)〉 by
|ψ(t)〉 = T e−
i
~
∫
t
0
Hex(τ)dτ |ψR(t)〉 ≡ U(t) |ψR(t)〉 . (7)
The dynamics in the rotating frame is governed by the following Hamiltonian,
HT,R(t) = HR(t) +HB + U
†(t)HSBU(t), (8)
where
HR(t) = U
†(t)
(
H(t)− i~
∂
∂t
)
U(t) = U †(t)H0U(t). (9)
In the rotating frame the effects of the driving field appear only through the unitary operator U(t). When the time
dependences, i.e. HR(t) and U
†(t)HSBU(t), are effectively eliminated, the Floquet-Gibbs state is expected to appear.
We will discuss in what conditions this time dependence can be eliminated for each term separately.
The relaxation dynamics of the system of interest with a weak system-bath coupling is described by a Markovian
quantum master equation:
dρ(t)
dt
= −
i
~
[HR(t), ρ(t)] + γΓ[ρ(t)], (10)
where ρ(t) is the reduced density matrix of the system of interest in the rotating frame. The first term shows a
coherent dynamics under the system Hamiltonian HR(t) and the second term represents the dissipation effects due
to the coupling to the thermal bath. The strength of the system-bath coupling is denoted by γ and the form of the
dissipation operator is simply expressed by Γ[·]. After a sufficiently long time, the reduced density matrix approaches
a time-periodic state, and thus if we look at the dynamics stroboscopically it converges as
ρasy = lim
n→∞
ρ(nT ), (11)
which is here compared with the Floquet-Gibbs state.
In this paper, we first discuss quantum systems with infinitesimal system-bath coupling γ → 0. It is noted that
its dynamics is different from that of the isolated system because we take simultaneously observation time t to be
infinite keeping γt fixed. Next we discuss the γ dependence. The coupling strength γ determines the timescale for the
relaxation dynamics, which can affect the long-time asymptotic state significantly. For the theoretical framework of
quantum master equations, see [3–8] for systems with infinitesimal system-bath coupling γ → 0 and [9–11] for systems
with weak but finite system-bath coupling.
3II. FLOQUET-GIBBS STATE FOR SYSTEMS WITH INFINITESIMAL SYSTEM-BATH COUPLING
For quantum systems with infinitesimal system-bath coupling, we obtain sufficient conditions for the realization of
the Floquet-Gibbs state:
1. The frequency of the driving field is much larger than the spectral width of H0, ~Ω≫ ‖H0‖,
2. The driving Hamiltonian commutes with itself at different instants of time,
[Hex(t1), Hex(t2)] = 0,
3. The Hamiltonian for the system-bath coupling commutes with the driving Hamiltonian, [HSB, Hex(t)] = 0,
where ‖ · ‖ denotes the operator norm. The ergodic property in the high-frequency limit is also assumed. In the
following we will explain the physical significances of these conditions.
The first and second conditions are necessary to replace HR(t) by HF. In order to explain this, we consider a
one-half spin system whose Hamiltonian is given by
H(t) = hxσx + ~Ωcos(Ωt)σz , (12)
where {σα}α={x,y,z} are the Pauli matrices. The first term represents the Zeeman energy due to a static magnetic field
along the x-axis, and the second term describes a strong and high-frequency driving field along the z-axis. The first
term and the second term corresponds to H0 and ΩHex(Ωt), respectively. It is noted that the driving Hamiltonian
satisfies the second condition, i.e. [Hex(t1), Hex(t2)] = 0. We then obtain a simple form of U(t) as
U(t) ≡ T e−
i
~
∫
t
0
ΩHex(τ)dτ = e−
i
~
∫
t
0
ΩHex(τ)dτ = e−i sin(Ωt)σ
z
. (13)
Here we have used the second condition to remove the time-ordering operator. The unitary operator is time periodic
and oscillates at high frequency. The system Hamiltonian in the rotating frame also oscillates at high frequency, which
is explicitly expressed by
HR(t) = h
x [σx cos (sinΩt)− σy sin (sinΩt)] . (14)
In spite of the large oscillating amplitude in the static frame, in the rotating frame it is the order of hx, which is not
so strong due to the first condition, ~Ω ≫ ‖H0‖. Since in the rotating frame not strong but high-frequency driving
field is applied, the dynamics is well approximated by the time average of the rotating Hamiltonian, which is time
independent and close to the Floquet Hamiltonian up to the leading order of Ω−1 (see Eq. (37)),
HR(t) ≃
1
T
∫ T
0
HR(t)dt ≃ HF. (15)
The third condition, [HSB, Hex(t)] = 0, is necessary to eliminate the time dependence of the interaction Hamiltonian
in the rotating frame:
U †(t)HSBU(t) = HSB. (16)
As a result when all the three conditions are satisfied, the total Hamiltonian in the rotating frame is approximately
given by
HR(t) +HB + U
†(t)HSBU(t) ≃ HF +HB +HSB. (17)
This system is nothing but a time-independent system in contact with a thermal bath, and therefore the system
is expected to approach to the Floquet-Gibbs state. To explicitly show this fact we suppose that the system-bath
coupling is infinitesimal, i.e. γ → 0, in which the relaxation dynamics is described by the Lindblad equation. Setting
the interaction Hamiltonian as
HSB = X ⊗ Y, (18)
where X and Y are the operator of the system and the thermal bath, respectively, the diagonal elements of the density
matrix in the eigenbasis of HF, i.e. HF |φp〉 = ǫp |φp〉, obey
dρpp(t)
dt
=
∑
q
| 〈φp|X |φq〉 |
2(G(ωpq)ρqq(t)−G(ωqp)ρpp(t)), (19)
4where ρpp(t) ≡ 〈φp| ρ(t) |φp〉 and ωpq = (ǫp − ǫq)/~. The effects of the thermal bath are taken into account in the
correlation function of the thermal bath as
G(ω) =
∫ ∞
−∞
Tr
[
eiHBtY e−iHBtY
e−βHB
Tre−βHB
]
e−iωtdt, (20)
which satisfies the Kubo-Martin-Schwinger (KMS) relation [12],
G(−ω) = G(ω)eβ~ω. (21)
The equations for the diagonal elements obey the Pauli master equation or the rate equation, and thus its dynamics
is characterized by the transition probability from |φp〉 to |φq〉:
Tp→q = | 〈φp|X |φq〉 |
2G(ωqp). (22)
It is easily confirmed that the detailed balance condition is satisfied using the KMS condition;
Tp→q
Tq→p
=
G(ωqp)
G(ωpq)
= eβ(ǫp−ǫq). (23)
Thus, as far as the ergodicity is satisfied, the diagonal element approaches the Boltzmann distribution over its Floquet
quasienergy;
lim
t→∞
ρpp(t) =
e−βǫp∑
q e
−βǫq
. (24)
The off-diagonal elements, i.e. ρpq(t) ≡ 〈φp| ρ(t) |φq〉 for p 6= q, obey
dρpq(t)
dt
=
[
−i(ǫ˜p − ǫ˜q)−
Γpq
2
]
ρpq(t). (25)


ǫ˜p =ǫp +
∑
r
| 〈φr |X |φp〉 |
2
∫ ∞
−∞
dω′
2π
P
ω′ − ωrp
G(ω′),
Γpq =
∑
r
(r 6=p)
| 〈φr |X |φp〉 |
2G(ωrp) +
∑
r
(r 6=q)
| 〈φr|X |φq〉 |
2G(ωrq)
+ | 〈φp|X |φp〉+ 〈φq |X |φq〉 |
2G(0),
where P denotes the Cauchy principal value. Since Γpq is positive, each off-diagonal element decays to be zero while
oscillating at frequency, ǫ˜p − ǫ˜q;
lim
t→∞
ρpq(t) = 0. (26)
Thus, the Floquet-Gibbs state is realized in the long-time asymptotic state (For the details, see [8]).
To reconsider the third condition we investigate systems with the Hamiltonian,
HF +HB + U
†(t)XU(t)⊗ Y. (27)
This corresponds to the case where the first and second conditions are satisfied, but the third condition is not satisfied.
Here the third term describing the system-bath coupling is time periodic due to the second condition (see Eq. (13)).
The Lindblad equation in this case reads for the diagonal elements,
dρpp(t)
dt
=
∑
q
∞∑
n=−∞
| 〈φp|Xn |φq〉 |
2(G(ωpqn)ρqq(t)−G(ωqpn)ρpp(t)), (28)
where ωpqn = (ǫp − ǫq)/~+ nΩ and
Xn =
1
T
∫ T
0
U †(t)XU(t)e−inΩtdt. (29)
5The difference from the case where the third condition is satisfied is found in the sum of n in the transition probability,
i.e.
Tp→q =
∞∑
n=−∞
| 〈φp|Xn |φq〉 |
2G(ωqpn). (30)
which generally breaks the detailed balance condition. This breakdown of the Floquet-Gibbs state can be qualitatively
understood as follows; The time dependence of the interaction Hamiltonian, U †(t)HSBU(t), stimulates excitations
inside the thermal bath around the frequency of Ω, 2Ω, and so on.
However even when the third condition is not satisfied, it is expected that the Floquet-Gibbs state will appear as
far as the response of the thermal bath to the high frequency field is weak. In other words the correlation function of
the thermal bath G(ω) decays as
G(ω) ∼ e−
|ω|
ωc , (31)
and ωc ≪ Ω. In this case the transition probability is approximately written as
Tp→q ≃ | 〈φp|X0 |φq〉 |
2G(ωqp). (32)
It has the same form as that when the third condition is satisfied (see Eq. (22)), and thus the detailed balance
condition is recovered. Therefore the third condition can be replaced by the following condition,
3′. The frequency of the driving field is much larger than the characteristic energy scale of the system-bath coupling,
Ω≫ ωc.
III. EFFECTIVE FLOQUET-GIBBS STATE FOR SYSTEMS WITH FINITE SYSTEM-BATH
COUPLING
In this section we discuss the relation between the dissipation effects whose strength is controlled by γ (see Eq. (10))
and the first condition ~Ω ≫ ‖H0‖. We here investigate the case where the second and the third conditions are
satisfied, but the first condition is not satisfied. The total Hamiltonian in the rotating frame is then given by
HT,R(t) = HR(t) +HB +HSB, (33)
where HR(t) is time periodic due to the second condition.
We first provide our expectation that the finite dissipation effects can lift the first condition, ~Ω ≫ ‖H0‖. For
the realization of the Floquet-Gibbs state in a system with an infinitesimal system-bath coupling, this condition is
necessary to avoid the energy absorption due to a resonance effect. When this condition is broken there may exist
two eigenstates in the spectral of H0 which are in resonance with the driving field. The system is then heating up and
the long-asymptotic state is deviated from the Floquet-Gibbs state. However when the heating effect is suppressed
by the dissipation effect, it is expected that the Gibbs form will appear.
It is also known [13] that the timescale for heating is extremely long when
~Ω≫ ( single site energy ), (34)
where the single site energy is of the order of the energy cost for local configuration changes, e.g. an excitation energy
for flipping a spin on a site. The energy is independent of the size of the system, which is denoted by V , and thus this
condition is much weaker than the first condition, i.e. ~Ω≫ ‖H0‖ ∼ O(V ). In the following we focus on this regime.
It is naively expected that the Floquet Hamiltonian HF plays a role of the Hamiltonian in the expression of the
Gibbs form also in this case, but there is a problem using it when the first condition is broken. This is because the
Floquet Hamiltonian is non-local, and its eigenstates are identical to the infinite temperature state [14–16]. Namely
for local operators O and each eigenstate of the Floquet Hamiltonian |φp〉,
〈φp|O |φp〉 ≈ Tr(Oρ
can
β=0), (35)
where ρcanβ=0 is the infinite temperature state, which is nothing but a totally random state. However when the system
is in contact with the thermal bath, the finite γ suppresses the heating to infinite temperature. Thus the Floquet
Hamiltonian and its eigenbasis is inappropriate to describe the long-time asymptotic state.
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FIG. 1: (Color online) Truncation order n in the Floquet-Magnus expansion vs Deviation between H
(nEff )
F and H(t), ∆(n).
The minimum of ∆(n) determines the value of nEff .
To seek an alternative to the Floquet Hamiltonian, we employ the Floquet-Magnus expansion [17], which is Ω−1-
expansion of the Floquet Hamiltonian. We then obtain the truncated Floquet Hamitonian from this expansion up to
the nth order,
H
(n)
F =
n∑
k=0
Ωk, (36)
where ‖Ωk‖ is the order of Ω
−k. The leading order term and the next-leading order term are explicitly given by


Ω0 =
1
T
∫ T
0
HR(t)dt,
Ω1 =−
i
2T
∫ T
0
dt1
∫ t1
0
dt2[HR(t1), HR(t2)],
(37)
in which the Hamiltonian in the rotating frameHR(t) is used. The leading order termH
(0)
F is simply the time average of
the rotating Hamiltonian, which approximately describes the isolated dynamics as discussed previously (see Eq. (15)).
Recent extensive studies on the isolated periodically driven systems have shown that the appropriately truncated
Floquet Hamiltonian describes long-lived transient states before reaching the infinite temperature state [13, 18, 19].
In this sense it is reasonable to use the eigenbasis of the truncated Floquet Hamiltonian to probe the idea of the Gibbs
form for finite dissipative systems.
The appropriate truncation order is determined by minimizing the deviation between the time evolution of H
(n)
F
and that of H(t) [18]. The deviation is quantitatively measured by
∆(n) = ‖e−iH
(n)
F T − T e−i
∫
T
0
H(t)dt‖. (38)
In the “high frequency” regime where the frequency is much larger than the single site energy but the first condition,
~Ω≫ ‖H0‖, is broken, it typically shows the curve like Fig. 1. The deviation initially decreases as the increase of the
truncation order n, but after reaching the minimum it increases again. The minimum determines the value of nEff ,
and the truncated Floquet Hamiltonian approximately describes the driven dynamics,
HT,R(t) = HR(t) +HB +HSB ≃ H
(nEff )
F +HB +HSB. (39)
We call here H
(nEff )
F effective Floquet Hamiltonian.
Since the total Hamiltonian is time independent, the system in contact with a thermal bath will be relaxed to the
equilibrium state,
ρeq =
TrBe
−β(H
(nEff )
F +HB+HSB)
Tre−β(H
(nEff )
F +HB+HSB)
, (40)
7where TrB is the trace over the bath Hilbert space. This expression is different from the Gibbs form of the bare
Hamiltonian H
(nEff )
F due to the finite system-bath coupling. In the framework of the quantum master equation, we
use the Redfield equation in order to take the weak but finite system-bath coupling into account. The stationary
solution of the Redfield equation is obtained in power series of γ as
ρst = ρ
(0) + γρ(1) + · · · . (41)
The leading order ρ(0) is obtained by

∑
q
| 〈φEp |X |φ
E
q 〉 |
2(G(ωEpq)ρ
(0)
qq −G(ω
E
qp)ρ
(0)
pp ) = 0,
ρ(0)pq = 0 for p 6= q,
(42)
where ρ
(0)
pq = 〈φEp | ρ
(0) |φEq 〉 is a matrix element of ρ
(0) in the eigenbasis of H
(nEff )
F , i.e. H
(nEff )
F |φ
E
p 〉 = ǫ
E
p |φ
E
p 〉, and
ωEpq = (ǫ
E
p − ǫ
E
q )/~. This form is equivalent to that of the Lindblad equation, and thus the solution is given by the
Gibbs state of H
(nEff )
F (see the arguments from Eq. (19) to Eq. (24)). The next leading order ρ
(1) partially reproduces
the equilibrium state ρeq, and thus ρst is correct up to only the leading order of γ [20]. We here adopt from those
satisfying ρ = ρeq +O(γ) a simple expression for the Effective Floquet-Gibbs state:
ρEFG ≡
e−βH
(nEff )
F
Tre−βH
(nEff )
F
, (43)
which gives a good approximation of ρeq as far as the system-bath coupling is weak. It is noted that the effective
Floquet Hamiltonian is local, and thus it is totally different from the Floquet Hamiltonian HF when the first condition
is broken.
We here give a remark on the “weak” system-bath coupling. When the Effective Floquet-Gibbs state appears,
the dissipation effect overcomes the heating effect, and thus the relaxation timescale (∝ γ−1) is no more the slowest
timescale. The weak-coupling limit, i.e. γ → 0, is thus inappropriate to treat this situation. In order to treat the
comparable timescales within the master equation formalism, we have to use the Redfield equation instead of the
Lindblad equation (see details in [11]).
Finally we demonstrate it in a spin-chain model. The Hamiltonian reads
H(t) = H0 +ΩHex(Ωt), (44)

H0 =
6∑
i=1
(hzσz + hxσx)−
5∑
i=1
Jσxi σ
x
i+1,
ΩHex(Ωt) =
6∑
i=1
~Ω
3
cos(Ωt)σxi ,
(45)
where the strength of the exchange coupling is denoted by J . On each spin in addition to static magnetic fields along
x-axis and z-axis with the strength denoted by hx and hz, respectively, an oscillating magnetic field along x-axis is
applied. It is noted that the second condition, i.e. [Hex(t1), Hex(t2)] = 0, is satisfied. In the following we ideally
assume the third condition [HSB, Hex(t)] = 0, which is realized when the system is coupled to a thermal bath through
σx. Here we set the parameters as (hz , hx, J) = (0.5, 0.35, 0.375). We study the high frequency regime, in which
the frequency ~Ω = 4.6 is much larger than the single site energy, e.g. Zeeman energy 2hz = 1. The value of the
frequency is chosen so that there are two eigenstates of H
(nEff )
F in resonance with the driving field. It is noted that
even in the “high frequency” regime the first condition is not satisfied, which is necessary to study the competition
between the heating effect and the dissipation effect. Namely the frequency is set to be smaller than the spectral
width of H0(= 7.6).
In order to probe the difference between the long-time asymptotic state ρasy (see Eq. (11)) and the Effective
Floquet-Gibbs state ρEFG, we calculate the trace distance,
∆Prob = Tr|ρasy − ρEFG|. (46)
This gives a bound on the difference between the expectation values of an observable O over the two distributions,
ρasy and ρEFG;
〈O〉asy − 〈O〉EFG ≡ Tr(Oρasy)− Tr(OρEFG) ≤ ‖O‖∆Prob. (47)
810-6 10-4 10-2
0
0.1
0.2
∆
P
ro
b
Dissipation strength γ
FIG. 2: (Color online) Deviation of the long-time asymptotic state and the Effective Floquet-Gibbs state, ∆Prob vs Dissipation
strength γ.
Thus the smallness of the difference in ∆Prob ensures that a measurement gives a value close to that for the Effective
Floquet-Gibbs state.
Finally we show in Fig. 2 the deviation ∆Prob vs the dissipation strength γ. For small γ large deviation appears
due to the resonance effect, but as γ is increased the deviation is decreased. This clearly describes the dissipation
effect which pushes the long-time asymptotic state into the Effective Floquet-Gibbs state.
IV. CONCLUSION
In this paper we discussed the long-time asymptotic states of periodically driven open quantum systems. We
first investigated a system with an infinitesimal system-bath coupling, i.e. γ → 0, and showed that the under the
three conditions labeled by 1, 2, and 3, the Floquet Hamiltonian HF is thermodynamically relevant, i.e. ρasy ≃
e−βHF/Tre−βHF . We also formulated a Lindblad type of quantum master equation in a rotating frame, and showed
that the condition 3, [HSB, Hex(t)] = 0, can be lifted by taking a timescale of the thermal bath into account. We
next discussed the γ dependence of the long-time asymptotic state. We provided our expectation that with an
aid of the dissipation effect, the effective Floquet Hamiltonian H
(nEff )
F defined by the Floquet-Magnus expansion is
thermodynamically relevant when ~Ω≫ (single site energy) ∼ O(V 0) instead of the condition 1, ~Ω≫ ‖H0‖ ∼ O(V ).
We showed that this expectation is supported in a numerical simulation of a spin chain model.
Here we reconsidered the theory of the Floquet-Gibbs state [8, 11] in the rotating frame. This perspective will be
helpful for the further investigation on the competitive phenomena due to the excitations by periodically driving fields
and the dissipation effect.
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