Nonzero orbital angular momentum superfluidity in ultracold Fermi gases by Iskin, M. & de Melo, C. A. R. Sá
ar
X
iv
:c
on
d-
m
at
/0
60
21
57
v1
  [
co
nd
-m
at.
su
pr
-co
n]
  6
 Fe
b 2
00
6
Nonzero orbital angular momentum superfluidity in ultracold Fermi gases
M. Iskin and C. A. R. Sa´ de Melo
School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332, USA
(Dated: July 5, 2018)
We analyze the evolution of superfluidity for nonzero orbital angular momentum channels from
the Bardeen-Cooper-Schrieffer (BCS) to the Bose-Einstein condensation (BEC) limit in three di-
mensions. First, we analyze the low energy scattering properties of finite range interactions for
all possible angular momentum channels. Second, we discuss ground state (T = 0) superfluid
properties including the order parameter, chemical potential, quasiparticle excitation spectrum,
momentum distribution, atomic compressibility, ground state energy and low energy collective exci-
tations. We show that a quantum phase transition occurs for nonzero angular momentum pairing,
unlike the s-wave case where the BCS to BEC evolution is just a crossover. Third, we present a
gaussian fluctuation theory near the critical temperature (T = Tc), and we analyze the number of
bound, scattering and unbound fermions as well as the chemical potential. Finally, we derive the
time-dependent Ginzburg-Landau functional near Tc, and compare the Ginzburg-Landau coherence
length with the zero temperature average Cooper pair size.
PACS numbers: 03.75.Ss, 03.75.Hh, 74.25.Bt, 74.25.Dw
I. INTRODUCTION
Experimental advances involving atomic Fermi gases
enabled the control of interactions between atoms
in different hyperfine states by using Feshbach reso-
nances1,2,3,4,5,6,7. These resonances can be tuned via
an external magnetic field and allow the study of dilute
many body systems with fixed density, but varying inter-
action strength characterized by the scattering parame-
ter aℓ. This technique allows for the study of new phases
of strongly interacting fermions. For instance, the recent
experiments from the MIT group8 marked the first obser-
vation of vortices in atomic Fermi gases corresponding to
a strong signature of superfluidity in the s-wave (ℓ = 0)
channel. These studies combined1,2,3,4,5,6,7,8 correspond
to the experimental realization of the theoretically pro-
posed Bardeen-Cooper-Schrieffer (BCS) to Bose-Einstein
condensation (BEC) crossover9,10,11,12,13 in three dimen-
sional (3D) s-wave superfluids. Recent extensions of
these ideas include trapped fermions14,15 and fermion-
boson models16,17,18.
Arguably one of the next frontiers of exploration in
ultracold Fermi systems is the search for superfluidity
in higher angular momentum states (ℓ 6= 0). Substantial
experimental progress has been made recently19,20,21,22,23
in connection to p-wave (ℓ = 1) cold Fermi gases, making
them ideal candidates for the observation of novel triplet
superfluid phases. These phases may be present not only
in atomic, but also in nuclear (pairing in nuclei), astro-
physics (neutron stars), and condensed matter (organic
superconductors) systems.
The tuning of p-wave interactions in ultracold Fermi
gases was initially explored via p-wave Feshbach reso-
nances in trap geometries for 40K in Ref.19,20 and 6Li
in Ref.21,22. Finding and sweeping through these res-
onances is difficult since they are much narrower than
the s-wave case, because atoms interacting via higher
angular momentum channels have to tunnel through a
centrifugal barrier to couple to the bound state20. Fur-
thermore, while losses due to two body dipolar21,24 or
three-body19,20 processes challenged earlier p-wave ex-
periments, these losses were still present but were less
dramatic in the very recent optical lattice experiment in-
volving 40K and p-wave Feshbach resonances23.
Furthermore, due to the magnetic dipole-dipole in-
teraction between valence electrons of alkali atoms, the
nonzero angular momentum Feshbach resonances corre-
sponding to projections of angular momentum ℓ [mℓ =
±ℓ,±(ℓ − 1), ..., 0] are nondegenerate (separated from
each other) with total number of ℓ + 1 resonances20.
Therefore, in principle, these resonances can be tuned
and studied independently if the separation between
them is larger than the experimental resolution. Since
the ground state is highly dependent on the separation
and detuning of these resonances, it is possible that p-
wave superfluid phases can be studied from the BCS to
the BEC regime. For sufficiently large splittings, it has
been proposed25,26 that pairing occurs only in mℓ = 0
and does not occur in the mℓ = ±1 states. However, for
small splittings, pairing occurs via a linear combination
of the mℓ = 0 and mℓ = ±1 states. Thus, the mℓ = 0
or mℓ = ±1 resonances may be tuned and studied inde-
pendently if the splitting is large enough in comparison
to the experimental resolution.
The BCS to BEC evolution of d-wave (ℓ = 2) super-
fluidity was discussed previously in the literature using
continuum27,28,29 and lattice30,31 descriptions in connec-
tion to high-Tc superconductivity. More recently, p-wave
superfluidity was analyzed at T = 0 for two hyperfine
state (THS) systems in 3D32, and for single hyperfine
state (SHS) systems in two dimensions (2D)33,34,35, us-
ing fermion-only models. Furthermore, fermion-boson
models were proposed to describe p-wave superfluidity
at zero25,26 and finite temperature36 in 3D.
In this manuscript, we present a generalization of the
zero and finite temperature analysis of both THS pseudo-
2spin singlet and SHS pseudo-spin triplet37 superfluidity
in 3D within a fermion-only description. Our main re-
sults are as follows.
Through an analysis of the low energy scattering am-
plitude within a T-matrix approach, we find that bound
states occur only when the scattering parameter aℓ > 0
for any ℓ. The energy of the bound states Eb,ℓ involves
only the scattering length a0 for ℓ = 0. However, an-
other parameter rℓ related to the interaction range 1/k0
is necessary to characterize Eb,ℓ for ℓ 6= 0. Therefore, all
superfluid properties for ℓ 6= 0 depend strongly on k0 and
aℓ, while for ℓ = 0 they depend strongly only on a0 but
weakly on k0.
At zero temperature (T = 0), we study the possibil-
ity of a topological quantum phase transition in ℓ 6= 0
atomic Fermi gases during the evolution from BCS to
BEC regime25,27,28,33,34,35,37,38. We show that there is
a fundamental difference between the ℓ = 0 and ℓ 6= 0
cases. In the s-wave (ℓ = 0) case, there is no phase
transition as the magnetic field is tuned through the Fes-
hbach resonance from the BCS to the BEC limit. That
is, the zero temperature thermodynamic properties are
analytic functions of the scattering length a0 when the
Feshbach resonance is crossed. In this case, the super-
fluid ground state does not change in any fundamental
way as a0 is varied. This has been noted in the condensed
matter literature long ago10,11,12,13 and it is referred to
as the BCS-BEC crossover problem. However, for ℓ 6= 0,
we show that there is a phase transition as the magnetic
field is swept through the ℓ 6= 0 Feshbach resonance. The
phase transition does not occur when two body bound
states are first formed, but occurs when the many body
chemical potential crosses a critical value.
To show that such a zero temperature (quantum) phase
transition occurs in ℓ 6= 0, we calculate the order param-
eter, chemical potential, quasiparticle excitation spec-
trum, momentum distribution, atomic compressibility,
low energy collective excitations and average Cooper pair
size as a function of aℓ, and show that they are non-
analytic at T = 0 when the chemical potential µℓ crosses
a critical value. The symmetry of the order parameter re-
mains unchanged through the transition, as the ground
state wavefunction experiences a major rearrangement
of its analytic structure. In addition, the elementary ex-
citations of the superfluid also change from gapless in
the BCS side to fully gapped in the BEC side leading
to qualitatively different thermodynamic properties in
both sides. Thus, we conclude that there is a potentially
observable BCS-BEC phase transition in ℓ 6= 0 atomic
Fermi gases in contrast to the BCS-BEC crossover al-
ready found in s-wave (ℓ = 0) gases.
At finite temperatures, we develop a gaussian fluctu-
ation theory near the critical temperature (T ≈ Tc,ℓ) to
analyze the number of unbound, scattering and bound
fermions as well as the chemical potential. We show that
while the saddle point number equation is sufficient in
weak coupling where all fermions are unbound, the fluc-
tuation contributions have to be taken into account in or-
der to recover the BEC physics in strong couplings where
all fermions are bound.
We also derive the time-dependent Ginzburg-Landau
(TDGL) functional near Tc,ℓ and extract the Ginzburg-
Landau (GL) coherence length and time. We recover the
usual TDGL equation for BCS superfluids in weak cou-
pling, whereas in strong coupling we recover the Gross-
Pitaevskii (GP) equation for a weakly interacting dilute
Bose gas. The TDGL equation exhibits anisotropic co-
herence lengths for ℓ 6= 0 which become isotropic only in
the BEC limit, in sharp contrast to the ℓ = 0 case, where
the coherence length is isotropic for all couplings. Fur-
thermore, for any ℓ, the GL time is a complex number
with a larger imaginary component for µℓ > 0 reflecting
the decay of Cooper pairs into the two-particle continuum
with short lifetimes. However, the imaginary component
vanishes for µℓ ≤ 0 and Cooper pairs become stable with
long lifetimes above Tc,ℓ.
The rest of the paper is organized as follows. In Sec. II,
we analyze the interaction potential in both real and mo-
mentum space for nonzero orbital momentum channels.
We introduce the imaginary-time functional integration
formalism in Sec. III, and obtain the self-consistency (or-
der parameter and number) equations. There we also dis-
cuss the low energy scattering amplitude of a finite range
interaction for all possible angular momentum channels,
and relate the self-consistency equations to scattering pa-
rameters. In Sec. IV, we discuss the evolution from BCS
to BEC superfluidity at zero temperature. There we ana-
lyze the order parameter, chemical potential, quasiparti-
cle excitation spectrum, momentum distribution, atomic
compressibility and ground state energy as a function of
scattering parameters. We also discuss gaussian fluctua-
tions and low energy collective excitations at zero tem-
perature in Sec. V. In Sec VI, we present the evolution of
superfluidity from the BCS to the BEC regimes near the
critical temperature. There we discuss the importance
of gaussian fluctuations, and analyze the number of un-
bound, scattering and bound fermions, critical temper-
ature and chemical potential as a function of scattering
parameters. In Sec. VII, we derive TDGL equation and
extract the GL coherence length and time. There, we re-
cover the GL equation in the BCS and the GP equation
in the BEC limit. A short summary of our conclusions is
given in Sec. VIII. Finally, we present in Appendices XA
and XB the coefficients for the low frequency and long
wavelength expansion of the action at zero and finite tem-
peratures, respectively.
II. GENERALIZED HAMILTONIAN
The Hamiltonian for a dilute Fermi gas is given by
H =
∑
k,s1
ξ(k)a†k,s1ak,s1 +
1
2V
∑
k,k′,q
∑
s1,s2,s3,s4
V s3,s4s1,s2 (k,k
′)
b†s1,s2(k,q)bs3,s4(k
′,q), (1)
3where sn labels the pseudo-spins corresponding to
trapped hyperfine states and V is the volume. These
states are represented by the creation operator a†k,s1 , and
b†s1,s2(k,q) = a
†
k+q/2,s1
a†−k+q/2,s2 . Here, ξ(k) = ǫ(k)−µ
where ǫ(k) = k2/(2M) is the energy and µ is the chemical
potential of fermions.
The interaction term can be written in a separable
form V s3,s4s1,s2 (k,k
′) = Γs3,s4s1,s2V (k,k
′), where Γs3,s4s1,s2 is the
spin and V (k,k′) is the spatial part, respectively. In
the case of THS case, where sn ≡ (↑, ↓), both pseudo-
spin singlet and pseudo-spin triplet pairings are allowed.
However, we concentrate on the pseudo-spin singlet THS
state with Γs3,s4s1,s2 = Γ
s3,s4
s1,s2δs1,−s2δs2,s3δs3,−s4 . In addition,
we discuss the SHS case (sn ≡↑), where only pseudo-
spin triplet pairing is allowed, and the interaction is given
by Γs3,s4s1,s2 = Γ
s3,s4
s1,s2δs1,s2δs3,s4δs4,↑. In this manuscript, we
analyze THS singlet and SHS triplet cases for all allow-
able angular momentum channels. THS triplet pairing
is more involved due to the more complex nature of the
vector order parameters, and therefore, we postpone this
discussion for a future manuscript.
The two fermion interaction can be expanded as
V (k,k′) =
∫
d3rV (r)ei(k−k
′)·r, (2)
and should have the necessary symmetry under the Par-
ity operation, where the transformation k → −k or
k′ → −k′ leads to V (k,k′) for singlet, and −V (k,k′)
for triplet pairing. Furthermore, V (k,k′) is invariant un-
der the transformation (k,k′)→ (−k,−k′), and V (k,k′)
reflects the Pauli exclusion principle.
In order to obtain an approximate expression for the
atomic interaction potential, we use the Fourier expan-
sion of a plane wave in 3D
eik·r = 4π
∑
ℓ,mℓ
iℓjℓ(kr)Y
∗
ℓ,mℓ(r̂)Yℓ,mℓ(k̂), (3)
where jℓ(kr) is the spherical Bessel function of order ℓ
and Yℓ,mℓ(k̂) is the spherical harmonic of order (ℓ,mℓ),
in Eq. 2 to evaluate the matrix elements of the interaction
potential in k-space
V (k,k′) = 4π
∑
ℓ,mℓ
Vℓ(k, k
′)Yℓ,mℓ(k̂)Y
∗
ℓ,mℓ(k̂
′). (4)
Here,
∑
ℓ,mℓ
=
∑∞
ℓ=0
∑ℓ
mℓ=−ℓ
, and k̂ denotes the an-
gular dependence (θk, φk). The (k, k
′) dependent coef-
ficients Vℓ(k, k
′) are related to the real space potential
V (r) through the relation
Vℓ(k, k
′) = 4π
∫ ∞
0
drr2jℓ(kr)jℓ(k
′r)V (r). (5)
The index ℓ labels angular momentum states in 3D, with
ℓ = 0, 1, 2, ... corresponding to s, p, d, ... channels, respec-
tively.
In the long wavelength limit (k → 0), one can show
that the k dependence of this potential becomes exactly
separable. In fact, for kr ≪ 1 and k′r ≪ 1, the asymp-
totic expression of the spherical Bessel function for small
arguments can be used, giving Vℓ(k, k
′) = Cℓk
ℓk′ℓ, with
the coefficient Cℓ dependent on the particular choice of
the real space potential. In the opposite limit, where
kr ≫ 1 and k′r ≫ 1, the potential is not separable. In
this case, Vℓ(k, k
′) mixes different k and k′, and shows
an oscillatory behavior (which is dependent on the exact
form of V (r)) with a decaying envelope that is propor-
tional to 1/(kk′).
Under these circumstances, we choose to study a model
potential that contains most of the features described
above. One possibility is to retain only one of the ℓ terms
in Eq. (4), by assuming that the dominant contribution
to the scattering process between fermionic atoms occurs
in the ℓth angular momentum channel. This assumption
may be experimentally relevant since atom-atom dipole
interactions split different angular momentum channels
such that they may be tuned independently. Using the
properties discussed above, we write
Vℓ(k, k
′) = −λℓΓℓ(k)Γℓ(k′), (6)
where λℓ > 0 is the interaction strength, and the function
Γℓ(k) =
(k/k0)
ℓ
(1 + k2/k20)
ℓ+1
2
(7)
describes the momentum dependence. Here, k0 ∼ R−10
plays the role of the interaction range in real space and
sets the scale at small and large momenta. In addition,
the diluteness condition (nℓR
3
0 ≪ 1) requires (k0/kF)3 ≫
1, where nℓ is the density of atoms and kF is the Fermi
momentum. This function reduces to Γℓ(k) ∼ kℓ for
small k, and behaves as Γℓ(k) ∼ 1/k for large k, which
guarantees the correct qualitative behavior expected for
Vℓ(k, k
′) according to the analysis above.
III. FUNCTIONAL INTEGRAL FORMALISM
In this section, we describe in detail the THS singlet
case for even angular momentum states. A similar ap-
proach for the SHS triplet case for odd angular momen-
tum states can be found in Ref.34, and therefore, we do
not repeat the same analysis here. However, we point
out the main differences between the two cases whenever
it is necessary.
A. THS Singlet Effective Action
In the imaginary-time functional integration formalism
(h¯ = kB = 1, and β = 1/T ), the partition function for
the THS singlet case can be written as
Zℓ =
∫
D(a†, a)e−Sℓ (8)
4with action
Sℓ =
∫ β
0
dτ
∑
k,s
a†k,s(τ)(∂τ )ak,s(τ) +Hℓ(τ)
 (9)
where the Hamiltonian for the ℓth angular momentum
channel is
Hℓ(τ) =
∑
k,s
ξℓ(k)a
†
k,s(τ)ak,s(τ)
− 4πλℓV
∑
q,mℓ
b†ℓ,mℓ(q, τ)bℓ,mℓ(q, τ). (10)
Here, bℓ,mℓ(q, τ) =
∑
k Γℓ(k)Yℓ,mℓ(k̂)ak+q/2,↑ak−q/2,↓
and ξℓ(k) = ǫ(k) − µℓ. We first introduce the Nambu
spinor ψ†(p) = (a†p,↑, a−p,↓), where p = (k, iwj) denotes
both momentum and fermionic Matsubara frequency
wj = (2j+1)π/β, and use a Hubbard-Stratonovich trans-
formation
e
−
∑
q
λ|b(q)|2
=
∫
D[Φ†,Φ]
e
∑
q
[
|Φ(q)|2
λ
+b†(q)Φ(q)+Φ†(q)b(q)
]
(11)
to decouple fermionic and bosonic degrees of freedom.
Integration over the fermionic part [D(ψ†, ψ)] leads to
the action
Seffℓ = β
∑
q,mℓ
|Φℓ,mℓ(q)|2
4πV−1λℓ
+
∑
p,p′
[
βξℓ(k)δp,p′ − Tr ln (Gℓ/β)−1
]
, (12)
where q = (q, ivj), with bosonic Matsubara frequency
vj = 2πj/β. Here,
G−1ℓ = Φ
∗
ℓ (q)Γℓ(
p+ p′
2
)σ− +Φℓ(−q)Γℓ(p+ p
′
2
)σ+
+ [iwjσ0 − ξℓ(k)σ3] δp,p′ (13)
is the inverse Nambu propagator, Φℓ(q) =∑
mℓ
Φℓ,mℓ(q)Yℓ,mℓ(
k̂+k′
2 ) is the bosonic field, and
σ± = (σ1 ± σ2)/2 and σi is the Pauli spin matrix. The
bosonic field
Φℓ,mℓ(q) = ∆ℓ,mℓδq,0 + Λℓ,mℓ(q) (14)
has τ -independent ∆ℓ,mℓ and τ -dependent Λℓ,mℓ(q)
parts.
Performing an expansion in Seffℓ to quadratic order in
Λℓ,mℓ(q) leads to
Sgaussℓ = S
sp
ℓ +
β
2
∑
q,mℓ,m′ℓ
Λ˜†ℓ,mℓ(q)F
−1
ℓ,mℓ,m′ℓ
(q)Λ˜ℓ,m′
ℓ
(q),
(15)
where the vector Λ˜†ℓ,mℓ(q) is such that Λ˜
†
ℓ,mℓ
(q) =
[Λ†ℓ,mℓ(q),Λℓ,mℓ(−q)], and F−1ℓ,mℓ,m′ℓ(q) are the matrix
elements of the inverse fluctuation propagator matrix
F−1ℓ (q). Furthermore, S
sp
ℓ is the saddle point action given
by
Sspℓ = β
∑
mℓ
|∆ℓ,mℓ |2
4πV−1λℓ
+
∑
p
[
βξℓ(k)− Tr ln (Gspℓ /β)−1
]
, (16)
and the saddle point inverse Nambu propagator is
(Gspℓ )
−1 = iwjσ0−ξℓ(k)σ3+∆∗ℓ (k)σ−+∆ℓ(k)σ+, (17)
with saddle point order parameter
∆ℓ(k) = Γℓ(k)
∑
mℓ
∆ℓ,mℓYℓ,mℓ(k̂). (18)
Notice that, ∆ℓ(k) may involve several different mℓ for a
given angular momentum channel ℓ.
The matrix elements of the inverse fluctuation matrix
F−1ℓ (q) are given by
(F−1ℓ,mℓ,m′ℓ
)11 =
1
β
∑
p
(Gspℓ )11(
q
2
+ k)(Gspℓ )11(
q
2
− k)
Γ2ℓ(p)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂)− δmℓ,m
′
ℓ
V
4πλℓ
,(19)
(F−1ℓ,mℓ,m′ℓ
)12 =
1
β
∑
p
(Gspℓ )12(
q
2
+ k)(Gspℓ )12(
q
2
− k)
Γ2ℓ(p)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂). (20)
Notice that while (F−1ℓ,mℓ,m′ℓ
)12(q) = (F
−1
ℓ,mℓ,m′ℓ
)21(q) are
even under the transformations q→ −q and ivj → −ivj;
(F−1ℓ,mℓ,m′ℓ
)11(q) = (F
−1
ℓ,mℓ,m′ℓ
)22(−q) are even only under
q→ −q, having no defined parity in ivj .
The Gaussian action Eq. (15) leads to the thermody-
namic potential Ωgaussℓ = Ω
sp
ℓ +Ω
fluct
ℓ , where
Ωspℓ =
∑
mℓ
|∆ℓ,mℓ |2
4πV−1λℓ +
∑
k
{
ξℓ(k)− Eℓ(k)
− 2
β
ln [1 + exp(−βEℓ(k))]
}
, (21)
Ωfluctℓ =
1
β
∑
q
ln det[F−1ℓ (q)/(2β)] (22)
are the saddle point and fluctuation contributions, re-
spectively. Here,
Eℓ(k) =
[
ξ2ℓ (k) + |∆ℓ(k)|2
] 1
2 , (23)
is the quasiparticle energy spectrum. Having completed
the presentation of the functional integral formalism, we
discuss next the self-consistency equations for the order
parameter and the chemical potential.
5B. Self-consistency Equations
The saddle point condition δSspℓ /δ∆
∗
ℓ,mℓ
= 0 leads to
the order parameter equation
∆ℓ,mℓ
4πλℓ
=
1
V
∑
k
∆ℓ(k)Γℓ(k)Y
∗
ℓ,mℓ
(k̂)
2Eℓ(k)
tanh
βEℓ(k)
2
, (24)
which can be expressed in terms of experimentally rele-
vant parameters via the T -matrix approach32.
The low energy two body scattering amplitude between
a pair of fermions in the ℓth angular momentum channel
is given by39
fℓ(k) = − k
2ℓ
1/aℓ − rℓk2 + ik2ℓ+1 , (25)
where rℓ < 0 and aℓ are the effective range and scattering
parameter, respectively. Here rℓ has dimensions of L
2ℓ−1
and aℓ has dimensions of L
2ℓ+1, where L is the size of
the system. The energy of the two body bound state is
determined from the poles of fℓ(k → iκℓ), and is given
by Eb,ℓ = −κ2ℓ/(2M). Bound states occur when a0 > 0
for ℓ = 0, and aℓ 6=0rℓ 6=0 < 0 for ℓ 6= 0. Since rℓ < 0,
bound states occur only when aℓ > 0 for all ℓ, in which
case the binding energies are given by
Eb,0 = − 1
Ma20
, (26)
Eb,ℓ 6=0 =
1
Maℓrℓ
. (27)
Notice that, only a single parameter (a0) is sufficient to
describe the low energy two body problem for ℓ = 0, while
two parameters (aℓ, rℓ) are necessary to describe the same
problem for ℓ 6= 0. The point at which 1/(k2ℓ+1F aℓ) = 0
corresponds to the threshold for the formation of a two
body bound state in vacuum. Beyond this threshold, a0
for ℓ = 0 and |aℓ 6=0rℓ 6=0| for ℓ 6= 0 are the size of the
bound states.
For any ℓ, the two body scattering amplitude is related
to the T -matrix via
fℓ(k) = −M
4π
Tℓ[k, k; 2ǫ(k) + i0
+], (28)
where the T -matrix is given by
T (k,k′, E) = V (k,k′) +
1
V
∑
k′′
V (k,k′′)T (k′′,k′, E)
E − 2ǫ(k′′) + i0+ .
Using the spherical harmonics expansion for both
V (k,k′) and T (k,k′, E) leads to two coupled equations,
1
λℓ
= − M
4πk2ℓ0 aℓ
+
1
V
∑
k
Γ2ℓ(k)
2ǫ(k)
, (29)
rℓ 6=0 = − πk
2ℓ
0
M2V
∑
k
Γ2ℓ(k)
ǫ2(k)
− ℓ + 1
k20aℓ
, (30)
relating λℓ and k0 to aℓ and rℓ. Except for notational
differences, notice that these relations are identical to
previous results32. After performing momentum integra-
tions we obtain
k2ℓ+10 aℓ =
Mk0λℓ
√
π
Mk0λℓφ˜ℓ − 4π√π
, (31)
− 1
aℓ 6=0rℓ 6=0
=
2k20
√
π
k2ℓ+10 aℓφℓ + 2(ℓ+ 1)
√
π
, (32)
where φ˜ℓ = Γ(ℓ+1/2)/Γ(ℓ+1) and φℓ = Γ(ℓ−1/2)/Γ(ℓ+
1). Here Γ(x) is the Gamma function. Notice that,
k2ℓ+10 aℓ diverges and changes sign when Mk0λℓφ˜ℓ =
4π
√
π, which corresponds to the critical coupling for Fes-
hbach resonances (the unitarity limit).
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FIG. 1: Plot of original interaction strength Mk0λ0 versus
scattering parameter 1/(k0a0). The inset showsMk0λ0 versus
1/(kFa0) for k0 ≈ 200kF.
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FIG. 2: Plot of original interaction strength Mk0λ1 versus
scattering parameter 1/(k30a1). The inset showsMk0λ1 versus
1/(k3Fa1) for k0 ≈ 200kF.
In addition, the scattering parameter has a maximum
value in the zero (λℓ → 0) and a minimum value in the
6infinite (λℓ →∞) coupling limits given respectively by
k2ℓ+10 a
max
ℓ 6=0 = −
2(ℓ+ 1)
√
π
φℓ
, (aℓ < 0), (33)
k2ℓ+10 a
min
ℓ =
√
π
φ˜ℓ
, (aℓ > 0). (34)
The first condition Eq. (33) (when λℓ → 0) follows from
Eq. (32) where rℓ 6=0 < 0 has to be satisfied for all possible
aℓ 6=0. However, there is no condition on r0 for ℓ = 0,
and k0a
max
0 = 0 in the BCS limit. The second condition
Eq. (34) (when λℓ → ∞) follows from Eq. (31), which
is valid for all possible ℓ. The minimum aℓ for a finite
range interaction is associated with the Pauli principle,
which prevents two identical fermions to occupy the same
state. Thus, while the scattering parameter can not be
arbitrarily small for a finite range potential, it may go
to zero as k0 → ∞. Furthermore, the binding energy is
given by
Eb,ℓ 6=0 = − 2
√
π
Mk2ℓ−10 aℓφℓ
, (35)
when k2ℓ+10 aℓφℓ ≫ 2(ℓ+ 1)
√
π.
In Fig. 1, we plot the original interaction strength
Mk0λ0 versus the scattering parameter k0a0 for the s-
wave (ℓ = 0) channel. Notice that, k0|a0| → 0 in the
BCS and k0a0 → 1 in the BEC limit. A divergence in
k0a0 corresponds to a s-wave Feshbach resonance occur-
ring at Mk0λ0 = 4π.
In Fig. 2, we plot the original interaction strength
Mk0λ1 versus the scattering parameter k
3
0a1 for the p-
wave (ℓ = 1) channel. Notice that, k30 |a1| → 4 in the BCS
and k30a1 → 2 in the BEC limit. A divergence in k30a1
corresponds to a p-wave Feshbach resonance occurring at
Mk0λ1 = 8π.
Thus, the order parameter equation in terms of the
scattering parameter is rewritten as
MV∆ℓ,mℓ
16π2k2ℓ0 aℓ
=
∑
k,m′
ℓ
[
1
2ǫ(k)
− tanh[βEℓ(k)/2]
2Eℓ(k)
]
∆ℓ,m′
ℓ
Γ2ℓ (k)Y
∗
ℓ,mℓ
(k̂)Yℓ,m′
ℓ
(k̂). (36)
This equation is valid for both THS pseudo-spin singlet
and SHS pseudo-spin triplet states. However, there is
one important difference between pseudo-spin singlet and
pseudo-spin triplet states. For pseudo-spin singlet states,
the order parameter is a scalar function of k, while it is
a vector function for pseudo-spin triplet states discussed
next.
In general, the triplet order parameter can be written
in the standard form40
Oℓ(k) =
( −dxℓ (k) + idyℓ (k) dzℓ (k)
dzℓ (k) d
x
ℓ (k) + id
y
ℓ (k)
)
, (37)
where the vector dℓ(k) = [d
x
ℓ (k), d
y
ℓ (k), d
z
ℓ (k)] is an
odd function of k. Thefore, all up-up, down-down and
up-down components may exist for a THS pseudo-spin
triplet interaction. However, in the SHS pseudo-spin
triplet case only the up-up or down-down component
may exist leading to ∆ℓ(k) ∝ (Oℓ)s1s1(k). Thus, for
the up-up case dzℓ (k) = 0 and d
x
ℓ (k) = −idyℓ (k), lead-
ing to dℓ(k) = d
x
ℓ (k)(1, i, 0), which breaks time rever-
sal symmetry, as expected from a fully spin polarized
state. The corresponding down-down state has dℓ(k) =
dxℓ (k)(1,−i, 0). Furthermore, the simplified form of the
SHS triplet order parameter allows a treatment similar
to that of THS singlet states. However, it is important
to mention that the THS triplet case can be investigated
using our approach, but the treatment is more compli-
cated.
The order parameter equation has to be solved self-
consistently with the number equation Nℓ = −∂Ωℓ/∂µℓ
where Ωℓ is the full thermodynamic potential. In the
approximations used,
Nℓ ≈ Ngaussℓ = N spℓ +Nfluctℓ (38)
has two contributions. The saddle point contribution to
the number equation is
N spℓ =
∑
k,s
nℓ(k), (39)
where nℓ(k) is the momentum distribution given by
nℓ(k) =
1
2
[
1− ξℓ(k)
Eℓ(k)
tanh
βEℓ(k)
2
]
. (40)
For the SHS triplet case, the summation over s is not
present in N spℓ . The fluctuation contribution to the num-
ber equation is
Nfluctℓ = −
1
β
∑
q
∂[detF−1ℓ (q)]/∂µℓ
detF−1ℓ (q)
, (41)
where F−1ℓ (q) is the inverse fluctuation matrix defined in
Eq. (19) and (20).
In the rest of the paper, we analyze analytically the
superfluid properties at zero temperature (ground state)
and near the critical temperatures for THS singlet (only
even ℓ) and SHS triplet (only odd ℓ) cases. In addition,
we analyze numerically the s-wave (ℓ = 0) channel of
THS singlet and p-wave (ℓ = 1) channel of SHS triplet
cases, which are currently of intense theoretical and ex-
perimental interest in ultracold Fermi atoms.
IV. BCS TO BEC EVOLUTION AT T = 0
At low temperatures, the saddle point self-consistent
(order parameter and number) equations are sufficient
to describe ground state properties in the weak coupling
BCS and strong coupling BEC limits10. However, fluc-
tuation corrections to the number equation may be im-
portant in the intermediate regime41.
7Ground state properties (T = 0) are investigated by
solving saddle point self-consistency (order parameter
and number) equations to obtain ∆ℓ,mℓ and µℓ, which
are discussed next.
A. Order Parameter and Chemical Potential
We discuss in this section ∆ℓ,mℓ and µℓ. In weak
coupling, we first introduce a shell about the Fermi en-
ergy |ξℓ(k)| ≤ wD such that ǫF ≫ wD ≫ ∆ℓ(kF), in-
side of which one may ignore the 3D density of states
factor (
√
ǫ/ǫF) and outside of which one may ignore
∆ℓ(k). While in sufficiently strong coupling, we use
ξℓ(k) ≫ |∆ℓ(k)| to derive the analytic results discussed
below. It is important to notice that, in strictly weak and
strong coupling, the self-consistency equations Eq. (39)
and (36) are decoupled, and play reversed roles. In weak
(strong) coupling the order parameter equation deter-
mines ∆ℓ,mℓ (µℓ) and the number equation determines
µℓ (∆ℓ,mℓ).
In weak coupling, the number equation Eq. (39) leads
to
µℓ = ǫF (42)
for any ℓ where ǫF = k
2
F/(2M) is the Fermi energy. In
strong coupling, the order parameter equation Eq. (36)
leads to
µ0 = − 1
2Ma20
, (43)
µℓ 6=0 = −
√
π
Mk2ℓ−10 aℓφℓ
, (44)
where φℓ = Γ(ℓ− 1/2)/Γ(ℓ+ 1) and Γ(x) is the Gamma
function. This calculation requires that a0k0 > 1 for
ℓ = 0 and that k2ℓ+10 aℓφℓ > (ℓ + 1)
√
π for ℓ 6= 0 for
the order parameter equation to have a solution with
µℓ < 0 in the strong coupling limit. In the BEC limit
µ0 = −k20/[2M(k0a0 − 1)2] for ℓ = 0. Notice that, µ0 =
−1/(2Ma20) when k0a0 ≫ 1 [or |µ0| ≪ ǫ0 = k20/(2M)],
and thus, we recover the contact potential (k0 → ∞)
result. In the same spirit, to obtain the expressions in
Eq. (43) and (44), we assumed |µℓ| ≪ ǫ0. Notice that,
µℓ = Eb,ℓ/2 in this limit for any ℓ.
On the other hand, the solution of the order parameter
equation in the weak coupling limit is
|∆0,0| = 16
√
πǫF exp
[
2 +
π
2
kF
k0
− π
2kF|a0|
]
,(45)
|∆ℓ 6=0,mℓ | ∼
(
k0
kF
)ℓ
ǫF
exp
[
tℓ
(
k0
kF
)2ℓ−1
− π
2k2ℓ+1F |aℓ|
]
, (46)
where t1 = π/4 and tℓ>1 = π2
ℓ+1(2ℓ − 3)!!/ℓ!. These
expressions are valid only when the exponential terms
are small. The solution of the number equation in the
strong coupling limit is
|∆0,0| = 8ǫF
(
µ0
9ǫF
) 1
4
, (47)
∑
mℓ
|∆ℓ 6=0,mℓ |2 =
64
√
π
3φℓ
ǫF(ǫFǫ0)
1
2 (48)
to order µℓ/ǫ0, where we assumed that ξℓ(k) ≫ |∆ℓ(k)|
for sufficiently strong couplings with |µℓ| ≪ ǫ0.
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FIG. 3: Plot of reduced order parameter ∆r = |∆0,0|/ǫF
versus interaction strength 1/(kFa0) for k0 ≈ 200kF.
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FIG. 4: Plot of reduced chemical potential µr = µ0/ǫF (inset)
versus interaction strength 1/(kFa0) for k0 ≈ 200kF.
Next, we present numerical results for two particular
states. First, we analyze the THS s-wave (ℓ = 0,mℓ = 0)
case, where ∆0(k) = ∆0,0Γ0(k)Y0,0(k̂) with Y0,0(k̂) =
1/
√
4π. Second, we discuss the SHS p-wave (ℓ = 1,mℓ =
0) case, where ∆1(k) = ∆1,0Γ1(k)Y1,0(k̂) with Y1,0(k̂) =√
3/(4π) cos(θk). In all numerical calculations, we choose
k0 ≈ 200kF to compare s-wave and p-wave cases.
8In Figs. 3 and 4, we show |∆0,0| and µ0 at T = 0
for the s-wave case. Notice that the BCS to BEC evo-
lution range in 1/(kFa0) is of order 1. Furthermore,
|∆0,0| grows continuously without saturation with in-
creasing coupling, while µ0 changes from ǫF to Eb,0/2
continuously and decreases as −1/(2Ma20) for strong cou-
plings. Thus, the evolution of |∆0,0| and µ0 as a func-
tion of 1/(kFa0) is smooth. For completeness, it is
also possible to obtain analytical values of a0 and ∆0,0
when the chemical potential vanishes. When µ0 = 0,
we obtain for |∆0,0| = 8ǫF[π2√π/Γ4(1/4)]1/3 ≈ 3.73ǫF
at 1/(kFa0) = (2π
3
√
πǫF/|∆0,0|)1/2/[2Γ2(3/4)] ≈ 0.554,
which also agrees with the numerical results. Here Γ(x)
is the Gamma function.
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FIG. 5: Plots of reduced order parameter ∆r = |∆1,0|/ǫF
versus interaction strength 1/(k3Fa1) for k0 ≈ 200kF.
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FIG. 6: Plots of reduced chemical potential µr = µ1/ǫF
(inset) versus interaction strength 1/(k3Fa1) for k0 ≈ 200kF.
In Figs. 5 and 6, we show |∆1,0| and µ1 at T = 0 for
the p-wave case. Notice that the BCS to BEC evolution
range in 1/(k3Fa1) is of order k0/kF. Furthermore, |∆1,0|
grows with increasing coupling but saturates for large
1/(k3Fa1), while µ1 changes from ǫF to Eb,1/2 continu-
ously and decreases as −1/(Mk0a1) for strong couplings.
For completeness, we present the limiting expressions
|∆1,0| = 24 k0
kF
ǫF exp
[
−8
3
+
πk0
4kF
− π
2k3F|a1|
]
, (49)
|∆1,0| = 8ǫF
(
ǫ0
9ǫF
) 1
4
, (50)
in the weak and strong coupling limits, respectively.
The evolution of |∆1,0| and µ1 are qualitatively simi-
lar to recent T = 0 results for THS fermion32 and SHS
fermion-boson26 models. Due to the angular dependence
of ∆1(k), the quasiparticle excitation spectrum E1(k) is
gapless for µ1 > 0, and fully gapped for µ1 < 0. Further-
more, both ∆1,0 and µ1 are nonanalytic exactly when µ1
crosses the bottom of the fermion energy band µ1 = 0
at 1/(k3Fa1) ≈ 0.48. The nonanalyticity does not occur
in the first derivative of ∆1,0 or µ1 as it is the case in
2D35, but occurs in the second and higher derivatives.
Thus, in the p-wave case, the BCS to BEC evolution is
not a crossover, but a quantum phase transition occurs,
as can be seen in the quasiparticle excitation spectrum
to be discussed next.
B. Quasiparticle Excitations
The quasiparticle excitation spectrum Eℓ(k) =
[ξ2ℓ (k) + |∆ℓ(k)|2]1/2 is gapless at k-space regions where
the conditions ∆ℓ(k) = 0 and ǫ(k) = µℓ are both sat-
isfied. Notice that the second condition is only satisfied
in the BCS side µℓ ≥ 0, and therefore, the excitation
spectrum is always gapped in the BEC side (µℓ < 0).
For ℓ = 0, the order parameter is isotropic in k-space
without zeros (nodes) since it does not have any angu-
lar dependence. Therefore, the quasiparticle excitation
spectrum is fully gapped in both BCS (µ0 > 0) and BEC
(µ0 < 0) sides, since
min{E0(k)} = |∆0(kµ0 )|, (µ0 > 0), (51)
min{E0(k)} =
√
|∆0(0)|2 + µ20, (µ0 < 0). (52)
Here, kµℓ =
√
2Mµℓ. This implies that the evolution of
the quasiparticle excitation spectrum from weak coupling
BCS to strong coupling BEC regime is smooth when µ0 =
0 for ℓ = 0 pairing.
In Fig. 7, we show E0(kx = 0, ky, kz) for an s-wave
(ℓ = 0,mℓ = 0) superfluid when a) µ0 > 0 (BCS side)
for 1/(kFa0) = −1, b) µ0 = 0 (intermediate regime)
for 1/(kFa0) ≈ 0.55, and c) µ0 < 0 (BEC side) for
1/(kFa0) = 1. Notice that the quasiparticle excitation
spectrum is gapped for all three cases. However, the sit-
uation for ℓ 6= 0 is very different as discussed next.
For ℓ 6= 0, the order parameter is anisotropic in k-space
with zeros (nodes) since it has an angular dependence.
Therefore, while the quasiparticle excitation spectrum is
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FIG. 7: (Color online) Plots of quasiparticle excitation
spectrum E0(kx = 0, ky , kz) when a) µ0 > 0 (BCS side)
for 1/(kFa0) = −1, b) µ0 = 0 (intermediate regime) for
1/(kFa0) ≈ 0.55, and c) µ0 < 0 (BEC side) for 1/(kFa0) = 1
versus momentum ky/kF and kz/kF.
gapless in the BCS (µℓ 6=0 > 0) side, it is fully gapped in
the BEC (µℓ 6=0 < 0) side, since
min{Eℓ 6=0(k)} = 0, (µℓ > 0), (53)
min{Eℓ 6=0(k)} = |µℓ|, (µℓ < 0). (54)
This implies that the evolution of quasiparticle excita-
tion spectrum from weak coupling BCS to strong cou-
pling BEC regime is not smooth for ℓ 6= 0 pairing hav-
ing a nonanalytic behavior when µℓ 6=0 = 0. This sig-
nals a quantum phase transition from a gapless to a fully
gapped state exactly when µℓ 6=0 drops below the bottom
of the energy band µℓ 6=0 = 0.
In Fig. 8, we show E1(kx = 0, ky, kz) for a p-wave
(ℓ = 1,mℓ = 0) superfluid when a) µ1 > 0 (BCS side)
for 1/(k3Fa1) = −1, b) µ1 = 0 (intermediate regime)
for 1/(k3Fa1) ≈ 0.48, and c) µ1 < 0 (BEC side) for
1/(k3Fa1) = 1. The quasiparticle excitation spectrum is
gapless when ∆1(k) ∝ kz/kF = 0 and k2x + k2y + k2z =
2Mµ1 are both satisfied in certain regions of k-space.
For kx = 0, these conditions are met only when kz = 0
and ky = ±
√
2Mµ1 for a given µ1. Notice that, these
points come closer as the interaction (µ1) increases (de-
creases), and when µ1 = 0 they become degenerate at
k = 0. For µ1 < 0, the second condition can not be sat-
isfied, and thus, a gap opens in the excitation spectrum
of quasiparticles as shown in Fig. 8c.
The spectrum of quasiparticles plays an important role
in the thermodynamic properties of the evolution from
BCS to BEC regime at low temperatures. For ℓ = 0,
thermodynamic quantities depend exponentially on T
throughout the evolution. Thus, a smooth crossover oc-
curs at µ0 = 0. However, for ℓ 6= 0, thermodynamic
quantitites depend exponentially on T only in the BEC
side, while they have a power law dependence on T in
the BCS side. Thus, a non-analytic evolution occurs at
µℓ 6=0 = 0. This can be seen best in the momentum dis-
tribution which is discussed next.
C. Momentum Distribution
In this section, we analyze the momentum distribution
nℓ(k) = [1− ξℓ(k)/Eℓ(k)] /2 in the BCS (µℓ > 0) and
BEC sides (µℓ < 0), which reflect the gapless to gapped
phase transition for nonzero angular momentum super-
fluids.
In Fig. 9, we show n0(kx = 0, ky, kz) for an s-wave
(ℓ = 0,mℓ = 0) superfluid when a) µ0 > 0 (BCS
side) for 1/(kFa0) = −1, b) µ0 = 0 (intermediate
regime) for 1/(kFa0) ≈ 0.55, and c) µ0 < 0 (BEC
side) for 1/(kFa0) = 1. As the interaction increases the
Fermi sea with locus ξ0(k) = 0 is suppressed, and pairs
of atoms with opposite momenta become more tightly
bound. As a result, n0(k) broadens in the BEC side
since fermions with larger momentum participate in the
formation of bound states. Notice that, the evolution is a
crossover without any qualitative change. Furthermore,
n0(kx, ky = 0, kz) and n0(kx, ky, kz = 0) can be trivially
obtained from n0(kx = 0, ky, kz), since n0(kx, ky, kz) is
symmetric in kx, ky and kz .
In Fig. 10, we show n1(kx = 0, ky, kz) for a p-wave
(ℓ = 1,mℓ = 0) superfluid when a) µ1 > 0 (BCS side)
for 1/(k3Fa1) = −1, b) µ1 = 0 (intermediate regime)
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FIG. 8: (Color online) Plots of quasiparticle excitation
spectrum E1(kx = 0, ky , kz) in a) µ1 > 0 (BCS side)
for 1/(k3Fa1) = −1, b) µ1 = 0 (intermediate regime) for
1/(k3Fa1) ≈ 0.48, and c) µ1 < 0 (BEC side) for 1/(k
3
Fa1) = 1
versus momentum ky/kF and kz/kF.
for 1/(k3Fa1) ≈ 0.48, and c) µ1 < 0 (BEC side) for
1/(k3Fa1) = 1. Notice that n1(kx = 0, ky, kz) is largest
in the BCS side when kz/kF = 0, but it vanishes along
kz/kF = 0 for any ky/kF in the BEC side. As the in-
teraction increases the Fermi sea with locus ξ1(k) = 0
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FIG. 9: (Color online) Contour plots of momentum dis-
tribution n0(kx = 0, ky , kz) when a) µ0 > 0 (BCS side)
for 1/(kFa0) = −1, b) µ0 = 0 (intermediate regime) for
1/(kFa0) ≈ 0.55, and c) µ0 < 0 (BEC side) for 1/(kFa0) = 1
versus momentum ky/kF and kz/kF.
is suppressed, and pairs of atoms with opposite mo-
menta become more tightly bound. As a result, the
large momentum distribution in the vicinity of k = 0
splits into two peaks around finite k reflecting the p-
wave symmetry of these tightly bound states. Further-
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FIG. 10: (Color online) Contour plots of momentum distribu-
tion n1(kx = 0, ky, kz) in a) µ1 > 0 (BCS side) for 1/(k
3
Fa1) =
−1, b) µ1 = 0 (intermediate regime) for 1/(k
3
Fa1) ≈ 0.48, and
c) µ1 < 0 (BEC side) for 1/(k
3
Fa1) = 1 versus momentum
ky/kF and kz/kF.
more, n1(kx, ky, kz = 0) = [1 − sgn(ξ1(k))]/2 for any
µ1, and n1(kx, ky = 0, kz) is trivially obtained from
n1(kx = 0, ky, kz), since n1(k) is symmetric in kx, ky.
Here, sgn is the Sign function.
Thus, n1(k) for the p-wave case has a major rearrange-
ment in k-space with increasing interaction, in sharp con-
trast to s-wave. This qualitative difference between p-
wave and s-wave symmetries around k = 0 explicitly
shows a direct measurable consequence of the gapless to
gapped quantum phase transition when µ1 = 0, since
n1(k) depends explicitly on E1(k). These quantum phase
transitions are present in all nonzero angular momen-
tum states, and can be further characterized through the
atomic compressibility as discussed in the next section.
D. Atomic Compressibility
At finite temperatures, the isothermal atomic com-
pressibility is defined by κTℓ (T ) = −(∂V/∂P)T,Nℓ/V
where V is the volume and P is the pressure of the gas.
This can be rewritten as
κTℓ (T ) = −
1
N2ℓ
(
∂2Ωℓ
∂µ2ℓ
)
T,V
=
1
N2ℓ
(
∂Nℓ
∂µℓ
)
T,V
, (55)
where the partial derivative ∂Nℓ/∂µℓ at T ≈ 0 is given
by
∂Nℓ
∂µℓ
≈ ∂N
sp
ℓ
∂µℓ
=
∑
k,s
|∆ℓ(k)|2
2E3ℓ (k)
. (56)
The expression above leads to κT0 (0) = 2N(ǫF)/N
2
0 in
weak coupling BCS and κT0 (0) = 2N(ǫF)ǫF/(3|µ0|N20 ) in
strong coupling BEC limit for ℓ = 0, where N(ǫF) =
MVkF/(2π2) is the density of states per spin at the
Fermi energy. Notice that κT0 (0) decreases as a
2
0 in
strong coupling since |µ0| = 1/(2Ma20). However, we
only present the strong coupling results for higher an-
gular momentum states since they exhibit an interesting
dependence on aℓ and k0. In the case of THS pseudo-
spin singlet, we obtain κTℓ>1(0) = 4N(ǫF)ǫFφ¯ℓ/(ǫ0φℓN
2
ℓ )
for ℓ > 1, while in the case of SHS states we ob-
tain κT1 (0) = N(ǫF)ǫF/(
√
ǫ0|µ1|N2ℓ ) for ℓ = 1 and
κTℓ>1(0) = 2N(ǫF)ǫFφ¯ℓ/(ǫ0φℓN
2
ℓ ) for ℓ > 1. Here φℓ =
Γ(ℓ− 1/2)/Γ(ℓ+1) and φ¯ℓ = Γ(ℓ− 3/2)/Γ(ℓ+ 1), where
Γ(x) is the Gamma function. Notice that κT1 (0) decreases
as
√
a1 for ℓ = 1 since |µ1| = 1(Mk0a1) and κTℓ>1(0) is a
constant for ℓ > 1 in strong coupling.
In Fig. 11, we show the evolution of κT0 (0) for a s-wave
(ℓ = 0,mℓ = 0) superfluid from the BCS to the BEC
regime. κT0 (0) decreases continuously, and thus the evo-
lution is a crossover (smooth) as can be seen in the inset
where the numerical derivative of κT0 (0) with respect to
1/(kFa0) is shown {dκT0 (0)/d[(kFa0)−1]}. This decrease
is associated with the increase of the gap of the excitation
spectrum as a function of 1/(kFa0). In this approxima-
tion, the gas is incompressible [κT0 (0)→ 0] in the extreme
BEC limit.
In Fig. 12, we show the evolution of κT1 (0) for a p-wave
(ℓ = 1,mℓ = 0) superfluid from the BCS to the BEC
regime. Notice that, there is a change in qualitative be-
havior when µ1 = 0 at 1/(k
3
Fa1) ≈ 0.48 as can be seen in
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FIG. 11: Plot of reduced isothermal atomic compressibil-
ity κr = κ
T
0 (0)/κ˜0 versus interaction strength 1/(kFa0) for
k0 ≈ 200kF. The inset shows the numerical derivative of
dκr/d[(kFa0)
−1] versus 1/(kFa0). Here, κ˜0 is the weak cou-
pling compressibility.
the inset where the numerical derivative of κT1 (0) with re-
spect to 1/(k3Fa1) is shown {dκT1 (0)/d[(k3Fa1)−1]}. Thus,
the evolution from BCS to BEC is not a crossover, but a
quantum phase transition occurs when µ1 = 0
25,33,34,35.
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FIG. 12: Plot of reduced isothermal atomic compressibil-
ity κr = κ
T
1 (0)/κ˜1 versus interaction strength 1/(k
3
Fa1) for
k0 ≈ 200kF. The inset shows the numerical derivative of
dκr/d[(k
3
Fa1)
−1] versus 1/(k3Fa1). Here κ˜1 is the weak cou-
pling compressibility.
The non-analytic behavior occurring when µℓ 6=0 = 0
can be understood from higher derivatives of κℓ with re-
spect to µℓ[
∂κTℓ (T )
∂µℓ
]
T,V
= −2Nℓ[κTℓ (T )]2 +
1
N2ℓ
(
∂2Nℓ
∂µ2ℓ
)
T,V
.
(57)
For instance, the second derivative ∂2N spℓ /∂µ
2
ℓ =
3
∑
k,s |∆ℓ(k)|2ξℓ(k)/[2E5ℓ (k)] tends to zero in the weak
(µℓ ≈ ǫF > 0) and strong (µℓ ≈ Eb,ℓ/2 < 0) coupling
limits. On the other hand, when µℓ = 0, ∂
2N spℓ /∂µ
2
ℓ is
finite only for ℓ = 0, and it diverges for ℓ 6= 0. This di-
vergence is logarithmic for ℓ = 1, and of higher order for
ℓ > 1. Thus, we conclude again that higher derivatives of
N spℓ are nonanalytic when µℓ 6=0 = 0, and that a quantum
phase transition occurs for ℓ 6= 0.
Theoretically, the calculation of the isothermal atomic
compressibility κTℓ (T ) is easier than the isentropic atomic
compressibility κSℓ (T ). However, performing measure-
ments of κSℓ (T ) may be simpler in cold Fermi gases, since
the gas expansion upon release from the trap is expected
to be nearly isentropic. Fortunately, κSℓ (T ) is related to
κTℓ (T ) via the thermodynamic relation
κSℓ (T ) =
CVℓ (T )
CPℓ (T )
κTℓ (T ), (58)
where κTℓ (T ) > κ
S
ℓ (T ) since specific heat capacitites
CPℓ (T ) > C
V
ℓ (T ). Furthermore, at low temperatures
(T ≈ 0) the ratio CPℓ (T )/CVℓ (T ) ≈ const, and therefore,
κSℓ (T ≈ 0) ∝ κTℓ (T ≈ 0). Thus, we expect qualitatively
similar behavior in both the isentropic and isothermal
compressibilities at low temperatures (T ≈ 0).
The measurement of the atomic compressibility could
also be performed via an analysis of particle density fluc-
tuations42,43. As it is well know from thermodynamics44,
κTℓ (T ) is connected to density fluctuations via the rela-
tion
〈n2ℓ〉 − 〈nℓ〉2 = T 〈nℓ〉2κTℓ (T ), (59)
where 〈nℓ〉 is the average density of atoms. From the
measurement of density fluctuations κTℓ (T ) can be ex-
tracted at any temperature T .
It is important to emphasize that in this quantum
phase transition at µℓ 6=0 = 0, the symmetry of the order
parameter does not change as is typical in the Landau
classification of phase transitions. However, a clear ther-
modynamic signature occurs in derivatives of the com-
pressibility suggesting that the phase transition is higher
than second order according to Ehrenfest’s classification.
Therefore, if the symmetry of the order parameter does
not change when µℓ changes sign, what is changing? To
address this question, the topology of momentum space
is discussed next.
E. Topological quantum phase transitions
In what follows, we discuss the role of momentum space
topology28,38,45 in the non-analytic behavior of the ther-
modynamic potential, when µℓ 6=0 = 0. To investigate the
role of topology, we make an immediate connection to the
Lifshitz transition46 in the context of ordinary metals at
T = 0 and high pressure. In the conventional Lifshitz
transition, the Fermi surface ǫ(k,P) = ǫF changes its
topology as the pressure P is changed. For an isotropic
pressure P , the deviation ∆P = P −Pc from the critical
pressure Pc is proportional to ∆µ = µ − µc where µc
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is the critical chemical potential at the transition point.
A typical example of the Lifshitz transition is the dis-
ruption of a neck of the Fermi surface which leads to a
non-analytic behavior of the number of states N (µ) in-
side the Fermi surface. In this case, N (µ) behaves as
A(µc)+B|µ−µc|3/2 for µ < µc, and as A(µc) for µ > µc,
in the vicinity of µc. Here, K = (3/2)B|µ− µc|1/2/n2c is
the electronic compressibility, where nc = Nc/V is the
critical density of electrons at the transition point. No-
tice that K is nonanalytic, but it is not singular. The
quantity that signals a phase transition in this case is
not K, but the thermopower Q, which is proportional to
−∂ ln(n2K)/∂µ, thus leading to Q ∝ −|∆µ|−1/2. In the
conventional Lifshitz transition, the system lowers its en-
ergy by ∆E ∝ −|∆µ|5/2 ∝ −|∆P|5/2, and the transition
is said to be of second and half order47.
The topological transition proposed here is analogous
to the Lifshitz transition in the sense that the sur-
face in momentum space corresponding to Eℓ 6=0(k) =
Eℓ 6=0(k, µℓ) = 0 changes from a well defined set of k
points for µℓ 6=0 > 0 to a null set for µℓ 6=0 < 0. Here,
Eℓ 6=0(k, µℓ) plays the role of ǫ(k,P) and µℓ 6=0 = µc = 0
plays the role of the critical pressure Pc.
For the Lifshitz transition in ℓ 6= 0 superfluids, there
is a non-analytic behavior in ∂2Nℓ 6=0/∂µ
2
ℓ , and thus in
∂κTℓ 6=0(0)/∂µℓ. This behavior in κ
T
ℓ 6=0(0) is due to the
collapse of all order parameter nodes at k = 0, which
produce a gap in the excitation spectrum Eℓ 6=0(k) and
a massive discontinuous rearrangement of the momen-
tum distribution nℓ 6=0(k) in the ground state as µℓ 6=0 →
µcℓ 6=0 = 0. A direct topological analogy with the stan-
dard Lifshitz transition can be made by noticing the col-
lapse of locus of zero quasiparticle excitation energy at
µℓ 6=0 = µ
c
ℓ 6=0 in the excitation spectrum of the system.
Generalized topological invariants can be invented along
the lines of Ref.28,38,45, however, we do not discuss them
here. Instead, we analyze next the phase diagram at zero
temperature.
F. Phase diagram
To have a full picture of the evolution from the BCS
to the BEC limit at T = 0, it is important to analyze
thermodynamic quantities at low temperatures. In par-
ticular, it is important to determine the quantum crit-
ical region (QCR) where a qualitative change occurs in
quantities such as the specific heat, compressibility and
spin susceptibility. Here, we do not discuss in detail the
QCR, but we analyze the contributions from quasiparti-
cle excitations to thermodynamic properties. However,
the discussion can be extended to include collective exci-
tations28 (see Sec. V).
Next, we point out a major difference between ℓ = 0
and ℓ 6= 0 states in connection with the spectrum of the
quasiparticle excitations (see Sec. IVB) and their contri-
bution to low temperature thermodynamics.
For ℓ = 0, quasiparticle excitations are gapped for
|0∆| T/1/2)+(0) ]C0 α exp[ −]T/|(k   )0µ∆ 0C0 α exp[ −
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FIG. 13: The phase diagram of s-wave superfluids as a func-
tion of 1/(kFa0).
all couplings, and therefore, thermodynamic quantitites
such as atomic compressibility, specific heat and spin sus-
ceptibility have an exponential dependence on the tem-
perature and the minimum energy of quasiparticle excita-
tions ∼ exp[−min{E0(k)}/T ]. Using Eqs. (51) and (52)
leads to ∼ exp[−|∆0(kµ0)|/T ] in the BCS side (µ0 > 0)
and∼ exp[−√|∆0(0)|2 + µ20/T ] in the BEC side (µ0 < 0)
as shown in Fig. 13, where kµℓ =
√
2Mµℓ. Notice that,
there is no qualitative change across µ0 = 0 at small but
finite temperatures. This indicates the absence of a QCR
and confirms there is only a crossover for s-wave (ℓ = 0)
superfluids at T = 0.
|
< 0µ 1 > 0
(BCS side) µ   = 01
C1 α T
β 1 ]T/−[expα1C
0
−1
F
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1µ
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FIG. 14: The phase diagram of p-wave superfluids as a func-
tion of 1/(k3Fa1).
For ℓ 6= 0, quasiparticle excitations are gapless in the
BCS side and are only gapped in the BEC side, and there-
fore, while thermodynamic quantitites such as atomic
compressibility, specific heat and spin susceptibility have
power law dependences on the temperature ∼ T βℓ 6=0 in
the BCS side, they have exponential dependences on the
temperature and the minimum energy of quasiparticle
excitations ∼ exp[−min{Eℓ 6=0(k)}/T ] in the BEC side.
Here, βℓ 6=0 is a real number which depends on particular
ℓ state. For ℓ = 1, using Eqs. (53) and (54) leads to
∼ T β1 in the BCS side (µ1 > 0) and ∼ exp(−|µ1|/T )
in the BEC side (µ1 < 0) as shown in Fig. 14. Notice
the change in qualitative behavior across µ1 = 0 (as well
as other ℓ 6= 0 states) at small but finite temperatures.
This change occurs within the QCR and signals the ex-
istence of a quantum phase transition (T = 0) for ℓ 6= 0
superfluids.
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G. Thermodynamic Potential
Now, we discuss the thermodynamic potential Ωℓ at
T = 0 in the asmyptotic BCS and BEC limits. In the
weak coupling limit, we obtain
Ωspℓ = −
2
5
NℓǫF, (60)
which is identical to the full thermodynamic potential
Ωℓ. This indicates that Ω
fluct
ℓ is negligible in the BCS
limit.
However, in the strong coupling limit, we obtain
Ωspℓ = −
1
2
Nℓ(2µℓ − Eb,ℓ). (61)
Notice that, µB,ℓ = 2µℓ −Eb,ℓ > 0 is the Bosonic chemi-
cal potential and NB,ℓ = Nℓ/2 is the number of bosons.
To evaluate µB,ℓ, it is necessary to find the first nonva-
nishing correction for 2µℓ − Eb,ℓ. In the specific case of
ℓ = 0, we obtain µB,0 = 4ǫFkFa0/(3π) = 4πaB,0/MB,0
for the chemical potential and Ωspℓ = −πN20a0/(MV) =−NB,0µB,0 for the thermodynamic potential of the pairs.
Here aB,0 = 2a0 and MB,0 = 2M is the scattering length
and mass of the corresponding bosons. A better estimate
for aB,0 ≈ 0.6a0 can be found in the literature48,49,50,51.
The main reason for this difference is that our theory
does not include possible intermediate (virtual) scatter-
ing processes which renormalize aB,0. This is also the
case when we analyze the collective modes in Sec. VC
and the TDGL equation in Sec. VII B.
Using µℓ = (µB,ℓ + Eb,ℓ)/2 and the thermodynamic
relation µℓ = (∂Eℓ/∂Nℓ)V , where Eℓ is the ground state
energy, we obtain
Ωℓ = −1
2
NB,ℓµB,ℓ. (62)
Notice that this expression is identical to the thermo-
dynamic potential of bosons ΩB,ℓ = EB,ℓ − NB,ℓµB,ℓ,
where EB,ℓ is the ground state energy. Therefore, the
fermionic thermodynamic potential in the strong cou-
pling limit should lead to the thermodynamic potential
of real bosons (Ωℓ ≡ ΩB,ℓ). Since Ωℓ = Ωspℓ + Ωfluctℓ , we
conclude from this thermodynamic argument that
Ωfluctℓ =
1
2
NB,ℓµB,ℓ (63)
in the strong coupling limit. Therefore, Eℓ−NℓEb,ℓ/2 ≡
EB,ℓ, or Eℓ/Nℓ − µℓ ≡ (EB,ℓ/NB,ℓ − µB,ℓ)/2 which is
consistent with quantum monte carlo calculations52.
The fluctuation contribution to Ωfluctℓ comes from the
zero point energy of the collective excitations, which is
discussed next.
V. GAUSSIAN FLUCTUATIONS
The pole structure of Fℓ(q, ivj) determines the two-
particle excitation spectrum of the superconducting state
with ivj → w + i0+, and has to be taken into account
to derive Ωfluctℓ . The matrix elements of Fℓ(q, ivj) are
Fℓ,mℓ,m′ℓ
(q, ivj) for a given ℓ. We focus here only on the
zero temperature limit and analyse the collective phase
modes. In this limit, we separate the diagonal matrix
elements of F−1ℓ,mℓ,m′ℓ
(q) into even and odd contributions
with respect to ivj
(F−1ℓ,mℓ,m′ℓ
)E11 =
∑
k
(ξ+ξ− + E+E−)(E+ + E−)
2E+E−[(ivj)2 − (E+ + E−)2]
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂)− δmℓ,m
′
ℓ
V
4πλℓ
,(64)
(F−1ℓ,mℓ,m′ℓ
)O11 = −
∑
k
(ξ+ξ− + E+E−)(ivj)
2E+E−[(ivj)2 − (E+ + E−)2]
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂). (65)
The off-diagonal term is even in ivj , and it reduces to
(F−1ℓ,mℓ,m′ℓ
)12 = −
∑
k
∆+∆−(E+ + E−)
2E+E−[(ivj)2 − (E+ + E−)2]
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂). (66)
Here the labels ± denote that the corresponding variables
are functions of k± q/2.
In order to obtain the collective mode spectrum,
we express Λℓ,mℓ(q) = τℓ,mℓ(q)e
iϑℓ,mℓ (q) = [ρℓ,mℓ(q) +
iθℓ,mℓ(q)]/
√
2 where τℓ,mℓ(q), ϑℓ,mℓ(q), ρℓ,mℓ(q) and
θℓ,mℓ(q) are all real. Notice that the new fields
ρℓ,mℓ(q) = τℓ,mℓ(q) cos[ϑℓ,mℓ(q)], and θℓ,mℓ(q) =
τℓ,mℓ(q) sin[ϑℓ,mℓ(q)] can be regarded essentially as the
amplitude and phase fields respectively, when ϑℓ,mℓ(q)
is small. This change of basis can be described by the
following unitary transformation
Λℓ,mℓ(q) =
1√
2
(
1 i
1 −i
)[
ρℓ,mℓ(q)
θℓ,mℓ(q)
]
. (67)
From now on, we take ∆ℓ,mℓ as real without
loss of generality. The diagonal elements of
the fluctuation matrix in the rotated basis are
(F˜−1ℓ,mℓ,m′ℓ
)11 = (F
−1
ℓ,mℓ,m′ℓ
)E11 + (F
−1
ℓ,mℓ,m′ℓ
)12, and
(F˜−1ℓ,mℓ,m′ℓ
)22 = (F
−1
ℓ,mℓ,m′ℓ
)E11 − (F−1ℓ,mℓ,m′ℓ)12; and the off-
diagonal elements are (F˜−1ℓ,mℓ,m′ℓ
)12 = (F˜
−1
ℓ,mℓ,m′ℓ
)∗21 =
i(F−1ℓ,mℓ,m′ℓ
)O11 with the q dependence being implicit.
A. Collective (Goldstone) Modes
The collective modes are determined by the poles of
the propagator matrix Fℓ(q) for the pair fluctuation fields
Λℓ,mℓ(q), which describe the Gaussian deviations about
the saddle point order parameter. The poles of Fℓ(q)
are determined by the condition detF−1ℓ (q) = 0, which
leads to 2(2ℓ+1) collective (amplitude and phase) modes,
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when the usual analytic continuation ivj → w + i0+ is
performed. Among them, there are 2ℓ + 1 amplitude
modes which we do not discuss here.
The easiest way to get the phase collective modes is to
integrate out the amplitude fields to obtain a phase-only
effective action. Notice that, for ℓ 6= 0 channels at any
temperature, and for ℓ = 0 channel at finite temperature,
a well defined low frequency expansion is not possible for
µℓ > 0 due to Landau damping which causes the collec-
tive modes to decay into the two quasiparticle continuum.
A well defined expansion [collective mode dispersion w]
must satisfy the following condition w≪ min{E++E−}.
Thus, a zero temperature expansion is always possible
when Landau damping is subdominant (underdamped
regime). To obtain the long wavelength dispersions for
the collective modes at T = 0, we expand the matrix
elements of F˜−1ℓ,mℓ,m′ℓ
to second order in |q| and w to get
(F˜−1ℓ,mℓ,m′ℓ
)11 = Aℓ,mℓ,m′ℓ +
∑
i,j
Ci,jℓ,mℓ,m′ℓ
qiqj
− Dℓ,mℓ,m′ℓw2, (68)
(F˜−1ℓ,mℓ,m′ℓ
)22 = Pℓ,mℓ,m′ℓ +
∑
i,j
Qi,jℓ,mℓ,m′ℓ
qiqj
− Rℓ,mℓ,m′ℓw2, (69)
(F˜−1ℓ,mℓ,m′ℓ
)12 = iBℓ,mℓ,m′ℓw. (70)
The expressions for the expansion coefficients are given
in App. XA.
For ℓ = 0, the coefficients Ci,j0,0,0 = C0,0,0δi,j and
Qi,j0,0,0 = Q0,0,0δi,j are diagonal and isotropic in (i, j),
and P0,0,0 = 0 vanishes. Here, δi,j is the Kronecker delta.
Thus, the collective mode is the isotropic Goldstone mode
with dispersion
W0,0(q) = C0,0|q|, (71)
C0,0 =
(
A0,0,0Q0,0,0
A0,0,0R0,0,0 +B20,0,0
) 1
2
, (72)
where C0,0 is the speed of sound. Notice that the quasi-
particle excitations are always fully gapped from weak
to strong coupling, and thus, the Goldstone mode is not
damped at T = 0 for all couplings.
For ℓ 6= 0, the dispersion for collective modes is not
easy to extract in general, and therefore, we consider the
case when only one of the spherical harmonics Yℓ,mℓ(k̂)
is dominant and characterizes the order parameter. In
this case, Pℓ,mℓ,mℓ = 0 due to the order parameter equa-
tion, and the collective mode is the anisotropic Goldstone
mode with dispersion
Wℓ 6=0,mℓ(q) =
∑
i,j
(Ci,jℓ,mℓ)2qiqj

1
2
, (73)
Ci,jℓ 6=0,mℓ =
(
Aℓ,mℓ,mℓQ
i,j
ℓ,mℓ,mℓ
Aℓ,mℓ,mℓRℓ,mℓ,mℓ +B
2
ℓ,mℓ,mℓ
) 1
2
.(74)
Notice that the speed of sound has a tensor structure
and is anisotropic. Furthermore, the quasiparticle exci-
tations are gapless when µℓ 6=0 > 0, and thus, the Gold-
stone mode is damped even at T = 0. However, Landau
damping is subdominant and the real part of the pole
dominates for small momenta. In addition, quasiparticle
excitations are fully gapped when µℓ 6=0 < 0, and thus,
the Goldstone mode is not damped. Therefore, the pole
contribution to Ωfluctℓ 6=0 comes from the Goldstone mode for
all couplings. In addition, there is also a branch cut rep-
resenting the continuum of two particle scattering states,
but the contribution from the Goldstone mode dominates
at sufficiently low temperatures.
It is also illustrative to analyze the eigenvectors of
F˜−1ℓ (q) in the amplitude-phase representation corre-
sponding to small Wℓ,mℓ(q) mode[
ρℓ,mℓ(q)
θℓ,mℓ(q)
]
=
[
−iBℓ,mℓ,mℓAℓ,mℓ,mℓWℓ,mℓ(q)
1
]
. (75)
Notice that, when Bℓ,mℓ,mℓ → 0 the amplitude and phase
modes are not mixed.
Next, we discuss the dispersion of collective modes in
the weak and strong coupling limits, where the expansion
coefficients are analytically tractable for a fixed (ℓ,mℓ)
state.
B. Weak coupling (BCS) regime
The s-wave (ℓ = 0,mℓ = 0) weak coupling limit is char-
acterized by the criteria µ0 > 0 and µ0 ≈ ǫF ≫ |∆0,0|.
The expansion of the matrix elements to order |q|2 and
w2 is performed under the condition [w, |q|2/(2M)] ≪
|∆0,0|. Analytic calculations are particularly simple in
this case since all integrals for the coefficients needed
to calculate the collective mode dispersions are peaked
near the Fermi surface. We first introduce a shell about
the Fermi energy |ξ0(k)| ≤ wD such that ǫF ≫ wD ≫
∆0(kF), inside of which one may ignore the 3D density of
states factor
√
ǫ/ǫF and outside of which one may ignore
∆0(k). In addition, we make use of the nearly perfect
particle-hole symmetry, which forces integrals to vanish
when their integrands are odd under the transformation
ξ0(k)→ −ξ0(k). For instance, the coefficient that couple
phase and amplitude modes vanish (B0,0,0 = 0) in this
limit. Thus, there is no mixing between phase and ampli-
tude fields in weak coupling, as can be seen by inspection
of the fluctuation matrix F˜0(q).
For ℓ = 0, the zeroth order coefficient is
A0,0,0 =
N(ǫF)
4π
, (76)
and the second order coefficients are
Ci,j0,0,0 =
Qi,j0,0,0
3
=
N(ǫF)v
2
F
36|∆0,0|2 δi,j , (77)
D0,0,0 =
R0,0,0
3
=
N(ǫF)
12|∆0,0|2 . (78)
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Here, vF = kF/M is the Fermi velocity and N(ǫF) =
MVkF/(2π2) is the density of states per spin at the Fermi
energy.
In weak coupling, since B2ℓ,mℓ,mℓ ≪ Aℓ,mℓ,mℓRℓ,mℓ,mℓ ,
the sound velocity is simplified to Ci,jℓ,mℓ ≈
[Qi,jℓ,mℓ,mℓ/Aℓ,mℓ,mℓ ] for any ℓ. Using the coefficients
above in Eq. (72), for ℓ = 0, we obtain
C0,0 = vF√
3
(79)
which is the well known Anderson-Bogoliubov relation.
For ℓ 6= 0, the expansion coefficients require more de-
tailed and lengthy analysis, and therefore, we do not dis-
cuss here. On the other hand, the expansion coefficients
can be calculated for any ℓ in the strong coupling BEC
regime, which is discussed next.
C. Strong coupling (BEC) regime
The strong coupling limit is characterized by the crite-
ria µℓ < 0, |µℓ| ≪ ǫ0 = k20/(2M) and |ξℓ(k)| ≫ |∆ℓ(k)|.
The expansion of the matrix elements to order |q|2 and
w2 is performed under the condition [w, |q|2/(2M)] ≪
|µℓ|. The situation encountered here is very different
from the weak coupling limit, because one can no longer
invoke particle-hole symmetry to simplify the calculation
of many of the coefficients appearing in the fluctuation
matrix F˜ℓ(q). In particular, the coefficient Bℓ,mℓ,m′ℓ 6= 0
indicates that the amplitude and phase fields are mixed.
Furthermore, Pℓ,mℓ,m′ℓ = 0 , since this coefficient reduces
to the order parameter equation in this limit.
For ℓ = 0, the zeroth order coefficient is
A0,0,0 =
κ|∆0,0|2
8π|µ0| , (80)
the first order coefficient is
B0,0,0 = κ, (81)
and the second order coefficients are
Ci,j0,0,0 = Q
i,j
0,0,0 =
κ
4M
δi,j , (82)
D0,0,0 = R0,0,0 =
κ
8|µ0| , (83)
where κ = N(ǫF)/(32
√|µ0|ǫF ).
Using the expressions above in Eq. (72), we obtain the
sound velocity
C0,0 =
( |∆0,0|
32M |µ0|π
) 1
2
= vF
√
kFa0
3π
. (84)
Notice that the sound velocity is very small and its small-
ness is controlled by the scattering length a0. Further-
more, in the theory of weakly interacting dilute Bose gas,
the sound velocity is given by CB,0 = 4πaB,0nB,0/M2B,0.
Making the identification that the density of pairs is
nB,0 = n0/2, the mass of the pairs is MB,0 = 2M and
that the Bose scattering length is aB,0 = 2a0, it follows
that Eq. (84) is identical to the Bogoliubov result CB,0.
Therefore, our result for the fermionic system represents
in fact a weakly interacting Bose gas in the strong cou-
pling limit. A better estimate for aB,0 ≈ 0.6a0 can be
found in the literature48,49,50,51. This is also the case
when we construct the TDGL equation in Sec. VII B.
For ℓ 6= 0, the zeroth order coefficient is
Aℓ 6=0,mℓ,mℓ =
15φ̂ℓκ˜
2ǫ0
√
π
|∆ℓ,mℓ |2γℓ,{mℓ}, (85)
the first order coefficient is
Bℓ 6=0,mℓ,m′ℓ =
φℓκ˜√
π
δmℓ,m′ℓ , (86)
and the second order coefficients are
Ci,iℓ 6=0,mℓ,m′ℓ
= Qi,iℓ 6=0,mℓ,m′ℓ
=
φℓκ˜
4M
√
π
δmℓ,m′ℓ , (87)
D1,mℓ,m′ℓ = R1,mℓ,m
′
ℓ
=
3κ˜
8
√
ǫ0|µ1|
δmℓ,m′ℓ , (88)
Dℓ>1,mℓ,m′ℓ = Rℓ>1,mℓ,m
′
ℓ
=
3φ¯ℓκ˜
4
√
πǫ0
δmℓ,m′ℓ , (89)
where κ˜ = N(ǫF)/(32
√
ǫ0ǫF ), φℓ = Γ(ℓ − 1/2)/Γ(ℓ+ 1),
φ¯ℓ = Γ(ℓ− 3/2)/Γ(ℓ+1) and φ̂ℓ = Γ(2ℓ− 3/2)/Γ(2ℓ+2).
Here Γ(x) is the Gamma function, and γℓ,mℓ is an angular
averaged quantity defined in App. XB.
In strong coupling, since B2ℓ,mℓ,mℓ ≫
Aℓ,mℓ,mℓRℓ,mℓ,mℓ , the sound velocity is simplified
to Ci,jℓ,mℓ ≈ [Aℓ,mℓ,mℓQ
i,j
ℓ,mℓ,mℓ
/B2ℓ,mℓ,mℓ ]
1/2 for any ℓ.
Using the expressions above in Eq. (74), for ℓ 6= 0, we
obtain
Ci,iℓ 6=0,mℓ =
(
15γℓ,{mℓ}|∆ℓ,mℓ |2φ̂ℓ
8Mφℓǫ0
) 1
2
(90)
= vF
(
20γℓ,{mℓ}
√
πφ̂ℓ
φ2ℓ
kF
k0
) 1
2
. (91)
Therefore, the sound velocity is also very small and
its smallness is controlled by the interaction range k0
through the diluteness condition i.e. (k0/kF )
3 ≫ 1, for
ℓ 6= 0. Notice that, the sound velocity is independent of
the scattering parameter for ℓ 6= 0.
Now, we turn our attention to a numerical analysis
of the phase collective modes during the evolution from
weak coupling BCS to strong coupling BEC limits.
D. Evolution from BCS to BEC regime
We focus only on s-wave (ℓ = 0,mℓ = 0) and p-wave
(ℓ = 1,mℓ = 0) cases, since they may be the most rele-
vant to current experiments involving ultracold atoms.
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In Fig. 15, we show the evolution of C0,0 as a func-
tion of 1/(kFa0) for s-wave case. The weak coupling
Anderson-Bogoliubov velocity C0,0 = vF/
√
3 evolves con-
tinuously to the strong coupling Bogoliubov velocity
C0,0 = vF
√
kFa0/(3π). Notice that the sound velocity
is a monotonically decreasing function of 1/(kFa0), and
the evolution across µ0 = 0 is a crossover.
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FIG. 15: Plots of reduced Goldstone (sound) velocity
(C0,0)r = C0,0/vF versus interaction strength 1/(kFa0) for
k0 ≈ 200kF.
In Fig. 16, we show the evolution of Ci,j1,0 as a function
of 1/(k3Fa1) for p-wave case. Notice that Ci,i1,0 is strongly
anisotropic in weak coupling, since Cx,x1,0 = Cy,y1,0 ≈ 0.44vF
and Cz,z1,0 =
√
3Cx,x1,0 ≈ 0.79vF, thus reflecting the order
parameter symmetry. In addition, Ci,i1,0 is isotropic in
strong coupling, since Ci,i1,0 = vF
√
3kF/(2πk0) ≈ 0.049vF
for k0 ≈ 200kF, thus revealing the secondary role of the
order parameter symmetry in this limit. The anisotropy
is very small in the intermediate regime beyond µ1 < 0.
Notice also that, Cz,z1,0 is a monotonically decreasing func-
tion of 1/(k3Fa1) in BCS side until µ1 = 0, where it sat-
urates. However, Cx,x1,0 = Cy,y1,0 is a nonmonotonic func-
tion of 1/(kFa1)
3, and it also saturates beyond µ1 = 0.
Therefore, the behavior of Ci,i1,0 reflects the disapperance
of nodes of the quasiparticle energy E1(k) as µ1 changes
sign.
These collective excitations may contribute signifi-
cantly to the thermodynamic potential, which is dis-
cussed next.
E. Corrections to Ωspℓ due to collective modes
In this section, we analyze corrections to the saddle
point thermodynamic potential Ωspℓ due to low energy
collective excitations. The evaluation of bosonic Matsub-
ara frequency sums in Eq. (22) leads to Ωfluctℓ → Ωcollℓ ,
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FIG. 16: Plots of reduced Goldstone (sound) velocity
(Cx,x1,0 )r = C
x,x
1,0 /vF (solid squares) and (C
z,z
1,0 )r = C
z,z
1,0/vF (hol-
low squares) versus interaction strength 1/(k3Fa1) for k0 ≈
200kF. The inset zooms into the unitarity region.
where
Ωcollℓ =
∑
q
′{
Wℓ(q) +
2
β
ln [1− exp(−βWℓ(q))]
}
(92)
is the collective mode contribution to the thermodynamic
potential. The prime on the summation indicates that
a momentum cutoff is required since a long wavelength
and low frequency approximation is used to derive the
collective mode dispersion. Notice that the first term in
Eq. (92) contributes to the ground state energy of the in-
teracting Fermi system. This contribution is necessary to
recover the ground state energy of the effective Bose sys-
tem in the strong coupling limit as discussed in Sec IVG.
The corrections to the saddle point number equation
N collℓ = −∂Ωcollℓ /∂µℓ are due to the zero point mo-
tion (N zpℓ ) and thermal excitation (N
te
ℓ ) of the collective
modes
N zpℓ = −
∂
∂µℓ
∑
q
′
Wℓ(q), (93)
N teℓ = −
∑
q
′ ∂Wℓ(q)
∂µℓ
nB[Wℓ(q)]. (94)
Here nB(x) = 1/[exp(βx) − 1] is the Bose distribution.
For ℓ = 0, the last equation can be solved to obtain
N te0 = −6(∂C0,0/∂µ0)ζ(4)T 4/(π2C20,0), which vanishes at
T = 0. Here ζ(x) is the Zeta function. Similarly, N teℓ 6=0
has a power law dependence on T , and therefore, van-
ishes at T = 0 since the collective modes are not excited.
N zpℓ gives small contributions to the number equation in
weak and strong couplings, but may lead to significant
contributions in the intermediate regime for all ℓ. The
impact of N zpℓ on the order parameter and chemical po-
tential in the intermediate regime may require a careful
analysis of the full fluctuation contributions41.
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Until now, we discussed the evolution of superfluidity
from the BCS to the BEC regime at zero temperature.
In the rest of the manuscript, we analyze the evolution
of superfluidity from the BCS to the BEC limit at finite
temperatures.
VI. BCS TO BEC EVOLUTION NEAR T = Tc,ℓ
In this section, we concentrate on physical properties
near critical temperatures T = Tc,ℓ. To calculate Tc,ℓ,
the self-consistency (order parameter and number) equa-
tions have to be solved simultaneously. At T = Tc,ℓ,
then ∆ℓ,mℓ = 0, and the saddle point order parameter
equation Eq. (36) reduces to
MV
4πk2ℓ0 aℓ
=
∑
k
Γ2ℓ(k)
[
1
2ǫ(k)
− tanh[ξℓ(k)/(2Tc,ℓ)]
2ξℓ(k)
]
.
(95)
This expression is independent ofmℓ since the interaction
amplitude λℓ depends only on ℓ. Similarly, the saddle
point number equation reduces to
N spℓ =
∑
k,s
nF[ξℓ(k)], (96)
where nF(x) = 1/[exp(βx) + 1] is the Fermi distribution.
Notice that the summation over spins (s) is not present
in the SHS case. It is important to emphasize that the
inclusion ofNfluctℓ around Tℓ = Tc,ℓ is essential to produce
the qualitatively correct physics with increasing coupling,
as discussed next.
A. Gaussian Fluctuations
To evaluate the gaussian contribution to the thermo-
dynamic potential, we sum over the fermionic Matsubara
frequencies in Eq. (22), and obtain the action
Sfluctℓ =
β
2
∑
q,mℓ,m′ℓ
Λ†ℓ,mℓ(q)L
−1
ℓ,mℓ,m′ℓ
(q)Λℓ,m′
ℓ
(q), (97)
where L−1ℓ,mℓ,m′ℓ
(q) = (F−1ℓ,mℓ,m′ℓ
)11 is the element of the
fluctuation propagator given by
L−1ℓ,mℓ,m′ℓ
(q) =
δmℓ,m′ℓ
4πV−1λℓ −
∑
k
1− nF(ξ+)− nF(ξ−)
ξ+ + ξ− − ivj
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂). (98)
This is the generalization of the ℓ = 0 case to ℓ 6= 0,
where ξ± = ξℓ(k ± q/2). From Sfluctℓ , we obtain the
thermodynamic potential Ωgaussℓ = Ω
sp
ℓ + Ω
fluct
ℓ , where
Ωspℓ is the saddle point contribution with ∆ℓ(k) = 0, and
Ωfluctℓ = −
1
β
∑
q
ln det[Lℓ(q)/β] (99)
is the fluctuation contribution.
We evaluate the bosonic Matsubara frequency (ivj)
sums by using contour integration, and determine the
branch cut and pole terms. We use the phase shift
ϕfluctℓ (q, w) = Arg[detLℓ(q, ivj → w + i0+)] (100)
to replace detLℓ(q) in Eq. (99), leading to
Ωfluctℓ = −
∑
q
∫ ∞
−∞
dw
π
nB(w)ϕ˜
fluct
ℓ (q, w), (101)
where ϕ˜fluctℓ (q, w) = ϕ
fluct
ℓ (q, w) − ϕfluctℓ (q, 0) and
nB(x) = 1/ [exp(βx) − 1] is the Bose distribution. No-
tice that, this equation is the generalization of the s-wave
(ℓ = 0) case11,12 for ℓ 6= 0. Furthermore, the phase shift
can be written as ϕ˜fluctℓ (q, w) = ϕ˜
sc
ℓ (q, w) + ϕ˜
bs
ℓ (q, w),
where
ϕ˜scℓ (q, w) = ϕ˜ℓ(q, w)Θ(w − w∗q), (102)
is the branch cut (scattering) and ϕ˜bsℓ (q, w) is the pole
(bound state) contribution. Here, Θ(x) is the Heaviside
function, w∗q = wq − 2µℓ with wq = |q|2/(4M) is the
branch frequency and µℓ is the fermionic chemical po-
tential.
The branch cut (scattering) contribution to the ther-
modynamic potential becomes
Ωscℓ = −
∑
q
∫ ∞
−∞
dw
π
nB(w)ϕ˜
sc
ℓ (q, w). (103)
For each q, the integrand is nonvanishing only for w >
w∗q since ϕ˜
sc
ℓ (q, w) = 0 otherwise. Thus, the branch cut
(scattering) contribution to the number equation N scℓ =−∂Ωscℓ /∂µℓ is given by
N scℓ =
∑
q
∫ ∞
0
dw
π
[
∂nB(w˜)
∂µℓ
− nB(w˜) ∂
∂µℓ
]
ϕ˜ℓ(q, w˜), (104)
where w˜ = w + w∗q.
When aℓ < 0, there are no bound states above Tc,ℓ and
N scℓ represents the correction due to scattering states.
However, when aℓ > 0, there are bound states repre-
sented by poles at w < w∗q. The pole (bound state)
contribution to the number equation is
Nbsℓ = −
∑
q
nB[Wℓ(q)]ηℓ[q,Wℓ(q)], (105)
where Wℓ(q) corresponds to the poles of L−1ℓ (q) and
ηℓ[q,Wℓ(q)] = Res
{∂ detL−1ℓ [q,Wℓ(q)]/∂µℓ
detL−1ℓ [q,Wℓ(q)]
}
(106)
is the residue. Heavy numerical calculations are nec-
essary to find the poles as a function of q for all cou-
plings. However, in sufficiently strong coupling, when
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nF(ξ±) ≪ 1 in Eq. (98), the pole (bound state) contri-
bution can be evaluated analytically by eliminating λℓ in
favor of the two body bound state energy E˜b,ℓ in vacuum.
Notice that, E˜b,ℓ is related to the Eb,ℓ obtained from the
T-matrix approach, where multiple scattering events are
included. However, they become identical in the dilute
limit.
A relation between λℓ and E˜b,ℓ can be obtained by
solving the Schroedinger equation for two fermions inter-
acting via a pairing potential V (r). After Fourier trans-
forming from real to momentum space, the Schroedinger
equation for the pair wave function ψ(k) is
2ǫ(k)ψ(k) +
1
V
∑
k′
V (k,k′)ψ(k′) = E˜bψ(k). (107)
Using the Fourier expansion of V (k,k′) given in Eq. (4)
and choosing only the ℓth angular momentum channel,
we obtain
1
λℓ
=
1
V
∑
k
Γ2ℓ(k)
2ǫ(k)− E˜b,ℓ
. (108)
This expression relates E˜b,ℓ < 0 to λℓ in order to express
Eq. (111) in terms of binding energy E˜b,ℓ < 0. Notice
that, this equation is similar to the order parameter equa-
tion in the strong coupling limit (µℓ < 0 and |µℓ| ≫ Tc,ℓ),
where
1
λℓ
=
1
V
∑
k
Γ2ℓ(k)
2ǫ(k)− 2µℓ . (109)
Therefore, µℓ → E˜b,ℓ/2 as the coupling increases.
Substitution of Eq. (108) in Eq. (106) yields the pole
contribution which is given by Wℓ(q) = wq + E˜b,ℓ− 2µℓ,
and the residue at this pole is ηℓ[q,Wℓ(q)] = −2
∑
mℓ
.
Therefore, the bound state contribution to the phase shift
in the sufficiently strong coupling limit is given by
ϕ˜bsℓ (q, w) = πΘ(w − wq + µB,ℓ), (110)
which leads to the bound state number equation
Nbsℓ = 2
∑
q,mℓ
nB[wq − µB,ℓ], (111)
where µB,ℓ = 2µℓ − E˜b,ℓ ≤ 0 is the chemical potential
of the bosonic molecules. Notice that, Eq. (111) is only
valid for interaction strengths where µB,ℓ ≤ 0. Thus,
this expression can not be used over a region of coupling
strengths where µB,ℓ is positive.
B. Critical Temperature and Chemical Potential
To obtain the evolution from BCS to BEC, the number
Nℓ ≈ Ngaussℓ = N spℓ +N scℓ +Nbsℓ (112)
and order parameter [Eq. (95)] equations have to be
solved self-consistently for Tc,ℓ and µℓ. First, we analyze
the number of unbound, scattering and bound fermions
as a function of the scattering parameter for the s-wave
(ℓ = 0) and p-wave (ℓ = 1) cases.
In Fig. 17, we plot different contributions to the num-
ber equation as a function of 1/(kFa0) for the s-wave
(ℓ = 0,mℓ = 0) case. Notice that, N
sp
0 (N
bs
0 ) dominates
in weak (strong) coupling, while N sc0 is the highest for
intermediate couplings. Thus, all fermions are unbound
in the strictly BCS limit (not shown in the figure), while
all fermions are bound in the strictly BEC limit.
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FIG. 17: Fractions of unbound F sp0 = N
sp
0 /N0, scattering
F sc0 = N
sc
0 /N0, bound F
bs
0 = N
bs
0 /N0 fermions at T = Tc,0
versus 1/(kFa0) for k0 ≈ 200kF.
In Fig. 18, we present plots of different contributions
to the number equation as a function of 1/(k3Fa1) for
the p-wave (ℓ = 1,mℓ = 0) case. Notice also that, N
sp
1
(Nbs1 ) dominates in weak (strong) coupling, while N
sc
1 is
the highest for intermediate couplings. Thus, again all
fermions are unbound in the strictly BCS limit, while all
fermions are bound in the strictly BEC limit.
Therefore, the total fluctuation contribution N scℓ +N
bs
ℓ
is negligible in weak coupling and N spℓ is sufficient. How-
ever, the inclusion of fluctuations is necessary for strong
coupling to recover the physics of BEC. However, in the
vicinity of the unitary limit [1/(k2ℓ+1F aℓ) → 0], our re-
sults are not strictly applicable and should be regarded
as qualitative.
Next, we discuss the chemical potential and criti-
cal temperature. In weak coupling, we introduce a
shell about the Fermi energy |ξℓ(k)| ≤ wD, such that
µℓ ≈ ǫF ≫ wD ≫ Tc,ℓ. Then, in Eq. (95), we set
tanh[|ξℓ(k)|/(2Tc,ℓ)] = 1 outside the shell and treat the
integration within the shell as usual in the BCS theory.
In strong coupling, we use that min[ξℓ(k)] = |µℓ| ≫ Tc,ℓ
and set tanh[ξℓ(k)/(2Tc,ℓ)] = 1. Therefore, in strictly
weak and strong coupling, the self-consistency equations
are decoupled, and play reversed roles. In weak (strong)
coupling the order parameter equation determines Tc,ℓ
(µℓ) and the number equation determines µℓ (Tc,ℓ).
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FIG. 18: Fractions of unbound F sp1 = N
sp
1 /N1, scattering
F sc1 = N
sc
1 /N1, bound F
bs
1 = N
bs
1 /N1 fermions at T = Tc,1
versus 1/(k3Fa1) for k0 ≈ 200kF.
In weak coupling, the number equationNℓ ≈ N spℓ leads
to
µℓ ≈ ǫF (113)
for any ℓ. In strong coupling, the order parameter equa-
tion leads to
µ0 = − 1
2Ma20
, (114)
µℓ 6=0 = −
√
π
Mk2ℓ−10 aℓφℓ
, (115)
where φℓ = Γ(ℓ− 1/2)/Γ(ℓ+ 1) and Γ(x) is the Gamma
function. This calculation requires a0k0 > 1 for ℓ = 0,
and k2ℓ+10 aℓφℓ > (ℓ + 1)
√
π for ℓ 6= 0 for the order pa-
rameter equation to have a solution with µℓ < 0. Fur-
thermore, we assume |µℓ| ≪ ǫ0 = k20/(2M) to obtain
Eqs. (114) and (115). Notice that, µℓ = Eb,ℓ/2 in this
limit.
On the other hand, the solution of the order parameter
equation in weak coupling is
Tc,0 =
8
π
ǫF exp
[
γ − 2 + π
2
kF
k0
− π
2kF|a0|
]
, (116)
Tc,ℓ ∼ ǫF exp
[
tℓ
(
k0
kF
)2ℓ−1
− π
2k2ℓ+1F |aℓ|
]
, (117)
where γ ≈ 0.577 is the Euler’s constant, t1 = π/4 and
tℓ>1 = π2
ℓ+1(2ℓ − 3)!!/ℓ!. These expressions are valid
only when the exponential terms are small. In strong
coupling, the number equation Nℓ ≈ Nbsℓ leads to
TTHSc,ℓ =
2π
MB,ℓ
[
nℓ∑
mℓ
ζ(3/2)
] 2
3
=
0.218
(
∑
mℓ
)
2
3
ǫF, (118)
where MB,ℓ = 2M is the mass of the bosonic molecules.
Here, nℓ = k
3
F/(3π
2) is the density of fermions. For THS
Fermi gases, we conclude that the BEC critical temper-
ature of s-wave superfluids is the highest, and this tem-
perature is reduced for higher angular momentum states.
However, for SHS Fermi gases
T SHSc,ℓ 6=0 =
2π
MB,ℓ
[
nℓ∑
mℓ
ζ(3/2)
] 2
3
=
0.137ǫF
(
∑
mℓ
)
2
3
. (119)
where nℓ = k
3
F/(6π
2) and ζ(x) is the Zeta function. Here,
the summation over mℓ is over degenerate spherical har-
monics involved in the order parameter of the system,
and can be at most
∑
mℓ
= 2ℓ + 1. For SHS states, we
conclude that the BEC critical temperature of p-wave su-
perfluids is the highest, and this temperature is reduced
for higher angular momentum states.
For completeness, it is also possible to relate aℓ and
Tc,ℓ when chemical potential vanishes. When µℓ = 0, the
solution of number equation Eq. (112) is highly nontrivial
and it is difficult to find the value of the scattering pa-
rameter a∗ℓ at µℓ = 0. However, the critical temperature
in terms of a∗ℓ can be found analytically from Eq. (95) as(
Tc,ℓ
ǫF
)ℓ+ 12
=
π/(k2ℓ+1F a
∗
ℓ )
(2− 2−ℓ+ 32 )Γ(ℓ+ 12 )ζ(ℓ + 12 )
. (120)
to order Tc,ℓ/ǫ0, where ǫ0 = k
2
0/(2M) ≫ Tc,ℓ. Notice
that, this relation depends on k0 only through a
∗
ℓ .
On the other hand, if temporal fluctuations are
neglected, the solution for T0,ℓ from the sad-
dle point self-consistency equations is |E˜b,ℓ| =
2T0,ℓ ln
[
3
√
π(T0,ℓ/ǫF)
3/2/4
]
and µℓ = E˜b,ℓ/2 which leads
to
T0,ℓ ∼ |E˜b,ℓ|
2 ln
(
|E˜b,ℓ|/ǫF
) 3
2
. (121)
up to logarithmic accuracy. Therefore, T0,ℓ grows with-
out bound as the coupling increases. Within this cal-
culation, the normal state for T > T0,ℓ is described by
unbound and nondegenerate fermions since ∆ℓ(k) = 0
and |µℓ|/T0,ℓ ∼ ln(|E˜b,ℓ|/ǫF)3/2 ≫ 1. Notice that the
saddle point approximation becomes progressively worse
with increasing coupling, since the formation of bound
states is neglected.
We emphasize that, there is no phase transition across
T0,ℓ in strong coupling. However, this temperature is re-
lated to the pair breaking or dissociation energy scale.
To see this connection, we consider the chemical equilib-
rium between nondegenerate unbound fermions (f) and
bound pairs (b) such that b↔ f ↑ +f ↓ for THS singlet
states and b↔ f ↑ +f ↑ for SHS triplet states.
Notice that T0,ℓ is sufficiently high that the chem-
ical potential of the bosons and the fermions satisfy
|µb| ≫ T and |µf | ≫ T at the temperature T of inter-
est. Thus, both the unbound fermions (f) and molecules
(b) can be treated as classical ideal gases. The equi-
librium condition µb = 2µf for these non-degenerate
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gases may be written as T ln
{
nb[2π/(MbT )]
3/2
}−E˜b,ℓ =
2T ln
{
nf [2π/(MfT )]
3/2
}
, where nb (nf) is the boson
(fermion) density, Mb (Mf) is the boson (fermion) mass,
and E˜b,ℓ is the binding energy of a bosonic molecule.
The dissociation temperature above which some fraction
of the bound pairs (molecules) are dissociated, is then
found to be
Tdissoc,ℓ ≈ |E˜b,ℓ|
ln
(
|E˜b,ℓ|/ǫF
) 3
2
, (122)
where we dropped a few constants of order unity. There-
fore, the logarithmic term is an entropic contribution
which favors broken pairs and leads to a dissociation tem-
perature considerably lower than the absolute value of
binding energy |E˜b,ℓ|. The analysis above gives insight
into the logarithmic factor appearing in Eq. (121) since
T0,ℓ ∼ Tdissoc,ℓ/2. Thus, T0,ℓ is essentially the pair dis-
sociation temperature of bound pairs (molecules), while
Tc,ℓ is the phase coherence temperature corresponding to
BEC of bound pairs (bosonic molecules).
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FIG. 19: Plot of reduced critical temperature Tr = Tc,0/ǫF
versus interaction strength 1/(kFa0) at T = Tc,0 for k0 ≈
200kF.
In Fig. 19, we show Tc,0 for the s-wave (ℓ = 0,mℓ = 0)
case. Notice that Tc,0 grows from an exponential de-
pendence in weak coupling to a constant in strong cou-
pling with increasing interaction. Furthermore, the mean
field T0,0 and gaussian Tc,0 are similar only in weak
coupling, while T0,0 increases without bound as T0,0 ∼
1/[(Ma20)| ln(kFa0)|] in strong coupling. When µ0 = 0,
we also obtain analytically Tc,0/ǫF ≈ 2.15/(kFa∗0)2 from
Eq. (120). The hump in Tc,0 around 1/(kFa0) ≈ 0.5 is
similar to the those in Ref.12, and might be an artifact
of the approximations used here. Thus, a more detailed
self-consistent numerical analysis is needed to determine
if this hump is real.
In Fig. 20, we show µ0 for the s-wave case, where
it changes from ǫF in weak coupling to Eb,0/2 =
−1/(2Ma20) in strong coupling. Notice that, µ0 at Tc,0
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FIG. 20: Plot reduced chemical potential µr = µ0/ǫF (inset)
versus interaction strength 1/(kFa0) at T = Tc,0 for k0 ≈
200kF.
is qualitatively similar to µ0 at T = 0, however, it is re-
duced at Tc,0 in weak coupling. Furthermore, µ0 changes
sign at 1/(kFa0) ≈ 0.32.
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FIG. 21: Plot of reduced critical temperature Tr = Tc,1/ǫF
versus interaction strength 1/(k3Fa1) at T = Tc,1 for k0 ≈
200kF.
In Fig. 21, we show Tc,1 for the p-wave (ℓ = 1,mℓ = 0)
case. Tc,1 grows from an exponential dependence in weak
coupling to a constant in strong coupling with increasing
interaction. For completeness, we present the limiting
expressions
Tc,1 =
8
π
ǫF exp
[
γ − 8
3
+
πk0
4kF
− π
2k3F|a1|
]
, (123)
Tc,1 =
2π
MB,1
[
n1
ζ(3/2)
] 2
3
= 0.137ǫF, (124)
in the weak and strong coupling limits, respectively. Fur-
thermore, the mean field T0,1 and gaussian Tc,1 are sim-
ilar only in weak coupling, while T0,1 increases with-
out bound as T0,1 ∼ 1/[(Mk0a1)| ln(k2Fk0a1)|] in strong
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coupling. When µ1 = 0, we also obtain analytically
Tc,1/ǫF ≈ 1.75/(k3Fa∗1)2/3 from Eq. (120). The hump in
the intermediate regime is similar to the one found in
fermion-boson model36. But to determine if this hump is
real, it may be necessary to develop a fully self-consistent
numerical calculation.
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FIG. 22: Plot of reduced chemical potential µr = µ1/ǫF
(inset) versus interaction strength 1/(k3Fa1) at T = Tc,1 for
k0 ≈ 200kF.
In Fig. 22, we show µ1 for the p-wave case, where
it changes from ǫF in weak coupling to Eb,1/2 =
−1/(Mk0a1) in strong coupling. Notice that, µ1 at Tc,1
is both qualitatively and quantitatively similar to µ1 at
T = 0. Furthermore, µ1 changes sign at 1/(k
3
Fa1) ≈ 0.02.
For any given ℓ, mean field and gaussian theories lead
to similar results for Tc,ℓ and T0,ℓ in the BCS regime,
while they are very different in the BEC side. In the lat-
ter case, T0,ℓ increases without bound, however, gaussian
theory results in a constant critical temperature which
coincides with the BEC temperature of bosons. Notice
that the pseudogap region Tc,ℓ < T < T0,ℓ for ℓ = 0 state
is much larger than ℓ 6= 0 states since T0,ℓ 6=0 grows faster
than T0,ℓ 6=0. Furthermore, similar humps in Tc,ℓ around
1/(k2ℓ+1F aℓ) = 0 are expected for any ℓ as shown for the
s-wave and p-wave cases, however, whether these humps
are physical or not may require a fully self-consistent nu-
merical approach.
As shown in this section, the frequency (temporal) de-
pendence of fluctuations about the saddle point is cru-
cial to describe adequately the bosonic degrees of free-
dom that emerge with increasing coupling. In the next
section, we derive the TDGL functional near Tc,ℓ to em-
phasize further the importance of these fluctuations.
VII. TDGL FUNCTIONAL NEAR Tc,ℓ
Our basic motivation here is to investigate the low fre-
quency and long wavelength behavior of the order pa-
rameter near Tc,ℓ. To study the evolution of the time-
dependent Ginzburg-Landau (TDGL) functional near
Tc,ℓ, we need to expand the effective action S
eff
ℓ in
Eq. (12) around ∆ℓ,mℓ = 0 leading to
Seffℓ = S
sp
ℓ + S
gauss
ℓ
+
β
2
∑
{qn,mℓn}
bℓ,{mℓn}({qn})Λ†ℓ,mℓ1 (q1)Λℓ,mℓ2 (q2)
Λ†ℓ,mℓ3
(q3)Λℓ,mℓ4 (q1 − q2 + q3). (125)
Here, Λℓ,mℓ(q) is the pairing fluctuation field.
We first consider the static part of L−1ℓ,mℓ,m′ℓ
(q), and
expand it in powers of qi to get
L−1ℓ,mℓ,m′ℓ
(q, 0) = aℓ,mℓ,m′ℓ +
∑
i,j
ci,jℓ,mℓ,m′ℓ
qiqj
2M
+ .... (126)
Next, we consider the time-dependence of the
TDGL equation, where it is necessary to expand
L−1ℓ,mℓ,m′ℓ
(0, ivj) − L−1ℓ,mℓ,m′ℓ(0, 0) in powers of w after
analytic continuation ivj → w + i0+.
In the x = (x, t) representation, the calculation above
leads to the TDGL equation∑
mℓ2
[
aℓ,mℓ1 ,mℓ2 −
∑
i,j
ci,jℓ,mℓ1 ,mℓ2
∇i∇j
2M
+
∑
mℓ3 ,mℓ4
bℓ,{mℓn}(0)Λ
†
ℓ,mℓ3
(x)Λℓ,mℓ4 (x)
− idℓ,mℓ1 ,mℓ2
∂
∂t
]
Λℓ,mℓ2 (x) = 0, (127)
which is the generalization of the TDGL equation to
higher momentum channels of THS singlet and SHS
triplet states. Notice that, for THS triplet states, there
may be extra gradient mixing textures and fourth or-
der terms in the expansion40, which are not discussed
here. All static and dynamic expansion coefficients are
presented in Appendix XB. The condition det aℓ = 0
with matrix elements aℓ,mℓ1 ,mℓ2 is the Thouless criterion,
which leads to the order parameter equation. The coeffi-
cient ci,jℓ,mℓ1 ,mℓ2
reflects a major difference between ℓ = 0
and ℓ 6= 0 cases. While ci,j0,0,0 = c0,0,0δi,j is isotropic
in space, ci,jℓ 6=0,mℓ1 ,mℓ2
is anisotropic, thus characterizing
the anisotropy of the order parameter. The coefficient
bℓ,{mℓn}(0) is positive and guarantees the stability of the
theory. The coefficient dℓ,mℓ1 ,mℓ2 is a complex number.
Its imaginary part reflects the decay of Cooper pairs into
the two-particle continuum for µℓ > 0. However, for
µℓ < 0, imaginary part of dℓ,mℓ1 ,mℓ2 vanishes and the
behavior of the order parameter is propagating reflecting
the presence of stable bound states.
Next, we present the asymptotic forms of aℓ,mℓ1 ,mℓ2 ;
bℓ,{mℓn}(0); c
i,j
ℓ,mℓ1 ,mℓ2
and dℓ,mℓ1 ,mℓ2 which are used
to recover the usual Ginzburg-Landau (GL) equation
for BCS superfluids in weak coupling and the Gross-
Pitaevskii (GP) equation for a weakly interacting dilute
Bose gas in strong coupling.
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A. Weak coupling (BCS) regime
The weak coupling BCS regime is characterized by
µℓ > 0 and µℓ ≈ ǫF ≫ Tc,ℓ. For any given ℓ, we find
the following values for the coefficients
aℓ,mℓ1 ,mℓ2 = κ
w
ℓ ln
(
T
Tc,ℓ
)
δmℓ1 ,mℓ2 , (128)
bℓ,{mℓn}(0) = 7γℓ,{mℓn}
κwℓ ζ(3)
8T 2c,ℓ
(
ǫF
ǫ0
)ℓ
, (129)
ci,jℓ,mℓ1 ,mℓ2
= 7αi,jℓ,mℓ1 ,mℓ2
κwℓ ǫFζ(3)
4π2T 2c,ℓ
, (130)
dℓ,mℓ1 ,mℓ2 = κ
w
ℓ
(
1
4ǫF
+ i
π
8Tc,ℓ
)
δmℓ1 ,mℓ2 , (131)
where κwℓ = N(ǫF)(ǫF/ǫ0)
ℓ/(4π) with N(ǫF) =
MVkF/(2π2) is the density of states per spin at the
Fermi energy. Here δmℓ1 ,mℓ2 is the Kronecker delta, and
αi,jℓ,mℓ1 ,mℓ2
and γℓ,{mℓ} are angular averaged quantities
defined in App. XB. Notice that the critical transition
temperature is determined by det aℓ = 0.
In the particular case, where only one of the spherical
harmonics Yℓ,mℓ(k̂) is dominant and characterizes the or-
der parameter, we can rescale the pairing field as
Ψwℓ,mℓ(x) =
√
bℓ,{mℓ}(0)
κwℓ
Λℓ,mℓ(x) (132)
to obtain the conventional TDGL equation[
−εℓ + |Ψwℓ,mℓ |2 −
∑
i
(ξGLℓ,mℓ)
2
i∇2i + τGLℓ,mℓ
∂
∂t
]
Ψwℓ,mℓ = 0.
(133)
Here, εℓ = (Tc,ℓ − T )/Tc,ℓ with |εℓ| ≪ 1, (ξℓ,mℓ)2i (T ) =
ci,iℓ,mℓ,mℓ/[2Maℓ,mℓ,mℓ ] = (ξ
GL
ℓ,mℓ
)2i /εℓ is the characteristic
GL length and τℓ,mℓ = −idℓ,mℓ,mℓ/aℓ,mℓ,mℓ = τGLℓ,mℓ/εℓ is
the characteristic GL time.
In this limit, the GL coherence length is given by
kF(ξ
GL
ℓ,mℓ
)i = [7α
i,i
ℓ,mℓ,mℓ
ζ(3)/(4π2)]1/2(ǫF/Tc,ℓ), which
makes (ξGLℓ,mℓ)i much larger than the interparticle spac-
ing k−1F . There is a major difference between ℓ = 0 and
ℓ 6= 0 pairings regarding (ξGLℓ,mℓ)i. While c
i,j
0,0,0 = c0,0,0δi,j
is isotropic, ci,jℓ 6=0,mℓ1 ,mℓ2
= ci,iℓ,mℓ1 ,mℓ2
δi,j is in general
anisotropic in space (see App. XB). Thus, (ξGL0,0 )i is
isotropic and (ξGLℓ 6=0,mℓ)i is not.
Furthermore, τGLℓ,mℓ = −i/(4ǫF) + π/(8Tc,ℓ) showing
that the dynamics of Ψwℓ,mℓ(x) is overdamped reflecting
the continuum of fermionic excitations into which a pair
can decay. In addition, there is a small propagating term
since there is no perfect particle-hole symmetry. As the
coupling grows, the coefficient of the propagating term
increases while that of the damping term vanishes for
µℓ ≤ 0. Thus, the mode is propagating in strong cou-
pling reflecting the stability of the bound states against
the two particle continuum.
B. Strong coupling (BEC) regime
The strong coupling BEC regime is characterized by
µℓ < 0 and ǫ0 = k
2
0/(2M) ≫ |µℓ| ≫ Tc,ℓ. For ℓ = 0, we
find the following coefficients
a0,0,0 = 2κ
s
0
(
2|µ0| − |E˜b,0|
)
, (134)
b0,{0}(0) =
κs0
8π|µ0| , (135)
ci,j0,0,0 = κ
s
0δi,j , (136)
d0,0,0 = 2κ
s
0, (137)
where κs0 = N(ǫF)/(64
√
ǫF|µ0|). Similarly, for ℓ 6= 0, we
obtain
aℓ 6=0,mℓ1 ,mℓ2 = 2κ
s
ℓφℓ
(
2|µℓ| − |E˜b,ℓ|
)
δmℓ1 ,mℓ2 ,(138)
bℓ 6=0,{mℓn}(0) = 15γℓ,{mℓn}
κsℓφ̂ℓ
2ǫ0
, (139)
ci,jℓ 6=0,mℓ1 ,mℓ2
= κsℓφℓδmℓ1 ,mℓ2 δi,j , (140)
dℓ 6=0,mℓ1 ,mℓ2 = 2κ
s
ℓφℓδmℓ1 ,mℓ2 , (141)
where κsℓ 6=0 = N(ǫF)/(64
√
πǫFǫ0). Here φℓ = Γ(ℓ −
1/2)/Γ(ℓ + 1) and φ̂ℓ = Γ(2ℓ − 3/2)/Γ(2ℓ + 2), where
Γ(x) is the Gamma function. Notice that, ci,jℓ 6=0,mℓ1 ,mℓ2
is isotropic in space for any ℓ. Thus, the anisotropy of
the order parameter plays a secondary role in the TDGL
theory in this limit.
In the particular case, where only one of the spherical
harmonics Yℓ,mℓ(k̂) is dominant and characterizes the or-
der parameter, we can rescale the pairing field as
Ψsℓ,mℓ(x) =
√
dℓ,mℓ,mℓΛℓ,mℓ(x), (142)
to obtain the conventional Gross-Pitaevskii (GP) equa-
tion[
µB,ℓ + Uℓ,mℓ |Ψsℓ,mℓ |2 −
∇2
2MB,ℓ
− i ∂
∂t
]
Ψsℓ,mℓ = 0
(143)
for a dilute gas of bosons. Here, µB,ℓ =
−aℓ,mℓ,mℓ/dℓ,mℓ,mℓ = 2µℓ − E˜b,ℓ is the chemical poten-
tial, MB,ℓ = Mdℓ,mℓ,mℓ/c
i,i
ℓ,mℓ,mℓ
= 2M is the mass,
and Uℓ,mℓ = bℓ,{mℓ}(0)/d
2
ℓ,mℓ,mℓ
is the repulsive inter-
actions of the bosons. We obtain, U0,0 = 4πa0/M and
Uℓ 6=0,mℓ = 240π
2
√
πφ̂ℓγℓ,{mℓ}/(Mφ
2
ℓk0) for ℓ = 0 and
ℓ 6= 0, respectively. Notice that the mass of the com-
posite bosons is independent of the anisotropy and sym-
metry of the order parameter for any given ℓ. However,
this is not the case for the repulsive interactions between
bosons, which explicitly depends on ℓ.
For ℓ = 0, U0,0 = 4πaB,0/MB,0 is directly proportional
to the fermion (boson) scattering length a0 (aB,0), where
aB,0 = 2a0 is the boson-boson scattering lenth. A better
estimate for aB,0 ≈ 0.6a0 can be found in the litera-
ture48,49,50,51. While for ℓ 6= 0, Uℓ,mℓ is a constant (inde-
pendent of the scattering parameter aℓ) depending only
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on the interaction range k0 and the particular (ℓ,mℓ)
state. For a finite range potential, nB,ℓUℓ,mℓ is small
compared to ǫF, where nB,ℓ = nℓ/2 is the density of
bosons. In the ℓ = 0 case nB,0U0,0/ǫF = 4kFa0/(3π)
is much smaller than unity. For ℓ 6= 0 and even,
nB,ℓUℓ,mℓ/ǫF = 80
√
πφ̂ℓγℓ,{mℓ}/φ
2
ℓ(kF/k0). In the case
of SHS states where ℓ 6= 0 and odd, nB,ℓUℓ,mℓ/ǫF =
40
√
πφ̂ℓγℓ,{mℓ}/φ
2
ℓ (kF/k0). The results for higher angu-
lar momentum channels reflect the diluteness condition
(kF/k0)
3 ≪ 1.
To calculate (ξGLℓ,mℓ)i in the strong coupling limit,
we need to know ∂µℓ/∂T evaluated at Tc,ℓ (see be-
low). The temperature dependence of µℓ in the vicin-
ity of Tc,ℓ can be obtained by noticing that µB,ℓ =
n˜(T )Uℓ,mℓ , where n˜(T ) = nB,ℓ
[
1− (T/Tc,ℓ)3/2
]
. This
leads to kF(ξ
GL
ℓ,mℓ
)i = [π
2/(2MkFUℓ,mℓ)]
1/2 in the BEC
regime. Using the asymptotic values of Uℓ,mℓ , we obtain
kF(ξ
GL
0,0 )i = [π/(8kFa0)]
1/2
for ℓ = 0 and kF(ξ
GL
ℓ 6=0,mℓ
)i =[
φ2ℓ/(480
√
πγℓ,{mℓ}φ̂ℓ)
]1/2
(k0/kF)
1/2 for ℓ 6= 0. There-
fore, (ξGLℓ,mℓ)i is also much larger than the interparticle
spacing k−1F in this limit, since kFa0 → 0 for ℓ = 0 and
k0 ≫ kF for any ℓ.
C. Ginzburg-Landau Coherence length versus
average Cooper pair size
In the particular case, where only one of the spherical
harmonics Yℓ,mℓ(k̂) is dominant and characterizes the or-
der parameter, we can define the GL coherence length as
(ξℓ,mℓ)
2
i (T ) = c
i,i
ℓ,mℓ,mℓ
/(2Maℓ,mℓ,mℓ). An expansion of
the parameters aℓ,mℓ,mℓ and c
i,i
ℓ,mℓ,mℓ
in the vicinity of
Tc,ℓ leads to
(ξℓ,mℓ)
2
i (T ) ≈ (ξGLℓ,mℓ)2i
Tc,ℓ
Tc,ℓ − T , (144)
where the prefactor is the GL coherence length and given
by
(ξGLℓ,mℓ)
2
i =
ci,iℓ,mℓ,mℓ
2MTc,ℓ
[
∂aℓ,mℓ,mℓ
∂T
]−1
T=Tc,ℓ
. (145)
The slope of the coefficient aℓ,mℓ,mℓ with respect to T is
given by
∂aℓ,mℓ,mℓ
∂T
=
∑
k
[Yℓ(k)
2T 2
+
∂µℓ
∂T
( Yℓ(k)
2Tξℓ(k)
− Xℓ(k)
ξ2ℓ (k)
)]
Γ2ℓ(k)
8π
. (146)
Here Xℓ(k) and Yℓ(k) are defined in App. XB. Notice
that, while ∂µℓ/∂T vanishes at Tc,ℓ in weak coupling, it
plays an important role in strong coupling. Furthermore,
while (ξGLℓ,mℓ)i representing the phase coherence length is
large compared to interparticle spacing in both BCS and
BEC limits, it should have a minimum near µℓ ≈ 0.
The prefactor (ξGLℓ,mℓ)i of the GL coherence length must
be compared with the average Cooper pair size ξpairℓ de-
fined by
(ξpairℓ )
2 =
〈Zℓ(k)|r2|Zℓ(k)〉
〈Zℓ(k)|Zℓ(k)〉
= −〈Zℓ(k)|∇
2
k|Zℓ(k)〉
〈Zℓ(k)|Zℓ(k)〉 , (147)
where Zℓ(k) = ∆ℓ(k)/[2Eℓ(k)] is the zero temperature
pair wave function. In the BCS limit, ξpairℓ is much larger
than the interparticle distance k−1F since the Cooper pairs
are weakly bound. Furthermore, for µℓ < 0, we expect
that ξpairℓ is a decreasing function of interaction for any
ℓ, since Cooper pairs become more tightly bound as the
interaction increases. Next, we compare (ξGLℓ,mℓ)i and ξ
pair
ℓ
for s-wave (ℓ = 0) and p-wave (ℓ = 1) states.
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FIG. 23: Plots of GL coherence length kFξ
GL
0,0 (solid
squares), and zero temperature Cooper pair size kFξ
pair
0,0 (hol-
low squares) versus interaction strength 1/(kFa0) at T = Tc,0
for k0 ≈ 200kF.
In Fig. 23, a comparison between (ξGL0,0 )i and ξ
pair
0
is shown for s-wave (ℓ = 0,mℓ = 0). ξ
pair
0 changes
from kFξ
pair
0 = [e
γ/
√
2π](ǫF/Tc,0) in the BCS limit
to kFξ
pair
0 = [ǫF/(2|µ0|)]1/2 = kFa0/
√
2 in the BEC
limit as the interaction increases. Here γ ≈ 0.577
is the Euler’s constant. Furthermore, when µ0 = 0,
we obtain kFξ
pair
0 =
√
7[Γ2(1/4)/
√
π]1/3/4 ≈ 1.29,
where Γ(x) is the Gamma function. Notice that, ξpair0
is continuous at µ0 = 0, and monotonically decreas-
ing function of 1/(kFa0) with a limiting value con-
trolled by a0 in strong coupling. However, (ξ
GL
0,0 )i is
a non-monotonic function of 1/(kFa0) having a mini-
mum around 1/(kFa0) ≈ 0.32 (µ0 = 0). It changes
from kF(ξ
GL
0,0 )i = [7ζ(3)/(12π
2)]1/2(ǫF/Tc,0) in the BCS
to kF(ξ
GL
0,0 )i = [π/(8kFa0)]
1/2 in the BEC limit as the
coupling increases, where ζ(x) is the Zeta function. No-
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tice that, (ξGL0,0 )i grows as 1/
√
kFa0 in strong coupling
limit.
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FIG. 24: Plots of GL coherence length kFξ
GL
1,0 (solid
squares), and zero temperature Cooper pair size kFξ
pair
1,0 (hol-
low squares) versus interaction strength 1/(k3Fa1) at T = Tc,1
for k0 ≈ 200kF.
In Fig. 24, a comparison between (ξGL1,0 )z and ξ
pair
1 is
shown for p-wave (ℓ = 1,mℓ = 0). Notice that, ξ
pair
1 is
nonanalytic at µ1 = 0, and is a monotonically decreas-
ing function of 1/(k3Fa1) with a limiting value controlled
by kF/k0 in strong coupling. This nonanalytic behav-
ior is associated with the change in E1(k) from gapless
(with line nodes) in the BCS to fully gapped in the BEC
side. However, (ξGL1,0 )z is a non-monotonic function of
1/(k3Fa1) having a minimum around 1/(k
3
Fa1) ≈ 0.02
(µ1 = 0). It changes from kF(ξ
GL
1,0 )x = kF(ξ
GL
1,0 )y =
kF(ξ
GL
1,0 )z/
√
3 = [7ζ(3)/(20π2)]1/2(ǫF/Tc,1) in the BCS
to kF(ξ
GL
1,0 )i = [πk0/(36kF)]
1/2 in the BEC limit as the
coupling increases. Notice that, ξGL1,0 saturates in strong
coupling limit reflecting the finite range of interactions.
It is important to emphasize that (ξGLℓ,mℓ)z shown in
Figs. (23) and (24) is only qualitative in the intermediate
regime around unitarity 1/(k2ℓ+1F aℓ) = 0 since our theory
is not strictly applicable in that region.
VIII. CONCLUSIONS
In this manuscript, we extended the s-wave (ℓ = 0)
functional integral formalism to finite angular momen-
tum ℓ including two hyperfine states (THS) pseudo-
spin singlet and single hyperfine states (SHS) pseudo-
spin triplet channels. We analyzed analytically super-
fluid properties of a dilute Fermi gas in the ground state
(T = 0) and near critical temperatures (T ≈ Tc,ℓ) from
weak coupling (BCS) to strong coupling (BEC) as a func-
tion of scattering parameter (aℓ) for arbitrary ℓ. How-
ever, we presented numerical results only for THS s-wave
and SHS p-wave symmetries which may be relevant for
current experiments involving atomic Fermi gases. The
main results of our paper are as follows.
First, we analyzed the low energy scattering amplitude
within a T-matrix approach. We found that bound states
occur only when aℓ > 0 for any ℓ. The energy of the
bound states Eb,ℓ involves only the scattering parameter
a0 for ℓ = 0. However, another parameter related to the
interaction range 1/k0 is necessary to characterize Eb,ℓ
for ℓ 6= 0. Therefore, all superfluid properties for ℓ 6= 0
depend strongly on k0 and aℓ, while for ℓ = 0 they depend
strongly only on a0 but weakly on k0.
Second, we discussed the order parameter, chemical
potential, quasiparticle excitations, momentum distribu-
tion, atomic compressibility, ground state energy, col-
lective modes and average Cooper pair size at T = 0.
There we showed that the evolution from BCS to BEC
is just a crossover for ℓ = 0, while the same evolution
for ℓ 6= 0 exhibits a quantum phase transition character-
ized by a gapless superfluid on the BCS side to a fully
gapped superfluid on the BEC side. This transition is
a many body effect and takes place exactly when chemi-
cal potential µℓ 6=0 crosses the bottom of the fermion band
(µℓ 6=0 = 0), and is best reflected as non-analytic behavior
in the ground state atomic compressibility, momentum
distribution and average Cooper pair size.
Third, we discussed the critical temperature, chemical
potential, and the number of unbound, scattering and
bound fermions at T = Tc,ℓ. We found that the criti-
cal BEC temperature is the highest for ℓ = 0. We also
derived the time-dependent Ginzburg-Landau functional
(TDGL) near Tc,ℓ and extracted the Ginzburg-Landau
(GL) coherence length and time. We recovered the usual
TDGL equation for BCS superfluids in the weak coupling
limit, whereas in the strong coupling limit we recovered
the Gross-Pitaevskii (GP) equation for a weakly inter-
acting dilute Bose gas. The TDGL equation exhibits
anisotropic coherence lengths for ℓ 6= 0 which become
isotropic only in the BEC limit, in sharp contrast to the
ℓ = 0 case, where the coherence length is isotropic for
all couplings. Furthermore, the GL time is a complex
number with a larger imaginary component for µℓ > 0
reflecting the decay of Cooper pairs into the two particle
continuum. However, for µℓ < 0 the imaginary compo-
nent vanishes and Cooper pairs become stable above Tc,ℓ.
In summary, the BCS to BEC evolution in higher an-
gular momentum (ℓ 6= 0) states exhibit quantum phase
transitions and is much richer than in conventional ℓ = 0
s-wave systems, where there is only a crossover. These
ℓ 6= 0 states might be found not only in atomic Fermi
gases, but also in nuclear (pairing in nuclei), astrophysics
(neutron stars) and condensed matter (high-Tc and or-
ganic superconductors) systems.
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X. APPENDIX
A. Expansion Coefficients at T = 0
From the rotated fluctuation matrix F˜−1ℓ (q) expressed
in the amplitude-phase basis, we can obtain the ex-
pansion coefficients necessary to calculate the collective
modes at T = 0. In the long wavelength (|q| → 0), and
low frequency limit (w → 0) the condition
{w, qiqj
2M
} ≪ min{2Eℓ(k)}, (148)
is used. While there is no Landau damping and a well
defined expansion is possible for ℓ = 0 case for all cou-
plings, extra care is necessary for ℓ 6= 0 when µℓ > 0
since Landau damping is present.
In all the expressions below we use the following sim-
plifying notation ξ˙iℓ = ∂ξℓ(k + q/2)/∂qi, ξ¨
i,j
ℓ = ∂ξℓ(k +
q/2)/(∂qi∂qj), ∆˙
i
ℓ = ∂∆ℓ(k + q/2)/∂qi and ∆¨
i,j
ℓ =
∂2∆ℓ(k+ q/2)/(∂qi∂qj), which are evaluated at q = 0.
The coefficients necessary to obtain the matrix element
(F˜−1ℓ,mℓ,m′ℓ
)11 are
Aℓ,mℓ,m′ℓ =
δmℓ,m′ℓ
4πV−1λℓ
−
∑
k
ξ2ℓ
2E3ℓ
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (149)
corresponding to the (q = 0, w = 0) term,
Ci,jℓ,mℓ,m′ℓ
=
∑
k
ξℓ(k)
4E7ℓ (k)
{
ξ¨i,jℓ E
2
ℓ (k)
[
ξ2ℓ (k)− 2∆2ℓ(k)
]
+ 3∆¨i,jℓ E
2
ℓ (k)ξℓ(k)∆ℓ(k) + 5ξ˙
i
ℓξ˙
j
ℓ∆
2
ℓ(k)ξ
2
ℓ (k)
+ ∆˙iℓ∆˙
j
ℓξℓ(k)
[
ξ2ℓ (k)− 4∆2ℓ(k)
]
+ (ξ˙iℓ∆˙
j
ℓ + ξ˙
j
ℓ ∆˙
i
ℓ)∆ℓ(k)
[
2∆2ℓ(k) − 3ξ2ℓ (k)
] }
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (150)
corresponding to the qiqj term, and
Dℓ,mℓ,m′ℓ =
∑
k
ξ2ℓ (k)
8E5ℓ (k)
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (151)
corresponding to the w2 term. Here δmℓ,m′ℓ is the Kro-
necker delta.
The coefficients necessary to obtain the matrix element
(F˜−1ℓ,mℓ,m′ℓ
)22 are
Pℓ,mℓ,m′ℓ =
δmℓ,m′ℓ
4πV−1λℓ
−
∑
k
1
2Eℓ(k)
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂),(152)
corresponding to the (q = 0, w = 0) term,
Qi,jℓ,mℓ,m′ℓ
=
∑
k
1
4E5ℓ (k)
{
ξ¨i,jℓ E
2
ℓ (k)ξℓ(k)
+ ∆¨i,jℓ E
2
ℓ (k)∆ℓ(k)
+ 3ξ˙iℓξ˙
j
ℓ∆
2
ℓ (k) + 3∆˙
i
ℓ∆˙
j
ℓξ
2
ℓ (k)
− 3(ξ˙iℓ∆˙jℓ + ξ˙jℓ ∆˙iℓ)ξℓ(k)∆ℓ(k)
}
Γ2ℓ (k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (153)
corresponding to the qiqj term, and
Rℓ,mℓ,m′ℓ =
∑
k
1
8E3ℓ (k)
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (154)
corresponding to the w2 term.
The coefficients necessary to obtain the matrix element
(F˜−1ℓ,mℓ,m′ℓ
)12 is
Bℓ,mℓ,m′ℓ =
∑
k
ξℓ(k)
4E3ℓ (k)
Γ2ℓ(k)Yℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂), (155)
corresponding to the w term.
B. Expansion Coefficients at T = Tc,ℓ
In this section, we perform a small q and ivj → w+i0+
expansion near Tc,ℓ, where we assumed that the fluctua-
tion field Λℓ,mℓ(x, t) is a slowly varying function of x and
t.
The zeroth order coefficient L−1ℓ,mℓ,m′ℓ
(0, 0) is diagonal
in mℓ and m
′
ℓ, and is given by
aℓ,mℓ,m′ℓ =
δmℓ,m′ℓ
4π
[
V
λℓ
−
∑
k
Xℓ(k)
2ξℓ(k)
Γ2ℓ(k)
]
, (156)
where Xℓ(k) = tanh [βξℓ(k)/2]. The second order coeffi-
cient M∂2L−1ℓ,mℓ,m′ℓ
(q, 0)/(∂qi∂qj) evaluated at q = 0 is
given by
ci,jℓ,mℓ,m′ℓ
=
1
4π
∑
k
{[ Xℓ(k)
8ξ2ℓ (k)
− βYℓ(k)
16ξℓ(k)
]
δmℓ,m′ℓδi,j
+ αi,jℓ,mℓ,m′ℓ
β2k2Xℓ(k)Yℓ(k)
16Mξℓ(k)
}
Γ2ℓ(k), (157)
where Yℓ(k) = sech2[βξℓ(k)/2] and the angular average
αi,jℓ,mℓ,m′ℓ
=
∫
dk̂k̂ik̂jYℓ,mℓ(k̂)Y
∗
ℓ,m′
ℓ
(k̂). (158)
Here, dk̂ = sin(θk)dθkdφk, k̂x = sin(θk) cos(φk), k̂y =
sin(θk) sin(φk) and k̂z = cos(θk). In general, α
i,j
ℓ,mℓ,m′ℓ
is a fourth order tensor for fixed ℓ. However, in the
particular case where only one of the spherical harmon-
ics Yℓ,mℓ(k̂) is dominant and characterizes the order pa-
rameter, αi,jℓ,mℓ,m′ℓ
= αi,jℓ,mℓ,mℓδmℓ,m′ℓ is diagonal in mℓ
and m′ℓ. In this case, we use Gaunt coefficients
53 to
27
show that αi,jℓ,mℓ,mℓ is also diagonal in i and j leading
to αi,jℓ,mℓ,m′ℓ
= αi,iℓ,mℓ,mℓδmℓ,m′ℓδi,j .
The coefficient of fourth order term is approximated at
qn = 0, and given by
bℓ,{mℓn}(0) =
γℓ,{mℓn}
4π∑
k
[ Xℓ(k)
4ξ3ℓ (k)
− βYℓ(k)
8ξ2ℓ (k)
]
Γ4ℓ(k), (159)
where the angular average
γℓ,{mℓn} =
∫
dk̂Yℓ,mℓ1 (k̂)Y
∗
ℓ,mℓ2
(k̂)
Yℓ,mℓ3 (k̂)Y
∗
ℓ,mℓ4
(k̂). (160)
To extract the time-dependence, we expand
Qℓ,mℓ,m′ℓ(ivj) = L
−1
ℓ.mℓ,m′ℓ
(q = 0, ivj) − L−1ℓ,mℓ,m′ℓ(0, 0) in
powers of w after the analytic continuation ivj → w+i0+.
We use the relation (x ± i0+)−1 = P(1/x) ∓ iπδ(x),
where P is the principal value and δ(x) is the Delta
function, to obtain
Qℓ,mℓ,m′ℓ(ivj) = −
δmℓ,m′ℓ
4π
[∑
k
Xℓ(k)
4ξ2ℓ (k)
Γ2ℓ(k)
−iπ
∑
k
Xℓ(k)δ[2ξℓ(k)− w]Γ2ℓ (k)
]
(161)
Keeping only the first order terms in w leads to
Qℓ,mℓ,m′ℓ(w + i0
+) = −dℓ,mℓ,m′ℓw + ..., where
dℓ,mℓ,m′ℓ =
δmℓ,m′ℓ
4π
[∑
k
Xℓ(k)
4ξ2ℓ (k)
Γ2ℓ(k)
+ i
πβ
8
N(ǫF)
√
µℓ
ǫF
Γ2ℓ(µℓ)Θ(µℓ)
]
(162)
is also diagonal in mℓ and m
′
ℓ. Here N(ǫF) =
MVkF/(2π2) is the density of states per spin at the Fermi
energy, Γ2ℓ(x) = (ǫ0x
ℓ)/(ǫ0+x)
ℓ+1 is the interaction sym-
metry in terms of energy and Θ(x) is the Heaviside func-
tion.
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