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ABSTRACT 
A generalization of the classical spectral theorem for normal complex matrices is 
proved for matrices with entries from a class of discrete valuation rings which we 
have called hermitian. The hermitian discrete valuation rings include the convergent 
complex power series in one variable and the complex formal power series in one 
variable. Thus one obtains an algebraic proof of Rellich’s theorem on diagonalizability 
of hermitian analytic matrices which is simultaneously valid for both the rings of 
convergent and formal power series. 
1. INTRODUCTION 
In the analytic perturbation theory of linear operators, Rellich [7] proved 
that if A(z) is a matrix of holomorphic functions which is hermitian along an 
interval J of the real axis, then A(Z) can be holomorphically unitarily 
diagonalized along J, i.e., there is a matrix U(Z) of holomorphic functions 
defined on a neighborhood of J such that U*(z)U(z) = I for all z E J and 
U*(L)A(Z)U(Z) is d ia g onal. A short, partially algebraic proof of this result 
from the point of view of matrix theory over rings has been given by 
Wimmer [8]. Wimmer’s proof requires the knowledge that the eigenvalues of 
A(z) are holomorphic, which is a major part of Rellich’s proof. Once the 
eigenvalues are available, Wimmer applies the Smith normal form to con- 
struct the unitary V(Z). 
As a consequence of Rellich’s theorem the classical spectral theorem for 
complex hermitian matrices has a natural generalization to the ring of 
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convergent complex power series in one variable. That is, there is a natural 
conjugation map on the ring C(Z) of convergent power series in Z, and 
matrices hermitian with respect to this conjugation can be unitarily diagonal- 
ized over C(z). 
The purpose of the present note is to provide an algebraic proof of a 
generalization of the classical spectral theorem for normal complex matrices 
which is valid for a class of discrete valuation rings which we have called 
hermitian. The class of hermitian discrete valuation rings includes the 
convergent complex power series C(Z) and the complex formal power series 
C[Z]. Thus one obtains an algebraic proof of Rellich’s theorem which is 
simultaneously valid for both these rings. 
Before beginning we will collect some notation which will be needed. F 
will always denote a real closed field, and K = F[i], where i” = - 1, will 
denote the algebraic closure of F. Thus the pair (F,K) determines a 
conjugation map u on K defined by a(a + ib) = (I - ib. As in the case of the 
complex numbers, we will denote a(a + ib) by u + ib. This conjugation map 
determines a natural bilinear form on K” defined by (a, b) = Cr=luj&j. An 
n X n matrix A with entries in K thus has a naturally defined hermitian 
transpose A* = AT, and thus we can define hermitian, unitary, and normal 
matrices over K exactly as in the case of complex matrices. More generally, if 
R is any commutative ring with unit and u is an involution of R, then one 
can speak of hermitian, unitary, and normal matrices over R with respect 
to u. 
In the case of our real closed field F and algebraic closure K the Tarski 
transfer principle (also called the Tarski-Seidenberg theorem) (see Prestel 
[6]) allows one to conclude that the spectral theorem for normal complex 
matrices is also valid for normal matrices over K. Of course, one can also 
simply reproduce the proof for complex matrices, since no analytic arguments 
are required. 
The ring of formal power series over K in the indeterminate t will be 
denoted KItI, while Kc(t)) and K{(t)) will d enote the field of Laurent series 
with poles of finite order and the field of Puiseux series in t respectively. 
Note that the conjugation map on K extends naturally to a conjugation map 
on K{(t)) by means of the formula 
The fixed field of this conjugation map is the field F{(t)), so F{(t)) is a real 
closed field, since K{(t)) is algebraically closed (Bochnak, Coste, and Roy 
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[2, p. lo]). Thus we may speak of hermitian, unitary, and normal matrices 
with entries in K{{t)). Then, as observed in the preceeding paragraph, the 
spectral theorem is valid for normal matrices over K{{t)). Specifically, if A is 
an rr X n matrix with entries in K({t)) such that A*A = AA*, then 
where ~P~,...,P~)cK(I~)) are the eigenvalues of A, and Pi,. . . , I’, are 
unitary projection matrices with Pi I’, = 0 if i # j. 
Let v : K{(t)) + Q be the order valuation on K({t)). 
If R is a commutative ring with 1, then M,,,,(R) will denote the module 
of m x n matrices with entries in R, and we will write M,(R) instead of 
M,,,(R). If A E M,(R), where R is an integral domain, then Spec(A) will 
denote the set of eigenvalues of A in an extension field L of the quotient 
field of R in which the characteristic polynomial c,(A) of A splits. Note that 
if A E M,(R), where R is a subring of K{(t)), then Spec(A) C_ K{(t)). 
2. HERMITIAN DISCRETE VALUATION RINGS 
Let F be a real closed field, and let K be the algebraic c!osure of F. 
DEFINITION 2.1. A hermitian discrete valuation ring over (F,K) is a 
discrete valuation ring R with maximal ideal JZ = (t) such that: 
(1) R is a K algebra with residue field R /A = K. 
(2) There is a ring involution u : R + R which reduces to the conjuga- 
tion map on K c R and such that a(t) = t. 
(3) R is algebraically closed in the kadic completion 6. 
REMARK 2.z. If R IS a hermitian discrete valuation ring (DVR) over 
(F,K), then R = K[t], so that R is a K-subalgebra of K[t]. There is a 
standard conjugation on K[tjj given in Section 1, and the imbedding of R 
into Kit] respects the conjugations on R and KItI, i.e., if i: R -+ K[t] is the 
imbedding, then i 0 a(a) =i( u) for all a E R. Therefore the hermitian 
discrete valuation rings are the conjugation invariant subalgebras of K[t] 
which are algebraically closed in K[t 1, and are discrete valuation rings with 
maximal ideal generated by t. We will usually write Z for a(a) when a E R. 
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REMARK 2.3. The following are some examples of hermitian discrete 
valuation rings: 
(1) K[[t] is a hermitian DVR. 
(2) Let S be the localization of K[t] at the prime ideal (t), and let R be 
the algebraic closure of S in K[tJl. Then R is a hermitian DVR. 
(3) There is an absolute value on K defined by Iu + ib] = dm E F. 
Let R be the subring of KitI consisting of all formal power series which 
have a positive radius of convergence with respect to this absolute value. 
Then R is a hermitian DVR. 
LEMMA 2.4. If R is a herrnitian DVR ouer (F, K) and u E R is u unit, 
then 6~ R. 
Proof. An application of the binomial expansion of u E fi = K[ltl shows 
that the equation X” - u = 0 is solvable in fi, and hence it is solvable in R, 
since R is algebraically closed in fi. n 
REMARK 2.5. If R is a hermitian DVR, then there is an inner product on 
R” defined by (a, b) = E~=~cz~&~. With th’. 15 inner product the norm (defined 
in the usual way) of every a E R” is in R. Indeed, 
llall= JGG7 = ia,Z, + . . . + ana,, = te&, 
where e = min(u(a,)_: 1 < i < n), u denotes the order valuation on R, and 
w = b,6, + . . * + b,b,. In the expression for w, bi is given by a, = t’bi. For 
b E R, let [b] denote the residue of b in R /A = K. Then in the residue 
field R /A = K we find that each [ bjZj] is fixed by the conjugation u, so it 
is in F. Furthermore, if [b.i] = cj + idj in K = F[i], then [bjZj] = CT + d4 2 0 
E F. Since at least one [bj] f 0 in K, it follows that the residue of w is > 0 
in F. Thus w is a unit in R, and 6 E R by Lemma 2.4. Furthermore, note 
that a/ llall E R, since u(llall) < ~(a,> for all i. 
3. UNITARY TRIANGULARIZATION 
Leavitt and Whaples [S] have proved that any n X n matrix over a PID R 
which has all of its eigenvalues in R is similar (over R) to an upper 
triangular matrix. We will start by observing that if R is a hermitian DVR, 
then the similarity can be taken to be a unitary matrix over R. 
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LEMMA 3.1. Let R be a hermitiun DVR, and let L be anyfield containing 
R. Let A E M,(R) have rank r. Then N = KerA c L” has a basis from R”. 
Proof. There are unimodular matrices P and Q over R such that 
PAQ= Diag(t’l,..., tkr,O ,..., 0). 
The last n - r columns of Q form a basis of N. n 
LEM!vlA 3.2. Let R be a hermitian DVR with quotient fieEd L. Let V G L” 
be a vector subspace with a basis from R”. Then V has an orthonormal basis 
from R”. 
Proof. By Remark 2.5 the Gram-Schmidt process applied to a basis from 
R” produces a basis with entries in R”. n 
PROPOSITION 3.3. Let R be a hermitian DVR, and suppose that A E 
M,,(R) has all its eigenvalues in R. Then there is a unitary matrix U E M,,(R) 
such that U*AU is upper triangular. 
Proof. Let A, E R be an eigenvalue of A. Then by Lemma 3.1 there is 
an eigenvector u1 of A in R”, and by Remark 2.5 we may assume that 
llulll = 1. Let L be the quotient field of R, and let V, be the subspace of L” 
perpendicular to u,. By Lemma 3.1, V, has a basis from R”, and hence by 
Lemma 3.2, V, has an orthononnal basis from R”. Let U, be the unitary 
matrix whose first column is u1 and whose remaining columns form an 
orthonormal basis of V, chosen from R”. Then 
A, * ... * 
The matrix A, E M,_ 1( R) has all its eigenvalues in R, so the result is 
completed by induction on n. n 
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4. MAIN RESULTS 
If L is a field with a valuation u : L * I?, where I- is the value group and 
S c L is a nonempty finite subset, then we set u(S)= min{u(s): s E S). In 
particular, if A E M,,(L) then v(A) = min{u(aij): 1~ i,j < n). 
LE.M~~A 4.1. Let L be a field with a valuation v. If P E M,,(L) is a 
projection matrix, then v(P) < 0. 
PI-oof. Suppose v(P) = I-. Then we may write P = UP,, where a E L has 
v(a) = r, and P, = [pij’], where u( P,) = 0. Then aP, = P = P” = a2PF, SO 
that PF = a-‘P,. Let PF = [p$‘], and consider an index (cY,~) such that 
v(p$) = 0. For this index we have p$$ = a-‘~$, so that v(p$) = - r. But 
v(p$) = v(Cp~~p~~) 2 v(P,) = 0. Thus v(P) = r < 0. w 
In the case of unitary projection matrices a stronger result is true. Recall 
that v : K{(t)} + Q is the order valuation. 
LEMMA 4.2. L.et F be a real closed field, and let K be the algebraic 
closure. If P E M,,(K{(t]}) . as a unitary projection matrix, then v(P) = 0. 
Proof. Suppose v(P) = r. Then we can write P = t’P,, where v(P,) = 0. 
Write P, = [pif)]. For some index (cu,~) we have that v(p$) = 0 and 
v(pij’)> 0 for all i and j. Then l= C;z11pak12 = t2rC;=llplrlk)12. Thus 0 = 
v(1) = 2r + u(C;,,lp~~,‘,‘l”). But p$! = qakO + qaklt”“’ + . . . for some m. 
Hence Ipzi,” = 1q,J2 + Q,kltl/“’ + * * * Therefore v(C;,,lp$12)= 0, since 
~~~~~~~~ > 0 and a sum of nonnegative elements of F cannot be 0 unless all 
are 0. Hence r = 0. l 
PROPOSITION 4.3. Let R be a hermitian DVR over (F, K), and let 
A E M,(R). Let F~,. ..,pk be the distinct eigenvalues of A in K{(t}}. Let P, 
(1~ j < k) denote the projection onto the generalized eigenspace of the 
eigenvalue pj. lf pu.i E R then v(P) < 0. 
Proof. Since R is a hermitian DVR, we have an inclusion R c fi 2 K[t]l 
c K{(t)). Since A E M,(R) c M,(K[tl), it follows from Lemma 2.3 of [ll that 
v(pi) > 0 for all i. Thus choose the smallest r > 1 suchAthat {pi,. . , pk} C 
Kit ‘/‘]I. Since pj P R and R is algebraically closed in R = K[t 1, it follows 
that pj e KItI. Hence r > 1. Suppose without loss of generality that j = 1, 
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and assume that v( P,) >, 0. By Lemma 4.1 this forces v(P,) = 0. Consider the 
automorphism T of L = K((t’/‘)) defined by r(t’/‘) = wt”‘, where w is a 
primitive rth root of unity in K. Since T fixes K[tl and A E M,(K[tl), it 
follows that T permutes the eigenvalues of A. Since pi P K[tl, it follows 
that pi is not fixed by T, so renumber the set {pi,. . . , pk} if necessary so that 
PI,...> CL, (s > 1) is a cycle determined by T and p,, i.e. T(pi)= pi+l for 
l<i<s--1 and T(P,~) = pl. Since Im Pi = {o E ,%“:(A - piZ)lllz) = 0 for 
some m), it follows that r(Im Pi) = Im P,, where T(jAi) = pt and 7: L” + L” 
is defined componentwise. Thus we conclude that 7(Pi) = P, if T(~i) = pr. 
Hence the action of T on P,, . . , P,, is cyclic, i.e., T(P,) = Pi+l for I < i =C s - 1 
and T(P,) = P,. 
Since v( P,) = 0, we may write 
p 
1 
= pm + t’/‘p(‘) + . . . 
1 1 
where pi*) E M,(K). Since T( Pi) = Pi+, for 1 < i < s - I, it follows that 
v(P,) = 0 for 1~ i < s. Thus we may write 
Pi = Pt’O’ + t’q(‘) + * f . : 
where P,!“’ E M,(K). Th e equality T( Pi_ ,) = Pi (2 < i < s) forces P$?, = P/O’. 
But Pi is the projection matrix onto the generalized eigenspace of pi. Thus 
Pi” = Pi, and PiPj = 0 if i # j. Then we conclude that 
pfu = ( p,‘O’)Z = p~O,p$o, = 0, 
so that v( PI> > 0. This contradiction forces v( PI) < 0, as claimed. n 
REMARK 4.4. This is an algebraic version of a theorem due to Butler 
from the analytic perturbation theory of linear operators. See Kato [4, p. 701. 
The following result is the extension of the spectral theorem to normal 
matrices over a hermitian DVR. 
THEOREM 4.5. L.et R be a hermitian DVR, and let A E M,(R) be a 
normal matrix. Then A can be unitarily diagonalized over R. 
Proof. R can be imbedded as a conjugation invariant subalgebra of 
K{(t)). Thus A is also normal over K{{t}}, and by the spectral theorem over 
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~{(t}} we conclude that A may be written as 
where Spec A = {Pi,. . . , pk) c K({t}) and P, is a unitary projection matrix 
onto the eigenspace of pi. By Lemma 4.2 we know that v( Pi) = 0, and from 
Proposition 4.3 we conclude that we must have pi E R for all i. Thus all the 
eigenvalues of A are in R, and Proposition 3.3 implies that A can be 
unitarily triangularized over R. So assume that U*AU = T is triangular with 
U unitary. Then a standard calculation shows that T must be diagonal. n 
5. APPLICATIONS 
Once one has the spectral theorem for complex matrices, there are a 
number of standard results which one can obtain easily, e.g. the existence of 
positive square roots of positive semidefinite hermitian matrices, the polar 
decomposition of an arbitrary complex n x n matrix, and the singular value 
decomposition of an arbitrary m X n complex matrix. Each of these has a 
straightforward extension to matrices over a hermitian DVR, the only compli- 
cation being that square roots of positive elements of the fixed ring of R may 
not exist. For example, a(t) = u,t’ + u,+,tr+’ + . . . (a, # 0) in F[tl] has a 
square root in F[tj if and only if a, > 0 and r is even. To overcome this 
problem we make the following definition. 
DEFINITION 5.1. Let R be a hermitian DVR over (F, K), and let S be 
the subalgebra of R fixed by the conjugation map u : R + R. Thus S is an 
F-algebra. A hermitian matrix A E M,(R) is said to be strongly positice 
semidefinite if (AU, 2;) is a square in S for every 0 E R”. 
REMARK 5.2. There are hermitian matrices over R which are positive 
definite (considered as matrices over the field K{{t)}) but are not strongly 
positive definite. For example [t] E M,(K[It]). However, the following lemma 
shows that the positive semidefinite matrices used in many applications of 
the spectral theorem are in fact strongly positive semidefinite. 
LEMMA 5.3. Let R be a hermitian DVR over (F, K) with fixed ring S. 
(1) A hermitian matrix H E M,,(R) has all of its eigenvalues in S. 
(2) IfA E M,,(R), then th e h ermitiun matrix H = A*A is strongly positive 
semidefinite. 
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Proof. (1): The eigenvalues of H are in R I? F[tl= S, since H is normal 
over R and hermitian over KitI. 
(2): Let 0 E R”. Then (A*Au, U) = (Az;, Au) = ?(2cj,E:, + . . . + w,,W,) 
= tzeu, where Ao = t”w with v(w) = 0 (v is the order valuation on R). 
Then w E S c Fit], and the residue of w in S/&‘s = F is positive. Thus 
(A*Au,v) = tzew has a square root in FitI and in S, since R is algebraically 
closed in K[t]. n 
With the use of Lemma 5.3, the following results are now proved exactly 
as in the case of complex matrices. In each of these results R will denote a 
hermitian DVR over (F, K) with fixed ring S. 
TIEOREM 5.4. 
(1) A hermitian matrix H E M,(R) is strongly positive semidefinite if and 
only if all the eigenvalues of H are squares in S. 
(2) A strongly positive semidefinite hermitian matrix H E M,(R) has a 
positive semidefinite square root in M,,(R). 
THEOREM 5.5 (Polar decomposition). Every A E M,,(R) can be factored 
as A = UH where U E M,,(R) is unitary and H E M,(R) is hermitian. 
THEOREM 5.6 (Singular value decomposition). Every A E M,,,,(R) can 
be factored as A = UDV where U and V are unitary and D is pseudodiagonal 
(i.e., dij = 0 if i # j). 
Theorem 4.5 shows that any normal matrix over K[t] can be unitarily 
diagonalized over KitI. A natural question is what additional assumptions 
are required in order to get a similarity transformation over the base field K. 
This is of course asking for eigenprojections independent of t. One result in 
this direction is the following. 
THEOREM 5.7. Let A E M,(K[t]) be a normal matrix. Assume that A 
commutes with the formal derivative A’. Then there is a unitary matrix 
U E M,(K) with U*AU diagonal. 
This theorem, for the case of an analytic hermitian matrix A, was proved 
by Goff [3]. The only place in Gaff’s proof where hermitian is used is to 
guarantee that there are analytic eigenvalues, analytic orthonormal eigenvec- 
tors, and analytic eigenprojections. This is also true for normal analytic 
matrices, and as we have shown in Theorem 4.5, an analogous result is true 
for normal matrices over K[t 1. The modifications required to Gaff’s argu- 
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ment to prove Theorem 5.7 are cosmetic and straightforward. We leave them 
to the interested reader. 
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