Systèmes interactifs auto-adaptatifs par systèmes multi-agents auto-organisateurs : application à la personnalisation de l'accès à l'information by Lemouzy, Sylvain
 T
 
 
 
 
 
 
 
 
 
 
 
HÈSE 
 
 
En vue de l'obtention du 
 
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE 
 
Délivré par l'Université Toulouse III - Paul Sabatier 
Discipline ou spécialité : INFORMATIQUE 
 
 
Présentée et soutenue par SYLVAIN LEMOUZY 
Le 13 Juillet 2011 
 
Titre : Systèmes interactifs auto-adaptatifs par systèmes 
multi-agents auto-organisateurs : application à la 
personnalisation de l’accès à l’information 
 
JURY 
Amel BOUZEGHOUB Professeur, Institut Télécom SudParis (Examinatrice) 
Valérie CAMPS Maître de Conférences, Université de Toulouse III (Co-encadrante) 
Bernard ESPINASSE Professeur, Université d’Aix-Marseille III (Rapporteur) 
Marie-Pierre GLEIZES Professeur, Université de Toulouse III (Examinatrice) 
Pierre GLIZE Ingénieur HDR, CNRS (Directeur, co-encadrant) 
Philippe LAMARRE Maître de Conférences, Université de Nantes (Rapporteur) 
 
 
Ecole doctorale : Mathématiques informatique télécommunications de Toulouse 
Unité de recherche : Institut de Recherche en Informatique de Toulouse – UMR 5505 
Directeur(s) de Thèse : Pierre GLIZE 
 
 
THE`SE
pre´sente´e devant
Universite´ Paul Sabatier - Toulouse III
U.F.R. MATHE´MATIQUES, INFORMATIQUE ET GESTION
pour obtenir le titre de
DOCTEUR DE L’UNIVERSITE´ DE TOULOUSE
délivrée par
Université Paul Sabatier - Toulouse III
Mention INFORMATIQUE
par
SYLVAIN LEMOUZY
E´cole doctorale : Mathe´matiques informatique te´le´communications de Toulouse
Laboratoire d’accueil : Institut de Recherche en Informatique de Toulouse
E´quipe d’accueil : Syste`mes Multi-Agents Coope´ratifs
Systèmes interactifs auto-adaptatifs par systèmes
multi-agents auto-organisateurs : application à la
personnalisation de l’accès à l’information
JURY
Amel BOUZEGHOUB Professeur, Institut Te´le´com SudParis (Examinatrice)
Vale´rie CAMPS Maıˆtre de Confe´rences, Universite´ de Toulouse III (Co-encadrante)
Bernard ESPINASSE Professeur, Universite´ d’Aix-Marseille III (Rapporteur)
Marie-Pierre GLEIZES Professeur, Universite´ de Toulouse III (Examinatrice)
Pierre GLIZE Inge´nieur HDR, CNRS (Directeur, co-encadrant)
Philippe LAMARRE Maıˆtre de Confe´rences, Universite´ de Nantes (Rapporteur)

Sylvain Lemouzy
SYSTÈMES INTERACTIFS AUTO-ADAPTATIFS PAR SYSTÈMES
MULTI-AGENTS AUTO-ORGANISATEURS : APPLICATION À LA
PERSONNALISATION DE L’ACCES À L’INFORMATION
Directeur : Pierre Glize, Ingénieur de Recherche HDR, CNRS
Co-Encadrante : Valérie Camps, Maître de Conférences, UPS
Résumé
Les réseaux de systèmes d’information tendent à devenir de plus en plus complexes
en raison de leur hétérogénéité, de leur dynamique et de leur croissance permanente. Afin
de gérer cette complexité et ces problèmes de surcharge informationnelle, les moteurs de
recherche actuels s’appuient sur la notion de profil usager qui représente les centres d’inté-
rêts, les préférences et les besoins d’un individu. Or, ces techniques dérivées de la recherche
d’information et de l’apprentissage artificiel ne proposent pas de solution réellement adap-
tative pour la prise en compte de l’aspect évolutif du profil et le respect de la vie privée de
l’utilisateur.
Nous proposons d’exploiter le paradigme des systèmes multi-agents, et plus spécifique-
ment l’approche par AMAS (Adaptive Multi-Agent System), pour apporter une solution
distribuée à la personnalisation et à l’adaptation des services offerts aux utilisateurs. Nos
contributions portent tout d’abord sur l’évaluation adaptative et personnalisée du feedback
implicite de l’utilisateur, puis sur la construction adaptative de son profil à partir de docu-
ments textuels représentant ses intérêts. Elles proposent également une plateforme nommée
SWAPP dédiée à la recherche d’information personnalisée sur le Web. Ce cadre applicatif a
permis d’expérimenter nos deux premières contributions individuellement, puis conjointe-
ment. Cette évaluation simultanée a mis en évidence un nouveau problème théorique : le
couplage de deux AMAS conçus de manière totalement indépendante. Ce travail propose
ainsi une première approche pour la conception de systèmes de systèmes auto-adaptatifs.
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Abstract
Networks of information systems are becoming more and more complex due to their
heterogeneity, their dynamics and their continuous growing. In order to cope with this in-
formation overload and this complexity, nowadays search engines make use of the notion
of user profile that aim to model main interests, preferences and user’s needs. Nevertheless,
these techniques, derived from information retrieval and artificial learning research field,
does not represent truly adaptive solutions able to cope with user profiles evolutions and to
ensure user’s privacy.
Faced to these challenges, we propose to use the multi-agent system paradigm, and more
specifically the AMAS approach (Adaptive Multi-Agent System), in order to provide a dis-
tributed solution for the personalisation and the adaptation of services and information ac-
cess. Our first contribution consists in the adaptive and personalised evaluation of user im-
plicit feedback. The second contribution studies the adaptive modelling of user profile from
textual documents that represents its interests. We also propose the SWAPP platform which
is dedicated to the evaluation of our approach to the web personalised information retrieval.
After the individual experimentation and validation of these two first contributions within
this applicative framework, they have been evaluated together. This last evaluation under-
lined a new theoretical problem : the coupling of two AMAS that were independently desi-
gned. Thus, this study proposes a first approach for the design of systems of self-adaptive
systems.
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Université Paul Sabatier, 118 route de Narbonne, 31062 TOULOUSE cedex 4
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Introduction
« La science, c’est ce que le père enseigne à son fils. La technologie, c’est ce
que le fils enseigne à son papa. »
Michel Serres
Systèmes Adaptatifs à l’Utilisateur
LA démocratisation de l’informatique a augmenté considérablement la diversité des sys-tèmes d’information, des utilisateurs et des usages. Alors que les utilisateurs et leurs
besoins étaient, il y a une vingtaine d’années, connus a priori, cela n’est dorénavant plus
vrai. Les concepteurs de systèmes informatiques se trouvent désormais face à un problème
majeur : comment concevoir un système proposant des fonctionnalités et un modèle d’inter-
action adaptés à des utilisateurs qui ne sont a priori pas connus au moment de la conception
de ces systèmes ? [Fischer, 2001]
Cette large problématique a conduit à l’étude et à la proposition de divers types de Sys-
tèmes Adaptatifs à l’Utilisateur (SAU). On distingue deux grands champs d’étude et d’ap-
plication de SAU :
– Le premier provient du domaine de l’Interaction Homme Machine et s’intéresse par-
ticulièrement aux modalités d’interaction avec la machine [Jameson, 2003]. Il aborde
notamment les questions suivantes : comment adapter les interfaces aux besoins de
l’utilisateur ? Comment automatiser un certain nombre de tâches répétitives et fasti-
dieuses propres à l’activité spécifique d’un utilisateur ? Comment offrir une assistance
adaptée à l’activité de l’utilisateur ?
– Le deuxième champ d’étude s’intéresse plus particulièrement à l’accès à l’informa-
tion [Maes, 1994; Brusilovsky, 2001]. Proposer des moyens adaptés pour faciliter et
rendre plus efficace cette activité qui constitue en effet un enjeu majeur de notre so-
ciété de l’information. Il n’est alors pas surprenant de constater que ce domaine de re-
cherche représente la plus large partie des investigations et des applications des SAU.
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Notre étude s’inscrit dans le cadre de ce second champ d’étude qui, du fait de l’évolu-
tion des technologies et des usages, se doit de répondre à des problèmes de plus en plus
complexes.
Des Systèmes Hypermédia au Web ouvert
Les systèmes interactifs donnant accès à l’information sont généralement désignés
comme des « Systèmes Hypermédia ».
Le concept d’hypermédia, pour la première fois introduit par Ted Nelson [Nelson, 1965],
désigne un modèle de réseau d’information multimédia où les informations, représentées
sous forme de nœuds, sont reliées entre elles par des hyperliens. La simple sélection d’un
hyperlien permet alors d’accéder à l’information référée par ce dernier.
Cette organisation de l’information, basée sur des liens contextuels, se démarque large-
ment de l’organisation linéaire que l’on trouve classiquement au sein des ouvrages papier.
En pratique, ce paradigme est difficilement applicable aux objets physiques et n’a pu se
développer que grâce à l’apparition du support informatique.
Xanadu, le premier projet de développement de système hypermédia initié par Ted Nel-
son dès 1965, était très ambitieux pour son époque, où les ordinateurs étaient encore lents,
encombrants, rares et chers. Désirant résoudre un ensemble de problèmes qui n’ont tou-
jours pas trouvé de solutions définitives (consistances des liens, liens sémantiques, redon-
dance, gestion de versions, identification de l’utilisateur, etc.), il eut un essor difficile. Une
vingtaine d’années plus tard, l’évolution de l’informatique a vu émerger plusieurs autres
Systèmes Hypermédia concurrents. Après Guide (OWL), puis Hypercard (Apple), ce fut
finalement le « World Wide Web » initié par Tim Berners-Lee en 1989 [Berners-Lee, 1989]
qui s’imposa, notamment grâce à un modèle très simple, ouvert et reposant sur des réseaux
et des technologies déjà existantes. Le protocole de communication HTTP, base de ce sys-
tème, constitue désormais le support de communication du plus large système hypermédia
existant au monde.
Si les « Systèmes Hypermédia » donnaient auparavant accès à un corpus d’information
clos et statique, l’émergence du Web comme plateforme universelle a progressivement im-
posé un modèle plus ouvert et dynamique. Bien que les système basés sur le Web soient
conformes à la définition de système hypermédia, on trouve dans la littérature une distinc-
tion entre « Systèmes Hypermédia », qui désigne des systèmes fermés contenant des infor-
mations contrôlées et structurées, et « Systèmes Web » ou « Systèmes Hypermédia basés
sur le Web », qui désigne des systèmes plus ouverts et plus dynamiques appliqués au Web.
Cette distinction quelque peu implicite est uniquement due à l’évolution du domaine. Dans
la suite de ce manuscrit, et lorsque cela s’avérera nécessaire, nous ferons cette différence de
manière explicite en qualifiant les Systèmes Hypermédia d’« ouverts » ou de « fermés ».
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De la publication de documents à des usages multiples
À l’origine conçu afin d’échanger des documents scientifiques au sein du CERN 1, le
protocole HTTP a pour principales qualités la simplicité et la bidouillabilité 2. Ces caracté-
ristiques ont fortement participé à sa popularité et lui ont permis d’être à présent le support
de véritables applications en ligne. Les navigateurs Web ne sont plus seulement considé-
rés comme un moyen d’accéder à de l’information en ligne mais sont désormais le support
d’un grand nombre d’applications à proprement parler. Ainsi, via son butineur préféré, il
est possible de se divertir (jouer, écouter de la musique, visionner des vidéos, partager des
informations, échanger des idées avec des amis, des groupes d’intérêts, etc..), d’acheter (e-
commerce, guides d’achats, comparateurs de prix), d’apprendre (cours en ligne, systèmes
d’apprentissage électronique, ressources encyclopédiques, etc.), de travailler (suites bureau-
tiques en ligne, outils de travail collaboratifs, business-to-business) et d’accéder à de nom-
breux autres services.
Chaque nouveau service est généralement autonome, construit dans un but précis et pro-
pose ses propres interfaces d’accès à l’information. Bien qu’il existe un ensemble de normes
d’accès aux services Web, celles-ci ne standardisent que la couche de communication. Par
conséquent toute combinaison et interopérabilité entre services nécessite un réel effort de
développement. La vitesse d’évolution des usages pose alors le problème de la réutilisation et de
l’adaptation de l’information et des services à de nouveaux usages et besoins sans pour autant devoir
reconstruire constamment de nouveaux systèmes.
Parallèlement au développement de ces usages, les profils des utilisateurs se sont large-
ment diversifiés que ce soit en terme d’intérêts, de buts, de connaissances, de préférences,
etc. Ainsi, proposer la même information à chaque utilisateur risque fortement de ne pas ré-
pondre à ses besoins. L’adaptation à l’utilisateur constitue à présent un enjeu clé pour la majorité
des acteurs du Web.
D’une information ponctuelle à un flot multimédia continu
Tout d’abord axé principalement sur le texte, le Web propose à présent une quantité
considérable d’informations multimédia qui, via l’apparition d’applications de plus en plus
abouties, devient parfois très complexe. Il devient alors nécessaire d’être en mesure d’adapter les
moyens d’accès à cette information qui se complexifie.
De même que le Web se complexifie, l’information disponible se densifie. Il est alors na-
turel de constater que le problème du passage à l’échelle pour le traitement de ces informations soit
devenu une problématique centrale des systèmes d’informations déployés sur le Web.
À cette densification s’ajoute la dynamique de l’information disponible. En effet, grâce
1. « Conseil Européen pour la Recherche Nucléaire » à présent nommé « Organisation européenne pour la
recherche nucléaire »
2. bidouillabilité : ce mot n’existe pas encore dans le dictionnaire français, il est cependant employé par
un certain nombre d’acteurs des nouvelles technologies de l’information. Voici la définition de ce terme par
Tristan Nitot (président de Mozilla Europe) : Capacité – pour un objet technique ou un outil – à être détourné
de sa vocation initiale en vue d’essayer de lui trouver de nouveaux usages. http://standblog.org/blog/
post/2009/12/01/Intro-Bidouillabilite
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à l’essor du Web 2.0 et des applications Web facilitant la publication d’information (Blogs,
CMS 3, réseaux sociaux), l’information proposée par tout site Web d’audience respectable est
constamment mise à jour et étoffée. L’accentuation de cette tendance implique, de facto, l’étude
et la mise en place de stratégies permettant de gérer de manière pérenne l’évolution de cette masse
d’information.
Cette évolution peut-être considérée comme une révolution du point de vue du mo-
dèle de publication d’information. Le mode de diffusion classique, où les créateurs et les
consommateurs de contenu étaient bien identifiés et où le processus de diffusion était tota-
lement contrôlé de bout en bout, a évolué vers un mode bien plus diffus où quiconque peut
de manière arbitraire prendre l’un ou l’autre de ces rôles. Ces nouveaux modes de diffusion
remettent en cause une grande partie du modèle de gestion et d’indexation de l’information et posent
de nouveaux défis comme par exemple la vérification et l’identification de la source, l’indexation de
l’information et la gestion des droits d’auteur.
D’un accès ponctuel à une informatique diffuse
L’évolution des technologies et notamment la miniaturisation et les réseaux mobiles ont
considérablement élargi le contexte d’utilisation des systèmes Web. D’un point de vue tem-
porel et spatial ce contexte a évolué du ponctuel vers le continu. A l’arrivée du Web, l’accès
au réseau n’était possible que durant des laps de temps brefs et via des machines fixes. In-
ternet est désormais disponible en tout lieu et à toute heure pour peu que l’on possède un
Smartphone ou un ordinateur ultraportable. La miniaturisation et l’omniprésence des ré-
seaux sans fil rendent désormais possible l’application de ce que l’on nomme l’informatique
ubiquitaire ; il faut cependant se rendre à l’évidence et constater que les divers systèmes qui peuplent
notre environnement se contentent simplement de fournir des services atomiques, monolithiques.
Alors que les réseaux actuels permettraient d’exploiter le formidable potentiel offert par l’association
dynamique de services élémentaires fournis par les divers appareils interconnectés, les appareils ne
sont toujours pas capables de tirer partie de situations non prévisibles a priori.
Cette tendance à la diffusion de système informatique dans notre environnement im-
plique la diffusion des informations. Le « cloud computing » et les techniques d’échange
d’information pair à pair contribuent à cette tendance qui rompt avec le modèle classique
de stockage de ses données dans son ordinateur personnel. Il en résulte l’émergence de nou-
veaux problèmes liés à la sécurité, à la protection de la vie privée, à la localisation des données mais
aussi à l’identification des diverses sources d’information.
De nouveaux défis pour la conception des hypermédias ouverts
L’évolution des technologies et des usages du Web pose donc de nouveaux défis aux
concepteurs de Systèmes Hypermédia. Ils doivent concevoir des applications capables
d’adapter l’information présente dans un domaine ouvert, gigantesque et dynamique, à des
utilisateurs dont les besoins et les buts, très divers, peuvent ne pas être connus a priori et
évoluer au cours du temps.
3. Content Management System
4 Sylvain Lemouzy
Introduction
Notre étude s’intéresse à la problématique de l’adaptation des Systèmes Hypermédia et
tout particulièrement à l’adaptation à l’utilisateur dans un domaine ouvert tel que le Web.
Les contributions de cette thèse portent plus précisément sur deux aspects fondamentaux
de cette adaptation : l’évaluation adaptative du feedback implicite de l’utilisateur (suite aux
résultats fournis par le système) et l’apprentissage de ses centres d’intérêts. Outre la concep-
tion, la mise en œuvre et l’évaluation de deux Systèmes Multi-Agents Adaptatifs respective-
ment dédiés à ces deux aspects, ce travail s’intéresse à leur adaptation mutuelle, dans le but
d’obtenir un Système Hypermédia Adaptatif composé lui-même de Systèmes Multi-Agents
Adaptatifs interdépendants.
Dans les Hypermédia, la présence d’informations multimédia, comme les images, les
clips vidéo et audio, implique l’utilisation de techniques d’extraction de connaissances bien
spécifiques au domaine du traitement du signal et de la reconnaissance de forme. Ces pro-
blématiques, bien qu’étant un préalable à l’indexation de l’information multimédia, se si-
tuent largement en marge du domaine de l’adaptation de l’information à l’utilisateur. En
effet, l’état de l’art de cette étude montrera que l’essentiel des études du domaine se basent
soit sur l’analyse de données textuelles, soit sur l’analyse de l’activité collective des utili-
sateurs (c’est notamment par ce biais qu’il est possible de recommander ou de filtrer des
informations dont le contenu ne peut être analysé en pratique).
Organisation du mémoire
Ce mémoire, structuré en deux parties, a pour objet de présenter les travaux effectués
au cours de cette thèse. La première partie, consacrée à l’état de l’art, se compose de deux
chapitres. Le premier concerne les Systèmes Hypermédia Adaptatifs et a pour but de donner
une vue d’ensemble des principales classes de systèmes employées dans ce domaine, puis de
montrer les limites en termes d’adaptation de chaque approche. Le second chapitre expose
brièvement les différents modèles de systèmes artificiels dotés de capacités d’apprentissage
et d’adaptation dont l’approche par AMAS, qui, grâce aux concepts d’émergence et d’auto-
organisation, propose une vraie réponse aux problèmes d’adaptation. Cependant, si cette
dernière approche semble pertinente, son application au domaine des SHA relève certains
défis qui sont présentés à la fin de ce chapitre.
La seconde partie, dédiée à la présentation de nos contributions, introduit tout d’abord
la plate-forme SWAPP (Search based Web AdaPtive Platform). Cette plate-forme modulaire
a pour but de faciliter l’étude et la comparaison de Systèmes de Recherche d’Information
(SRI) personnalisés dans un domaine ouvert : le Web. Aussi, elle concrétise notre volonté
d’inscrire nos travaux au plus près de leur application et constitue en quelque sorte le noyau
applicatif autour duquel ils gravitent. Dans ce contexte, nous proposons deux briques fonc-
tionnelles : (i) l’évaluation adaptative de l’intérêt implicite de l’utilisateur (au travers de
l’UIM : pour User Interest Manager) et (ii) la modélisation du profil de l’utilisateur (au tra-
vers de l’UPM : pour User Profile Manager). La première brique fonctionnelle est présentée
et évaluée dans le chapitre 4. La définition et l’étude de l’AMAS proposé dans ce cadre nous
ont mené à l’identification d’un outil général d’ajustement de paramètres : l’AVT (Adaptive
Value Tracker). Le chapitre 5 aborde ensuite la problématique de l’UPM à deux niveaux de
5
Introduction
granularité : (i) au niveau des documents et (ii) au niveau des termes constituants les docu-
ments. Au premier niveau, après avoir proposé un Collectif de Documents coopératifs, nous
montrons comment il est possible de mettre en coopération les deux AMAS que sont l’UPM
et l’IUM. Au second niveau, nous analysons les limites de l’instanciation des AMAS lorsque
le problème à résoudre est de trop bas niveau. Ensuite, le chapitre 6 donne un début de ré-
ponse aux deux limites constatées lors des chapitres 4 et 5, qui sont : (i) la difficulté de mise
en coopération de deux AMAS et (ii) les difficultés d’instanciation de l’heuristique de coopé-
ration lorsque le problème est de trop bas niveau. Nous concluons ce mémoire en évoquant
le bilan ainsi que les perspectives ouvertes par cette étude.
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1 Systèmes HypermédiaAdaptatifs
« The good news about computers is that they do what you tell them to do.
The bad news is that they do what you tell them to do. »
Ted Nelson
DÈS le début des années 1990, un certain nombre de recherches [Hammond, 1989] ontmis en évidence les limites des systèmes hypermédia statiques qui proposent le même
contenu à des utilisateurs dont les besoins sont différents. De ce constat ont émergé les pre-
mières études qui s’intéressent aux diverses façons d’adapter l’information aux spécificités
de chaque individu. Les principales applications s’intéressent alors à la personnalisation
de ressources éducatives en ligne [Brusilovsky, 1996] et donnent peu à peu naissance au
domaine des Systèmes Hypermédia Adaptatifs (SHA).
L’avènement du World Wide Web comme hypermédia accessible à tous a accéléré le
développement de ce domaine d’étude qui a gagné en pertinence. La démocratisation de ce
« réseau des réseaux » a donné l’opportunité de mettre à l’épreuve les techniques jusqu’à
présent développées à l’échelle de laboratoire et de les confronter à des problèmes et des
utilisateurs réels. Parmi ces applications, on peut citer les systèmes de recommandation et
le e-commerce. La nature ouverte et dynamique du Web a cependant rendu ardue la mise
en œuvre de stratégies d’adaptation classiques basées sur des corpus d’information fermés.
Dès lors, une certain nombre de techniques furent empruntées au domaine de la Recherche
d’Information et furent appliquées aux Systèmes Hypermédia [Brusilovsky, 2001; Jameson,
2003; Montaner et al., 2003].
Les techniques de personnalisation sont maintenant appliquées dans l’industrie, notam-
ment dans le domaine du commerce électronique (e-commerce) et de la publicité en ligne.
Bien que ces applications prouvent la maturité de ces technologies, l’adaptation à l’utilisa-
teur demeure relative et un large champ d’investigation reste ouvert. Au cours de ce cha-
pitre, et après avoir donné une définition générale de ce qu’est un système hypermédia
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adaptatif, nous passons en revue les grandes classes de systèmes hypermédia adaptatifs
existantes afin d’analyser les différentes mises en œuvre de l’adaptation et de dresser une
synthèse des principales approches du domaine.
1.1 Définitions
Cette section a pour but de poser les définitions des concepts sur lesquels notre discours
s’appuiera dans la suite de cet état de l’art.
1.1.1 Système Hypermédia Adaptatif (SHA)
Selon [Brusilovsky et Millán, 2007] :
« Les Hypermédia Adaptatifs et les systèmes adaptatifs basés sur le Web appar-
tiennent à la classe des systèmes adaptatifs à l’utilisateur. Cette classe de systèmes
se caractérise par la présence d’un modèle de l’utilisateur. Le modèle de l’utilisa-
teur contient des informations concernant ce dernier qui sont utilisées par un sys-
tème adaptatif afin de fournir un effet d’adaptation, i.e. avoir un comportement
différent face à des utilisateurs différents. »
Un Système Hypermédia Adaptatif est donc un système qui (i) construit un modèle
d’utilisateur plus ou moins automatiquement ; (ii) utilise ce modèle afin de fournir un ef-
fet d’adaptation ; (iii) cet effet d’adaptation consiste à modifier l’information hypermédia
initialement construite pour un large public.
Les principales applications des SHA sont les suivantes [Brusilovsky, 1996, 2001] :
Les systèmes d’apprentissage électronique (e-learning) : ces systèmes d’apprentissage en
ligne ont un fort besoin d’adaptation de leur contenu et des activités pédagogiques
qu’ils proposent en fonction du niveau de connaissances de l’utilisateur [Brusilovsky et
Millán, 2007].
Les systèmes d’information en ligne : ce genre de systèmes a pour seul but de diffuser un
pool d’informations hypermédia. Les encyclopédies multimédia ou les guides virtuels
font par exemple partie de cette classe. Les SHA permettent alors de proposer l’infor-
mation la plus en adéquation avec les intérêts et/ou les objectifs des utilisateurs [Brusi-
lovsky, 1996].
Les systèmes de recherche d’information : l’objectif de ces applications est d’assister l’uti-
lisateur dans le processus de recherche d’information. L’emploi des technologies SHA
permet alors de prendre en compte le profil de l’utilisateur et notamment ses intérêts
afin de personnaliser les résultats de recherche [Micarelli et al., 2007].
Les systèmes de filtrage d’information : ces applications permettent d’alléger la tâche de
filtrage des divers flux d’informations que l’utilisateur consulte quotidiennement (i.e.
les courriels, les flux de news, etc.mé). Elles se proposent en effet d’automatiser le fil-
trage de ces flux en fonction du profil de l’utilisateur [Montaner et al., 2003].
Les systèmes de recommandation : à la différence des précédents systèmes, la recomman-
dation ne filtre pas un flux d’informations mais sélectionne et propose un certain
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nombre d’informations à l’utilisateur. Cette information est sensée être en adéquation
avec les intérêts et/ou buts de l’utilisateur grâce à l’exploitation de son profil. La recom-
mandation fait partie des applications de SHA les plus populaires notamment grâce à
la montée en puissance du commerce électronique [Goy et al., 2007].
1.1.2 Contexte
La notion de contexte a suscité l’intérêt de nombreuses études dans le domaine de l’infor-
matique ubiquitaire et de la Recherche d’Information (RI). Ces recherches se focalisent sur
les applications dites « context-aware », c.-à-d. capables d’adapter leurs fonctionnalités en
fonction de l’environnement physique ou virtuel dans lequel elles sont plongées. Bien que
la définition du contexte varie selon les différents points de vue [Dey, 2000; Strassner et al.,
2009; Lemlouma, 2004; Tamine, 2008], nous proposons la définition générale suivante : Le
contexte désigne l’ensemble des éléments/indicateurs extérieurs à l’activité d’une entité,
décrivant l’environnement dans lequel elle évolue et ayant une influence sur l’exécution
d’une ou plusieurs des tâches liées à son activité.
Du point de vue des SHA, et de l’accès personnalisé à l’information, le contexte peut
donc être défini comme l’ensemble des éléments/indicateurs extérieurs à l’activité d’un
SHA qui ont une influence sur le processus de sélection et de présentation de l’infor-
mation. [Tamine, 2008] propose une catégorisation des éléments pouvant faire partie du
contexte :
Moyen d’accès à l’information : il représente l’appareil utilisé pour l’accès à l’information.
Il s’avère important surtout lorsque l’on s’intéresse aux appareils mobiles qui imposent
de fortes contraintes (espace d’affichage, mémoire et modalités d’interaction limitées).
Contexte spatio-temporel : cette dimension concerne la localisation physique et la localisa-
tion temporelle de l’accès à l’information.
Contexte utilisateur : il s’agit de l’aspect qui a été le plus largement étudié. Il est composé
du contexte personnel qui comprend lui même :
– le contexte démographique qui sont les préférences liées aux conventions d’usage
(langues, conventions locales, aspects culturels) ;
– le contexte psychologique correspond à l’état psychique de l’utilisateur qui peut avoir
un réel impact sur son jugement de pertinence :
– le contexte cognitif qui consiste à prendre en compte les connaissances et les centres
d’intérêts à court ou long terme de l’utilisateur.
Le contexte utilisateur est aussi composé du contexte social qui prend en compte les pré-
férences et les informations partagées avec certaines communautés (qu’elles soient vir-
tuelles ou non).
Tâche/problème : elle/il a pour vocation de modéliser l’intention de l’utilisateur par le biais
de sa requête ou de ses actions successives.
Contexte de l’information : ce dernier contexte se base sur le fait que l’information peut
être représentée de différentes manières et que chacune de ces représentations peut
avoir un impact sur le jugement de pertinence de l’information. Parmi ces représenta-
tions, on peut citer : le genre de l’information, son auteur, sa structure, son style, ses
métadonnées, sa source, etc.
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Les SHA focalisent principalement sur la prise en compte du contexte utilisateur et de
la tâche / du problème. Le premier contexte est alors modélisé et stocké dans le modèle utili-
sateur aussi appelé profil utilisateur. Le second est généralement plus simple et est souvent
implicitement modélisé soit par une requête exprimée par l’utilisateur, soit au travers de
l’information actuellement consultée par l’utilisateur, soit au travers des dernières actions
qu’il a successivement effectuées.
1.1.3 Modèle ou profil utilisateur
Étant donné que les notions de « modèle utilisateur » et de « profil utilisateur » n’ont
pas encore trouvé de définitions précises et consensuelles, nous considérons dans ce travail
que ces deux dénominations sont équivalentes et désignent l’ensemble des informations à
propos de l’utilisateur que le système utilise afin de générer un effet d’adaptation.
Bien que certains travaux visent à proposer des modèles d’utilisateur génériques [Kobsa,
2007a], en général, la nature des informations contenues dans le modèle de l’utilisateur dé-
pend fortement de l’application et du but du SHA. On y trouve généralement des infor-
mations provenant d’une ou plusieurs dimensions du contexte utilisateur comme : les
préférences ou les centres d’intérêts, des informations personnelles, son expérience et/ou
sa culture (background), ses connaissances, ses buts, etc. [Brusilovsky et Millán, 2007].
1.1.4 Personnalisation vs. customisation
Le terme « personnalisation » est souvent rencontré dans la littérature et désigne d’une
manière générale le fait de fournir des informations spécialement adaptées aux besoins
d’un individu ou d’un groupe d’individus [Kim, 2002]. En d’autre termes, il y a person-
nalisation dès qu’un système est capable de modifier le fond ou la forme de l’information
fournie en fonction de l’utilisateur.
Les systèmes Hypermédia Adaptatifs sont donc des systèmes qui ont la capacité de four-
nir un certain degré de personnalisation.
La manière de personnaliser l’information peut :
– soit être spécifiée explicitement par l’utilisateur : cette façon de personnaliser l’informa-
tion, désignée sous le terme de « customisation » est proposée par la plupart des sys-
tèmes interactifs, à des degrés divers d’importance. Généralement ces réglages sont
offerts à l’utilisateur via une boîte de dialogue accessible par un menu nommé « pré-
férences » ou « options ».
– soit être inférée automatiquement par le système : dans ce cas là, le système observe l’uti-
lisateur et/ou lui pose un certain nombre de questions dans le but de déterminer la
façon d’effectuer la personnalisation. Ce principe est généralement désigné dans la lit-
térature par « automatic personalization » ou « personnalisation automatique » [Mo-
basher, 2007].
La différence entre la customisation et la personnalisation se situe donc au niveau de la
participation de l’utilisateur. Dans le cadre de la customisation, l’utilisateur est actif ; il filtre
par lui même l’information en l’adaptant à ses désir, ses goûts (n’afficher que certaines in-
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formations sur sa page d’accueil ; mon yahoo ! 1 est un bon exemple). Dans le cadre de la per-
sonnalisation ; l’utilisateur est passif, l’information qui lui parvient est filtrée par son profil,
sensé faire le lien entre ses besoins/centres d’intérêts et l’information disponible ; Amazon 2
est un bon exemple.
Bien que ces deux stratégies soient présentées comme opposées dans la littérature, la
plupart des systèmes capables de personnalisation automatique donnent tout de même la
possibilité de customiser un certain nombre d’aspects de l’application.
Dans le contexte des SHA, on trouve principalement deux utilisations de la personnalisa-
tion. Elle peut être tout d’abord employée afin d’assister l’utilisateur dans l’accès à l’informa-
tion via des techniques de filtrage et/ou de recommandation. Elle peut être aussi employée
dans des buts de marketing afin de proposer à certains types de clients des produits qui sont
susceptibles de les intéresser. La distinction entre ces deux approches est alors davantage le
but de leur application que l’effet produit (dans l’un assistance à l’utilisateur, dans l’autre
adaptation de l’attitude de marketing).
1.1.5 Systèmes adaptatifs vs. systèmes adaptables
Cette distinction découle directement de l’opposition entre personnalisation et custo-
misation : les systèmes adaptatifs sont aux systèmes adaptables ce que la personnalisation est à la
customisation.
Tandis que les systèmes adaptables donnent à l’utilisateur la possibilité de personnali-
ser un certain nombre d’aspects du système (généralement l’interface) via une configuration
manuelle, les systèmes adaptatifs infèrent eux-mêmes un certain nombre d’aspects du sys-
tème sans que l’utilisateur n’ait à spécifier directement les modifications à effectuer [Jame-
son, 2003; Mobasher, 2007].
La différence fondamentale entre système adaptable et système adaptatif repose donc
sur la provenance de la « décision d’adaptation » : dans le premier cas la décision provient
de l’utilisateur, dans le second la décision provient du système (sur la base des informations
modélisées dans le modèle utilisateur). En d’autres termes, un système adaptable ne propose
que de la customisation alors qu’un système adaptatif offre avant tout de la personnalisation
automatique.
1.2 Un modèle général de SHA
Le domaine des SHA a connu, dès le milieu des années 1990, un véritable essor qui
a été notamment dû au fort développement du Web. Les différentes recherches ont alors
donné lieu à une extrême diversité de systèmes répondant chacun à un objectif précis. Face
à cette véritable jungle, la constitution d’un état de l’art nécessite un travail d’abstraction
et d’identification d’un certain nombre de dimensions permettant d’analyser les différentes
approches sur les mêmes plans. L’objectif de notre étude étant d’évaluer la mise en œuvre
de l’adaptation, autrement dit la façon dont la fonctionnalité des SHA est effectivement
1. http://fr.my.yahoo.com
2. http://www.amazon.com
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adaptée en fonction du contexte utilisateur, nous proposons d’axer notre analyse autour des
fonctionnalités fondamentalement utilisées pour générer l’effet d’adaptation.
Pour ce faire, nous proposons un modèle abstrait, illustré par la figure 1.1, dans lequel
sont représentés les relations (flèches) entre ces fonctionnalités (rectangles arrondis), les don-
nées qu’elles manipulent (cylindres) et l’environnement du SHA.
Système Hypermédia Adaptatif
Modélisation de 
l'utilisateur
Modélisation du 
domaine d'information
Matching
Modèle du domaine 
d'information
Modèle de l'utilisateur
Interprétation du 
Feedback
Synchronisation 
avec le domaine
Domaine 
d'information
besoin
info
perso.
mise à jour
Présentation
mise à jour
Utilisateur
Figure 1.1 — Modèle générique d’un SHA
L’environnement d’un SHA est composé de l’utilisateur et du domaine d’information. Afin
de s’y adapter, le système doit être capable de se construire et de maintenir une représenta-
tion de chacune d’entre elles.
La représentation de l’utilisateur, stockée dans le modèle de l’utilisateur, est construite et
mise-à-jour par le composant de modélisation de l’utilisateur au fur et à mesure des interac-
tions utilisateur-système. Selon que les interactions prises en compte soient explicites ou
implicites, la modélisation de l’utilisateur peut faire appel au composant d’interprétation du
feedback.
Le domaine d’information, dont le contenu doit être adapté à l’utilisateur, est analysé
par le composant de modélisation du domaine d’information qui construit et met à jour le mo-
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dèle du domaine d’information qui, bien évidemment, stocke la représentation des informa-
tions du domaine. Lorsque le domaine d’information est distribué et dynamique, il peut
être nécessaire de s’assurer de la validité du modèle du domaine d’information. Pour ce faire, le
composant de modélisation du domaine d’information peut alors faire appel au composant de
synchronisation avec le domaine.
Lorsque l’utilisateur accède aux informations au travers du SHA, son besoin, exprimé
explicitement ou implicitement, est pris tout d’abord en compte par le composant fonction-
nel de matching. Le matching détermine les informations les plus pertinentes en fonction
du modèle de l’utilisateur et sur la base des connaissances stockées dans le modèle du do-
maine d’information. C’est alors le composant de présentation de l’information qui compile
et adapte les différents éléments d’information originaux pour que l’information en sortie
soit la plus en adéquation possible avec l’utilisateur. Pour ce faire, il prend en compte le
profil de l’utilisateur (notamment ses préférences) ainsi que son besoin, si nécessaire.
Il faut garder à l’esprit que notre modèle n’est qu’une généralisation abstraite des sys-
tèmes existants conçue pour constituer le support de notre étude. En dehors de la manière
dont les fonctionnalités sont implantées, certains systèmes peuvent posséder plus de mo-
dules fonctionnels, certains peuvent en posséder moins, sans oublier que la communication
entre ces fonctionnalités peut, en réalité, varier sensiblement.
1.2.1 Environnement d’un SHA
L’environnement d’un SHA est composé de deux entités : l’utilisateur et le domaine d’in-
formation. [Russell et Norvig, 1995] propose un ensemble de caractéristiques qui permettent
de bien caractériser les problèmes auxquels sont confrontés les systèmes artificiels.
1.2.1.1 L’utilisateur
L’utilisateur est l’entité qui reçoit du système des informations adaptées à son besoin
– défini de manière explicite généralement via une requête, ou de manière implicite généra-
lement via le contexte –. L’utilisateur possède les caractéristiques suivantes :
Inaccessible : le système ne peut obtenir une description complète, exacte et à jour de l’état
de l’utilisateur.
Non déterministe : le système ne peut prédire quel effet peut avoir une action envers l’uti-
lisateur.
Dynamique : l’utilisateur est imprévisible, son état n’est pas seulement fonction des actions
du système et change indépendamment de lui.
Continu : l’état de l’utilisateur évolue progressivement au travers du continuum qui consti-
tue l’ensemble de ses états possibles.
De par ces caractéristiques, on mesure la complexité du problème de l’adaptation à l’uti-
lisateur. En effet, s’adapter à l’utilisateur implique d’être capable de réagir correctement à
des circonstances non connues a priori (il est continu). De plus, le système agit dans l’incer-
titude car il ne peut connaître exactement l’état, même partiel, de l’utilisateur (inaccessible
et dynamique) et il n’est pas capable de déterminer l’effet exact de ses actions.
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Malgré les caractéristiques de leur environnement (l’utilisateur), les SHA tentent tout
de même de modéliser et de s’adapter à certains aspects du contexte utilisateur. Parmi la
multitude d’aspects que l’on rencontre dans la littérature (cf. § 1.1.2), on en identifie trois
récurrents [Brusilovsky et Millán, 2007] :
Intérêts : les intérêts, à court ou à long termes, de l’utilisateur représentent l’aspect qui est
de loin le plus utilisé comme base pour l’adaptation de l’information (il est d’ailleurs
bien souvent l’unique), notamment dans les systèmes qui doivent traiter une large
quantité d’informations comme les systèmes de recherche, de filtrage et de recomman-
dation d’information.
Le terme de préférence est souvent rencontré dans la littérature [Montaner et al., 2003;
Brusilovsky et Millán, 2007; Tamine, 2008] et est généralement utilisé de manière in-
terchangeable avec le terme intérêt. Bien que certains travaux semblent considérer les
préférences comme de plus fine granularité que les « centres d’intérêts » [Lang et Mengin,
2009], nous utiliserons l’un ou l’autre de ces deux termes sans distinction.
Connaissances : les connaissances de l’utilisateur sont largement utilisées dans le contexte
de l’apprentissage électronique ou lorsque le domaine d’information est relativement
restreint et précisément modélisé. Si cet aspect constituait un enjeu majeur à l’époque où
les systèmes d’information étaient relativement restreints et fermés, sa prise en compte
devient aujourd’hui de plus en plus ardue, notamment à cause de l’ouverture et de la
dynamique des applications.
Tâches/Buts : la tâche ou le but de l’utilisateur est un aspect qui, en théorie, devrait influen-
cer sensiblement les modalités d’interaction et le jugement de pertinence de l’informa-
tion des SHA. Cependant, cet aspect n’est abordé que par une minorité de travaux. En
effet, la tâche ou le but de l’utilisateur est soit (i) implicitement décidé a priori dans
les spécifications du système (un système de recherche d’information est généralement
utilisé dans le but de combler un besoin en information), soit (ii) difficile à détecter auto-
matiquement. Les travaux qui se sont penchés sur ce problème proposent généralement
un catalogue de tâches ou buts prédéfinis qui sont sélectionnés soit manuellement par
l’utilisateur, soit automatiquement par le système afin de bénéficier de modalités d’in-
teraction adaptées.
1.2.1.2 Le domaine d’information
Le domaine d’information correspond à l’ensemble des informations auquel le système
offre un accès personnalisé. Selon l’application, l’unité élémentaire d’information peut aller
du simple enregistrement issu d’une base de données à un document textuel en passant par
l’image, le son ou la vidéo. On désignera alors l’unité élémentaire du domaine d’informa-
tion : « item d’information ».
Lorsque les items d’information ne sont a priori exploitables que par l’homme, on parle
d’information non structurée. Dans cette classe on trouve par exemple : le texte, les images,
le son, la vidéo. Lorsque l’information provient d’une base de donnée, qu’elle a été formali-
sée clairement afin d’être aisément traitée par des systèmes informatiques, l’information est
dite structurée.
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Les caractéristiques du domaine d’information dépendent fortement de la spécificité
des systèmes et de leur domaine d’application. Par conséquent, il existe toutes sortes d’en-
vironnements allant de domaines d’information totalement fermés (accessibles, détermi-
nistes, statiques, discrets), par exemple une encyclopédie multimédia sur DVD-ROM, à des
domaines totalement ouverts (inaccessibles, indéterministes, dynamiques, continus), par
exemple le Web. Au vu de la grande diversité des applications, on peut aisément prendre la
mesure de la diversité des stratégies qui ont été développées dans le domaine.
Afin de s’adapter à cet environnement composé de l’utilisateur et du domaine d’infor-
mation, le système doit nécessairement disposer d’une représentation de chacune de ces
entités. Ces modèles sont respectivement le modèle de l’utilisateur et le modèle du domaine.
1.2.2 Modélisation de l’utilisateur
L’acquisition et la mise à jour du modèle de l’utilisateur sont assurées par le composant
fonctionnel de « modélisation de l’utilisateur ». Dans la littérature, on trouve toute une pa-
noplie de stratégies allant de la simple délégation de cette tâche à un humain (utilisateur
final ou administrateur) [Yan et Garcia-Molina, 1995] à l’apprentissage et à la mise à jour
automatique totalement transparente [Lieberman, 1995; Stefani et Strappavara, 1998]. De la
même manière, la façon de représenter le contexte utilisateur varie sensiblement selon les
contraintes, les objectifs et les techniques employées dans les différents systèmes, allant de la
simple affectation à une classe prédéterminée d’utilisateurs [Krulwich, 1997], à des réseaux
de concepts construits et maintenus en temps réel [Pretschner et Gauch, 1999].
Dès lors qu’un système stocke un modèle de l’utilisateur, cela implique des problèmes de
protection de vie privée. Cela d’autant plus qu’il est généralement stocké de manière cen-
tralisée sur des serveurs distants. S’il est possible d’assurer la confidentialité des données
stockées en ligne grâce à l’utilisation de techniques de cryptage, d’obfuscation ou de distri-
bution du profil, il est plus simple de garantir cette sécurité en se contentant d’un stockage
local des données appartenant à l’utilisateur [Kobsa, 2007b]. Ce stockage local, proposé par
de nombreux travaux dont [Ventresque et al., 2010] et ceux présentés dans ce mémoire, est
d’ailleurs le seul moyen de garantir à l’utilisateur la maîtrise du stockage physique de ses
données (stockées sur son ordinateur personnel, elles appartiennent à son domaine privé).
1.2.2.1 Sources d’informations
La modélisation de l’utilisateur nécessite tout d’abord de récolter un ensemble d’infor-
mations afin de remplir directement ou indirectement le profil (cf. § 1.1.3). La récolte d’infor-
mations peut être :
Explicite : l’utilisateur est sollicité afin qu’il renseigne un certain nombre d’informations.
Bien que très facile à mettre en œuvre, il a été montré qu’en pratique les utilisateurs sont
peu enclins à faire l’effort de donner des informations de qualité puis à les maintenir à
jour.
Implicite : Cette récolte d’informations « silencieuse » passe généralement par l’observa-
tion du comportement de l’utilisateur face à certains documents ou par l’analyse de
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documents présents dans son répertoire personnel. Cette stratégie nécessite générale-
ment des techniques d’inférence qui sont certes difficiles à mettre en œuvre et moins
précises que la récolte explicite. Elle permet néanmoins de récolter une grande quantité
d’informations sans que l’utilisateur ne soit sollicité [Kelly, 2005; Montaner et al., 2003]
(cf. la mise à jour du profil via un feedback implicite § 1.2.2.3).
On distingue généralement deux phases dans la modélisation du profil : l’initialisation et
la mise à jour.
1.2.2.2 Initialisation
Tout d’abord le profil est initialisé lors de la première utilisation du système. On trouve
quatre stratégies principales [Jameson, 2003; Montaner et al., 2003] :
L’initialisation vide : le profil ne contient tout simplement aucune information. Le profil
est ensuite étoffé au fil de l’utilisation du système [Balabanovic´ et Shoham, 1997].
L’initialisation manuelle : l’utilisateur est invité à remplir un formulaire dont les informa-
tions constitueront exactement le contenu du profil. Dans ce cas le système est plus un
système adaptable qu’un système adaptatif car c’est l’utilisateur qui spécifie directement
les paramètres de l’adaptation [Moukas, 1997].
L’initialisation semi-automatique : l’utilisateur est invité à remplir un formulaire et/ou à
répondre à un ensemble de questions. Ces réponses permettent alors au système d’infé-
rer un profil initial [Pazzani et Billsus, 1997]. À la différence de la précédente stratégie,
les informations fournies par l’utilisateur ne constituent pas directement le profil, c’est
à partir de celles-ci que le profil est dérivé. Cette démarche est viable lorsque (i) la quan-
tité d’informations demandées est raisonnable, (ii) que ces informations ne nécessitent
pas un niveau d’expertise trop important. De plus, lorsque le système réclame des infor-
mations personnelles, l’utilisateur ne les renseignera que (i) s’il a confiance au système
et (ii) s’il est convaincu de l’utilité de telles informations relativement à ses buts.
L’initialisation automatique (implicite) : le système infère le profil automatiquement à
partir d’un ensemble de données stockées précédemment [Minio et Tasso, 1996]. Par
exemple, certains systèmes initialisent le profil à partir de l’historique du navigateur
Web, d’autres utilisent les fichiers présents dans le répertoire personnel de l’utilisateur.
1.2.2.3 Mise à jour
Le profil doit être impérativement mis à jour dès lors que l’on prend en compte l’aspect
dynamique de l’utilisateur. Il existe trois façons de mettre à jour le profil :
Mise à jour manuelle : l’utilisateur est responsable de la mise à jour de son profil dès que
cela est nécessaire. Ce genre de mise à jour va en général de pair avec l’initialisation ma-
nuelle. L’expérience a montré qu’en pratique l’utilisateur ne modifie quasiment jamais
son profil car il n’a généralement pas conscience de l’intérêt que cette tâche coûteuse
peut avoir par rapport à son but immédiat.
Mise à jour via feedback explicite : cette stratégie consiste à donner la possibilité à l’utili-
sateur de donner explicitement son jugement sur les résultats retournés par le système.
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Ce jugement est généralement exprimé (i) soit sous forme booléenne (satisfait/non sa-
tisfait ; ou aime/aime pas) (ii) soit sous forme de note (iii) soit sous forme de commen-
taire textuel. Il a été cependant observé que les utilisateurs répondent peu ou pas du
tout aux demandes de feedback explicite car ils ne voient pas le bénéfice direct qu’ils
pourraient obtenir en faisant l’effort de répondre à ce type de questions [Kelly, 2005].
Mise à jour via feedback implicite : consiste à récupérer de façon implicite (sans solliciter
l’utilisateur) le jugement de l’utilisateur sur les résultats retournés par le système. Pour
ce faire, le feedback est inféré en fonction de l’observation du comportement de l’uti-
lisateur (actions, temps de consultation, etc.). Au vu de la relative pauvreté des infor-
mations récoltées lors de l’observation, l’inférence du feedback est considérée comme
un problème suffisamment conséquent pour que lui soit dédié le sous-composant fonc-
tionnel « d’interprétation du feedback ».
En pratique, le composant d’interprétation du feedback est généralement conçu ad hoc en
fonction des mesures que le système est capable d’effectuer. La nature de ces observations
permet alors de définir le degré d’intérêt de l’utilisateur envers l’item qu’il consulte. Par
exemple, l’action de copier un extrait d’information est communément considérée comme
un indice d’intérêt plus « fort » que le simple affichage de cette information [Kelly, 2005].
Cependant, certaines études ont montré qu’il n’était pas évident d’établir directement un
lien entre une observation λ et un niveau d’intérêt i : ce genre de relation peut évoluer
avec le temps et varie fortement en fonction de l’utilisateur considéré ou de la tâche qu’il
effectue [Kelly et Belkin, 2004]. L’interprétation du feedback implicite est un problème suffi-
samment conséquent pour constituer à lui tout seul un domaine de recherche à part entière.
1.2.3 Modélisation du domaine
La modélisation du domaine permet au système de se construire une représentation
des différentes informations qu’il fournit. Cette construction est assurée par le composant
de « modélisation du domaine ». Selon les caractéristiques du domaine d’information, on
trouve principalement deux types de modélisation.
1.2.3.1 Domaine fermé
Lorsque le domaine d’information est fermé, la modélisation du domaine est commu-
nément assurée par les concepteurs du système ou par les personnes en charge de la main-
tenance du système. Le modèle du domaine est alors matérialisé sous forme d’une base de
données (base de données de produits) ou de ressources qui décrivent le contenu du do-
maine (ontologies, réseaux sémantiques, etc.).
1.2.3.2 Domaine ouvert
Un domaine ouvert interdit toute modélisation manuelle d’une part à cause de la gi-
gantesque masse d’informations à modéliser et d’autre part à cause de la dynamique de
cette masse d’informations. Deux problèmes majeurs sont donc à prendre en compte : le
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traitement automatique de l’information (textuelle dans la grande majorité des cas) et la
synchronisation avec le domaine.
Dans la majorité des travaux du domaine [Montaner et al., 2003; Gauch et al., 2007; Mi-
carelli et al., 2007] on retrouve les techniques d’indexation classiques issues du domaine
de la Recherche d’Information. En dehors de la représentation vectorielle pondérée via
tf × idf [Salton et McGill, 1983], on trouve les principales techniques de classification au-
tomatique de textes telles que les Machines à Vecteurs de Support (SVM), les k-plus proches
voisins, la classification Bayésienne Naïve, les arbres de décision et les réseaux de neurones
artificiels.
Bien que nécessaire lorsque que le domaine d’information est dynamique [Micarelli et
Gasparetti, 2007], la synchronisation du modèle du domaine n’est pas au centre des préoc-
cupations de la communauté SHA. Cette problématique concerne pour l’instant principale-
ment la communauté de la Recherche d’Information alors que les recherches concernant les
SHA se concentre pour l’instant sur la « synchronisation » et l’adaptation à l’utilisateur.
1.2.4 Matching
Le composant fonctionnel de « matching » est au cœur du processus de personnalisation.
Il est chargé de juger l’utilité ou la pertinence des informations référencées dans le modèle
du domaine en fonction du profil de l’utilisateur et d’un besoin exprimé de façon explicite
(i.e. via une requête) ou implicite via le profil ou le contexte courant.
Le « matching » peut être considéré comme un problème de classification où chaque
élément présent dans le domaine d’information doit être associé à une ou plusieurs classes
discrètes (généralement allant de « pertinent/utile » à « non pertinent/inutile ») ou à une
valeur d’utilité continue [Mobasher, 2007]. La nature des informations utilisées pour la clas-
sification permet d’identifier trois grandes classes d’algorithmes de « matching ».
1.2.4.1 Matching basé sur des connaissances du domaine (knowledge based)
Certains systèmes utilisent une base de connaissances qui décrit les relations entre un be-
soin et les informations qui y correspondent. Cette base de connaissances est généralement
composée de règles et/ou de ressources plus ou moins sémantiques (ontologies, réseaux
sémantiques, etc.). A l’image du modèle du domaine d’information, le profil de l’utilisateur
est généralement très structuré afin que les connaissances du matching puissent être appli-
quées.
Cette technique est relativement aisée à mettre en œuvre et permet d’obtenir des résultats
relativement précis. L’effort de modélisation des connaissances requises pour le matching
étant proportionnel à la taille et à la complexité du domaine d’information, cette approche
n’est viable que lorsque le domaine est fermé et relativement restreint. Ce problème est
nommé : « knowledge engineering bottleneck » [Burke, 2007].
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1.2.4.2 Matching basé sur le contenu (content based)
D’autres SHA utilisent le contenu des items d’information avec lesquels l’utilisateur a
déjà interagi afin de déterminer l’utilité d’items non encore consultés [Pazzani et Billsus,
2007]. Pour ce faire, on trouve généralement des algorithmes de classification permettant de
classer les nouveaux items sur la base des items déjà connus.
Cette stratégie a l’avantage de ne nécessiter aucune connaissance a priori sur le domaine
d’application, ce qui lui confère une certaine généricité.
Il est cependant nécessaire d’amasser une quantité non négligeable d’exemples avant
d’obtenir une classification précise. Ce problème est généralement nommé problème de
« démarrage à froid » ou de «nouvel utilisateur ».
Enfin, du fait de son principe, le matching basé sur le contenu a tendance à proposer des
items d’information trop similaires à ceux déjà rencontrés. Cela s’avère gênant en particulier
dans les systèmes de recommandation où l’on souhaite proposer à l’utilisateur des items
assez divers et non uniquement ceux qu’il a aimés.
1.2.4.3 Matching basé sur l’activité collective (collaborative based)
La description des items d’information n’est parfois pas suffisante pour inférer l’utilité
de l’utilisateur. Cela est d’autant plus vrai que les goûts de l’utilisateur doivent être pris en
compte. Par exemple, le contenu et les caractéristiques d’un livre, d’un film ou d’un poème
ne permettent pas de déterminer si l’utilisateur va l’apprécier.
Ce problème a pu être contourné grâce à la démocratisation du Web et à l’exploitation de
l’activité d’un ensemble d’utilisateurs autour d’un ensemble d’items d’information. L’hypo-
thèse de base est alors la suivante : « des utilisateurs ayant des caractéristiques, des com-
portements ou des goûts similaires sont susceptibles d’attribuer la même utilité aux mêmes
items d’information ». Une application Web ayant une base d’utilisateurs conséquente peut
alors exploiter ce principe pour proposer des services personnalisés [Schafer et al., 2007]
(Amazon 3 en constitue l’exemple le plus populaire).
Ce principe permet de s’affranchir de toute connaissance a priori sur le domaine. Grâce à
l’utilisation de l’activité d’autres utilisateurs, ce genre de systèmes est capable de proposer
des items d’information différents de ceux que l’utilisateur a déjà rencontrés.
Tout comme le matching basé sur le contenu, ce principe souffre cependant du problème
du « nouvel utilisateur ». Il doit en effet utiliser quelque peu le système avant de pouvoir
trouver des utilisateurs similaires. De plus, du fait de la non utilisation du contenu des items
d’information, deux utilisateurs qui sont en réalité très proches ne le sont, du point de vue
du système, que lorsqu’ils ont passé en revue exactement les mêmes items [Montaner et al.,
2003]. Enfin, un « nouvel item » ne peut être évalué correctement que s’il a été jugé par un
nombre suffisant d’utilisateurs.
3. http://www.amazon.com
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Chaque principe de matching ayant ses propres avantages et inconvénients, beaucoup de
travaux ont proposé diverses combinaisons de ces techniques afin de tirer parti des avan-
tages de chacune d’entre elles. Ce genre de stratégies sont dites « hybrides » [Burke, 2005,
2007].
1.2.5 Présentation
Le composant fonctionnel de présentation a pour but de « compiler » un ou plusieurs
items du domaine d’information pour produire un document adapté aux besoins spéci-
fiques de l’utilisateur. Pour cela, il prend en entrée les items sélectionnés par le matching
ainsi que certaines préférences de l’utilisateur.
Dans la littérature, la manière de modifier et de recomposer l’information originale du
domaine est généralement désignée sous le terme d’« adaptation ». Bien qu’à notre sens,
l’adaptation est une notion bien plus large (cf. § 2.1), qui englobe en quelque sorte la fonc-
tionnalité globale des SHA, nous désignerons par « effet d’adaptation » le principe de recom-
position de l’information exploitée par le composant fonctionnel de présentation.
[Brusilovsky, 2001] identifie deux grandes classes d’effet d’adaptation de l’information
hypermédia : l’adaptation de la navigation et l’adaptation du contenu.
1.2.5.1 Adaptation de la navigation
La première façon d’adapter l’information hypermedia consiste à agir au niveau de la
structure navigationnelle via la suppression, l’ajout, la modification de liens présents dans
les items d’information [Brusilovsky, 2007]. Le but recherché étant de guider l’utilisateur au
travers de l’espace hypermédia.
Suppression de liens On trouve tout d’abord certains systèmes qui suppriment les liens
vers des pages dont le contenu n’est pas adapté au niveau de l’utilisateur ou à ses be-
soins [Brusilovsky et Pesin, 1998].
Cette technique s’est avérée pertinente dans le cadre de l’apprentissage électronique, où
l’utilisateur a peu de connaissances dans le domaine d’information. Dans le cas contraire,
interdire l’accès à un certain nombre de ressources peut générer une frustration chez l’utili-
sateur.
Annotation de liens Cette stratégie consiste à annoter les liens plutôt que à les supprimer
radicalement.
La forme la plus simple d’annotation, appelée « direct guidance » [Joachims et al., 1997]
(guidage direct), met en évidence seulement un seul lien qui est considéré comme celui le
plus pertinent : « the next best node ».
Diverses autres façons d’annoter les liens ont été expérimentées afin d’ajouter un certain
nombre d’informations au texte du lien et d’aider l’utilisateur dans la localisation des liens
pertinents. Parmi les différentes annotations, certains systèmes utilisent des icônes, d’autres
utilisent des codes de couleur, d’autres jouent sur le taille de la police [Hohl et al., 1996].
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Il a été montré que l’annotation de liens est surtout bénéfique lorsque l’utilisateur a peu
de connaissances en rapport avec le domaine d’information.
Réarrangement de liens Certains systèmes [Kaplan et al., 1993] ont proposé de trier les
liens situés dans le contenu hypermédia consulté afin de faire apparaître les plus pertinents
en premier. Cette technique n’est pas très répandue car elle ne peut être appliquée effica-
cement que de façon limitée. En effet, réarranger l’ordre des liens sur une page n’est fai-
sable que lorsque les liens sont relativement indépendants du contenu (par exemple dans
un menu de navigation). De plus, d’une visite à l’autre, les liens sont susceptibles de chan-
ger de place, ce qui peut aboutir à désorienter l’utilisateur et à nuire de facto à l’utilisabilité
du système.
Génération de liens La technique la plus avancée de navigation adaptative consiste à gé-
nérer un ensemble de liens pointant vers des items d’information que le système juge perti-
nents pour l’utilisateur, ses buts ou tout simplement le contexte dans lequel il se trouve. Si les
premières applications de cette idée se plaçaient dans le contexte de l’apprentissage électro-
nique [Kavcic, 2004], de nombreux systèmes basés sur le Web proposent ce genre d’aide à la
navigation notamment dans le commerce électronique et les systèmes de recommandation.
1.2.5.2 Adaptation du contenu
Le second levier sur lequel il est possible d’agir afin d’adapter l’information hypermé-
dia est l’adaptation du contenu de l’information [Bunt et al., 2007]. On identifie alors deux
grands principes d’adaptation : l’adaptation de la structure et l’adaptation de la version de l’in-
formation.
Adaptation de la structure La structure des items d’information peut être adaptée via la
mise en valeur des parties les plus pertinentes [Tsandilas et Schraefel, 2004] ou via la sup-
pression de certains détails jugés superflus [Hook, 2000]. Par exemple, dans le cadre d’un
guide en ligne, le système peut décider de ne présenter que certaines parties d’un document.
Dans un contexte de commerce électronique, l’adaptation régule la quantité de détails dans
la présentation des produits.
Comme pour la suppression de liens, l’élagage pur et dur de détails peut frustrer les
utilisateurs. Afin d’éviter ce désagrément certains systèmes « replient » les parties non per-
tinentes sous forme d’un icône sur lequel l’utilisateur peut cliquer afin de « déplier » et
consulter cette partie.
Adaptation de versions de l’information Cette manière d’adapter l’information est gé-
néralement réservée aux systèmes dont le matching est basé sur des connaissances. L’idée
est de proposer, pour un même item d’information, un contenu informationnel différent en
fonction du profil de l’utilisateur.
Un item d’information possède alors plusieurs versions de contenu, chacun dédié en
général à un niveau de connaissance (apprentissage électronique) et/ou à des besoins spéci-
23
Systèmes Hypermédia Adaptatifs
fiques (adaptation aux contraintes techniques). Pour des raisons d’accessibilité, les versions
peuvent différer au niveau du média utilisé (texte, audio, vidéo, images de diverses quali-
tés).
En pratique, les applications sont généralement dédiées à l’apprentissage électronique.
Certains systèmes adaptent le contenu via diverses versions de documents [Nicola et Wolf-
gang, 2000], d’autres vont plus loin et fournissent des documents composés de fragments
dont les différentes versions sont sélectionnées à la volée [Fink et al., 1998].
En marge de ces deux techniques, il existe des travaux qui proposent de générer du
contenu à partir d’une base d’informations abstraites. Cependant, les préoccupations ne se
concentrent pas particulièrement sur l’adaptation à l’utilisateur mais plutôt sur la génération
de contenu en langage naturel.
1.2.5.3 Méta-adaptation
Les différentes manières de recomposer l’information ont leurs propres avantages et in-
convénients. La pertinence d’une stratégie d’adaptation peut fortement varier en fonction
de l’utilisateur et de ses connaissances. Par exemple, il est désormais acquis qu’un utilisa-
teur expérimenté est frustré de se voir interdire l’accès à certaines ressources (suppression
de liens) alors que cet effet est bénéfique pour des utilisateurs néophytes. Ce problème a
suscité ces dernières années l’intérêt de la communauté des SHA et a donné lieu à la notion
de méta-adaptation [Brusilovsky, 2003; Paramythis, 2006]. L’idée est d’adapter/de modifier
à la volée la manière d’adapter l’information en fonction du profil de l’utilisateur. De ce fait,
la méta-adaptation se place à un niveau plus abstrait que l’adaptation du contenu ou de la
navigation.
Bien que ce genre d’adaptation soit considéré comme une voie d’amélioration des SHA,
on constate qu’en pratique la méta-adaptation est rendue possible par l’usage intensif de
modèles, de connaissances et de bases de règles préétablies [Seefelder de Assis et al., 2006]
qui ne sont valides que dans un domaine d’information restreint et fermé. En d’autres
termes, la méta-adaptation telle qu’envisagée par la communauté des SHA est pour l’ins-
tant très rigide et peu applicable dans un domaine ouvert et dynamique.
En pratique, les techniques de suppression de liens et de réarrangement de liens sont pratique-
ment inexistantes car peu applicables. Les techniques d’annotation de lien, d’adaptation de la
structure et d’adaptation de version de l’information sont en général confinées à des SHA fermés
à cause d’un besoin trop important en connaissance. La génération de liens est l’effet d’adap-
tation le plus souvent rencontré dans les SHA ouverts basés sur le Web (recommandation,
e-commerce et recherche d’information).
1.3 Plan de l’étude
Le modèle présenté ci-avant nous a permis d’identifier les différentes « briques » fonc-
tionnelles généralement utilisées dans les SHA dans le but de générer un effet d’adaptation.
Au cours des sections suivantes, nous utiliserons cette trame abstraite afin d’analyser, de
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comparer et d’identifier les limites des différentes solutions mises en œuvre dans la littéra-
ture.
Le processus de personnalisation est un processus relativement complexe. Il dépend à
la fois de la façon dont les deux entités de l’environnement sont modélisées et de la façon
dont sont mis en relation les items d’information et l’utilisateur. En d’autres termes, chaque
module fonctionnel influence (i) la manière dont est pensé et conçu chaque autre module et
(ii) influence les performances du tout. Si la façon de mettre en œuvre ce processus dépend
avant tout de l’objectif des applications, force est de constater que pour un même type d’ap-
plication, des approches sensiblement différentes ont été proposées. En effet, le choix des
approches est aussi orienté par le domaine de spécialité des différents concepteurs. Etant
donné que chaque domaine fait usage d’un ensemble de stratégies ayant des propriétés
communes, nous orientons notre analyse des systèmes selon leur domaine d’origine :
Approches basées sur l’ingénierie des connaissances : où l’adaptation se base principale-
ment sur un ensemble de connaissances modélisées a priori.
Approches issues de la recherche d’information : où l’adaptation a été ajoutée au sein de
processus et de techniques déjà éprouvés dans la Recherche d’Information.
Approches issues de l’intelligence artificielle : où le processus d’adaptation emprunte des
techniques d’apprentissage artificiel et de classification.
Pour chaque classe, nous analysons une ou plusieurs approches spécifiques selon le plan
suivant :
Présentation : description de l’environnement, des besoins et des problèmes auxquels l’ap-
proche considérée est confrontée.
Principe : aperçu des grandes lignes du fonctionnement du système.
Description des composants fonctionnels et des représentations : description de la repré-
sentation des deux entités de l’environnement et présentation de la mise en œuvre de
chaque composant fonctionnel (i.e. modélisation de l’utilisateur, modélisation du do-
maine, matching et effet d’adaptation).
Discussion : une fois les composants fonctionnels passés en revue nous discutons des
points forts et faibles de l’approche considérée pour conclure sur une analyse du de-
gré d’adaptation fourni par l’ensemble ; ce dernier point est évalué grâce à l’identifica-
tion des représentations et des modules fonctionnels qui sont effectivement capables de
s’adapter aux spécificités de l’utilisateur.
L’évaluation du degré d’adaptation fourni par les systèmes est, dans cette étude, axée sur
une analyse a priori des moyens nécessaires à l’obtention d’un système adaptatif (cf. § 2.2).
Il n’en demeure pas moins que la seule présence de moyens considérés comme nécessaires
n’est pas suffisante pour assurer les propriétés d’adaptation d’un système. L’unique moyen
de mesurer les réelles capacités adaptatives d’un système est effectivement de procéder à
des expérimentations a posteriori (i.e. à l’exécution du système). Dans notre cas, cela impli-
querait d’évaluer l’adéquation d’un SHA face à différents utilisateurs, ces utilisateurs choisis
parmi un échantillon suffisamment représentatif de la diversité des utilisateurs potentiels.
Or, une étude rigoureuse de ce type constitue un travail conséquent de tests d’utilisabilité
sur une période de temps suffisante pour mesurer l’évolution effective du service fourni par
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le système (s’il est toutefois possible de mesurer précisément l’adéquation d’un système à
un utilisateur). Nous nous contentons donc d’une analyse a priori qui, dans l’absolu, suffira
à mettre en évidence les limites des SHA actuels en termes d’adaptation.
1.4 Approches dérivées de l’Ingénierie des Connaissances
Certains SHA se sont concentrés sur l’effet d’adaptation et sur l’évaluation de l’apport
de ce genre de systèmes par rapport au classique « one size fits all ». Ce genre de systèmes
utilise de manière intensive des connaissances a priori sur l’utilisateur et le domaine d’infor-
mation.
1.4.1 Approches basées sur des stéréotypes
On distingue tout d’abord les systèmes qui proposent d’exploiter les techniques de pro-
filage marketing. Ces derniers exploitent des bases de données de comportements (géné-
ralement d’achats) afin d’identifier des règles de comportements associés à des groupes de
populations chacun sensé représenter un utilisateur type ou « stéréotype ». Les groupes sont
généralement construits à partir de données démographiques [Krulwich, 1997].
Ce genre de systèmes est applicable à des domaines d’information fermés et statiques
sur lesquels sont effectuées les études comportementales.
La population sur laquelle est faite l’étude fixe de même les bornes du public cible. On
note cependant que ces études ont généralement pour ambition de couvrir la majorité de la
population, certes souvent limitée à un pays. L’utilisateur cible conserve les caractéristiques
générales d’un utilisateur (cf. § 1.2.1.1)
Principe
Le principe est simple :
– une ou plusieurs études permettent de définir des classes d’utilisateurs et des règles
d’adaptation propres à chaque classe ;
– chaque utilisateur est associé à une classe ;
– le système utilise les règles d’adaptation associées à cette classe.
Modélisation du domaine
La modélisation du domaine est le plus souvent assurée par le concepteur et/ou l’admi-
nistrateur du système via la construction et la mise à jour d’une base de données.
Modélisation de l’utilisateur
Cette fonctionnalité est assurée manuellement par le concepteur du système et l’utilisa-
teur lui-même. On peut distinguer trois phases de conception.
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– Tout d’abord le concepteur se base sur une étude de comportement. Cela lui permet de
construire un pool de stéréotypes et d’y associer un certain nombre de règles d’adap-
tation. Par exemple, proposer tel type de produit pour tel type d’utilisateur.
– Puis, le concepteur doit mettre au point un mécanisme capable d’inférer le stéréotype
de l’utilisateur en fonction des données qu’il fournira au système.
– La dernière étape est assurée par l’utilisateur qui, lors de la création d’un compte uti-
lisateur, est invité à renseigner des informations démographiques via un formulaire
standard. Le système lui assigne alors un stéréotype.
Étant donné que la dernière étape ne se base que sur des informations démographiques,
il n’y a généralement pas de mise à jour du profil.
Matching
Le mécanisme de matching est le plus souvent trivial et consiste à exécuter le jeu de
règles associées au stéréotype de l’utilisateur. Le besoin de l’utilisateur est bien souvent
exprimé de manière implicite en fonction du contexte, par exemple en fonction des actions
qu’il a effectuées antérieurement, de l’information en cours de consultation ou du contenu
du « panier ».
Présentation et effet d’adaptation
Étant donné que la majorité des applications de ce type se base sur des études de marché,
le principal effet d’adaptation trouvé est la génération de liens. Par exemple, des produits
susceptibles d’intéresser l’utilisateur lui sont spontanément présentés lors de son activité de
consultation de l’information.
Discussion
Ce genre de systèmes est techniquement aisé à mettre en œuvre et ne nécessite pas beau-
coup d’informations à propos de l’utilisateur avant de proposer des items d’information
adaptés. En effet, la modélisation de l’utilisateur ne nécessite que quelques informations
démographiques.
Le domaine d’information est cependant fermé et statique. La prise en compte de nou-
velles catégories de populations ou de nouvelles modes implique alors de recommencer
un travail laborieux et coûteux. De plus, les techniques basées sur le « stéréotypage »
s’adressent à des catégories d’utilisateurs et non à des individus. La personnalisation four-
nie est alors toute relative et inadéquate lorsque l’on s’adresse à un utilisateur « marginal ».
Enfin, étant donné que le profil est basé sur des informations démographiques fournies ex-
plicitement, celui-ci n’évolue pas dans le temps et devient peu à peu obsolète [Jameson,
2003].
On peut conclure que le degré d’adaptation de cette stratégie est toute relative car (i) elle
consiste à associer à un individu un « profil type » issu d’un processus de généralisation ;
(ii) elle s’applique à un domaine restreint ; (iii) elle se base sur des études dont la validité
diminue avec le temps.
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1.4.2 Approches basées sur des règles
Cette seconde approche qui exploite des connaissances construites a priori, se démarque
par le fait que le profil de l’utilisateur évolue en fonction des actions que ce dernier effec-
tue lors de l’utilisation du système. Ce principe a été appliqué avec succès au domaine de
l’apprentissage électronique [Brusilovsky et Millán, 2007] à tel point qu’un certain nombre
de méthodologies et de frameworks dédiées à la conception de SHA se sont développées
notamment AHA ! [De Bra et al., 2007].
Etant donné que tous les mécanismes d’adaptation sont modélisés a priori, ce genre de
systèmes est seulement applicable à des domaines d’information fermés et statiques dont
les spécifications précises sont connues lors de la conception.
Selon l’application l’utilisateur cible est plus ou moins défini. Il conserve les caractéris-
tiques générales d’un utilisateur (cf. § 1.2.1.1).
Principe
Voici le principe employé dans ce genre de système :
– le concepteur modélise (i) le domaine d’information, (ii) il définit la structure d’un
modèle d’utilisateur, (iii) il définit la façon dont le modèle est mis à jour en fonction
des actions effectuées par l’utilisateur, (iv) enfin il définit les règles d’adaptation en
fonction de l’état du profil. Bien évidemment, toutes ces modélisations se basent gé-
néralement sur des études ou sur des connaissances d’experts du domaine ;
– le profil est initialisé ;
– le système applique les règles d’adaptation applicables à son profil ;
– à chaque action initiée par l’utilisateur, le système modifie le profil dès qu’une règle
de mise à jour est applicable.
Modélisation du domaine
La modélisation du domaine est assurée, a priori, par le concepteur du système.
Lorsque le domaine d’information contient des informations dont le but est de fournir
des connaissances, la modélisation du domaine est généralement centrée sur ces connais-
sances et les représente sous forme de graphes de concepts [Brusilovsky et Millán, 2007].
Lorsque le domaine d’information est composé d’items plus concrets, comme par
exemple des produits commerciaux, le modèle du domaine est généralement représenté
sous forme d’une simple base de données où chaque item est décrit par un enregistrement
d’une table.
Modélisation de l’utilisateur
La structure du modèle de l’utilisateur est définie a priori et dépend fortement de l’ap-
plication et de la structure du modèle du domaine d’information.
Lorsque le modèle du domaine est centré sur les connaissances fournies par le système,
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le profil contient en général une représentation des connaissances qu’il est censé avoir déjà
acquises. L’initialisation du profil peut alors se faire grâce à un questionnaire permettant
d’évaluer les connaissances de l’utilisateur. La mise à jour du profil est assurée grâce à l’exé-
cution de règles qui se déclenchent en fonction des actions de l’utilisateur. Par exemple,
on trouve typiquement la règle suivante : « lorsque l’utilisateur consulte un document il
acquiert les connaissances véhiculées dans ce document ».
Lorsque le domaine est simplement modélisé par une base de données d’objets, le pro-
fil est généralement initialisé vide ou avec quelques préférences fournies explicitement. La
mise à jour consiste à l’exécution de règles qui modifient les préférences ou qui permettent
de mémoriser les actions effectuées par l’utilisateur.
Matching
L’attribution de la pertinence des items d’information en fonction du profil et du contexte
est assurée grâce à l’exécution de règles préalablement définies par le concepteur.
Présentation et effet d’adaptation
Grâce à l’utilisation intensive de connaissances, ce genre de systèmes exploite toute sorte
d’effets d’adaptation allant de l’adaptation de la navigation à l’adaptation du contenu. Ce
n’est d’ailleurs qu’au travers de ce genre d’approches que l’on trouve des applications de la
méta-adaptation (cf. § 1.2.5.3).
Discussion
Ce genre de systèmes est techniquement aisé à mettre en œuvre, d’autant plus que des
frameworks tels que AHA ! [De Bra et al., 2007] proposent des outils complets pour la créa-
tion de ce genre de SHA. Contrairement aux systèmes basés sur les stéréotypes, le contenu
du profil de l’utilisateur évolue. Cette évolution se fait généralement de manière implicite
grâce à l’application de règles et permet d’adapter les résultats du matching et l’effet d’adap-
tation au fur et à mesure de l’utilisation.
Parmi les limites de ce type de SHA, on peut tout d’abord souligner qu’il nécessite un
important travail de modélisation et donc des coûts de maintenance trop importants pour
envisager son application à un domaine ouvert ou évolutif (problème désigné sous le nom
de « knowledge engineering bottleneck », cf. § 1.2.4.1).
D’un point de vue de l’adaptation, l’approche basée sur la modélisation a priori ne per-
met pas de s’adapter au domaine d’information. Bien que le profil de l’utilisateur soit mis
à jour, les règles de modification et les règles de matching entre items d’information et uti-
lisateurs ont été conçues de façon à ce qu’elles soient valables pour un utilisateur standard.
Par conséquent, l’adaptation fournie par ce genre de système n’est qu’approximative pour
la majorité des utilisateurs et est invalide pour les utilisateurs marginaux.
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1.5 Approches dérivées de la Recherche d’Information
L’abondance des informations présentes sur la toile, l’incapacité de l’utilisateur
« lambda » à spécifier sans ambiguïté son besoin en information, et l’inutilisation des fonc-
tions avancées offertes par les moteurs de recherche ont motivé les investigations concernant
l’accès à l’information personnalisée dans le contexte du Web.
Contrairement aux SHA traditionnellement rencontrés dans le domaine d’apprentissage
en ligne, cette classe de systèmes doit être capable de traiter et d’adapter l’information pro-
venant du Web, c.-à-d. d’un domaine ouvert, dynamique, non structuré et quasiment illi-
mité. Les techniques de modélisation manuelle du domaine d’information traditionnelle-
ment utilisées dans les SHA ont alors été remplacées par des techniques issues de la Re-
cherche et du Filtrage d’Information. L’adaptation à l’utilisateur, alors privée de connais-
sances et de modèles structurés, consiste principalement à fournir une information en adé-
quation avec les intérêts de l’utilisateur.
1.5.1 Approches basées sur des vecteurs de mots-clés
L’utilisation de vecteurs de mots-clés pour la représentation du modèle de l’utilisateur
fait partie des premières stratégies expérimentées dans le domaine de la RI personnali-
sée [Balabanovic´ et Shoham, 1997].
Le domaine d’information est ouvert, dynamique et non structuré. Il est composé prin-
cipalement de pages Web au format HTML bien que certaines applications traitent d’autres
sources d’information telles que le courrier électronique ou des newsgroups (Usenet). Quoi
qu’il en soit, l’information du domaine est sous forme textuelle.
Ce genre de système s’adresse généralement à tout utilisateur de réseau d’information.
Les caractéristiques sont celles énumérées dans le § 1.2.1.1.
Principe
Le principe de fonctionnement de ce genre de système est assez simple :
– Le modèle de domaine est indexé via des techniques standards de RI.
– L’utilisateur est modélisé via un ou plusieurs vecteurs de mots-clés.
– L’appariement entre les items d’information et l’utilisateur se fait via une heuristique
qui mesure la similarité entre le vecteur de mots-clés qui représente un document et
ceux de l’utilisateur.
Modélisation du domaine
Le système se construit une représentation du domaine grâce à l’emploi de techniques
d’indexation classiques de Recherche d’Information. Parmi ces techniques on peut citer le
prétraitement via la suppression de mots vides (stop words), la lemmatisation des mots puis
l’indexation et la représentation des documents sous forme de vecteurs de termes pondérés
grâce au tf× idf ou d’autres mesures statistiques [Salton et McGill, 1983].
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Le domaine étant dynamique, on trouve communément un composant de synchronisa-
tion avec le domaine d’information. Lorsque l’application est un système de filtrage d’infor-
mation, la synchronisation est assez simple et consiste à récupérer les dernières informations
du flux (i.e. courrier électronique, flux rss, Usenet, etc.). Lorsque l’information ne provient
pas de flux, il est nécessaire de mettre en place un certain nombre de stratégies d’explora-
tion de l’espace hypermédia afin de récupérer les nouvelles informations. On trouve alors
l’emploi de classiques robots d’indexation (Web crawlers).
Pour résumer, les techniques de modélisation du domaine sont tout à fait similaires à
celles employées dans la RI classique (bien que l’on retrouve de façon anecdotique des tech-
niques de crawling personnalisées [Micarelli et Gasparetti, 2007]).
Modélisation de l’utilisateur
L’utilisateur est représenté par un ou plusieurs vecteurs de mots-clés pondérés [Bala-
banovic´ et Shoham, 1997; Chen et Sycara, 1998]. Lorsqu’il y a plusieurs vecteurs, chaque
vecteur a pour objet de représenter un domaine d’intérêt particulier. Cela évite de se retrou-
ver avec une représentation des intérêts trop générale.
Si l’initialisation du profil est généralement vide, certains systèmes initialisent le profil
en considérant que les documents marqués dans les marques-pages du navigateur Web ou
les documents stockés dans le répertoire personnel de l’utilisateur caractérisent les intérêts
de l’utilisateur.
La mise à jour du profil est assurée soit de façon implicite, soit de façon explicite où
l’utilisateur indique son intérêt dans l’item d’information consulté. Le feedback explicite
peut être booléen (intéressé/pas intéressé) ou plus ou moins discret (peu, moyennement,
ou beaucoup intéressé) et est utilisé afin de mettre à jour le profil. Pour cela, un vecteur de
mots-clés pondéré est extrait du document concerné par le feedback, puis est utilisé afin de
mettre à jour le ou les vecteurs du profil de l’utilisateur.
Matching
La pertinence des items du domaine d’information est évaluée à l’aide d’une heuristique
de mesure de similarité entre le vecteur représentant un item d’information et celui ou ceux
contenus dans le modèle utilisateur. La mesure de similarité usuellement rencontrée est celle
dite de la « similarité du cosinus » qui détermine la colinéarité entre deux vecteurs [Salton
et McGill, 1983].
Lorsque l’accès à l’information se fait par l’intermédiaire d’une requête, le matching
doit prendre en compte la requête, le profil et les items d’information. La personnalisation
consiste alors :
– soit à reformuler la requête (ajout/suppression de mots-clés) de l’utilisateur avant
d’effectuer un matching standard ;
– soit à réarranger a posteriori les réponses issues d’un matching standard ;
– soit à utiliser conjointement le profil et la requête dans le processus de matching [Mi-
carelli et al., 2007].
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Présentation et effet d’adaptation
La grande majorité de ces systèmes sont appliqués à la recherche ou au filtrage d’infor-
mation, par conséquent la génération de liens est l’effet d’adaptation le plus communément
rencontré. De manière plus isolée, on trouve quelques systèmes d’accès personnalisé à l’in-
formation qui proposent d’assister l’utilisateur dans la navigation grâce à de l’annotation de
liens, par exemple [Lieberman, 1995].
Discussion
Le principal point fort de ce genre de systèmes est qu’ils peuvent être appliqués à un
domaine ouvert, non structuré et dynamique et s’adressent en général à tout utilisateur.
Cette grande versatilité, obtenue grâce à l’emploi de techniques purement statistiques,
se heurte tout de même à la barrière sémantique. En effet, la polysémie de certains mots peut
baisser rapidement la précision du système. Une manière commune désambiguïser consiste
à indexer les mots dans le texte grâce à des n-uplets sur la base de leurs cooccurrences. On
obtient ainsi des vecteurs de n-uplets qui se montrent plus précis [Sorensen et Mc Elligott,
1995].
D’un point de vue de l’adaptation, et bien que ce genre de systèmes soit capable de
s’adapter à un domaine dynamique, il faut souligner que la modélisation du domaine et la
modélisation de l’utilisateur sont basées sur des techniques d’indexation classiques. Or, ces
techniques dépendent de ressources et de processus statiques qui ne sont jamais remis en
cause et dont l’évolution de la langue – surtout dans des domaines de pointe – tend à les
rendre progressivement inadéquats (en particulier les listes de « stops words » et les pro-
cédures de lemmatisation). Le matching est de la même manière basé sur une heuristique
statique, qui n’évolue pas dans le temps et qui ne peut pas être remise en cause via le feed-
back de l’utilisateur. Ceci est également vrai pour la présentation.
L’adaptation est donc uniquement assurée par l’évolution du contenu du profil de l’utili-
sateur et du modèle du domaine d’information. Aucun processus fonctionnel n’est évolutif.
1.5.2 Approches basées sur des réseaux terminologiques ou bien sémantiques
Afin de traiter plus efficacement les problèmes liés à la sémantique, divers systèmes ont
proposé une indexation plus « sémantique » via l’exploitation de techniques de désambi-
guïsation tributaires [Stefani et Strappavara, 1998] ou non [Micarelli et Sciarrone, 2004] de
ressources sémantiques. Ils se forgent alors des représentations de l’environnement sous
forme de réseaux de termes plus ou moins formels.
Lorsque les réseaux sont composés de concepts issus de ressources sémantiques, on parle
de réseaux sémantiques. Au sein de ce genre de réseaux, les relations entre nœuds ont des
significations précises et peuvent être exploitées de manière formelle par exemple via des
mécanismes d’inférence.
Lorsque l’on parle de « réseaux terminologiques », on désigne des réseaux composés de
termes – généralement lemmatisés – directement issus des textes du domaine d’information.
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La sémantique des termes est alors implicitement véhiculée par les relations du réseau. Ces
liens sont généralement considérés comme des « liens de proximité sémantique ».
Les caractéristiques du domaine d’information et de l’utilisateur sont les mêmes que
pour les systèmes basés sur les vecteurs de mots-clés (cf. § 1.5.1)
Principe
Le principe est similaire à celui des systèmes basés sur les vecteurs de mots clés à la
différence près qu’ils emploient des techniques de représentation de l’environnement plus
avancées et bien souvent spécifiques à chaque système :
– Le domaine est indexé via des techniques plus ou moins classiques.
– Le modèle de l’utilisateur est construit et mis à jour en fonction des documents qui ont
suscité l’intérêt de l’utilisateur.
– L’appariement entre les items d’information et l’utilisateur se fait via une heuristique
conçue spécifiquement pour exploiter la représentation de l’utilisateur et du domaine
d’information.
Modélisation du domaine
La technique de la modélisation du domaine d’information varie selon les spécificités
des différents systèmes. Alors que certains utilisent une indexation classique, d’autres font
usage d’algorithmes et de représentations spécifiques à leur approche [Micarelli et Sciarrone,
2004]. Dans ce dernier cas, la représentation du domaine est généralement proche de celle
du profil.
La synchronisation du modèle est tout à fait similaire à celle décrite pour les systèmes
basés sur des vecteurs de mots-clés (cf. § 1.5.1).
Modélisation de l’utilisateur
Le profil de l’utilisateur est représenté par un réseau de termes. Chaque nœud du réseau
représente un terme ou un concept. Ces derniers sont connectés via des arcs qui représentent
de façon plus ou moins explicite leurs relations sémantiques. Un système de pondération
des nœuds et des arcs permet alors de qualifier l’intérêt de l’utilisateur pour tel ou tel nœud
ou la « force » de la relation entre deux nœuds.
Quelle que soit la technique employée afin de construire et de mettre à jour la représenta-
tion de l’utilisateur, le principe est toujours le même : le modèle de l’utilisateur est construit
sur la base de son intérêt (implicite ou explicite) sur les documents qu’il consulte (cf. § 1.5.1).
Parmi les principes de modélisation de l’utilisateur, il est possible d’identifier deux types
de stratégies :
– La première exploite des propriétés statistiques avancées, telles que la cooccurrence
des termes, afin d’extraire un maximum d’informations sémantiques des textes [Minio
et Tasso, 1996].
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– La seconde utilise les informations de diverses ressources sémantiques (typiquement
des ontologies) pour la construction du réseau [Baziz et al., 2007].
Matching
Les stratégies de matching sont, sur le principe, similaires à celle présentée dans la sec-
tion 1.5.1 à la différence près qu’il existe autant de mesures de similarité que de systèmes.
En effet, chaque système utilise sa propre représentation du domaine et de l’utilisateur ce
qui implique l’emploi d’une heuristique spécifiquement dédiée.
Présentation et effet d’adaptation
Les techniques d’adaptation sont similaires à celles présentées dans la section 1.5.1.
Discussion
Tout comme pour les systèmes basés sur les vecteurs de mots-clés, l’intérêt de ce genre
de système réside dans leur capacité d’adaptation à un domaine ouvert, dynamique et non
structuré. Ils constituent une évolution par rapport à ces derniers car ils sont capables de
gérer en partie les problèmes de polysémie, ce qui leur permet d’obtenir une plus grande
précision.
D’un point de vue de l’adaptation, ces systèmes héritent des mêmes défauts que ceux
abordés dans la section 1.5.1, à savoir que l’adaptation n’est assurée que par l’évolution des
représentations de l’environnement.
De plus, l’adaptation est limitée par l’emploi de ressources sémantiques construites a
priori. En effet, lorsque le système exploite de telles ressources, la modélisation devient de
moins en moins pertinente au fur et à mesure que les connaissances du domaine évoluent.
À cela s’ajoute le fait que les ressources sémantiques construites a priori correspondent à une
représentation du monde issue d’un travail de standardisation du vocabulaire, or chaque
utilisateur et chaque auteur de document a sa propre vision du monde et son propre vo-
cabulaire pour le décrire. Ainsi, toute représentation basée sur des ressources sémantiques
construites a priori est imprécise du fait du fossé sémantique entre auteurs, ressources et
utilisateur.
1.5.3 Approches basées sur des concepts
Toujours dans l’objectif de traiter le problème de polysémie, un autre groupe de systèmes
propose de représenter l’utilisateur et le domaine sur la base de concepts issus de ressources
terminologiques telles que des taxonomies ou des ontologies [Pretschner et Gauch, 1999].
L’utilisateur et le domaine d’information sont alors communément modélisés grâce à des
vecteurs pondérés de concepts.
L’environnement de ce genre de systèmes est similaire à la précédente catégorie de SHA
(cf. § 1.5.1).
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Principe
Ce genre de systèmes se base tout d’abord sur une hiérarchie de concepts plus ou moins
formelle : en général une taxonomie ou une ontologie. Ces concepts sont utilisés pour repré-
senter l’environnement du système.
– La modélisation du domaine d’information est assurée par un algorithme de classifica-
tion de texte qui permet d’associer un ou plusieurs concepts à un item d’information.
– Le profil de l’utilisateur est construit sur la base des documents qui l’ont intéressé.
– Le matching s’effectue enfin au niveau conceptuel grâce à une heuristique qui utilise
les informations de la hiérarchie de concepts (notamment les relations de généralisa-
tion/spécialisation).
Modélisation du domaine
La modélisation du domaine se fait via l’association d’un ou de plusieurs concepts à
chaque item d’information.
Bien que cette association soit faite manuellement dans Persona [Tanudjaja et Mui,
2002], tout système opérant en domaine ouvert doit être capable d’associer un ensemble de
concepts à chaque document textuel. Cette tâche est en général assurée par un algorithme
de classification qui a été auparavant entraîné à partir d’une classification de référence. En
pratique, la base d’entraînement est issue d’annuaires du Web telles les catégories Yahoo ! 4
ou la classification de l’Open Directory Project (ODP) 5 [Liu et al., 2002]. Parmi les algo-
rithmes de classification rencontrés, on peut citer : les Machines à Vecteurs de Support, les
k-plus proches voisins, la mesure du tf× idf, la classification Bayésienne Naïve, les arbres de
décision, les réseaux de neurones artificiels [Gauch et al., 2007].
Les aspects de synchronisation avec le domaine d’information sont identiques à ceux
décrits dans le § 1.5.1.
Modélisation de l’utilisateur
Bien qu’il existe autant de représentations de l’utilisateur que de systèmes, le profil est
généralement modélisé sous forme d’une hiérarchie de concepts pondérés. Cette façon de
représenter l’utilisateur est aussi nommée « coloration de graphes » car elle consiste à mar-
quer les concepts dans lesquels l’utilisateur a exprimé un intérêt.
Le profil de l’utilisateur est construit et mis à jour selon un modèle classique qui récolte
de manière implicite ou explicite son intérêt pour les documents consultés. Cette informa-
tion est alors utilisée afin de mettre à jour la pondération des concepts associés à l’item
d’information considéré. On peut noter que la mise à jour de la pondération peut parfois
être effectuée de manière indirecte via l’exploitation de la hiérarchie de concepts [Middleton
et al., 2003]. Par exemple, si l’utilisateur montre un intérêt dans les « croissants au beurre »
ou dans les « tartes aux pommes », le système est capable de marquer le concept père, « pâ-
tisserie » comme un centre d’intérêt à part entière.
4. http://www.yahoo.com
5. http://www.dmoz.org
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Matching
Les stratégies de matching sont, sur le principe, tout à fait similaires à celles présentées
dans la section 1.5.1 à la différence près qu’il existe autant d’heuristiques de mesure de simi-
larité que de systèmes et qu’elles se basent en grande partie sur les relations hiérarchiques
entre concepts (généralisation/spécialisation)
Présentation et effet d’adaptation
Les techniques d’adaptation sont similaires à celles présentées dans la section 1.5.1.
Discussion
L’intérêt principal de ces approches réside dans le fait qu’elles sont capables de réaliser
le matching au niveau conceptuel, ce qui permet d’augmenter notablement leur précision.
Cependant, la précision de ce genre de systèmes est très dépendante de la précision de
l’algorithme de classification utilisé ainsi que du corpus d’apprentissage. Ce manque de
précision peut être en parti comblé grâce à la spécialisation du processus de modélisation
du domaine. [Espinasse et al., 2009] propose en ce sens une architecture multi-agent souple
pour l’indexation de domaines d’information restreints. L’utilisation d’un modèle multi-
agent couplé à des ontologies de domaine, des ontologies linguistiques et des ontologies
opérationnelles, constituent un compromis raisonnable qui répond en partie au problème
du « knowledge engineering bottleneck » (cf. § 1.4.2).
D’un point de vue de l’adaptation, la grande dépendance de ces systèmes à des hiérar-
chies de concepts statiques et construites a priori implique une baisse de la pertinence de
l’indexation au fur et à mesure de l’évolution des connaissances du domaine. De même que
pour les systèmes basés sur des réseaux de termes, l’utilisation de telles ressources implique
un décalage entre la terminologie utilisée par le système et le propre vocabulaire de l’utili-
sateur (cf. § 1.5.2). Enfin, ils héritent des mêmes limites que les autres systèmes issus de la
RI ; l’adaptation du système n’est fonction que de l’évolution du modèle de l’utilisateur.
1.6 Approches dérivées de l’Intelligence Artificielle
Un système adaptatif à l’utilisateur doit nécessairement être au minimum capable de
traiter le langage naturel et d’apprendre à prédire la pertinence d’items d’information non
encore rencontrés. Il n’est alors pas étonnant de trouver des SHA basés sur des techniques
empruntées à l’Intelligence Artificielle et plus spécifiquement à l’apprentissage artificiel.
Alors que les précédentes approches, dérivées de la RI, basent leurs prédictions sur le
contenu des items (content based, cf. § 1.2.4), la généricité des techniques issues de l’Intel-
ligence Artificielle permet de les appliquer autant au matching basé sur le contenu que sur
l’activité collective (collaborative based, cf. § 1.2.4). Etant donné la différence entre ces deux
principes de matching, nous ferons explicitement la distinction entre ces deux dernières
lorsque cela s’avérera nécessaire.
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1.6.1 Approches basées sur les plus proches voisins
Cette technique de classification est appliquée principalement aux systèmes de filtrage
d’information et de recommandation. La personnalisation consiste alors à proposer de ma-
nière proactive des items d’information qui sont sensés être pertinents pour l’utilisateur,
soit dans l’objectif de lui donner directement accès à une information potentiellement perti-
nente, soit afin d’alléger la tâche de filtrage de l’utilisateur en réduisant la quantité d’items
non pertinents [Maes, 1994].
Le domaine d’information peut être ouvert, non structuré et dynamique, même si on
remarque que l’information traitée est bien souvent relativement structurée et injectée par
l’administrateur ou les utilisateurs du système. En effet, bien que l’on trouve des applica-
tions dédiées au filtrage de news [Billsus et Pazzani, 1999], la majorité des systèmes de cette
catégorie proposent de personnaliser des informations issues de bases de données (typique-
ment contenant la description de produits commerciaux).
Selon l’application l’utilisateur cible est plus ou moins défini. Il conserve les caractéris-
tiques générales d’un utilisateur (cf. § 1.2.1.1).
Principe
La prédiction de l’utilité des items d’information se fait sur la base de l’activité passée
du ou des utilisateurs. Le modèle de l’utilisateur contient alors l’historique de l’utilité qu’il
a associée, implicitement ou explicitement, aux items déjà consultés.
Lorsque la personnalisation est basée sur le contenu [Pazzani et Billsus, 2007], l’utilité
d’un item est déterminée sur la base de l’utilité précédemment attribuée par l’utilisateur à
des items considérés comme similaires.
Lorsque la personnalisation est basée sur le comportement collectif [Schafer et al., 2007],
le système prédit l’utilité d’un item sur la base de celle exprimée précédemment par un autre
utilisateur jugé proche du premier.
Modélisation du domaine
Selon les caractéristiques du domaine d’information, on trouve deux manières de modé-
liser le domaine.
Lorsque le système fournit des items textuels, on retrouve les techniques de modélisation
classique employées en RI (cf. § 1.5.1), à savoir la représentation sous forme de vecteurs de
mots-clés pondérés ainsi que tous les dérivés existants.
Lorsque le contenu est plus structuré, le domaine consiste généralement en un ensemble
de produits ou de services (billets d’avion, séances de cinéma, livres, etc.) stockés dans une
base de données ; la modélisation du domaine est alors assurée par l’administrateur du sys-
tème ou bien par les utilisateurs eux-mêmes.
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Modélisation de l’utilisateur
Les modèles utilisateur de ce genre de système sont communément appelés « memory
based models » [Mobasher, 2007] car les modèles contiennent l’historique des interactions
de l’utilisateur avec les items d’information. La modélisation de l’utilisateur est alors triviale
et consiste simplement à enregistrer la liste des couples (items, utilité) recueillis au fur et à
mesure de l’utilisation du système. On comprend alors clairement les raisons qui poussent
à qualifier de fainéant ce principe d’apprentissage : « lazy learning » [Montaner et al., 2003;
Mobasher, 2007].
Bien que tous les systèmes ne prennent pas en compte le problème de l’évolution des
intérêts de l’utilisateur, ce dernier est communément mis en œuvre grâce à l’oubli des
exemples les plus vieux. Cela peut être fait très brutalement via la suppression pure et
simple des cas obsolètes ou bien plus graduellement via la diminution progressive de l’in-
fluence des couples les plus anciens.
Matching
Etant donné la simplicité de la modélisation de l’utilisateur, la majeure partie des trai-
tements relatifs à la personnalisation est effectuée par le composant de matching. L’utilité
d’un item d’information est calculée en deux étapes : le système détermine (i) les plus proches
voisins à partir desquels (ii) il calcule l’utilité de l’item considéré.
Détermination des plus proches voisins. cette étape est assurée grâce à l’utilisation d’une
heuristique de mesure de similarité, soit entre items dans le cas de la personnalisation basée
sur le contenu, soit entre profils d’utilisateurs dans le cas de la personnalisation basée sur
l’activité collective.
Lorsque l’utilité est basée sur un contenu structuré, la similarité est souvent calculée
grâce à la mesure de la distance Euclidienne. Lorsque le contenu est textuel, l’heuristique
la plus populaire est celle de la similarité du cosinus entre les vecteurs de termes des
items [Pazzani et Billsus, 2007].
La similarité entre deux utilisateurs est communément calculée via la corrélation linéaire
de Bravais-Pearson [Resnick et al., 1994]. En d’autres termes, deux utilisateurs sont considé-
rés comme proches lorsque ceux-ci ont associé une utilité similaire aux mêmes items. Cette
mesure a bien évidemment été raffinée en fonction des spécificités de chaque application.
Par exemple, [Breese et al., 1998] propose une amélioration de cette mesure grâce à la détec-
tion d’items populaires (appréciés par beaucoup d’utilisateurs) qui ne véhiculent pas d’in-
formation fiable sur la similarité entre utilisateurs.
Calcul de l’utilité. Lorsque la personnalisation se base sur le contenu, la pertinence est
calculée en fonction de celle des k plus proches éléments. La fonction de calcul consiste
à agréger l’utilité de chaque élément, le plus souvent grâce à une moyenne qui peut être
pondérée pour prendre en compte la similarité de chaque voisin.
Lorsque l’utilité est calculée via l’activité collective, la pertinence d’un item est calculée
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sur la base de la pertinence qui a été associée par les k utilisateurs les plus proches. Une
fois ces k pertinences récupérées, elles sont agrégées de la même façon que dans le cas de la
personnalisation basée sur le contenu [Schafer et al., 2007].
Présentation et effet d’adaptation
Ce principe de personnalisation est très souvent appliqué à la recommandation et au
filtrage, le principal effet d’adaptation est donc la génération de liens.
Discussion
L’utilisation de la similarité du contenu des items ou des utilisateurs s’avère une straté-
gie relativement aisée à mettre en place car il n’y a pas à proprement parler d’apprentissage,
mais simplement application d’une heuristique sur l’historique d’interactions des utilisa-
teurs. Ainsi, on obtient un système très réactif, qui s’adapte en temps réel dès l’ajout d’un
nouvel élément dans l’historique.
Le problème majeur de ce genre d’approches découle du fait qu’il n’y a pas de réel ap-
prentissage. En effet, cela implique que tous les traitements (calcul des voisins et agrégation
de l’utilité) doivent être faits en temps réel. Ainsi, dès que le domaine d’information devient
conséquent et notamment lorsque le nombre d’utilisateurs excède une certaine limite, ce
principe n’est plus applicable en temps réel. Afin de pallier ce problème majeur, les applica-
tions réelles partitionnent périodiquement l’ensemble des utilisateurs grâce à des techniques
de clustering afin de réduire l’ensemble des voisins possibles [Schafer et al., 2007].
Les apports et les limites propres aux aspects « content based » ou « collaborative based »
sont évoqués respectivement dans les sections 1.2.4.2 et 1.2.4.3.
D’un point de vue de l’adaptation, le constat est similaire aux systèmes dérivés de RI :
l’adaptation n’est fonction que du contenu du profil et du domaine d’information. De plus,
lorsque le filtrage ou les recommandations sont purement collaboratives, le système est inca-
pable de s’adapter de manière pertinente aux utilisateurs marginaux qui ont, par définition,
des comportements différents de la majorité des utilisateurs.
1.6.2 Approches basées sur l’apprentissage artificiel
La personnalisation peut être considérée comme un problème d’apprentissage de la
« fonction d’utilité ou de classification » de l’utilisateur [Webb et al., 2001]. C’est dans cette
optique que certains systèmes utilisent l’apprentissage artificiel afin d’adapter le matching
du système. Ils sont qualifiés de « model based » car, contrairement aux systèmes basés sur
les plus proches voisins, ils se focalisent sur l’apprentissage d’un modèle de prédiction de
l’utilité des items d’information.
Le domaine d’information est généralement ouvert, dynamique et contient soit des in-
formations textuelles, soit des informations plus structurées, généralement issues de bases
de données.
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Selon l’application, l’utilisateur cible est plus ou moins défini. Il conserve les caractéris-
tiques générales d’un utilisateur (cf. § 1.2.1.1).
Principe
La tâche de personnalisation est ramenée à une tâche d’apprentissage supervisé. Via un
feedback explicite ou implicite, le système récolte une base d’apprentissage composée de
couples (item, utilité), où l’utilité peut être une valeur numérique ou tout simplement un
valeur discrète correspondant à une classe (par ex. intéressant/indifférent/non intéressant).
Cette base d’apprentissage est généralement stockée dans le modèle de l’utilisateur. Elle
est alors utilisée afin d’apprendre une fonction d’utilité ou de classification qui, une fois
entraînée, sera directement utilisée par le composant fonctionnel de matching.
Bien que l’on trouve classiquement ce genre d’approches appliquées au filtrage basé sur
le contenu, certains systèmes utilisent l’information issue de l’activité collective afin d’ap-
prendre la fonction d’utilité. Ils utilisent alors l’utilité fournie par les utilisateurs considérés
comme proches afin de constituer une base d’apprentissage. Ainsi, pour chaque utilisateur,
le système apprend un modèle de prédiction basé sur le comportement de ses voisins.
Modélisation du domaine
Lorsque l’information est structurée, la modélisation du domaine est généralement as-
surée manuellement par l’administrateur ou l’utilisateur via l’injection d’enregistrements
dans une base de données.
Lorsque l’information est non structurée et textuelle, la modélisation du domaine dé-
pend de l’algorithme d’apprentissage utilisé.
Si ces algorithmes n’acceptent en entrée qu’un ensemble limité de caractéristiques des-
criptives (données de dimensions restreintes), alors il est nécessaire d’effectuer un certain
nombre de prétraitements qui consistent généralement à extraire les n termes qui repré-
sentent le mieux le texte considéré. On trouve bien souvent les techniques d’indexation
classiques de RI, dont la lemmatisation, la suppression de mots vides (stop words) et la
représentation sous forme vectorielle avec pondération ou non (cf. § 1.5.1).
Si au contraire, l’algorithme est capable de traiter des items composés d’un grand
nombre de dimensions, le prétraitement est moins important mais on retrouve tout de même
les classiques lemmatisation et suppression de mots vides.
Modélisation de l’utilisateur
La modélisation de l’utilisateur consiste à apprendre le modèle de décision de l’utili-
sateur. En pratique ce modèle est un classifieur construit grâce à un algorithme d’appren-
tissage qui est entraîné à partir d’une base d’exemples [Mladenic, 1999; Pazzani et Billsus,
2007]. Cette base est collectée généralement au fur et à mesure de l’utilisation du système,
via un feedback explicite ou implicite.
Selon l’algorithme utilisé et ses propriétés intrinsèques, l’apprentissage peut se faire « en
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ligne » de façon incrémentale ou bien de façon plus monolithique via un réapprentissage
intégral d’un nouveau modèle lorsque la base d’exemples a relativement évolué. La quasi
totalité des algorithmes de classification standards ont été expérimentés.
Parmi ceux-ci, on trouve tout d’abord les arbres de décisions [Kim et al., 2001] et les
techniques d’induction de règles de décision [Cohen, 1996]. Ces méthodes sont particuliè-
rement adaptées lorsque le domaine d’information est structuré et possède peu de dimen-
sions. Lorsque ce n’est pas le cas, et particulièrement pour la classification de textes, il est
nécessaire de porter une attention toute particulière au prétraitement de ces informations
afin de réduire au mieux leur dimension. Le principal point fort des arbres et des règles de
décision réside dans le fait que le modèle produit est lisible et relativement compréhensible
par l’utilisateur.
En second lieu, les algorithmes de classification linéaire sont réputés efficaces face à des
données de grandes dimension et donc particulièrement adaptés aux textes. L’apprentissage
consiste à définir un vecteur à n dimensions (où n est la dimension des items) dont le produit
scalaire avec le vecteur représentant l’item donne une valeur numérique. Cette valeur numé-
rique est alors utilisée soit directement comme une mesure de pertinence, soit comme critère
de classification binaire en fonction d’un seuil (pertinent/non pertinent). La différence entre
les versions de classifieurs réside principalement dans la façon dont le vecteur est défini.
On peut notamment citer l’algorithme de Widrow-Hoff et de EG (Exponentiated Gradient)
[Lewis et al., 1996] qui permettent un apprentissage incrémental. Dans la même optique, les
classifieurs dits à vaste marge ou machines à vecteur de support (SVM) s’avèrent relative-
ment efficaces dans ce genre de problèmes caractérisés par peu d’exemples d’apprentissage
et par des données de grandes dimensions [Joachims, 1998].
Parmi les techniques statistiques, la classification bayésienne naïve s’avère une solution
efficace face à des données de grande dimension. Malgré la violation claire de l’hypothèse
d’indépendance de l’occurrence de mots dans les textes, cette méthode bénéficie d’un socle
théorique solide et a été appliquée avec succès à des problèmes de personnalisation [Pazzani
et Billsus, 1997].
Enfin, quelques études se sont essayées à l’induction de réseaux bayésiens ou à l’appli-
cation de réseaux de neurones artificiels [Mladenic, 1999; Boughanem et al., 2001; Pazzani et
Billsus, 2007].
Matching
Le matching utilise directement le modèle de décision qui a été appris lors de la modéli-
sation de l’utilisateur. On peut alors considérer que, dans ce genre de SHA, le matching est
équivalent au modèle de l’utilisateur.
Présentation et effet d’adaptation
Tout comme les précédentes stratégies, l’effet d’adaptation se confine généralement à
la génération de liens ou bien plus rarement à l’annotation des liens les plus susceptibles
d’intéresser l’utilisateur [Joachims et al., 1997].
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Discussion
Tout comme les précédents systèmes, l’emploi d’algorithmes d’apprentissage artificiel
permet aux SHA de s’adapter à un environnement ouvert et dynamique, structuré ou non.
Au lieu d’appliquer simplement une heuristique sur les données présentes dans le profil, ces
approches infèrent un modèle de décision propre à l’utilisateur. Etant donné que la fonction
de décision peut être calculée hors ligne, ce modèle supporte mieux le passage à l’échelle
que les plus proches voisins.
Mis à part les règles et les d’arbres de décision, le modèle généré est généralement diffi-
cilement interprétable. Il est alors ardu d’expliquer les résultats donnés à l’utilisateur ce qui
rend le processus de personnalisation quelque peu opaque. De plus, lorsque l’apprentissage
du modèle est effectué hors ligne, il s’écoule un laps de temps non négligeable (au mieux
quelques heures au pire quelques jours) avant que les dernières informations récoltées au-
près de l’utilisateur ne soient prises en compte.
D’un point de vue de l’adaptation à l’utilisateur, ce type d’approche permet d’obtenir
une fonction de matching inférée à partir des informations récoltées implicitement ou ex-
plicitement. Bien que cela en fait une méthode des plus adaptatives, on peut remarquer que
les algorithmes d’apprentissage utilisés ont été conçus sur la base d’hypothèses fortes qui
ne sont pas souvent vérifiées dans les applications réelles (surtout lorsque c’est le contexte
utilisateur qui est appris). De plus, ces algorithmes dépendent fortement de certains pré-
traitements (sélection de caractéristiques/stop words, lemmatisation). Etant donné que le
domaine d’information évolue, ces prétraitements deviennent nécessairement désuets et,
de facto, détériorent les performances de l’apprentissage. Enfin, comme pour les autres sys-
tèmes, l’adaptation n’est seulement assurée que par l’évolution de la base d’apprentissage,
c.-à-d. des données récoltées à partir de l’utilisateur. Il n’y a aucune remise en cause, de
l’interprétation du feedback, de l’effet d’adaptation, de la modélisation du domaine d’infor-
mation et de l’algorithme d’apprentissage.
1.6.3 Approches basées sur les Algorithmes Évolutionnaires
L’adaptation à l’utilisateur peut être vue comme un problème de recherche de la fonc-
tionnalité d’accès à l’information optimale parmi l’ensemble des fonctions possibles. Les
algorithmes évolutionnaires (AE), qui s’inspirent de la théorie de l’évolution Darwinienne,
ont justement montré leur efficacité dans l’optimisation de la fonctionnalité des systèmes
artificiels par sélection, croisement et mutation génétique.
Outre l’algorithme génétique (AG) classique (introduit par [Holland, 1975]), bien connu
pour son adéquation à l’exploration de l’espace des paramètres de systèmes artificiels, tous
les dérivés de cette approche ont été appliqués aux SHA. On trouve tout d’abord l’emploi
de systèmes de classeurs (Learning Classifier Systems ou LCS) [Holland, 1986] qui allie AG
standard et apprentissage par renforcement pour l’optimisation d’une base de règles « dé-
cision→ action ». Puis les algorithmes dits mémétiques [Moscato, 1999], qui combinent ap-
prentissage local (des individus) et exploration génétique de l’espace de recherche, ont été
employés notamment pour leur vitesse de convergence accrue. Enfin, on trouve quelques
applications de la programmation génétique [Langdon et Koza, 1998], qui, quant à elle, per-
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met d’explorer un espace de recherche plus vaste. Au lieu de se confiner à l’espace des
paramètres d’un programme, ce genre d’algorithme explore l’espace des compositions pos-
sibles de briques fonctionnelles élémentaires ; pour peu que ces éléments soient suffisants, il
en émerge de nouvelles structures adaptées à l’environnement.
Les algorithmes évolutionnaires étant dédiés à la problématique de l’adaptation de la
fonctionnalité des systèmes artificiels, il n’est pas étonnant qu’ils aient été appliqués au
filtrage et à la recherche d’information dans des domaines d’information ouverts et dyna-
miques. Bien que l’on trouve certains systèmes qui exploitent en partie des informations col-
laboratives [Balabanovic´ et Shoham, 1997], le matching se base généralement sur le contenu
des informations.
Selon l’application, l’utilisateur cible est plus ou moins défini. Il conserve les caractéris-
tiques générales d’un utilisateur (cf. § 1.2.1.1).
Principe
La généricité de l’approche évolutionnaire lui permet d’être appliquée sur chaque fonc-
tionnalité mise en œuvre au sein d’un SHA. Aussi, dans la littérature, cette technique d’op-
timisation est appliquée à une ou plusieurs des trois fonctionnalités principales, à savoir la
modélisation de l’utilisateur, la modélisation du domaine d’information et le matching.
La modélisation de l’utilisateur est naturellement celle qui est le plus souvent assurée par
des AE. L’idée est alors de générer une population d’individus « profil utilisateur » parmi
lesquels seulement ceux qui donnent lieu à la sélection d’items d’information pertinents
sont sélectionnés et reproduits.
Les AE ont aussi été employés afin de rechercher les sources d’information et les stra-
tégies de parcours du domaine d’information adaptées à l’utilisateur. Dans le contexte de
la modélisation du domaine d’information, chaque individu représente une source d’infor-
mation (un moteur de recherche ou un flux d’information) ainsi qu’un jeu de paramètres
qui influencent la récupération d’information (nombre de mots-clés à employer, vecteurs de
mots-clés pour filtrage, etc.). Les individus qui contribuent à proposer des documents en
adéquation avec le besoin de l’utilisateur sont alors ceux qui sont jugés les plus viables.
Enfin, plus marginalement, on trouve l’utilisation d’approches évolutionnaires pour la
recherche et l’optimisation de la fonction de matching. Ici les individus correspondent à des
fonctions de similarité et, comme pour les précédentes approches, la fonction de « fitness »
se base sur le jugement de pertinence exprimé par l’utilisateur.
Modélisation du domaine
Les items d’information sont la plupart du temps représentés par des vecteurs de mots-
clés pondérés sur la base de mesures statistiques classiques telles que tf× idf (c.f. § 1.5.1). Si
certains systèmes [Sheth et Maes, 1993; Desjardins et Godin, 2000] se contentent de récupérer
ces documents et de les référencer au sein d’un index central à la manière des moteurs
de recherche classiques, d’autres proposent d’adapter la manière dont les documents sont
découverts.
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Dans cette optique le système Amalthaea [Moukas, 1997] est un système multi-agent qui
contient un ensemble d’agents de découverte d’information (information discovery agents).
Chaque agent est un individu de l’algorithme génétique, il est spécialisé dans la récupéra-
tion d’informations au travers d’une seule source d’information (i.e. moteur de recherche,
news groups, portail d’actualités, e-mails). La sélection et la reproduction génétique per-
mettent alors d’adapter la synchronisation avec le domaine d’information.
D’autres systèmes utilisent les algorithmes évolutionnaires pour optimiser et adapter
la manière dont le domaine d’information est représenté par catégorisation adaptative des
items d’information. Dans [Balabanovic´ et Shoham, 1997], la modélisation du domaine d’in-
formation consiste en la sélection et la spécialisation d’agents de collection (« collection
agents »). Ces agents sont chargés de collecter des documents relatifs à un domaine ou à
un thème précis. L’utilisation d’un algorithme évolutionnaire (proche des systèmes de clas-
seurs) sur cette population d’agents permet alors d’obtenir des agents spécialisés dans des
thèmes précis, qui sont en adéquation avec les intérêts du ou des utilisateurs.
D’une manière assez similaire, [Tjoa et al., 1997] propose un système de classification
et de filtrage de courrier électronique. Le système est composé d’agents chargés d’estimer
l’appartenance des messages à un domaine d’intérêt (au préalable donné par l’utilisateur).
Pour ce faire, chaque agent (ou individu) est caractérisé par un vecteur de mots-clés pon-
dérés qui est utilisé pour estimer (par mesure de similarité) si un message peut faire partie
de la catégorie en charge de l’agent. C’est encore le feedback de l’utilisateur qui détermine
l’adéquation (fitness) de chaque individu. L’évolution de l’ensemble des agents permet alors
d’optimiser la classification automatique des messages.
Modélisation de l’utilisateur
L’optimisation du modèle de l’utilisateur par approche évolutionnaire consiste classi-
quement à optimiser le ou les vecteurs de mots-clés qui représentent les intérêts de l’utilisa-
teur (qui seront utilisés par le matching afin de calculer la pertinence des items d’informa-
tion cf. § 1.5.1).
Certains systèmes comme Amalthaea [Moukas, 1997] utilisent un algorithme génétique
classique. Cependant, utiliser seulement la sélection, le croisement et la mutation comme
opérateurs de base de l’optimisation implique un grand nombre de générations pour arri-
ver à une solution acceptable. Pour cette raison d’autres systèmes ont opté pour les algo-
rithmes mémétiques qui combinent à la fois apprentissage local et optimisation génétique.
[Sheth et Maes, 1993; Desjardins et Godin, 2000] mettent en œuvre ce genre de stratégie :
les documents qui se sont révélés pertinents sont utilisés pour mettre directement à jour le
vecteur de mots-clés des agents qui les ont proposés. Cet apprentissage individuel permet
alors d’accélérer la convergence du système.
Si Fab [Balabanovic´ et Shoham, 1997] utilise un algorithme évolutionnaire afin d’opti-
miser la modélisation du domaine d’information, la modélisation de l’utilisateur n’est pas
effectuée grâce à un algorithme génétique. En effet, l’utilisateur est représenté à l’aide d’un
vecteur de mots-clés qui est mis à jour sur la base des documents consultés et de la perti-
nence que l’utilisateur lui a associé (cf. § 1.5.1).
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Matching
Les items d’information sont généralement sélectionnés grâce à l’ensemble des individus
représentant le profil de l’utilisateur [Sheth et Maes, 1993; Balabanovic´ et Shoham, 1997; Des-
jardins et Godin, 2000]. Pour ce faire, chaque individu propose un ou plusieurs documents
associés à une confiance (calculée à l’aide d’une mesure de similarité qui lui est propre). Le
système collecte alors chaque item, et les classe à la fois selon la confiance associée à l’item et
selon la mesure d’adéquation (de fitness) associée à l’individu qui a proposé l’item (ce sont
les propositions des agents les plus adéquats qui sont les plus prises en compte).
Le système CIFS [Tjoa et al., 1997], assiste l’utilisateur en lui suggérant de manière proac-
tive l’action à effectuer lorsqu’un nouveau message arrive dans sa boîte aux lettres électro-
nique (i.e. répondre, supprimer le mail, ranger le mail dans un répertoire, etc.) Dans cet
objectif, il met en œuvre un système de classeurs (LCS) qui permet d’optimiser la sugges-
tion en fonction des informations présentes dans le mail en question. En ce sens, c’est bien
la fonction de matching qui est optimisée.
Dans un contexte plus proche de la recherche d’information personnalisée, [Fan et al.,
2006] applique la programmation génétique à l’adaptation de la fonction de calcul de simi-
larité pour un utilisateur et une requête donnés. Chaque individu représente une fonction
potentielle, qui consiste en une combinaison d’opérateurs unitaires assemblés sous forme
d’arbre et dont les feuilles sont des mesures statistiques telles que la fréquence d’un terme
de la requête dans un document (tf ), son inverse (idf ), la taille du corpus, etc. Bien que cette
approche évolutive permette alors d’adapter progressivement la fonction de similarité aux
besoins de l’utilisateur, la recherche génétique ne concerne qu’une requête. C’est pour cela
que Fan précise bien que cette approche ne se prête pas à la recherche d’information gé-
nérique mais plutôt à l’accès à une information concernant un sujet précis spécifié par un
requête unique.
Présentation et effet d’adaptation
Dans le cadre des SHA, les algorithmes évolutionnaires sont généralement appliqués à la
recherche d’information et au filtrage d’information, le principal effet d’adaptation employé
est alors tout naturellement la génération de liens.
Discussion
L’application de l’approche génétique aux SHA s’avère pertinente. En effet, les algo-
rithmes génétiques ont montré leur généricité et leur capacité à proposer des solutions adé-
quates parmi un vaste espace de recherche. Utiliser le feedback de l’utilisateur comme critère
de sélection des solutions possibles permet alors d’optimiser, voire d’adapter le comporte-
ment de certaines fonctionnalités directement en fonction du retour utilisateur.
Les algorithmes génétiques sont cependant limités par leur propre principe de fonction-
nement. L’efficacité des approches évolutives sont largement dépendantes (i) de la manière
dont les caractéristiques des individus sont codées dans le génome, (ii) de la stratégie de croi-
sement de gènes et (iii) du taux de mutation. De plus, l’optimisation génétique nécessite un
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grand nombre de générations avant de trouver une solution adéquate, or chaque génération
nécessite sa phase de sélection et donc au moins un retour de l’utilisateur. On mesure alors
le nombre de sollicitations que le système est susceptible de générer. Certes, l’approche mé-
métique corrige partiellement cet inconvénient grâce à l’ajout d’un apprentissage local qui,
de fait, accélère la convergence du système. Cependant, dans le cadre des SHA, force est de
constater que l’application des algorithmes génétiques reste généralement confinée à l’opti-
misation de modèles statistiques classiques issus du domaine de la recherche d’information
et dont les limites sont clairement connues. Bien qu’il n’existe pas clairement d’approche
générique plus performante que le modèle statistique, il est légitime de s’interroger sur les
enjeux de l’optimisation d’un modèle dont on connaît par avance les limites (cf. § 1.5.1).
1.7 Synthèse
Le tableau 1.1 donne une vue synthétique des particularités de chaque classe de SHA
étudiée au cours de ce chapitre. Y figurent tout d’abord les caractéristiques de l’environne-
ment (cf. § 1.2.1), le principe de matching (cf. § 1.2.4) et les effets d’adaptation (cf. § 1.2.5)
dont fait usage chaque type de SHA. Puis, les modules fonctionnels sont mis en parallèle au
travers de trois dimensions :
Automatique : est-ce que la fonctionnalité est assurée de manière automatique ? Est-elle
assurée manuellement par un utilisateur ?
Technique : quelle est la/les technique(s) généralement employée(s) ?
Mise à jour : la fonctionnalité est-elle mise à jour ? En d’autres termes, est-elle, elle-même
adaptative ?
Les modèles de l’utilisateur et du domaine sont ensuite décrits selon deux axes :
Représentation : quelle est la représentation employée ?
Mise à jour : le modèle est-il mis à jour par le SHA ? En d’autres termes, le SHA adapte-il
les données du modèle au fur et à mesure de l’utilisation ?
Enfin, les ressources requises par les fonctionnalités de chaque classe de SHA sont caracté-
risées.
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Stéréotype À base de règles
Vecteurs de mots-
clés
Réseaux 
terminologiques ou 
sémantiques
Modélisation 
conceptuelle
Plus proches 
voisins
Apprentissage 
artificiel
Approches 
évolutionnaires
Structuré ++ ++ -- -- -- ± ± -
Ouvert -- -- ++ ++ ++ ++ ++ ++
Dynamique -- -- ++ ++ ++ ++ ++ ++
Intérêts ++ - ++ ++ ++ ++ ++ ++
Connaissances -- ++ -- -- -- -- -- --
Tâche/But -- + -- -- -- -- -- --
++ ++ -- -- -- -- -- --
-- -- ++ ++ ++ ++ ++ ++
-- -- -- -- -- ++ + -
Suppression ou 
annotation des liens
- ++ - - - - - --
Réarrangement de 
liens
- + -- -- -- -- -- --
Génération de liens ++ + ++ ++ ++ ++ ++ ++
Structure - + -- -- -- -- -- --
Version - ++ -- -- -- -- -- --
Automatique -- ++ ++ ++ ++ ++ ++ ++
Technique
études 
marketing
exécution de 
règles
construction / 
maintenance de 
vecteurs ad hoc
construction / 
maintenance de 
réseaux ad hoc
coloration de 
hiérarchies de 
concepts
mémorisation 
d'interactions
apprentissage 
artificiel 
supervisé
évolution du 
modèle (vecteur 
de mots-clés)
Mise à jour -- -- -- -- -- -- -- --
Automatique -- -- ++ ++ ++ ± ± ++
Technique
ingénierie 
standard
ingénierie 
standard
indexation 
classique RI
indexation 
sémantique ad hoc
classification de 
texte
ingénierie 
standard / RI
ingénierie 
standard / RI
RI / 
classification 
évolutive
Mise à jour -- -- -- -- -- -- -- ±
Automatique ++ ++ ++ ++ ++ ++ ++ ++
Technique
exécution de 
règles
exécution de 
règles
heuristique de 
similarité
heuristique de 
similarité ad hoc
heuristique de 
similarité ad hoc
k plus proches 
voisins
utilisation du 
classifieur 
(modèle de 
l'utilisateur)
heuristique de 
similarité
Mise à Jour -- -- -- -- -- -- ++ -
Automatique ++ ++ ++ ++ ++ ++ ++ ++
Technique
algorithme     
ad hoc
exécution de 
règles
algorithme        
ad hoc
algorithme             
ad hoc
algorithme         
ad hoc
algorithme      
ad hoc
algorithme        
ad hoc
algorithme        
ad hoc
Mise à jour -- -- -- -- -- -- -- --
Représentation stéréotype
historique 
d'interactions / 
modèle formel
vecteur(s) de 
mots-clés
réseaux 
term./sémantiques
taxonomie
couples 
(item,utilité)
classifieur
vecteur(s) de 
mots-clés
Mise à jour -- ++ ++ ++ ++ ++ ++ ++
Représentation
base de 
données
modèle structuré
vecteurs de mots-
clés
vecteurs de mots-
clés / techniques ad 
hoc
association   
(item, concepts)
base de 
données / 
vecteurs de 
mots-clés
base de données 
/ vecteurs de 
mots-clés
vecteurs de 
mots-clés
Mise à jour -- -- ++ ++ ++ ± ± ++
Type ! !
stop words 
lemmatisation
stops words 
lemmatisation 
ressources 
sémantique 
taxonomie / base 
d'apprentissage 
classification de 
texte
stop words et 
lemmatisation  
si domaine non 
structuré
stop words et 
lemmatisation    
si domaine non 
structuré
stop words 
lemmatisation
Mise à jour ! ! -- -- -- -- -- --
C
ar
ac
té
ri
st
iq
u
es
Effet 
d'adaptation
Navigation
Environnement
Domaine
Utilisateur
Knowledge Based
Content Based
Principe de 
Matching
Classes de SHA
Modèle 
domaine
Ressources 
requises
Données
Présentation
Fonctionnalités
Modélisation 
utilisateur
Intelligence Artificielle
Contenu
Modélisation 
domaine
Matching
Modèle 
utilisateur
Recherche d'InformationIngénierie des Connaissances
Collaborative Based
Légende : (++) caractéristique quasi omniprésente, (+) caractéristique majoritai-
rement présente, (±) caractéristique présente au moins dans la moitié des systèmes
étudiés, (−) caractéristique peu présente, (−−) caractéristique quasi inexistante.
Tableau 1.1 — Synthèse comparative des différentes techniques de personnalisation
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1.7.1 Lecture du tableau selon l’axe des caractéristiques
La lecture de ce tableau selon l’axe des caractéristiques permet de déterminer si ces der-
nières sont globalement présentes ou, au contraire, quasiment inexistantes.
Tout d’abord on peut remarquer qu’une majorité de SHA est confrontée à un environ-
nement non structuré, ouvert et dynamique. Cela n’est pas étonnant dans la mesure où cela
correspond aux caractéristiques des réseaux d’information actuels. Cette exploitation auto-
matique d’information non structurée restreint de plus la quantité de connaissances utili-
sables pour l’adaptation, et donc limite fortement l’application de l’adaptation aux connais-
sances, à la tâche et au but de l’utilisateur. La génération de liens constitue alors la technique
la plus utilisée, d’autant plus qu’elle est tout à fait adaptée aux systèmes Web personnalisés
les plus populaires, i.e. la recherche, les recommandations et le filtrage d’information.
D’autre part, l’utilisation d’informations provenant de l’activité collective semble peu
répandue. Bien que l’utilisation de ce genre d’information soit limitée aux deux dernières
classes de systèmes, le développement du Web et du commerce en ligne a largement contri-
bué à l’application de ce principe.
Il est également possible de remarquer que la modélisation de l’utilisateur est globale-
ment automatisée alors qu’elle l’est moins pour la modélisation du domaine (d’autant plus
qu’il est structuré). Cela peut sembler normal dans la mesure où la préoccupation principale
des concepteurs de ces systèmes est de s’adapter à l’utilisateur ; l’adaptation au domaine est
un problème moins prioritaire. Ce constat est bien évidemment transposable à la mise à jour
automatique des modèles utilisateur et du domaine d’information.
Lorsque le domaine est non structuré et ouvert, la modélisation manuelle n’est pas envi-
sageable ; les différentes fonctionnalités des systèmes font alors généralement usage de tech-
niques classiques de RI et de ressources statiques dédiées au traitement du langage naturel
– exploitées soit pour prétraiter les données, soit pour extraire des informations sémantiques
des données textuelles analysées.
A part le module fonctionnel de matching basé sur l’apprentissage artificiel et celui de
modélisation du domaine basé sur des approches évolutives, force est de constater qu’il n’y
a aucun module fonctionnel capable d’adapter sa fonctionnalité. Cela n’est cependant pas
étonnant dans la mesure où la majorité des systèmes informatiques actuels partagent cette
propriété : la fonctionnalité globale ne change pas, ce sont les données relatives à l’utilisateur
qui évoluent et assurent l’adaptation.
1.7.2 Lecture du tableau selon l’axe des classes de SHA
Une lecture du tableau comparatif selon l’axe des classes de SHA permet d’identifier les
particularités ainsi que les points communs des différentes familles de SHA. Un premier re-
gard au travers de cet axe met d’ailleurs en évidence les points communs que les différentes
approches partagent au sein d’une même famille de systèmes ; ceci surtout lorsque l’on exa-
mine les caractéristiques de l’environnement. Chaque famille de systèmes, constitue donc
un pool de solutions possibles dédiées à une classe de problèmes donnée.
Les systèmes issus de l’Ingénierie des Connaissances ont pour particularité de nécessiter
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une modélisation manuelle du domaine d’information. Le domaine est alors clos (non ou-
vert, et non dynamique) mais est décrit de manière structurée. Comme les données fournies
par le système sont connues a priori, l’adaptation des informations peut être poussée très
loin. Par exemple, les systèmes à base de règles sont capables – lorsque cela l’a été explici-
tement programmé – d’adapter leurs réponses aux connaissances, à la tâche ou au but. La
contrepartie évidente de ces capacités réside dans la rigidité de tels systèmes, nécessitant
obligatoirement une mise à jour manuelle (et donc coûteuse) dès que l’on veut ajouter de
nouvelles informations. En effet, les modules fonctionnels sont généralement mis en œuvre
via l’exécution de bases de règles ou d’algorithmes ad hoc, spécialement adaptés au contenu
du domaine d’information.
Tous les systèmes dérivés de la Recherche d’Information sont conçus dans le but de
faire face à un environnement ouvert et non structuré, ils ne s’adaptent en général qu’aux
intérêts de l’utilisateur, via la génération de liens. Tous les modules fonctionnels sont pris en
charge par le système permettant la modélisation de l’utilisateur et du domaine de manière
automatique. Les trois classes de ce genre de SHA se distinguent par le degré de sémantique
qu’ils sont capables d’extraire à partir de textes : plus le niveau de sémantique est élevé, plus
les systèmes sont dépendants de ressources sémantiques. Ils sont cependant limités par le
fait que ces ressources sont statiques et réduisent de fait leur applicabilité à un domaine
d’information dont les connaissances évoluent.
Enfin, la généricité des approches basées sur l’intelligence artificielle leur a permis d’être
appliquées à des domaines d’information de tout type (qui peut le plus, peut le moins).
Ce genre de systèmes est généralement appliqué au filtrage ou à la recommandation d’in-
formation et fait principalement usage de la génération de liens comme effet d’adaptation.
Cette famille de systèmes se distingue par le fait qu’elle est la seule capable d’exploiter des
informations issues du comportement d’un groupe d’utilisateurs (collaborative based filte-
ring). Un autre point distinctif avec l’existant est le fait que parmi les deux dernières classes,
certains systèmes proposent des modules dont la fonctionnalité est capable d’évoluer afin
de s’adapter aux besoins de l’utilisateur. De par la présence de cette caractéristique, nous
considérons ces systèmes comme ceux qui ont poussé le plus loin le degré d’adaptation à
l’utilisateur.
1.8 Bilan
Au travers de cet état de l’art nous avons identifié les stratégies et les techniques mises
en œuvre dans l’objectif de fournir des informations adaptées à l’utilisateur. Cette étude
s’est articulée au travers de deux axes. Le premier nous a permis d’analyser les différents
systèmes au travers d’une même trame (cf. § 1.2). Le second nous a permis d’organiser notre
étude au travers d’une classification des approches sur la base de leur domaine d’origine (cf.
§ 1.3).
Parmi ces multiples systèmes, pour le moins hétérogènes quant aux approches dévelop-
pées, nous constatons divers points de focalisation, certains propres à une classe de sys-
tèmes, certains partagés par la majorité des travaux.
Le premier point de focalisation correspond tout naturellement à la question de la mo-
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délisation du contexte de l’utilisateur en fonction des objectifs du SHA considéré. En effet,
tout SHA doit se construire une représentation de l’utilisateur afin de produire un résultat
adéquat. Ce sont les systèmes issus de la première famille qui ont poussé le plus loin leurs
investigations dans cette direction. Cette première famille se cantonne à l’accès à un do-
maine d’information connu a priori, ce qui leur permet de modéliser précisément les aspects
du contexte utilisateur en rapport direct avec ce contenu [Brusilovsky et Millán, 2007]. La se-
conde famille de systèmes, ancrée dans le contexte de la recherche d’information personna-
lisée, s’est particulièrement focalisée sur la représentation des intérêts de l’utilisateur dans
un cadre totalement générique. Par voie de conséquence, ces travaux ont largement étudié
le traitement automatique du langage naturel et la représentation sémantique ou concep-
tuelle des items d’information et des intérêts de l’utilisateur.
Le second point de focalisation concerne la manière d’adapter, de présenter l’informa-
tion à l’utilisateur (cf. § 1.2.5). Pour les mêmes raisons que précédemment, c’est dans le
contexte de la première famille de SHA que les investigations ont été poussées le plus loin.
Elles ont d’ailleurs mené récemment au concept de méta-adaptation (cf. § 1.2.5.3). D’autre
part, les systèmes plus génériques, dont le domaine d’information est ouvert et non struc-
turé se sont restreints, par manque évident d’information, à la génération (voire l’annota-
tion) de liens.
Outre ces deux centres de préoccupation communs à tous les SHA, la dernière famille de
systèmes s’est focalisée sur des problématiques liées à l’apprentissage artificiel. En effet, ap-
pliquer l’apprentissage artificiel à l’adaptation à l’utilisateur constitue un véritable défi. Le
problème ne réside plus dans la manière de représenter le profil, mais dans le fait que les in-
formations obtenues à partir de l’utilisateur sont soit rares mais précises (feedback explicite)
soit abondantes mais floues (feedback implicite). D’autre part, l’adaptation aux évolutions
des préoccupations de l’utilisateur nécessite d’ignorer les informations devenues obsolètes
(oubli progressif). Ces algorithmes doivent donc être capables d’apprendre, d’oublier, de
s’adapter et de donner en temps réel des résultats précis à partir d’un ensemble restreint
d’exemples [Webb et al., 2001].
Toujours dans le cadre de l’apprentissage artificiel, nous pouvons citer un ensemble
de travaux qui se focalisent sur l’acquisition et la découverte d’informations à propos de
comportements individuels. Un système capable de collecter ce genre d’information peut
alors les utiliser afin d’adapter ses modalités d’interaction avec l’utilisateur courant. Ces
préoccupations abordent des problématiques d’apprentissage artificiel propres au domaine
du Data Mining [Mobasher, 2007]. Bien que ce domaine ne soit pas directement issu des
SHA, ces techniques ont été largement appliquées à ce genre de systèmes (notamment dans
le cadre de ceux dont le matching exploite des données collaboratives).
Malgré les progrès effectuées dans le champ de chacun de ces points de focalisation, mal-
gré l’expérience acquise au travers des multiples mises en application, force est de constater
que la problématique de l’adaptation de l’information à l’utilisateur manque d’une approche
globale considérant le SHA comme un système adaptatif à part entière. En effet, un certain
nombre d’acteurs du domaine des SHA (dont [Ashman et al., 2009]) pointent du doigt la
nécessité de mettre en place une évaluation plus scientifique, plus rigoureuse des SHA afin
d’identifier clairement quelle technique d’adaptation est adéquate à telle ou telle circons-
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tance. Bien que l’évaluation des systèmes soit effectivement une nécessité, cette approche ne
peut aboutir qu’à la définition de règles générales permettant de concevoir spécifiquement
les différents systèmes adaptatifs à leur application cible. Or, dans le contexte d’un environ-
nement ouvert et dynamique (principal défi des SHA), les caractéristiques des informations
à traiter, le but réel de l’utilisateur, son comportement, son état ne sont pas a priori définis
précisément. Par manque évident d’information, aucune de ces règles ne peut être appli-
quée. Nous pensons alors que la seule approche viable à long terme réside dans l’utilisation
d’un principe d’adaptation générique. Il est en effet préférable de fournir des fonctionnalités
construites sans présupposé sur le comportement de l’utilisateur afin qu’elles ne soient pas
en quelque sorte biaisées par des hypothèses qui deviennent nécessairement erronées avec
le temps ou lorsque l’utilisateur n’adopte pas le comportement standard a priori attendu.
La vision d’un SHA comme un système adaptatif dans son intégralité n’a, à notre
connaissance, jamais été explicitement abordée. Certes, les algorithmes génétiques pro-
posent une approche générique de l’adaptation des systèmes, mais le principe même des
AG ne peut être appliqué à l’échelle de l’ensemble des fonctionnalités d’un SHA. Nous pen-
sons que cette absence de considération de l’adaptation au niveau systémique constitue
le principal obstacle à dépasser afin de tendre vers des Systèmes Hypermédias réellement
adaptatifs.
Dans la suite de ce mémoire, nous proposons d’examiner les réponses possibles à ce
manque. Ainsi, le chapitre suivant présente les systèmes artificiels conçus dans l’objectif de
répondre aux problèmes d’adaptation. Il expose notamment l’approche par AMAS qui, par
l’exploitation de l’émergence par auto-organisation, semble constituer une solution origi-
nale et pertinente.
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2 Systèmes Adaptatifs pour lesSystèmes Hypermédia
« Ce qui est programmé, littéralement préécrit dans nos gènes, si tant est que
l’emploi de tels mots ait un sens, ce n’est ni notre identité, ni notre avenir, c’est
un ensemble de possibilités et de contraintes dont l’actualisation dépend en
permanence de notre histoire et de notre environnement »
Jean-Claude Ameisen – Dans la lumière et les ombres. Darwin et le bouleversement
du monde
LE précédent chapitre a dressé un panorama des diverses techniques mises en œuvre dansle but de fournir une information personnalisée, c.-à-d. adaptée à l’utilisateur. On me-
sure alors la difficulté de la conception de tels systèmes, notamment lorsqu’ils sont face à un
environnement ouvert où les documents sont peu (voire pas du tout) structurés, où l’infor-
mation est textuelle, où le langage évolue et où l’utilisateur change de centres d’intérêts. Les
systèmes mis en œuvre sont constitués de multiples fonctionnalités interdépendantes dont
le choix et la composition sont certes guidés par les besoins et les contraintes techniques
mais aussi par l’intuition et la sensibilité du concepteur. En effet, quantités de techniques
existent mais il n’y a pas, à ce jour, de solution algorithmique précise connue qui satisfasse
pleinement ce besoin générique d’adaptation de l’information à l’utilisateur.
Ce constat ne concerne évidemment pas seulement les SHA. Les systèmes informatiques
doivent fournir des fonctionnalités de plus en plus complexes, adaptées à un environnement
dynamique dont on ne peut connaître avec exactitude les caractéristiques au moment de la
conception. Face à ce genre de problèmes dits « difficiles », la conception des systèmes se fait
généralement « à tâtons », via le test progressif de combinaisons plus ou moins complexes
de techniques plus ou moins spécialisées. Bien que de cette manière, il soit possible d’obtenir
des compromis dont les performances sont acceptables dans certaines conditions, ce genre
de stratégies ne constitue généralement pas de solutions viables à long terme et implique
un maintien coûteux et constant de systèmes qui restent dans l’absolu non totalement adé-
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quats. De notre point de vue, un système fonctionnellement adéquat à long terme, c.-à-d.
capable de s’adapter à des contraintes totalement nouvelles, doit être doté de mécanismes
d’apprentissage génériques, qui lui permettent de découvrir par lui-même le comportement
adéquat.
Au cours de ce chapitre, nous définissons tout d’abord la notion d’adaptation au tra-
vers du couplage système/environnement. Cela nous permet d’évaluer l’inadéquation des
principales méthodes d’apprentissage classiquement employées. Puis, nous présentons l’ap-
proche par AMAS (Adaptive Multi-Agent System) qui, grâce à l’emploi des principes
d’émergence et d’auto-organisation, constitue une voie prometteuse vers une théorie gé-
nérale de l’apprentissage et de l’adaptation. Enfin, le contexte de nos contributions sera pré-
senté au travers de différentes instanciations de l’approche par AMAS au domaine des SHA.
2.1 Adaptation d’un système artificiel à un environnement ouvert
2.1.1 Définitions
L’étude des SHA et plus généralement des systèmes artificiels adaptatifs impose de dé-
finir clairement les notions de système, d’environnement ouvert et d’adaptation. Ici, nous nous
intéressons à des systèmes artificiels conçus afin de réaliser une certaine tâche, de fournir une
certaine fonctionnalité dans un environnement ouvert.
Le système est un système artificiel dont les frontières entre lui-même et l’environnement
sont bien définies. Nous supposons qu’il est constitué d’une quantité finie de ressources
matérielles et/ou logicielles dont un ensemble de capteurs – lui permettant de perce-
voir son environnement – et un ensemble d’effecteurs – lui permettant d’agir dans son
milieu –. L’exécution successive d’actions au travers de ses effecteurs en réponse à ses
perceptions constitue la fonctionnalité du système.
L’environnement dans lequel est plongé le système est ouvert, inaccessible, indéterministe,
dynamique et continu (cf. § 1.2.1.1). Cela implique que le système ne sera capable de per-
cevoir qu’un sous-ensemble de la réalité de l’environnement (inaccessible et continu),
qu’il ne peut être certain de l’effet d’une action qu’il entreprendra (indéterministe), et
que l’état de l’environnement peut changer à tout moment (dynamique).
Un système artificiel est généralement conçu dans le but de fournir un certain service.
Or, fournir un service stable et cohérent dans un environnement ouvert et en constante évo-
lution constitue un réel problème.
Dans un monde fermé et stable (accessible, déterministe, statique, discret), le concepteur
du système connaît à l’avance les caractéristiques de l’environnement, il est alors en me-
sure de spécialiser et d’optimiser le système pour exécuter une tâche précise. La conception
consiste alors à décrire les actions à effectuer en réponse à chaque état possible de l’environ-
nement.
Dans un monde ouvert, un système peut à tout moment se trouver confronté à des cir-
constances non prévues par le concepteur (au pire, même les lois du monde peuvent chan-
ger), il est donc illusoire de tenter de dresser une liste exhaustive des procédures spécifi-
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quement adaptées à la résolution de chaque cas. Il n’est alors plus question de spécialiser le
système, mais au contraire, il est question de le rendre générique, de lui donner la capacité
d’apprendre en temps réel et de manière autonome le comportement adapté à l’environne-
ment courant.
L’adaptation autonome est, à notre sens, la capacité d’un système à modifier dynamique-
ment, en temps réel et sans l’intervention d’une entité externe, sa manière d’agir en
fonction du comportement observé de l’environnement en réponse à ses actions et dans
le but de fournir un service, une fonctionnalité stable au travers du temps, malgré les
transformations de l’environnement.
2.1.2 Adaptation par couplage système-environnement
[Glize, 2001] explique que l’adaptation autonome d’un système se fait toujours relative-
ment à l’environnement dans lequel il est plongé. Le processus d’adaptation « n’est pas dans
le système, ni dans son environnement, mais dans l’entre deux », le système et l’environnement
s’influencent mutuellement au travers d’un couplage, très proche de la notion de couplage
structurel défini par [Maturana et Varela, 1980]. Autrement dit, le système agit dans l’envi-
ronnement afin de réaliser ce pour quoi il a été conçu ; l’environnement étant ouvert il n’est
cependant pas garanti que les actions entreprises par le système aient les effets espérés, ni
qu’une entité de l’environnement n’ait agi en contradiction avec le but du système pendant
le processus de décision de celui-ci, ni que l’état de l’environnement n’ait changé depuis
sa dernière perception. La « réponse » de l’environnement à l’action du système constitue
alors une pression, une contrainte que le système doit prendre en compte afin d’ajuster,
d’apprendre le comportement adéquat qui garantit la fonctionnalité attendue du système.
Environnement
Système
ActionFeedback
P2
P3
..
P1
Pn
A2
A3
..
A1
Am
F ?
Figure 2.1 — Couplage système-environnement
La figure 2.1 représente schématiquement un système artificiel plongé dans un environ-
nement ouvert (partie inférieure de la figure). Le système, schématisé dans la partie supé-
rieure de la figure, possède un ensemble P de perceptions et un ensemble A d’actions. Le
système est dit adéquat lorsque, grâce à la fonction F, il est capable d’associer à chaque en-
semble de perceptions, les actions qui lui permettent de fournir le service pour lequel il a été
conçu. Lorsque l’action exécutée n’est plus en adéquation avec l’environnement, ce dernier
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ne réagit pas conformément aux attentes du système ; cette réaction inattendue, constituant
le feedback de l’environnement fournit alors des informations au système afin qu’il réajuste
sa fonction F.
En résumé, la recherche de la fonctionnalité adéquate (l’apprentissage ou l’adaptation)
se matérialise par un processus itératif qui, au travers de bouclages « action-feedback »,
guide le système vers une solution plus ou moins stable au grè des évolutions de l’environ-
nement. Il reste alors à trouver un algorithme d’apprentissage suffisamment général, c.-à-d.
libéré de suffisamment d’hypothèses, pour que le système puisse découvrir le comporte-
ment adéquat face à toute forme d’environnement. Il est toutefois nécessaire de garder à
l’esprit que les capacités d’adaptation d’un système artificiel sont forcément limitées par ses
moyens de perception et d’action définis par le concepteur qui doit nécessairement faire des
hypothèses sur le monde physique ou virtuel dans lequel le système opère. L’adaptation
qui nous intéresse, ne concerne donc ni l’acquisition de nouvelles capacités de perceptions
élémentaires ni la découverte de nouveaux moyens élémentaires d’action, mais se limite à
l’adaptation de la fonctionnalité du système au travers de ses capteurs et effecteurs.
Dès l’émergence de l’informatique, les possibilités prometteuses de cette machine à cal-
culer ont motivé de nombreux travaux en Intelligence Artificielle (IA) dont l’objectif était de
trouver un algorithme d’apprentissage général qui pourrait conférer à la machine la capacité
de résoudre une variété de problèmes quasi illimitée. La longue tradition des informaticiens
qui consiste à se préoccuper avant tout de garantir la fonctionnalité des programmes par
la mise en correspondance entre les symboles manipulés par la machine et les concepts du
monde réel qui y sont associés, a de facto limité l’avancée de cette recherche. En effet, cette dé-
marche implique de spécifier dès la conception du système, la manière dont les perceptions
seront associées à des symboles ainsi que la façon dont ces symboles seront manipulés pour
mener à l’activation des effecteurs. Les systèmes ainsi obtenus se trouvent alors forcément
enfermés par les présupposés requis par ce schéma de conception. Ce biais, implanté pro-
fondément dans la culture informatique, n’a cependant pas vraiment préoccupé la commu-
nauté qui, nonobstant, a proposé nombre de tentatives dont nous présenterons brièvement
les trois principaux modèles : le modèle logico-symbolique, le modèle de collectif neuronal
et le modèle collectif évolutionnaire.
2.1.3 Modèle logico-symbolique
Le modèle logico-symbolique, principalement promu par le cognitivisme, s’inspire et
tente de reproduire la manière dont l’humain traite l’information par raisonnements lo-
giques. On peut alors citer comme exemple, le General Problem Solver (GPS), système dé-
veloppé dès les années 50, qui recherche la manière d’atteindre un état but à partir d’un état
initial par étapes successives de transformation de l’état courant. Ainsi, parmi les différentes
actions exécutables à l’état courant, GPS choisit celle qui le rapproche le plus de l’état but.
Si GPS s’est alors avéré pertinent dans la résolution de problèmes bien formalisés comme
la constitution de preuves mathématiques ou le problème des tours de Hanoï, il l’est beau-
coup moins dans la résolution de problèmes réels, où la recherche de la solution se perd
dans l’explosion combinatoire des états possibles du monde.
Confronté à la relative impuissance de cette approche générique face à des problèmes
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réels, l’IA dite classique s’est orienté vers la spécialisation et l’optimisation des algorithmes
existants pour des problèmes plus précis. En effet, la connaissance du problème permet
d’élaguer bien plus efficacement l’espace de recherche. On obtient alors des algorithmes
plus efficaces face à des problèmes plus compliqués, mais adaptés à une variété de pro-
blèmes bien plus réduits. Au cours de l’évolution de l’IA classique, trois types de problèmes
récurrents ont émergé et forment dorénavant leurs propres domaines de recherche :
Le clustering (ou regroupement) dont le but est de regrouper des connaissances grâce à la
découverte de caractéristiques communes.
La classification dont le but est de permettre à la machine d’associer à chaque connaissance
une classe d’appartenance à partir d’un jeu d’exemple.
La généralisation qui consiste à donner à la machine la capacité de découvrir des règles
générales à partir de l’observation de cas particuliers.
Bien que l’on puisse garantir certaines propriétés concernant le comportement de ce
genre de systèmes, ces garanties ne sont valables que lorsque l’environnement est conforme
aux hypothèses données par le concepteur (par ex. un environnement Markovien). Dans un
environnement ouvert, il devient très délicat de garantir le fonctionnement de ce genre de
système.
À notre sens, le modèle logico-symbolique ne permet pas d’obtenir un système doué
d’adaptation. En effet, la quantité de présupposés requis au moment de la conception in-
terdit toute possibilité d’apparition de comportement qui n’ait été directement ou indirecte-
ment pensé par le concepteur.
2.1.4 Modèle collectif neuronal
Hebb [Hebb, 1949] formule pour la première fois l’idée que l’apprentissage chez les êtres
vivants est lié à l’auto-organisation des neurones au sein de leur système nerveux central.
L’idée que deux neurones activés simultanément renforcent leur connexion mutuelle afin de
rendre cette activation plus facile ultérieurement a grandement influencé les domaines de la
neuropsychologie et de l’apprentissage artificiel. Cette nouvelle façon d’appréhender l’ap-
prentissage constitue la base du connexionnisme qui rompt radicalement avec les modèles
issus du cognitivisme.
Les capacités d’apprentissage d’un réseau de neurones sont fortement liées à sa topolo-
gie ainsi qu’aux deux règles qui régissent son activité (règle d’activation et règle d’appren-
tissage). Dans un perceptron multicouche, les neurones sont organisés en couches multiples,
chaque neurone étant connecté à tous les autres neurones des couches voisines. L’activation
se propage alors entre la couche d’entrée et la couche de sortie au travers d’une ou plusieurs
couches intermédiaires. Parmi les modèles connus, on peut citer celui de Hopfield [Hop-
field, 1982] où chaque neurone reçoit la sortie de tous les autres et envoie le résultat de son
activation à chacun d’entre eux.
Bien que les réseaux de neurones aient été employés avec beaucoup de succès dans les
problèmes de reconnaissance de formes, ils sont incapables de reconnaître les homothéties
ou translations des formes auparavant apprises. Mais, c’est surtout d’un point de vue de
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l’adaptation et de l’évolution des connaissances mémorisées que ces structures computa-
tionnelles révèlent leurs limites. En effet, un réseau de neurones a une capacité limitée de
mémorisation ; ainsi, lorsqu’il se trouve successivement face à trop de nouvelles connais-
sances, il sature et perd littéralement la mémoire. En quelques sortes, les différentes formes
mémorisées se superposent, le système perd alors la capacité de reconnaître les anciennes
connaissances et ne peut pas non plus en acquérir de nouvelles. On mesure alors l’inadéqua-
tion de ce genre d’approches lorsque l’environnement est en constant changement et que le
système doit sans arrêt adapter ses connaissances.
2.1.5 Modèle collectif génétique
Si chaque être vivant apprend et s’adapte à son environnement au cours de sa vie, la
nature nous a inspiré un autre modèle d’adaptation à plus long terme : celui de la repro-
duction sexuée et de la sélection naturelle. C’est en vertu de ces principes que les modèles
génétiques ont été initiés par Holland dès les années 1970 [Holland, 1975].
Ce modèle se base sur l’évolution d’une population d’individus. Chaque individu re-
présente une solution potentielle à un problème donné. Chaque caractéristique d’un in-
dividu est codée sous forme d’un gène dont l’agrégation forme un chromosome. La stra-
tégie de recherche de l’individu optimal consiste alors en un processus itératif de sélec-
tion/reproduction d’individus qui remplace les individus les moins « viables » par les fils
des individus les plus viables. Après un nombre suffisant d’itérations, on obtient des indi-
vidus adaptés à leur environnement (ceux-ci représentent des solutions considérées comme
optimales).
Trois opérations constituent la base des algorithmes génétiques : la sélection, la mutation
et le croisement.
Bien que le modèle collectif génétique propose un cadre théorique s’intéressant réelle-
ment à l’adaptation générique des systèmes artificiels, son contrôle centralisé nécessaire à la
reproduction limite en pratique l’adaptation. En effet, la sélection des individus est basée sur
une fonction d’évaluation qui, en définitive, spécifie a priori le problème à résoudre. De ce
point de vue, l’algorithme génétique n’est alors qu’une technique d’optimisation centralisée
d’un système artificiel sur la base d’une heuristique : la fonction de sélection.
2.2 Vers de nouveaux paradigmes systémiques
D’après [Picard, 2004] : « comme le souligne [Horn, 2001], dans le but d’introduire le
concept d’autonomic computing, sans nouvelles approches, les problèmes de conception de
systèmes informatiques vont empirer ». Cette assertion est justifiée par le fait que lors de la
conception de certaines applications, les spécifications sont incomplètes. Picard en énumère
les raisons :
– le système doit évoluer dans un environnement dynamique ;
– le système est ouvert, i.e. la cardinalité et la nature de ses sous-parties sont variables ;
– le système est complexe ;
– le système produit une fonction non-linéaire, i.e. une faible variation en entrée peut
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produire une grande variation en sortie du système ;
– le système comporte un grand nombre de composants en interaction ;
– l’organisation interne du système est a priori inconnue ;
– le contrôle du système ne peut être centralisé.
Les trois modèles brièvement présentés ci-avant montrent effectivement leurs limites
face à de telles contraintes. Cela implique la définition de nouveaux paradigmes systé-
miques qui rompent totalement avec l’approche classique de conception des systèmes ar-
tificiels. Ce sont justement ces nouveaux défis qui ont contribué à l’émergence et au déve-
loppement des systèmes multi-agents (SMA). Au delà de la simple analyse et conception
par décomposition fonctionnelle, ce genre d’approche décentralise et délègue le fonctionne-
ment cognitif du système à ses différentes parties qui ne sont plus de simples fonctionnalités
mais des agents plus ou moins autonomes, qui suivent leurs propres objectifs et contribuent
à une activité collective (le plus souvent correspondant à la fonctionnalité de l’ensemble du
système).
Bien que cette distribution temporelle et spatiale confère aux systèmes artificiels un gain
indéniable de souplesse, cela ne constitue pas en soit un moyen d’obtenir les facultés d’adap-
tation désirées. Une fois de plus, ce sont des phénomènes observés dans la nature, comme
l’émergence et l’auto-organisation, qui ont inspiré et contribué au développement de nou-
veaux modèles systémiques qui constituent le domaine de l’« intelligence collective ». L’op-
timisation par essaim de particules ou les algorithmes « de colonies de fourmis » repré-
sentent les exemples les plus connus de résolution distribuée de problèmes par émergence
et auto-organisation. Au delà de ces heuristiques particulières, l’équipe SMAC a développé
une théorie générale de l’adaptation fonctionnelle des systèmes artificiels par émergence et
auto-organisation. Cette section a pour objectif de présenter l’approche par AMAS (Adap-
tive Multi-Agent System) qui s’inscrit précisément dans ce cadre théorique.
2.2.1 L’émergence
« Le tout est plus que la somme des parties » ; c’est en ces termes que la notion d’émergence
est communément décrite. Le « tout », c.-à-d. le phénomène émergent, se manifeste à un ni-
veau global et est lié à l’activité des « parties » du système qui l’ont engendré [Di Marzo Se-
rugendo et al., 2005].
Cette notion fait clairement apparaître une distinction entre deux niveaux (ou points de
vue) : (i) le macro-niveau correspond au point de vue d’un observateur extérieur. Il considère
le système dans son ensemble et ignore tout mécanisme interne ; (ii) le micro-niveau corres-
pond au point de vue d’un observateur considérant le système au niveau de ses parties. À
ce niveau, on peut observer le comportement des parties ainsi que leurs interactions.
L’émergence, concept quelque peu flou et sujet à interprétations, a donné lieu à plusieurs
définitions, chacune focalisée sur un aspect précis de ce genre de phénomène comme la nou-
veauté, l’auto-organisation, l’irréductibilité et l’interdépendance des niveaux macro et micro
[Picard, 2004]. Plus généralement, cette notion peut être définie grâce à un ensemble de pro-
priétés interdépendantes qui caractérisent tout phénomène émergent. Ainsi, un phénomène
est dit émergent [Georgé, 2003, 2004] si :
– le phénomène est ostensible, c.-à-d. s’impose aux yeux de l’observateur au macro-
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niveau ;
– le phénomène est radicalement nouveau, c.-à-d. qu’il n’est ni observable, ni explicable
au micro-niveau (propriété de nouveauté et d’irréductibilité) ;
– le phénomène est cohérent et corrélé, c.-à-d. qu’il a une identité propre mais fortement
liée aux parties qui le produisent (propriété d’interdépendance de niveaux) ;
– le phénomène produit une dynamique particulière, c.-à-d. que le phénomène n’est pas
prédéfini, il s’auto-crée et s’auto-maintient.
2.2.2 L’émergence dans les systèmes artificiels
L’émergence dans les systèmes artificiels est étudiée en informatique depuis une ving-
taine d’années. Ce que l’on appelle « computation émergente » consiste à produire un
comportement global à partir de nombreuses petites interactions. Cela inclut les modèles
connexionnistes (par ex. les réseaux de neurones), les systèmes de classeurs (LCS), les auto-
mates cellulaires, les modèles biologiques, les modèles de vie artificielle (dont les modèles
évolutionnaires), certains systèmes multi-agents et l’étude de systèmes sociaux décentralisés
[Georgé, 2003].
Cependant, on trouve bien souvent des travaux qui ne prêtent guère attention à une des
conditions nécessaires à l’émergence : l’irréductibilité [Brunner, 2002]. En effet, l’émergence
est invoquée lors de la recherche, par des processus complexes, de solutions à des problèmes
alors et déjà connus. Par exemple, les algorithmes génétiques utilisent des critères directe-
ment liés au problème à résoudre afin de sélectionner les individus les plus viables. Certains
réseaux de neurones utilisent la distance entre la sortie produite et la sortie désirée, le com-
portement des parties est donc guidé par la connaissance du problème de haut niveau. Il n’y
a alors pas stricto sensu de phénomène émergent dans ce genre de système.
L’émergence est, à notre sens, extrêmement intéressante dans la conception de systèmes
artificiels confrontés à des environnements ouverts et dynamiques, par sa capacité à pro-
duire de la nouveauté, c.-à-d. une fonctionnalité qui n’est pas a priori définie dans les sous-
parties du système. Tirer partie de ce genre de phénomènes pourrait alors doter les Systèmes
Hypermédia Adaptatifs Ouverts d’une robustesse et d’une généricité requise par l’évolution
des réseaux et de leur ouverture. Il est en effet de plus en plus difficile, voire impossible de
définir précisément la fonction attendue d’un SHA (et de fait son évaluation) tellement les
problèmes qu’il peut rencontrer peuvent être divers. Dans ce contexte, l’émergence, par son
refus de prise en compte de toute information spécifique au problème global, s’avère être
un candidat crédible en réponse au « No Free Lunch Theorem » [Wolpert et Macready, 1997].
En effet, [Wolpert et Macready, 1997] ont mis en évidence le fait que tout système dont les
parties agissent en connaissance des spécificités du problème global sont en moyenne aussi
efficaces que l’aléatoire face à la totalité de problèmes auxquels ils peuvent être confrontés
(c’est bien la robustesse et la généricité de telles approches qui sont ici remises en cause).
Proposer un « SHA à fonctionnalité émergente » constitue cependant une tâche qui est
loin d’être évidente. La conception d’un tel système rompt totalement avec la décomposi-
tion fonctionnelle usuelle et nécessite de « penser autrement », de maîtriser les processus
propres aux phénomènes émergents. L’étude du système n’est plus effectuée de manière
descendante – du problème le plus global vers le plus spécifique – mais s’effectue de ma-
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nière ascendante – centrée sur les sous-parties du système – au travers de la définition des
composants du micro-niveau, de leurs comportements et de leurs interactions locales. Il est
alors possible d’obtenir une fonctionnalité émergente si ces comportements ne sont pas ex-
plicitement codés en fonction et en connaissance de l’objectif global du système. Par ailleurs
et au cours de leurs échanges avec l’environnement, les sous-parties doivent être capables
de faire tendre le système vers la fonctionnalité adéquate. Cette adaptation peut alors être
assurée grâce à l’auto-organisation, notion bien souvent associée à l’émergence.
2.2.3 L’auto-organisation
« L’auto-organisation est l’ensemble des processus au sein d’un système, issus
de mécanismes basés sur des règles locales, qui conduisent ce système à produire
des structures ou des comportements spécifiques non dictés par l’extérieur du sys-
tème. » [Georgé, 2004]
L’auto-organisation est très souvent associée ou même confondue avec la notion d’émer-
gence. En effet, alors que l’émergence est un concept utilisé pour qualifier le résultat d’un
processus dont les propriétés ne semblent pas réductibles à la simple somme des compo-
sants qui l’ont généré, l’auto-organisation fait référence à une certaine catégorie de proces-
sus, de mécanismes, qui permettent d’obtenir à un niveau global des propriétés émergentes.
On pourrait alors résumer la différence entre ces deux concepts de la manière suivante :
l’émergence caractérise un phénomène alors que l’auto-organisation est un mécanisme
qui donne lieu à certains phénomènes émergents.
Pour qu’il y ait auto-organisation, deux conditions sont requises :
Autonomie : le système ne doit pas être contrôlé par une entité externe.
Interdépendance des parties : les composants du système doivent interagir car c’est juste-
ment les échanges qui définissent l’organisation.
L’auto-organisation a été observée dans la nature à de multiples échelles.
Au niveau moléculaire, on peut citer l’apparition des cellules de Bénard, liées à des phéno-
mènes de convection thermiques qui apparaissent à un certain moment lorsque l’on chauffe
un liquide (figure 2.2). L’apparition de ces motifs ne peut être prévue à partir de la simple
description des propriétés des molécules et de leurs règles d’interaction. C’est l’interaction
de millions de molécules dans un état proche du chaos qui fait apparaître une organisa-
tion nouvelle, cohérente et corrélée aux lois d’interactions moléculaires. Un propriété in-
téressante de ce phénomène est que l’on peut prédire l’émergence de ce phénomène (on
a les connaissances des conditions requises) mais on ne peut absolument pas prédire la
forme exacte que les cellules vont adopter, ni même le sens des courants de convection.
Cela confirme bien sa nature émergente.
Au niveau cellulaire, dans tout organisme vivant pluricellulaire, on peut observer des phé-
nomènes d’auto-organisation, de régulation locale, qui induisent l’émergence, l’apparition
de structures observables au niveau macro. On peut par exemple citer la formation de zé-
brures ou de divers motifs sur les ailes de papillons (figure 2.3). De ce point de vue, toute
formation d’être vivant pluricellulaire est induit par des processus auto-organisationnels.
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Figure 2.2 — Cellules de Bénard obtenues lors de l’échauffement d’un liquide par le bas.
Figure 2.3 — Taches et zébrures en forme de “89” sur l’aile du papillon Diaethria eluina.
Au niveau social, de nombreuses études sur les comportements animaux ont identifié des
phénomènes d’auto-organisation, que ce soit dans les sociétés humaines ou chez les fourmis
dont l’exemple le plus souvent cité est la recherche distribuée du plus court chemin via le
dépôt de phéromone.
Au niveau stellaire, la formation des étoiles, des galaxies, des amas de galaxies sont, selon
la théorie du « big bang », des manifestations de l’auto-organisation. En effet, les astrophy-
siciens décrivent l’évolution de l’univers comme un long processus d’auto-organisation de
la matière qui, notamment à partir des lois d’interaction entre particules élémentaires, a
donné lieu à la formation d’éléments de plus en plus complexes (au cœur des étoiles), puis
ces éléments ont été combinés pour former des molécules de plus en plus variées (grâce
à la force électromagnétique), jusqu’à ce que, ponctuellement, toutes les conditions soient
réunies pour l’apparition de la vie. À une autre échelle, c’est la force de gravité qui a conduit
à l’organisation de l’univers tel que nous le connaissons actuellement (systèmes planétaires,
galaxies, amas de galaxies). Ces phénomènes sont des manifestations de l’auto-organisation
à la plus grande échelle connue. En effet, la physique moderne nous apprend que l’organisa-
tion de l’univers n’est sûrement pas contrôlée par une entité omnipotente mais est fortement
corrélée aux diverses forces qui régissent les interactions de ses composants (autant au ni-
veau des particules élémentaires qu’au niveau des corps célestes).
Ces quelques exemples montrent que l’auto-organisation est un phénomène omnipré-
sent dans la nature qui, à partir de règles d’interactions locales, donne lieu et régule l’émer-
gence de structures radicalement nouvelles, fonctionnelles ou non et observables au niveau
global. Du point de vue des systèmes artificiels, dont le but est de fournir une fonctionna-
lité émergente adaptée, l’auto-organisation est considérée comme un moyen, une méthode,
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permettant de réguler, de guider progressivement le système vers la fonctionnalité émer-
gente souhaitée au travers de ses interactions avec l’environnement. De ce point de vue,
[Di Marzo Serugendo et al., 2006] propose une distinction entre systèmes fortement et fai-
blement auto-organisés :
« Strong self-organising systems are systems that change their organisation wi-
thout any explicit, internal or external, central control ; Weak self-organising sys-
tems are systems where reorganisation occurs as a result of internal central control
or planning. » [Di Marzo Serugendo et al., 2006]
Ainsi, les systèmes faiblement auto-organisés sont capables de changer leur organisa-
tion mais ce changement est issu d’un contrôle centralisé qui orchestre tous les détails de
ce processus. Or, cette gestion planifiée de l’organisation implique une connaissance préa-
lable et précise du problème à résoudre (d’où des difficultés accrues et une spécialisation
nécessaire lorsque le problème devient complexe). Cela n’est pas le cas dans les systèmes
fortement auto-organisés qui modifient de manière totalement décentralisée leur organi-
sation au travers de règles locales (qui s’abstraient de la complexité du problème global).
En ce sens, c’est seulement ce dernier type de systèmes artificiels qui, par le respect de la
définition de [Georgé, 2004], nous intéresse. Les systèmes fortement auto-organisés sont en
effet capables de faire émerger une organisation adéquate à leur environnement sans que
la manière de l’obtenir ne soit directement déterminée a priori. On obtient alors un système
bien plus adaptatif, générique et robuste.
Principe d’auto-organisation. D’une manière plus formelle, l’auto-organisation comme
méthode d’adaptation de la fonction collective émergente à un environnement dynamique
peut être décrite comme suit. La fonction globale fs d’un système S est obtenue par com-
binaison des fonctions partielles fi assurées par les parties Pi de S. Si l’on prend 
 comme
opérateur de combinaison des fonctions partielles, on a alors : fs = f1 
 f2 
 . . . 
 fn. Or
comme généralement f1 
 f2 6= f2 
 f1 (on ne peut assurer la commutativité de cet opéra-
teur), un changement d’organisation, et donc un changement de combinaison des fonctions
partielles, modifiera la fonction globale du système. Sur la figure 2.4, 
 est illustré par les
doubles flèches courbées.
 
 
 
 fs 
fp7 
fp6 
fp5 fp4 
fp3 
fp2 
fp1 
Figure 2.4 — Illustration du principe d’auto-organisation [Georgé, 2003].
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La conception de tels systèmes passe alors par l’étude de chaque composant et par la dé-
finition des comportements et règles d’interactions locales suffisantes pour induire et main-
tenir une organisation produisant la fonctionnalité adéquate à l’environnement. C’est en
vertu de ce principe que l’approche par AMAS (Adaptive Multi-Agent System) propose de
résoudre des problèmes complexes et non complètement spécifiés.
2.3 AMAS : systèmes artificiels auto-organisateurs à fonctionnalité
émergente
Depuis deux décennies, l’équipe SMAC s’est intéressée à la résolution de problèmes
complexes dont les spécifications peuvent n’être connues que partiellement ou dont il
n’existe aucune solution algorithmique précise. En réponse à ces problèmes, les études
de cette équipe ont mené à l’élaboration et la mise en pratique d’une approche basée sur
l’émergence et l’auto-organisation dite « approche par (ou théorie des) AMAS » (Adaptive
Multi-Agent Systems ou Systèmes Multi-Agent Adaptatifs) [Camps, 1998]. Cette section a
pour objet de présenter tout d’abord les notions fondamentales propres aux SMA. Puis, les
spécificités et les fondements théoriques de l’approche par AMAS seront abordés avant de
terminer cette section par la description du contexte de mes travaux, c.-à-d. les diverses
instanciations de ce cadre théorique à des applications proches des Systèmes Hypermédia
Adaptatifs.
2.3.1 Systèmes Multi-Agents
Issus de l’évolution du domaine de l’Intelligence Artificielle Distribuée (IAD), les sys-
tèmes multi-agents sont apparus avec la décentralisation du contrôle de l’exécution [Gasser
et al., 1987]. Étant donné l’extrême diversité des types de SMA et la jeunesse du domaine, il
n’existe encore aucune définition consensuelle. Aussi, dans nos travaux, nous considérerons
qu’un système multi-agent est un ensemble d’agents logiciels autonomes plongés au sein d’un
même environnement, qui interagissent dans le but de résoudre une tâche commune.
2.3.1.1 Agent
L’agent est le composant principal des systèmes multi-agents. Selon la définition com-
munément admise, il s’agit d’une entité physique ou virtuelle autonome, capable de percevoir
partiellement son environnement et d’agir sur celui-ci de façon à atteindre un certain but
[Ferber, 1995].
Pour être autonome, un agent doit posséder les propriétés suivantes :
1. Son existence ne dépend pas de la présence d’autres agents.
2. Il est capable de maintenir sa viabilité dans des environnements dynamiques, sans
contrôle extérieur.
3. Son comportement est régi uniquement par un contrôle interne. Ce comportement est
par conséquent uniquement fonction des perceptions de l’agent, de ses connaissances
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et de sa représentation du monde (l’agent est ainsi capable de refuser la requête d’un
autre agent).
4. Aucun contrôle extérieur ne peut accéder directement à ses représentations internes.
Un agent logiciel fonctionne selon le cycle de vie classique Perception, Décision, Action.
Tout d’abord l’agent perçoit son environnement. Il décide ensuite de l’action qu’il va effec-
tuer en fonction de ses perceptions, de ses connaissances et de ses buts. Enfin, il exécute
l’action choisie qui a généralement pour effet de le rapprocher de son objectif s’il en possède
un, voire de l’atteindre.
2.3.1.2 Environnement
Selon le point de vue que l’on adopte, différents types d’environnements peuvent être
identifiés.
Point de vue du système multi-agent. Du point de vue du système multi-agent, l’envi-
ronnement correspond à l’ensemble des entités extérieures au système. Par exemple, si l’on
considère une fourmilière, l’environnement est tout ce qui est présent dans la nature à l’ex-
ception des fourmis appartenant à la fourmilière : cailloux, végétaux, nourriture, lois phy-
siques, etc.
Point de vue de l’agent. Du point de vue de l’agent, l’environnement est tout ce qui est
extérieur à lui-même. Par exemple, l’environnement d’une fourmi est composé de l’environ-
nement de la fourmilière et de toutes les autres fourmis.
Point de vue du concepteur. Du point de vue du concepteur du système, on peut considé-
rer plusieurs sortes d’environnements :
– L’environnement d’exécution du programme qui correspond à l’état du système informa-
tique sur lequel s’exécute le SMA.
– L’environnement de simulation qui représente l’ensemble des outils logiciels permettant
de simuler, de visualiser et d’évaluer l’exécution du SMA.
– L’environnement de développement qui est l’ensemble des outils logiciels facilitant le dé-
veloppement du système.
Ces trois derniers environnements n’ont pas de rapport direct avec les SMA mais sont seule-
ment cités dans le but de bien clarifier la notion d’environnement.
2.3.1.3 Interaction
Selon la définition communément admise, l’interaction est la mise en relation dynamique
de deux ou plusieurs agents par le biais d’un ensemble d’actions réciproques [Ferber, 1995].
L’interaction peut donc être vue comme une sorte de communication, de moyen pour mettre
en oeuvre une activité commune entre plusieurs agents.
L’interaction peut être directe, via l’envoi d’un message à un ou plusieurs destinataires,
ou être indirecte via un dépôt d’informations dans l’environnement. Par exemple, les fourmis
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communiquent selon ces deux modes, de façon directe lorsqu’elles interagissent par contact
antennaire (échange de signaux tactiles) et de façon indirecte en déposant des phéromones
dans l’environnent de façon à créer des chemins balisés vers la nourriture.
2.3.1.4 Organisation et rôles
L’organisation est la description, au macro-niveau, des interactions et des relations du
micro-niveau, mises en place entre les agents d’un système. Grâce à l’observation de ces re-
lations, il est possible d’identifier des rôles. Ainsi, par exemple, dans une fourmilière comme
dans une ruche, les individus endossent successivement plusieurs rôles en fonction de leur
ancienneté au sein de la société : les plus jeunes n’interagissent pas avec l’environnement
extérieur et ont pour rôle de s’occuper du couvain et de la reine puis de l’entretien du nid et
enfin les plus vieux sont chargés de sortir de la colonie pour la recherche de nourriture.
Ainsi, l’activité des agents au sein du système fait apparaître une certaine organisation
et, par conséquent, un certain nombre de rôles.
2.3.2 Systèmes Multi-Agents Adaptatifs (ou AMAS)
Les Systèmes Multi-Agents Adaptatifs (AMAS) sont des Systèmes Multi-Agents qui ex-
ploitent le principe d’auto-organisation afin de fournir une fonctionnalité émergente adap-
tée à l’environnement dans lequel il est plongé. Malgré la formidable robustesse promise
par l’exploitation de l’émergence, le principal défi réside dans la maîtrise de ce principe.
Nous avons présenté, dans la section 2.2.3, le principe d’auto-organisation comme un moyen
technique de contrôle de la fonctionnalité émergente. Il est alors nécessaire de définir, pour
chaque agent, les comportements locaux qui sont suffisants pour guider et maintenir le sys-
tème vers l’organisation adéquate. Ceci sans oublier que ces comportements ne doivent pas
tenir compte de la connaissance de la fonction globale. Le défi réside donc dans la définition
de cette sorte d’heuristique locale responsable du processus d’auto-organisation.
l’approche par AMAS propose la coopération comme heuristique (ou guide) permettant
au concepteur de définir ces comportements locaux. Le théorème de l’adéquation fonction-
nelle est alors garant de la validité de la généricité de cette heuristique.
2.3.2.1 Théorème de l’adéquation fonctionnelle
[Glize, 2001] caractérise les divers types d’interaction possibles entre un système et son
environnement. Une interaction peut alors être :
Coopérative lorsque l’environnement et le système sont engagés dans des échanges mu-
tuellement bénéfiques. L’activité de l’un favorise l’activité de l’autre.
Antinomique lorsque l’environnement ou le système opère une transformation qui va à
l’encontre de l’activité de l’autre.
Indifférente lorsque les transformations initiées par l’une des deux parties n’a aucun im-
pact vis-à-vis de l’activité de l’autre partie.
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Par conséquent une interaction est dite non coopérative lorsque elle est soit antinomique, soit
indifférente.
L’adéquation fonctionnelle d’un système relativement à son environnement peut alors
être jugée par la simple observation de sa manière d’interagir. D’où le théorème énoncé
dans [Camps, 1998] :
Théorème. Pour tout système fonctionnellement adéquat, il existe au moins un système à milieu
intérieur coopératif qui réalise une fonction équivalente dans le même environnement.
Ce théorème indique qu’il est possible de concevoir un système à fonctionnalité émer-
gente et adéquate pour tout problème grâce à la définition de comportements coopératifs
pour chaque partie qui le compose. En d’autres termes, chaque agent du système doit être
en mesure d’entretenir en toute circonstance des interactions coopératives avec son environ-
nement. Dans ces conditions, le système est capable de changer d’organisation afin de rester
coopératif avec son milieu.
Rester coopératif, implique supprimer et éviter toute interaction non coopérative, que
l’on nomme Situation Non Coopérative (SNC).
2.3.2.2 Situations Non Coopératives
Dans un AMAS, un agent considère qu’il occupe une place adéquate dans l’organisation
du système dans la mesure où il interagit de façon coopérative avec autrui. Les conditions de
non coopération qui conduisent à un processus de réorganisation sont définies de la manière
suivante [Picard, 2004] :
Non coopération = ¬Cper ∨ ¬Cdec ∨ ¬Cact
où ¬Cper, ¬Cdec et ¬Cact sont vérifiées lorsque au moins une situation non coopérative est
détectée respectivement durant les phases de perception, décision et action du cycle de vie
d’un agent.
Au cours des étapes de son cycle de vie, un agent peut être confronté à sept classes
génériques de SNC à instancier selon le problème à résoudre et le domaine d’application :
– Lors de la phase de perception (¬Cper) :
– L’incompréhension : l’agent perçoit un signal qu’il ne comprend pas.
– L’ambiguïté : l’agent attribue plusieurs interprétations au signal perçu.
– Lors de la phase de décision (¬Cdec) :
– L’incompétence : l’agent n’est pas capable d’exploiter le signal perçu lors de son rai-
sonnement.
– L’improductivité : aucune conclusion n’est produite à partir du signal perçu.
– Lors de la phase d’action (¬Cact) :
– La concurrence : l’agent croit que son action et celle d’un autre vont aboutir au même
résultat.
– Le conflit : l’agent croit que son action et celle d’un autre agent sont incompatibles
(antinomiques).
– L’inutilité : L’agent croit que son action ne va ni le rapprocher de son but, ni aider un
autre agent.
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D’après la théorie de l’adéquation fonctionnelle, moins il y a de situations non coopé-
ratives, plus le système est fonctionnellement adéquat. La suppression (ou résolution) des
SNC constitue donc le moteur du processus d’adaptation que l’on peut considérer comme
un apprentissage de la fonctionnalité adéquate.
Toutes ces situations génériques ont été explicitées afin d’aider le concepteur AMAS à les
identifier lors de l’instanciation de cette approche à des problèmes spécifiques. Après avoir
énuméré toutes les SNC possibles pour chaque partie du système, il convient alors d’ajouter
à chaque agent les comportements permettant de les éviter et/ou de les résorber, voire de
les anticiper.
2.3.2.3 Résolution de Situations Non Coopératives
Le processus d’apprentissage n’est pas seulement gouverné par l’auto-organisation. Bien
que ce dernier soit le plus ostensible, l’adaptation dans un AMAS peut être obtenue grâce à
trois mécanismes distincts [Bonjean et al., 2009].
Tuning : lorsque un agent détecte une situation non coopérative qui est liée à la non adé-
quation de sa fonction partielle fi, il se peut que la solution soit liée à la modification
d’un ou plusieurs paramètres qui ont une influence sur fi. L’action d’ajuster une ou
plusieurs valeurs dans le but de modifier la fonction partielle d’un agent est appelée
tuning.
Réorganisation : la résolution d’une situation non coopérative peut nécessiter une modifi-
cation des interactions d’un agent. Comme les interactions définissent l’organisation du
système, cette action d’adaptation est appelée logiquement réorganisation.
Évolution : certains agents qui étaient auparavant utiles peuvent, du fait de l’évolution de
l’environnement, se trouver inutiles. À l’opposé, il se peut que le système ait besoin
des fonctions partielles de nouveaux agents pour résoudre certaines SNC. L’ajout ou la
suppression d’agents au sein d’un AMAS, l’évolution, représente le mécanisme d’adap-
tation dont l’impact sur le système est le plus important.
Ainsi, le comportement de chaque agent AMAS, est défini de la manière suivante :
– le comportement nominal de l’agent, directement lié à la fonction partielle de l’agent qui
contribue à la fonction émergente globale ;
– le comportement coopératif, qui inclut (i) la détection des SNC et la résolution des SNC
ainsi que (ii) l’anticipation, la prévention de l’apparition de SNC. C’est ce comporte-
ment qui est responsable des processus propres à l’adaptation du système.
2.3.2.4 ADELFE une méthode pour la conception d’AMAS
Bien que l’approche par AMAS ait montré son adéquation à un certain nombre de pro-
blèmes, il n’en reste pas moins qu’il n’est pas toujours évident de concevoir les comporte-
ments nominaux et coopératifs qui permettent de guider la fonctionnalité émergente vers
l’objectif global du système. Encore une fois, cette approche rompt totalement avec la ma-
nière classique de concevoir, de penser la solution à laquelle est habitué chaque ingénieur.
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C’est dans l’objectif de faciliter l’adoption de l’approche par AMAS qu’à été défini
ADELFE, Atelier de DEveloppement de Logiciel à Fonctionnalité Emergente, une méthode
de développement de Systèmes Multi-Agents Adaptatifs [Picard, 2004]. Dérivée du Ratio-
nal Unified Process 1 [Kruchten, 1999], la méthode ADELFE ajoute à ce processus bien connu
des concepts et des étapes de conception spécifiques aux AMAS. Pour cela, elle propose no-
tamment d’utiliser AUML 2 [Odell et al., 2000], une extension UML spécifique au concept
d’agent. Enfin, cette méthode met à disposition du développeur un ensemble de logiciels
d’assistance dont notamment un outil de modélisation UML et AUML et un outil de gestion
du processus de développement de bout en bout.
Cette méthode n’est bien évidemment pas gravée dans le marbre et ne cesse d’évoluer au
gré des progrès de l’approche par AMAS. Ainsi ADELFE a notamment été enrichie d’outils
de conception dirigée par les modèles [Rougemaille, 2008] et, tout récemment, [Bonjean et al.,
2010] propose un outil d’assistance capable d’adapter le processus de conception lui même
en fonction des spécificités du système à mettre en œuvre.
Cet ensemble d’outils constitue en quelques sortes la capitalisation des enseignements et
des savoir-faire accumulés au cours des multiples applications de l’approche par AMAS
à des problèmes difficiles [Gleizes et al., 2007]. Cette approche, bien qu’étant encore rela-
tivement jeune (un peu plus d’une dizaine d’années), a montré sa pertinence au travers de
multiples projets de recherche nationaux et européens. C’est d’ailleurs au cours de plusieurs
d’entre eux que l’approche par AMAS a été instanciée aux problématiques des SHA.
2.4 Les AMAS appliqués aux SHA
Les problématiques d’adaptation à l’utilisateur soulevées par le développement des ré-
seaux de communications ont rapidement suscité un intérêt et un domaine d’application
potentiel des AMAS. Dans ce cadre, le problème à résoudre est celui de la mise en corres-
pondance dynamique d’un besoin exprimé par un utilisateur et d’un ou plusieurs services y
répondant et proposés par un ou plusieurs fournisseurs de services qui recherchent de po-
tentiels interlocuteurs ou clients. Ici, les termes besoin et service sont employés dans leur sens
le plus général. Par exemple un utilisateur peut avoir un besoin en information qu’un ser-
veur web est susceptible de lui fournir (le service consiste alors en la simple fourniture de ces
informations). Le besoin peut être aussi un bien matériel, le service correspondant (ce bien)
peut alors être fourni par un magasin de vente par correspondance.
Il faut alors noter que lorsque l’on considère ces besoins comme des besoins en informa-
tion et chaque service correspondant comme un ensemble d’information, nous nous retrouvons
dans une problématique typique des SHA, qui est celle de l’adaptation du contenu de l’in-
formation en fonction du besoin de l’utilisateur dans un domaine d’information totalement
ouvert et dynamique.
Ce problème, par son aspect distribué et dynamique se prête bien à la résolution par
systèmes multi-agents. Dans ce contexte les travaux de la littérature se focalisent sur deux
1. RUP
2. Agent Unified Modeling Language
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points essentiels.
– Tout d’abord, la recherche d’un service correspondant à un besoin dans un réseau de res-
sources distribués. Dans ce contexte qui focalise sur la satisfaction d’un utilisateur
particulier, [Moukas, 1997] propose un écosystème multi-agent composé (i) d’un coté
d’un ensemble d’agents fournisseurs d’informations (Information Discovery agents)
et de l’autre (ii) d’un ensemble d’agents chargés de filtrer l’information pertinente à
l’utilisateur (Information Filtering agents). L’évolution de cet écosystème permet alors
de mettre en correspondance les besoins de l’utilisateur et un ensemble de ressources
informationnelles.
– Le second point de focalisation concerne l’optimisation du fonctionnement global du ré-
seau. Il s’agit alors d’assurer une bonne affectation des tâches afin que la satisfaction
des utilisateurs et des fournisseurs de services soit répartie le plus équitablement pos-
sible. [Lamarre et al., 2007; Quiané-Ruiz et al., 2009] proposent en ce sens une stratégie
qui se démarque des approches classiques d’affectation des tâches soit (i) par réparti-
tion de la charge de travail (load balancing) [Mirchandaney et al., 1990] soit (ii) selon
un modèle micro-économique [Ferguson et al., 1996]. En effet, au lieu d’optimiser le
réseau sur un critère global et uniforme (la charge par exemple), elle propose d’as-
surer une répartition équitable et adaptative de la satisfaction spécifique à chaque
participant. Sur ce point, nous considérons cette heuristique comme proche de celle
utilisée dans l’approche par AMAS qui cherche à répartir équitablement la criticité
entre agents.
Dans cette section, ces deux aspects sont tour à tour abordés lors de la présentation de
l’instanciation de l’approche par AMAS à ce problème.
2.4.1 Des projets et des besoins similaires
ARCADIA. Le projet ARCADIA (ARchitecture pour la Coopération d’Agents D’Informa-
tion Autonomes), qui s’inscrit dans le cadre d’un contrat CTI CNET entre le CNET 3, le
CERT 4 et l’IRIT 5, constitue la partie pratique des travaux développés dans [Camps, 1998].
L’objectif de ce projet était de proposer une solution basée sur des techniques multi-agents
permettant à un utilisateur d’accéder à une information ou un service pertinent au travers
d’un réseau de ressources d’information distribuées, hétérogènes et en constante évolution.
Dans ce réseau, on identifie deux types d’acteurs qui ont un besoin symétrique : (i) l’uti-
lisateur qui souhaite accéder à des ressources ou des services et (ii) le fournisseur de service
qui souhaite se mettre en contact avec des clients potentiels. Les intérêts des utilisateurs et
les services offerts par les fournisseurs sont décrits par des documents non structurés en
langage naturel. A priori, on ne connaît pas la forme des requêtes l’utilisateur (mots clés, lan-
gage naturel, description logique). On ne connaît pas non plus le langage utilisé, ni le type
de service proposé par les fournisseurs présents dans le réseau. De plus, les utilisateurs et
les services peuvent apparaître, évoluer ou disparaître à tout moment. Toutes ces contraintes
sont autant d’indices arguant en faveur de l’utilisation d’une approche de type AMAS.
3. Centre National des Télécommunications
4. Centre d’Étude et de Recherche de Toulouse
5. Institut de Recherche en Informatique de Toulouse
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ABROSE. ABROSE (Agent Based Brokerage SErvices in electronic commerce) [Léger et al.,
1999] est un outil de courtage pour le commerce électronique développé dans le cadre d’un
projet européen comportant neuf partenaires 6. L’objectif de ce projet était de faciliter l’éta-
blissement de relations commerciales au sein d’une place de marché électronique dans la-
quelle une large collection de clients ont des offres et des besoins très dynamiques.
Le but de ce projet s’approche assez fortement de celui d’ARCADIA dans le sens où la
fonctionnalité recherchée est la mise en correspondance dynamique d’acteurs dans un ré-
seau dynamique. En effet, la seule spécificité d’ABROSE est de se placer précisément dans
le contexte du commerce électronique où l’objectif est la facilitation de la recherche d’un
partenaire commercial. On trouve alors deux types d’acteurs : (i) le client qui a accès à un
assistant personnalisé pour la recherche et la notification spontanée de nouvelles offres po-
tentiellement pertinentes ; (ii) les fournisseurs de services qui bénéficient d’une diffusion
ciblée de leurs offres vers les clients pertinents, ils ont de plus accès à un certain nombre
d’informations relatives aux besoins et offres courants de la place de marché.
FORSIC. FORSIC 7 (FOrmation et Recherche en Sciences de l’Information et de la Commu-
nication) est un outil de recherche de formateurs et/ou de documents pédagogiques pour
l’organisation et la mise en place d’enseignements. Ce projet a été lancé en 1999 à l’initiative
de l’URFIST 8 dans le but de valoriser au mieux les ressources humaines et pédagogiques de
la région Midi-Pyrénée [Link-Pezet et al., 2000].
Ici, il n’y a qu’un seul type d’acteur dans le réseau : le formateur. Chaque formateur
peut endosser soit le rôle de fournisseur (de formation ou de contenu pédagogique), soit de
client c.-à-d. chercheur de formateur ou de contenus pédagogiques. Les savoirs scientifiques
évoluant en permanence, les offres et les besoins en formation sont en constante évolution.
Ainsi, dans un contexte pédagogique, on retrouve la même problématique que dans les deux
projets précédents, à savoir la mise en correspondance dynamique entre un besoin et une
offre au sein d’un réseau en constante évolution.
Inventaire des besoins. Là où ARCADIA se veut très générique, ABROSE et FORSIC
constituent des applications plus ciblées. ABROSE est dédié au courtage dans une place
de marché électronique et FORSIC permet la valorisation de formateurs et de supports pé-
dagogiques. Il n’en reste pas moins que, à l’application près, les spécifications du problème
sont les mêmes :
– On se trouve dans un réseau de communication dynamique et distribué, sa topologie, ses
utilisateurs et les services disponibles sont en constante évolution. Ils apparaissent,
changent, disparaissent de manière totalement autonome et imprévisible.
– Un utilisateur cherche à accéder aux services qui satisferont ses besoins.
– Un fournisseur cherche à se mettre en relation avec les utilisateurs intéressés par ses
offres.
6. Deutsche Telekom Berkom, InfoMures SA Roumanie, France Télécom CNET, Universitad Polytechnica de
Madrid, Onyx Ltd Angleterre, Dégriftour SA Paris, National Technical University of Athens, Technical Univer-
sity of Berlin, IRIT Université Paul-Sabatier Toulouse
7. http://www.urfist.cict.fr/forsic
8. Unité Régionale de Formation à l’Information Scientifique et Technique http://www.urfist.cict.fr
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– Un acteur du réseau peut être à la fois utilisateur et fournisseur de service.
– Les besoins et les offres sont tous caractérisés par une description textuelle.
– Pas de connaissance a priori du langage utilisé pour la description du genre de service
proposé ainsi que du type de requête utilisé (mots clés, langage naturel, etc.) lors de
l’expression du besoin de l’utilisateur.
– La fonctionnalité recherchée est alors l’optimisation de la satisfaction de l’ensemble des
acteurs, c.-à-d. proposer aux utilisateurs les services qui correspondent au mieux à
leurs besoins (voire à leur profil) et permettre aux fournisseurs de trouver un maxi-
mum de clients intéressés par leurs offres (en évitant tout de même de dépasser leur
capacité de fourniture).
Ces spécifications très génériques laissent une grande part à l’inconnu et suggèrent l’uti-
lisation de techniques capables de s’adapter en temps réel aux acteurs d’un réseau dont les
besoins et les offres évoluent de manière permanente. De par ses spécificités, l’approche par
AMAS constitue alors une réponse possible pour la résolution de ce problème complexe.
En effet, au travers de ces trois projets, elle a permis la mise au point d’une architecture
pertinente et originale [Camps, 1998; Léger et al., 1999; Link-Pezet et al., 2000].
2.4.2 Architecture AMAS
2.4.2.1 Des SHA centralisés à une distribution totale
Afin de mieux gérer la dynamique et la distribution des systèmes, notamment grâce à
l’exploitation des propriétés des phénomènes émergents, la résolution du problème global
par AMAS est réalisée grâce à l’activité d’un ensemble d’entités locales autonomes dont le
comportement ne dépend pas directement de la connaissance du problème global.
SHA Centralisé
Modélisation de 
l'utilisateur
odélisation de 
l'utilisateur
Modélisation
du domaine
Matching / Présentation
Modélisation de 
l'utilisateur
Domaine 
d'information
[...]
Agent Représentant
Modélisation
Voisinage
Matching
Présentation Utilisateur
Utilisateur
Utilisateur Utilisateur
Service
Service
Service
Figure 2.5 — Approche centralisée vs. approche AMAS
La figure 2.5 illustre l’architecture d’un SHA centralisé standard, potentiellement multi-
utilisateur (partie gauche), et le modèle totalement distribué requis par l’approche par
AMAS (partie droite).
Dans le premier, chaque utilisateur accède au même système qui stocke de manière cen-
tralisée, et leur profil, et le modèle de toutes les informations présentes dans le domaine.
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Lorsque le domaine d’information devient conséquent, lorsqu’il est dynamique et que le
nombre d’utilisateurs augmente, la mise en œuvre de ce modèle nécessite une puissance de
calcul et une bande passante telle que le système doit être massivement déployé et au sein
de « fermes d’ordinateurs » (ou data center). Bien que les géants de l’industrie aient montré
la viabilité de ce modèle, celui-ci est extrêmement coûteux et énergivore. D’autre part, le
stockage du profil de l’utilisateur sur des serveurs distants pose des problèmes évidents de
maîtrise des données personnelles et de respect de la vie privée.
L’approche par AMAS rompt avec ce modèle dans le but de proposer une alternative
plus raisonnable face à l’évolution de la complexification des réseaux d’information. Ainsi,
[Camps, 1998] propose de décentraliser totalement l’architecture standard d’un SHA afin
de répartir le processus de mise en correspondance au sein de l’activité de chaque acteur
du réseau. Dans cette architecture, chaque acteur du réseau est représenté par un agent re-
présentant qui, d’un part, agit pour le compte de l’entité qu’il représente dans le but de la
satisfaire et, d’autre part, coopère de manière à participer au mieux à l’activité de recherche
de ses voisins (les agents avec qui il a déjà interagi). Pour ce faire, on retrouve au sein de
chaque agent représentant, une partie de l’information et des traitements que l’on trouve dans
un SHA centralisé. Ainsi, l’agent représentant a les moyens de se construire une représenta-
tion des compétences et des besoins de l’entité qu’il représente ainsi que de son voisinage.
L’agent représentant constitue la seule interface entre l’utilisateur et le réseau ; il embarque
donc un ensemble de fonctionnalités relatives à la présentation et au matching des items
d’informations. De ce fait, l’approche par AMAS peut assurer naturellement la confidentia-
lité des données privées aux usagers en hébergeant chaque agent représentant sur le support
informatique le plus près de l’utilisateur.
Les sections suivantes présentent plus en détail cette architecture qui est en réalité dé-
composée en plusieurs couches interdépendantes, chacune dédiée à un problème de granu-
larité différente.
2.4.2.2 Une architecture multicouche
La figure 2.6 représente schématiquement l’architecture multi-agent développée au
cours des projets ARCADIA, ABROSE et FORSIC. Elle est composée de trois niveaux hiérar-
chiques, chaque niveau contenant un type spécifique d’agent. Le niveau le plus important
est le niveau intermédiaire déjà introduit dans le paragraphe précédent. Les utilisateurs
et les services étant dispersés géographiquement et pouvant atteindre des millions, ils ne
peuvent être regroupés sur un même site. La couche supérieure est donc composée d’agents
site qui contient chacun un ensemble d’agents représentant et dont l’objectif est d’assurer la
communication d’un site à l’autre. Enfin, étant donné que la représentation et la mise à jour
des compétences et des besoins d’un utilisateur ou d’un service constituent en elles-mêmes
un problème à part entière, chaque agent représentant fait à son tour appel à un AMAS chargé
de cette tâche (couche inférieure).
On peut alors distinguer deux couches fonctionnelles distinctes par leurs objectifs :
– La couche « routage », constituée de la couche agents site ainsi que celle des agents repré-
sentant. Cette couche a pour objectif de permettre d’une part la recherche de services
en fonction d’un besoin, et d’autre part la communication entre agents représentant.
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Utilisateur
Service
tt
t
Couche « routage » 
Couche « représentations » 
t
Agent représentant
Agent site
Agent terme
Figure 2.6 — Architecture globale de la solution AMAS développée au travers des projets
ARCADIA, ABROSE et FORSIC.
– La couche « représentations », constituée d’agents terme, a pour objectif de construire
et de maintenir une représentation des compétences et des besoins de l’utilisateur ou
du service représenté, mais aussi des agents représentant (resp. site) avec qui l’agent
représentant (resp. site) a déjà interagi.
Ici, la notion de « compétences » désigne la représentation de l’ensemble des services, des
connaissances qu’un acteur peut mettre à disposition
2.4.2.3 Couche « routage »
Le principal objectif de la couche « routage » est de mettre en relation l’agent représentant
d’un utilisateur ayant un besoin x avec celui d’un fournisseur capable de satisfaire x. Etant
donné la nature distribuée, dynamique et ouverte du réseau, il n’est pas possible de mainte-
nir de manière centralisée une représentation des besoins et des offres, d’autant plus lorsque
le réseau contient plusieurs centaines de milliers d’acteurs. L’instanciation de l’approche par
AMAS donne alors lieu à la distribution totale du processus de mise en relation des acteurs du
réseau.
Ainsi, chaque utilisateur ou service est représenté par un agent représentant. Il a pour
but de construire et de maintenir une représentation des besoins et des compétences (offres)
de l’entité qu’il représente. De plus, et afin de trouver un interlocuteur, il est capable de se
construire une image des compétences des agents avec qui il interagit, c.-à-d. de ses voi-
sins au sein de la couche des agents représentant. Un agent représentant possède donc une
représentation des compétences de chaque agent avec qui il a déjà interagi (appelée accoin-
tances), mais aussi une représentation de ses propres compétences. La communication entre
ces agents est assurée par un protocole coopératif qui, grâce à des règles d’interactions stric-
tement locales, permet de propager au sein du réseau les requêtes, de trouver le cas échéant
un interlocuteur pertinent, et de mettre à jour les accointances de chaque agent. Grâce à
l’évolution de ces connaissances locales acquises de manière coopérative, petit à petit, le
réseau d’agents tend vers une organisation optimale et s’adapte aux évolutions de l’envi-
ronnement.
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Un agent site a pour compétence l’ensemble des compétences des agents représentant
qu’il contient. Lorsque un agent représentant ne peut trouver au sein de ses voisins la com-
pétence que celui-ci désire, son agent site prend le relai en mettant en œuvre le même proto-
cole coopératif exécuté au niveau supérieur. On peut noter qu’il pourrait tout à fait exister
une nouvelle couche située au dessus de celle des agents site. En effet, étant donné que le
protocole utilisé est le même, il n’y a théoriquement pas de limite au nombre de couches.
Cependant, l’ajout d’une couche n’est justifiée que pour des raisons relatives à l’architec-
ture des réseaux – c.-à-d. à la répartition géographique des utilisateurs et au rayon d’action
maximum d’un réseau – ou des raisons relatives aux capacités des ordinateurs – c.-à-d. la
capacité de calcul et de mémoire maximum pour la représentation des voisins et le traite-
ment des messages –. Les expérimentations effectuées n’ont pas justifié l’emploi de couches
supplémentaires.
Protocole de routage coopératif via relaxation restreinte. Le protocole de routage coopé-
ratif est basé sur le principe de la relaxation restreinte qui est décrit de la manière suivante
dans [Camps, 1998] :
« Lorsqu’un agent a besoin de connaître une information particulière qu’il ne possède
pas, il va rechercher des agents susceptibles de la lui fournir et dans le cas inverse, s’il pos-
sède un résultat, il va essayer de le communiquer aux agents susceptibles d’être intéressés. »
Bien que notre l’objectif ne soit pas de détailler précisément le protocole de routage coopéra-
tif, il convient de donner une idée du processus d’auto-organisation qui a lieu au sein de la
couche de routage. La figure 2.7 illustre trois agents représentant A, B et C. Les accointances
de ces agents sont les suivantes :
– A connaît B,
– B connaît ses deux voisins,
– et C connaît A.
A
B
C
1
2
3
4
Figure 2.7 — Déroulement du protocole coopératif lors de la recherche d’un service.
Voici ce qu’il se passe lorsque l’utilisateur de A a besoin du service S :
– A consulte ses représentations sur autrui, il n’a pour l’instant connaissance que de B
et il lui semble que B est effectivement en mesure de lui fournir le service S . A envoie
donc une requête à B pour qu’il lui fournisse le service S (Ê).
– Malheureusement A a une représentation erronée des compétences de B (elles ont
peut-être évolué). B étant coopératif, il ne laisse pas pour autant tomber la requête
de A et essaie de trouver au sein de ses propres accointances un agent capable de
fournir le service S . Il trouve alors C et lui retransmet la requête de A (sans en changer
l’émetteur) : B relaxe la requête de A (Ë).
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– C est effectivement compétent et peut fournir S , il traite la requête et transmet le ré-
sultat à A (Ì).
– A, reçoit S de la part de l’agent C ; sans nouvelles de B, il en déduit au bout d’un
certain temps que celui-ci est incompétent pour fournir S et que C est au contraire
compétent pour ce genre de service. A met à jour ses accointances (Í) : (i) il modifie
ses croyances sur la capacité de B à fournir S et (ii) il ajoute C dans ses accointances (s’il
ne le connaissait pas auparavant) et mémorise/met-à-jour le fait que C est compétent
pour fournir S .
D’un point de vue coopératif, la relaxation restreinte correspond à la résolution d’une
situation non coopérative d’incompétence. La solution est alors de retransmettre le message
à un agent plus compétent. Plus précisément, cette action consiste à transférer la requête
sans en modifier l’émetteur original. L’agent qui retransmet n’est pas un intermédiaire (par
exemple comme un serveur mandataire), il joue le rôle d’un simple relais afin de pallier sa
propre incompétence. C a alors l’impression d’avoir été directement contacté par A.
Le processus de relaxation ne peut cependant pas se propager indéfiniment au risque de
saturer le réseau de messages relaxés. Les messages ont donc un nombre limité de relaxa-
tions possible avant qu’ils ne soient détruits, tout comme les paquets IP sont détruits par les
routeurs lorsqu’ils ont dépassé leur « Time To Live ».
Lorsque un agent représentant n’a pas connaissance d’un agent représentant compétent
au sein de ses accointances, il sollicite son agent site afin que celui-ci tente de trouver un
interlocuteur soit au sein du site qu’il représente (car ce dernier a la connaissance de tous les
agents représentant qu’il contient), soit au niveau de la couche des agents site.
2.4.2.4 Couche « représentations »
Le protocole coopératif nécessite de se forger une représentation des offres de services
et des intérêts des l’utilisateurs sans que l’on ne puisse savoir par avance le langage uti-
lisé ni même le domaine de ces connaissances. Chaque agent élabore sa propre idée des
compétences des agents avec qui il interagit, ce qui peut conduire à toutes sortes d’inco-
hérences. Utiliser des méthodes centralisées et basées sur des formalisations logiques de
connaissances n’est pas applicable de par la complexité du problème et son aspect ouvert.
L’approche par AMAS semble au contraire être bien adaptée à ce problème (cf. 2.3.2.4).
Ainsi, chaque agent représentant construit la représentation de son utilisateur et ses ac-
cointances grâce à un système multi-agent : le réseau terminologique, nommé à l’origine
« réseau de croyances » [Carré et al., 1999]. Ce réseau terminologique constitue notamment
l’essentiel des fonctionnalités offertes par le module de « modélisation » de l’utilisateur et
du voisinage schématisé en bas à droite de la figure 2.5.
Le réseau de croyances [Carré et al., 1999]. L’idée est de construire, par auto-organisation,
un réseau de termes qui, par des mécanismes de propagations locales, est capable de dé-
terminer quels sont les agents représentant correspondant, voire répondant, à la description
textuelle d’une requête. Au sein de ce réseau interagissent deux types d’agents : les agents
de croyance (représentant des termes) et les agents frontière (représentant les accointances
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de l’agent représentant). Chaque agent représentant connu est représenté dans le réseau sous
forme d’un agent frontière connecté à des agents de croyance fils. Un agent de croyance peut
être à son tour père d’autres agents de croyance. Chaque agent de ce type maintient à jour la
force des liens qu’il entretient avec ses pères et ses fils. Si la force atteint un certain seuil
le lien est considéré comme actif ; il demeure inactif dans le cas contraire. La figure 2.8
schématise ce réseau de croyances où les agents de croyance (ellipses) et les agents frontière
(rectangles arrondis) sont connectés via des liens actifs (flèches pleines) ou inactifs (flèches
pointillées).
Recherche d’agent représentant. Lorsqu’une requête arrive, les agents terme présents dans
la requête sont activés puis initient un processus d’activation qui doit aboutir à la sélection
des agents représentant qui correspondent à cette requête. Pour ce faire, un agent activé en-
voie un message à son père. La force d’activation de ce message est proportionnelle à la
force de la connexion père-fils. Lorsqu’un agent reçoit un ou plusieurs messages, il somme
les pondérations associées à ces derniers. Lorsque cette somme dépasse un certain seuil, il
est activé et propage à son tour un message à son père. La propagation de cette activation
peut alors donner lieu à la sélection d’un agent représentant (par l’intermédiaire de son agent
frontière), ce qui signifie que le réseau de croyances « pense » que cet agent est compétent
pour la requête (cf. figure 2.8).
Agent 
Représentant n
Terme i
Agent Représentant m
Terme j Terme k
Terme g Terme h
Agent Représentant n
Terme i [...]  Terme k [...] 
Terme z
requête
réseau
terminologique
résultat
Figure 2.8 — Processus d’activation au sein du réseau de croyances.
Apprentissage et adaptation. Une fois cette recherche effectuée, l’agent représentant inter-
agit avec l’agent sélectionné grâce au protocole de routage coopératif (cf. § 2.4.2.3). A l’issue
de ces interactions l’agent représentant acquiert des connaissances sur l’état et les compé-
tences actuelles de ses interlocuteurs. Ces nouvelles connaissances contribuent alors à la
mise à jour du réseau de croyances. Prenons un exemple simple : l’agent représentant n, s’est
avéré compétent pour la requête R contenant les termes {tx, ty, tz}. S’ils ne l’étaient pas déjà,
ces trois termes sont réifiés sous forme d’agents terme dans le réseau, puis sont connectés
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à l’agent frontière qui fait référence à l’agent représentant n. Au travers de l’observation lo-
cale du processus d’activation et des relations qu’entretiennent les agents de croyance, des
situations non coopératives sont détectées puis résolues via la création, la suppression ou la
modification de liens de parenté entre agents. C’est ce principe qui donne lieu à l’émergence
d’un réseau de croyance adaptatif dont l’organisation permet de déterminer l’agent le plus
compétent pour fournir un service décrit par une requête textuelle. Au delà de l’émergence
de cette fonctionnalité, un observateur extérieur peut aussi voir apparaître au travers de
cette organisation d’agents terme, une sorte de vocabulaire émergent [Steels, 1999], où les
termes les plus génériques (respectivement les plus spécifiques) se trouvent en haut de la
hiérarchie (respectivement en bas de la hiérarchie).
2.4.2.5 Évaluation et identification des limites
Cette architecture et donc les deux couches qui la composent ont été instanciées aux trois
projets précédemment proposés. Elles ont alors pu être évaluées soit par simulation soit au
travers d’expérimentations réelles.
Tout d’abord, la couche de routage a montré l’efficacité de son principe clé : la relaxa-
tion restreinte. D’une part, l’idée de rechercher un service par propagation coopérative de
messages de proche en proche s’est montrée pertinente et robuste dans un réseau ouvert et
dynamique. D’autre part, l’apprentissage local dont bénéficie chaque agent au travers de son
expérience, donne lieu à l’émergence d’une connaissance commune et distribuée permettant
d’optimiser en temps réel l’efficacité du réseau [Cabanis, 2006].
Si la couche supérieure s’est avérée pertinente et efficace face à la complexité, à la dy-
namique et à l’ouverture d’un réseau réel, la couche dédiée au réseau de croyances n’a pas
conduit aux résultats espérés. Bien qu’il ait obtenu des résultats encourageants lorsque la
description des services et les requêtes se limite à un vocabulaire restreint (moins d’une cin-
quantaine de termes), force est de constater que les comportements locaux des agents terme
sont insuffisants dès que l’on injecte des connaissances quelque peu détaillées. Les raisons
attribuées à ces limites sont les suivantes :
– Aucune connaissance linguistique n’est utilisée. Ainsi, les diverses formes d’un même
terme (singulier, pluriel, féminin, masculin, forme conjuguée, etc.) sont considérées
comme des termes différents. De surcroît, certains termes vides (stop words) génèrent
un bruit conséquent en ajoutant un certain nombre de connexions qui n’auraient pas
lieu d’être.
– L’algorithme ne prend pas en compte la localisation spatiale des termes que ce soit dans
une requête ou dans un document. Ce n’est que le nombre d’occurrences des termes
qui a un influence sur le processus d’auto-organisation. Le système se trouve alors
privé d’informations qui pourrait l’aider à faire face aux problèmes de polysémie fré-
quemment rencontrés lorsque l’analyse est uniquement basée sur les occurrences de
termes.
– La présence d’un très grand nombre de termes au sein du réseau génère un très grand
nombre de situations non coopératives. Or, le principe de réorganisation étant basé
sur la propagation de ces SNC, la quasi-totalité des agents pensent devoir modifier
leurs liens. Il en résulte un réseau qui ne converge pas vers une organisation stable.
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Le système paie en quelque sorte le fait d’être totalement générique et indépendant de la
langue. Le fait de se libérer de tout a priori rend effectivement l’émergence de sémantique re-
lativement ardue. Il n’en reste pas moins que dans certaines conditions, certes relativement
peu complexes, l’émergence d’un réseau adéquat s’est manifestée. De plus, se résigner à
investir massivement dans des ontologies construites ad hoc, dont le maintien s’avère extrê-
mement coûteux, ne constitue pas un bon investissement face aux défis posés par l’évolution
des technologies de l’information. Les trois projets qui ont motivé ce travail de 1995 (ARCA-
DIA), à 2003 (FORSIC), montrent d’ailleurs tout l’intérêt de la recherche d’un mécanisme
générique pour la représentation et l’évolution de connaissances dans les systèmes artifi-
ciels. C’est en définitive pour toutes ces raisons que l’équipe SMAC a persévéré dans son
effort de recherche au travers de deux études effectuées lors de deux Masters 2 Recherche
successifs.
2.4.3 Vers l’apprentissage d’un profil utilisateur par émergence
Le constat précédemment établi a conduit à deux travaux qui ont respectivement exploré
l’utilisation de la coopération au niveau des documents [Czerny, 2006], puis l’utilisation
de la coopération au niveau des termes eux-mêmes [Videau, 2007], ceci dans l’objectif de
construire un réseau terminologique auto-organisé capable de représenter les compétences
d’un agent représentant. Si ces études se sont avérées plus prospectives que pratiques, elles
ont tout de même contribué à confirmer par de biais de l’expérimentation l’applicabilité
mais aussi les limites d’une telle approche [Videau et al., 2008].
Ces deux études sont basées sur deux hypothèses communes :
– Les compétences d’un agent représentant sont caractérisées par un ensemble de documents
textuels.
– Les termes présents dans un document décrivent à des degrés plus ou moins importants
les compétences exprimées par ce document.
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Figure 2.9 — Architecture multi-agent pour la représentation des compétences d’un agent.
Comme illustré par la figure 2.9, le profil d’un agent représentant (R) est alors composé
d’un ensemble d’agents document (D) qui sont à leur tour respectivement représentés par un
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ensemble d’agents terme descripteur (T).
Il est nécessaire de noter que ce ne sont pas tous les termes d’un document qui seront
présents dans le réseau, mais seulement ceux jugés pertinents (sémantiquement) par leurs
documents respectifs. Les mots des documents sont tout d’abord transformés en termes
après une phase de lemmatisation, puis désignés ou non comme termes descripteur. Pour
ce faire, chaque agent document attribue un indice de pertinence à chacun de ses termes ;
lorsque ces agents dépassent un certain seuil, ils sont désignés termes descripteur, c.-à-d.
qu’ils sont considérés comme vecteurs d’une certaine sémantique.
L’ensemble des agents terme constitue alors un réseau auto-organisé dont l’organisation
permet de caractériser les compétences de chaque agent document et, de manière plus glo-
bale, les compétences de l’agent représentant. Les liens entre les termes descripteur sont dé-
signés dans ces travaux comme des liens de proximité contextuelle (voire sémantique). Ces
liens ne sont pas aussi précis que les relations formelles que l’on peut trouver dans une
ontologie car le problème ne le nécessite pas. Leur but est de contextualiser les divers des-
cripteurs afin de traduire non formellement le sens dans lequel ils ont été employés.
Le processus de construction et de maintenance du réseau est donc un processus essen-
tiellement organisationnel dans lequel chaque agent terme essaie, de manière autonome et
coopérative, de se positionner au mieux dans son environnement local via l’établissement
de liens avec les termes qu’il considère comme sémantiquement proches.
Outre le fait que ces études se privent de toutes connaissances linguistiques (excepté le
processus de lemmatisation), elles ont révélé la difficulté de l’instanciation de l’approche
par AMAS dans ce cadre. En effet, la notion de coopération s’avère délicate à instancier à
des agents de faible granularité tels que les termes. Quel est le but d’un terme ? Que signifie
coopérer au sein d’un réseau terminologique ? etc. Autant de questions dont les réponses
empiriques ont été élaborées, faute de mieux, sur la base d’hypothèses relativement discu-
tables.
2.5 Bilan
Le chapitre 1 identifie des imperfections sur le plan de l’adaptation des Systèmes Hy-
permédia Adaptatifs. Bien que la forte croissance du Web ait permis aux technologies col-
laboratives de montrer leur apport en terme d’adaptation à l’utilisateur, malgré les progrès
effectués depuis le début des années 1990 [Bocker et al., 1990], l’immense majorité des tra-
vaux considèrent l’adaptation comme la simple prise en compte du modèle de l’utilisateur
lors de l’étape de sélection des items d’information à présenter à l’utilisateur. Si les pre-
miers SHA se limitaient à des domaines d’information fermés, à un public bien ciblé et à
des tâches prédéterminées, le contexte actuel est au contraire totalement indéterminé. Les
utilisateurs, leurs buts, les données auxquelles ils accèdent ne peuvent absolument pas être
prévus au moment de la conception du système. Or, dans ce contexte là, un système réelle-
ment adaptatif doit être en mesure de remettre en cause chaque fonctionnalité qui, peu ou
prou, contribue au résultat retourné à l’utilisateur.
Cet objectif nous renvoie à l’étude des systèmes artificiels adaptatifs. Le début du présent
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chapitre dresse un bref état de l’art des différentes techniques d’apprentissage et d’adapta-
tion qui ont été développées au cours de ces dernières années dans le domaine de l’informa-
tique et de l’intelligence artificielle. Celui-ci pointe les limites des approches traditionnelles
qui, à cause d’une conception fondée sur une connaissance a priori des problèmes à résoudre,
se trouvent de fait confinées dans leur domaine d’application, inadaptées dès lors qu’elles
sont confrontées à des circonstances non anticipées par le concepteur. Ces limitations ont
motivé le développement de nouvelles stratégies de résolution de problèmes qui s’inspirent
notamment des concepts d’émergence et d’auto-organisation.
L’approche par AMAS fait partie de cette catégorie. Contrairement aux algorithmes ins-
pirés de modèles naturels comme les algorithmes de fourmis, abeilles, guêpes ou ceux ins-
pirés du système immunitaire des mammifères, cette approche se veut avant tout géné-
rique. Elle base ses principes sur les théories de l’émergence et de l’auto-organisation afin
de définir les conditions requises pour obtenir un système réellement adaptatif et garantir sa
convergence vers une solution adéquate à son environnement. Cette approche semble alors
tout à fait adaptée à la problématique de l’adaptation des systèmes hypermédia à l’utilisa-
teur et à un domaine d’information dynamique et ouvert.
La dernière partie de ce chapitre expose les diverses applications de l’approche par
AMAS dans le domaine des SHA. Ces travaux, qui constituent en quelque sorte le contexte
de cette étude, proposent une architecture totalement décentralisée où chaque nœud du
réseau d’information (utilisateur ou service) est un agent qui prend localement part au fonc-
tionnement du réseau d’information. Deux couches interdépendantes régissent le comporte-
ment coopératif. La première participe à l’acheminement d’un requête vers le nœud le plus
pertinent. La seconde a pour objectif de modéliser les compétences de l’agent en question
mais aussi les compétences perçues des nœuds voisins.
L’application des AMAS au domaine des SHA constitue une approche qui se démarque
clairement de l’existant par (i) son approche totalement décentralisée et surtout (ii) par son
refus de prendre en compte tout a priori que ce soit sur le comportement supposé de l’utili-
sateur, que ce soit sur le contenu ou la structure du domaine d’information ou encore que
ce soit sur la sémantique attribuée aux éléments du lexique. Malgré les limites rencontrées
pour la représentation des compétences, les résultats obtenus au travers des trois projets
de recherche (ARCADIA, ABROSE, FORSIC) s’avèrent encourageants. Ceux-ci ont en effet
montré la robustesse, la généricité et la capacité d’une telle architecture à mettre en relation
un besoin et un service, ceci sans qu’aucun nœud n’ait à centraliser une connaissance glo-
bale du réseau. Grâce à la coopération, l’expérience acquise localement par chaque agent est
mise à la disposition de ses pairs afin d’optimiser le fonctionnement du réseau. En émerge
alors une connaissance distribuée des services accessibles au travers du réseau qui le rend
capable de répondre au mieux aux besoins des utilisateurs tout en s’adaptant en temps réel
à la dynamique et à l’ouverture inhérente aux nouvelles technologies de l’information.
Il n’en reste pas moins que l’instanciation de l’approche par AMAS s’est heurtée à une
de ses limites. En l’occurrence, c’est l’interprétation de l’heuristique générique de « coopé-
ration » utilisée pour guider localement le processus d’auto-organisation qui s’est avérée
délicate lorsqu’elle concerne des agents de faible granularité. Il est de plus nécessaire de
souligner que ces différentes applications des AMAS aux SHA se sont seulement intéressées
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à deux aspects qui sont (i) l’adaptation du réseau (cf. § 2.4.2.3) et (ii) l’adaptation de la re-
présentation des connaissances (cf. § 2.4.2.4). Ces applications n’ont pas considéré tous les
aspects fonctionnels d’un SHA (prise en compte du feedback, présentation des résultats).
Afin de tendre vers une solution adaptée en tout point avec l’utilisateur, il est désormais
nécessaire de considérer un SHA comme un ensemble de systèmes adaptatifs (ou de fonc-
tionnalités adaptatives) interdépendant(e)s les un(e)s des autres qui coopèrent et s’adaptent
les un(e)s aux autres afin de former, à un niveau supérieur, un système lui aussi adaptatif.
Or, on touche encore une fois à une limite de l’approche par AMAS, qui ne s’est encore ja-
mais aventurée dans la conception de ce que l’on pourrait désigner par des « Systèmes de
Systèmes Adaptatifs ».
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Deuxième partie
Couplage d’AMAS pour les Systèmes
Hypermédia Adaptatifs
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3 Contexte et développement del’étude
« Comme la femme enceinte ne sait pas ce que son ventre prépare, nous igno-
rons quelles merveilles peuvent encore surgir du développement de la com-
plexité cosmique. »
Hubert Reeves – Intimes convictions
AU cours des chapitres précédents, nous avons constaté les limites des approches clas-siquement employées dans les SHA qui se focalisent essentiellement sur la modélisa-
tion du profil de l’utilisateur et la prise en compte de ce profil lors de l’étape de sélection de
l’information. Autrement dit, les SHA modifient leurs comportements en fonction des don-
nées présentes dans le modèle utilisateur. Cependant quelles que soient les particularités
de chaque utilisateur, ils sont modélisés au travers des mêmes procédures, établies le plus
souvent de façon ad hoc sur la base de connaissances générales sur le comportement stan-
dard d’un utilisateur. Or, selon les théories de l’adaptation des systèmes artificiels, ce genre
d’approches, basées sur un certain nombre d’a priori, limite sérieusement le degré d’adap-
tation de l’application. Nous soutenons que les SHA doivent être vus comme des systèmes
adaptatifs à part entière, composés de fonctionnalités dont l’activité ne doit dépendre d’au-
cun présupposé global et dont le comportement peut être remis en cause à tout moment au
travers de ses interactions avec son environnement.
Cette assertion constitue la motivation majeure de nos travaux qui, dans la continuité
logique des travaux présentés dans le précédent chapitre (cf. § 2.4), ont pour objectif de
poursuivre l’étude de l’applicabilité et de l’apport de l’approche par AMAS, technique pu-
rement adaptative, au domaine des SHA et plus spécifiquement au problème de la mise en
correspondance dynamique entre besoins et services dans un réseau de systèmes d’informa-
tion distribuées. Toujours au cours de ce précédent chapitre, nous avons pu constater que,
bien que le protocole de routage coopératif se soit avéré fonctionnel, celui-ci est en réalité très
dépendant de la manière dont les compétences, les connaissances, les intérêts ou les besoins
de chaque acteur du réseau sont représentés. Or, l’approche par AMAS n’a jusqu’à présent
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pas trouvé d’instanciation correcte à ce problème de représentation.
Nos contributions visent donc à étudier l’instanciation ainsi que l’apport de l’approche
par AMAS à ce problème que nous désignerons comme « problème de représentation générique
des compétences et de l’intérêt d’un acteur du réseau » (utilisateur ou service). Afin, d’étudier
à un cas d’étude concret qui s’inscrive dans le contexte d’un réseau d’informations ouvert,
nous avons choisi de nous intéresser à la modélisation du profil d’un utilisateur (ses intérêts)
et à l’évaluation de celui-ci au travers de son exploitation dans le cadre de la recherche
d’information personnalisée sur le Web.
Ce court chapitre a pour objectif d’introduire le cadre ainsi que le développement lo-
gique de nos contributions qui, au travers de la problématique générale de « la représenta-
tion générique des compétences et de l’intérêt d’un acteur du réseau », sont appliquées à la
personnalisation de la recherche d’information dans le Web ouvert.
3.1 Recherche d’information personnalisée : un problème com-
plexe
Comme évoqué lors du chapitre 1, la conception d’un système de recherche d’informa-
tion personnalisé est un problème classiquement traité grâce à la combinaison plus ou moins
complexe de diverses techniques et fonctionnalités, comme par exemple la lemmatisation,
l’indexation, l’utilisation d’ontologies, de diverses heuristiques de similarité, de feedback
explicite ou implicite, etc...
Conscients de l’envergure de ce problème, qui pose notamment des difficultés d’éva-
luation, nous avons souhaité développer nos contributions au plus près d’une plate-forme
applicative qui puisse à la fois servir d’outil de démonstration, de comparaison et d’évalua-
tion de nos travaux. Nous avons alors choisi de dédier cette plate-forme à la modélisation du
profil d’un utilisateur et à l’évaluation de celui-ci au travers de son exploitation dans le cadre
de la recherche d’information sur le Web. En effet, la maîtrise de l’acquisition du profil de l’uti-
lisateur ainsi que son exploitation dans un cadre très générique constituent les principaux
obstacles à l’application de l’approche par AMAS aux SHA.
Nous allons ici introduire le cadre applicatif ainsi que le développement logique de nos
contributions autour de cette plate-forme, SWAPP, qui a été développée au sein de l’équipe
SMAC conjointement aux travaux de cette étude [Lemouzy et al., 2009b].
3.2 SWAPP, une plateforme expérimentale
3.2.1 Objectif
Comme expliqué dans l’introduction de ce chapitre, SWAPP a pour objectif d’offrir un
support à l’étude, à la mise au point et à la comparaison de systèmes de modélisation et
d’exploitation du modèle utilisateur dans le contexte de la recherche d’information sur le Web.
Etant donné l’ouverture de ce domaine d’information, le modèle de l’utilisateur doit être ex-
trêmement générique, il contiendra donc simplement des informations relatives aux intérêts
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de l’utilisateur.
Dans le contexte de l’architecture multi-agent présentée dans la section 2.4, SWAPP peut
être vue comme un moyen de s’abstraire de la couche de routage (qui ne constitue plus un
problème en soi). L’idée est alors d’utiliser un moteur de recherche de manière à simuler
le résultat de l’activité de la couche de routage. Ces résultats sont alors personnalisés par le
système, (i) soit en amont via la manipulation de la requête envoyée au moteur de recherche,
(ii) soit en aval via la modification de l’ordre des résultats. De notre point de vue, cette
approche présente alors les avantages suivants :
– Abstraction de la recherche au travers du réseau afin de se concentrer sur l’aspect modéli-
sation et exploitation du profil de l’utilisateur.
– Application à un domaine d’information réellement ouvert, à savoir le Web accessible au
travers d’un moteur de recherche.
– Réutilisation de l’interface web d’un moteur de recherche. Personnaliser de manière trans-
parente les résultats d’un moteur de recherche par la manipulation du flux réseau
évite le développement d’une interface utilisateur et évite que l’utilisateur-testeur ne
soit confronté à une nouvelle interface (ce qui pourrait notamment biaiser l’évaluation
de l’apport du système). De plus cela rend le prototype utilisable dans le contexte de
l’activité quotidienne de tout utilisateur.
En bref, l’objectif de SWAPP est de fournir les outils suffisants pour permettre l’évalua-
tion et la comparaison de divers systèmes de modélisation et d’exploitation du profil de
l’utilisateur dans le contexte de la recherche sur le Web.
3.2.2 Architecture générale
Etant donné les objectifs de SWAPP, nous avons recensé les besoins suivants :
Interfaçage avec le protocole HTTP : pour communiquer avec un moteur de recherche
ainsi qu’avec un navigateur web standard.
Modularité et généricité : pour héberger n’importe quel ensemble de modules fonctionnels
afin de permettre l’évaluation d’un large panel de stratégies. Nous appellerons « moteur
de personnalisation » un ensemble cohérent de modules qui implante une certaine straté-
gie de personnalisation.
Simplicité d’utilisation : pour évaluer de la manière la plus juste l’apport de la personnali-
sation. Le système doit alors être le plus transparent possible pour ne pas perturber les
habitudes de l’utilisateur.
Outils de gestion : pour instancier et gérer l’exécution des moteurs de personnalisation.
Elle doit en outre, permettre la sauvegarde et la restauration de l’état de chaque instance
auparavant créée.
Outils d’évaluation et de visualisation : pour évaluer chaque stratégie mise en œuvre
dans diverses instances. Les résultats et le fonctionnement de chaque module seront
ainsi observés et analysés par l’administrateur.
Cet ensemble de besoins brièvement présenté a alors orienté les choix de conception
suivants :
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1. Utilisation d’un serveur HTTP mandataire (serveur proxy HTTP) programmable qui, grâce
à la généricité et le support universel du protocole HTTP, constitue l’interface standard
entre l’utilisateur, la plate-forme et le Web. Le proxy permet alors (i) à l’utilisateur d’ac-
céder au Web et à un moteur de recherche de la manière la plus naturelle qu’il soit
via un navigateur web, (ii) au système de capturer l’intégralité du flux réseau et éven-
tuellement de le manipuler, de le personnaliser, de manière totalement transparente à
l’utilisateur.
2. Interfaçage avec le moteur de recherche Google 1. Notre choix s’est tout naturellement porté
sur le moteur de recherche le plus populaire afin de toucher le plus d’utilisateurs pos-
sible. Ainsi, lorsque l’utilisateur effectuera des recherches au travers du moteur de re-
cherche Google, les résultats qu’il obtiendra auront au préalablement été manipulés et
personnalisés par SWAPP de manière totalement transparente pour l’utilisateur.
3. Utilisation du framework Eclipse RCP qui propose (i) une implémentation du standard
OSGI 2 fournissant les outils de base pour gérer une architecture logicielle à base de
modules et (ii) un ensemble de plugins et de composants graphiques réutilisables (no-
tamment SWT et JFaces) permettant un développement rapide et efficace d’interfaces
graphiques complexes. Ce framework impose l’utilisation du langage Java ce qui, de
notre point de vue, constitue un avantage, autant par l’immense quantité de librairies
disponibles et exploitables dans ce langage que par sa portabilité quasi-universelle.
La figure 3.1 illustre l’architecture de SWAPP ainsi que l’ensemble des modules fonction-
nels mis en œuvre dans le moteur de personnalisation type de nos contributions.
moteur de personnalisationoteur de personnalisationMote r de perso alisatio
World Wide Web
Navigateur Web
User Profile Manager (UPM)
Modèle de 
l'utilisateur
Modélisation
Matching
Result Presentation Manager (RPM)
User Interest Manager (UIM)
html
Proxy HTTP
+SWAPP
Interface de 
visualisation et 
d'administration
SWAPP
Spy
UtilisateurAdministrateur
Figure 3.1 — Architecture de SWAPP
1. http://www.google.fr
2. Open Services Gateway Initialive
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Du côté droit de cette figure, nous trouvons l’utilisateur qui interagit au travers de son
navigateur web préféré (ici Firefox 3) agrémenté du plugin SWAPP Spy (cf. figure A.3). L’uti-
lisateur effectue des recherches à l’aide d’un moteur de recherche (Google) et consulte un
certain nombre de documents. L’ensemble du trafic web généré par cette activité est capturé
par le proxy HTTP et est éventuellement utilisé et modifié par le moteur de personnalisation
afin d’adapter le service rendu par le moteur de recherche.
Du côté gauche du schéma, l’administrateur a la possibilité de gérer et de visualiser les
diverses instances de moteurs de personnalisation au travers de l’interface prévue à cet effet.
C’est donc au travers de cette interface que nous pourrons évaluer de différentes versions
de moteurs de personnalisation.
Au centre de la figure est schématisé une instance de moteur de personnalisation. Bien que
le nombre et la nature des modules ne soient pas limités par SWAPP, l’illustration présente
la composition « type » du moteur de personnalisation qui fera l’objet de notre étude (les
noms des modules sont intentionnellement donnés en anglais pour des raisons pratiques ;
nous ferons référence à chacun d’eux au travers de leurs acronymes).
– Results Presentation Manager (RPM), est chargé de gérer les interactions entre l’utilisa-
teur et le moteur de personnalisation. Dans notre implémentation ce composant est as-
sez trivial et assure simplement la capture et la substitution des résultats de recherche
retournés par Google.
– User Profile Manager (UPM), est chargé de construire et de maintenir à jour une re-
présentation du modèle de l’utilisateur (essentiellement ses intérêts). Celui-ci ayant
à disposition la représentation des intérêts de l’utilisateur, il est aussi responsable de
la personnalisation de la recherche. Il doit alors être capable de personnaliser les re-
quêtes formulées par l’utilisateur (désambiguïsation, enrichissement, proposition de
mots-clés) et doit de même attribuer une valeur d’utilité (pour l’utilisateur) à tout do-
cument retourné par Google.
– User Interest Manager (UIM), est chargé d’inférer correctement l’intérêt de l’utilisateur
à partir du feedback implicite afin que UPM puisse correctement mettre à jour le profil.
L’implémentation de notre RPM étant relativement trivial (simples lectures et reconstitu-
tion de fichiers HTML), seuls les deux derniers constitueront l’objet de notre étude (plus de
détails sur l’architecture et l’implémentation de SWAPP sont disponibles dans l’annexe A).
3.3 Développement des contributions
Comme déjà évoqué au cours de ce chapitre nos contributions vont s’articuler autour
des modules du moteur de personnalisation présenté ci-avant. La démarche adoptée se base
alors sur une implémentation classique de chaque module qui sont un à un et progressive-
ment remplacés par des solutions plus adaptatives et plus en adéquation avec l’approche
par AMAS.
Dans un premier temps, le chapitre 4 intitulé « Adaptation de l’interprétation du feed-
back » s’intéresse au UIM et a pour objectif de proposer un système adaptatif d’interpréta-
3. http://www.mozilla-europe.org/fr/firefox/
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tion de l’intérêt implicite de l’utilisateur. Pour ce faire, le problème d’adaptation du calcul
du feedback est généralisé à un problème d’apprentissage auquel une solution sous forme
d’AMAS est proposée.
Dans un second temps, le chapitre 5 intitulé « Adaptation du profil de l’utilisateur » s’in-
téresse à la modélisation du profil de l’utilisateur au travers de l’UPM. Ici, deux approches
de différentes granularités sont étudiées :
– tout d’abord, et compte tenu des performances toutes relatives des solutions de type
réseau de termes auto-organisés, nous proposons un système adaptatif basé sur la co-
opération au niveau des documents. Cette solution s’appuie notamment sur moteur
de recherche et d’indexation de documents classique (Lucene 4) qui, bien que n’étant
pas adaptatif au sens AMAS, permet une réelle exploitation des informations conte-
nues dans les documents. S’abstraire de cette problématique bas niveau, nous permet
de nous intéresser à l’adaptation de l’UPM au sein d’un moteur de personnalisation
et plus particulièrement à ses interactions avec l’UIM adaptatif présenté dans le cha-
pitre 4.
– en second lieu, et compte tenu des problèmes soulevés par l’application des réseaux
terminologiques, nous présentons une étude prospective menée dans l’objectif de per-
mettre aux éléments du réseau terminologique de s’auto-organiser de manière plus
adéquate via l’apprentissage de règles de coopération.
Les problèmes des SHA ne se confinent cependant pas simplement à l’étude de l’adaptation
de chaque module pris séparément. Un SHA étant lui-même adaptatif il est nécessaire de
s’interroger sur les interactions et les processus d’adaptations réciproques qui ont lieu entre
chacun de ses composants. Le chapitre 6 s’intéresse donc à la conception d’AMAS à partir
d’un ensemble de systèmes AMAS, chacun originellement conçu et mis au point isolément.
4. http://lucene.apache.org
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4 Adaptation de l’interprétation dufeedback
« Sans l’homme, l’univers n’est qu’un continuum sans structure. »
Albert Jacquard – Petite philosophie à l’usage des non-philosophes
« L’ adaptation autonome d’un système se réalise toujours relativement à un milieudans lequel il est plongé. Ainsi le processus d’adaptation n’est pas dans le système,
ni dans l’environnement, mais dans l’entre-deux. Cela conduit à une activité cyclique dans
laquelle le système et son environnement vont avoir à se spécifier mutuellement par leurs
interactions. » [Glize, 2001]. Cette spécification mutuelle se matérialise par l’obtention d’un
« feedback » (ou « rétroaction ») en réponse à l’activité d’un acteur sur l’autre.
Ce chapitre s’intéresse au premier aspect de l’adaptation d’un système de recherche d’in-
formation personnalisé qui est celui de l’adaptation de son module d’interprétation du feed-
back implicite : l’UIM (User Interest Manager). Après avoir introduit les problématiques
propres à l’obtention du feedback, le problème général traité dans ce chapitre sera présenté
puis appliqué à deux cas d’étude [Lemouzy et al., 2010]. Puis, après l’analyse des résul-
tats expérimentaux obtenus, nous présenterons un outil issu de l’expérience acquise lors de
l’instanciation de ces deux cas d’étude : l’Adaptive Value Tracker (AVT).
4.1 Le feedback dans les SRI personnalisés
Dans le domaine des Systèmes de Recherche d’Information (SRI) personnalisés, l’adap-
tation est généralement basée sur le feedback que l’utilisateur peut donner en retour aux
informations proposées par le système. Ce feedback, alors nommé « relevance feedback » (ou
« retour de pertinence ») peut être obtenu soit de manière explicite, soit de manière implicite
(cf. § 1.2.2.3).
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4.1.1 Feedback explicite
Lors d’un « feedback explicite » l’utilisateur transmet explicitement au système son juge-
ment sur le résultat proposé (pertinent/non pertinent, attribution d’une note ou bien com-
mentaire textuel). Si cette manière d’obtenir un feedback est relativement simple à mettre en
œuvre, les utilisateurs sont généralement peu enclins à fournir cette information explicite,
d’autant plus qu’ils sont cognitivement occupés par leur tâche de recherche et qu’ils per-
çoivent difficilement le bénéfice dont ils pourraient directement bénéficier de leur effort de
feedback (dans [Pazzani et Billsus, 1997] l’auteur a constaté que seulement 15% des utilisa-
teurs répondent aux sollicitations explicites du système).
4.1.2 Feedback implicite
Le recours à un « feedback implicite » répond en partie à ce problème. Cette solution
consiste à observer silencieusement un certain nombre d’indicateurs relatifs au comporte-
ment de l’utilisateur (les actions exécutées, le temps de consultation, etc.) afin d’estimer le
niveau d’intérêt de l’utilisateur. L’algorithme d’inférence du feedback est alors générale-
ment conçu ad-hoc en fonction des indicateurs que le système est effectivement capable de
recueillir ainsi que d’un certain nombre d’hypothèses sur le comportement d’un utilisateur
standard.
Bien que cette stratégie permette d’obtenir une grande quantité de feedbacks, les obser-
vations de l’utilisateur ainsi que les hypothèses sur lesquelles se base le calcul de l’intérêt
ne sont pas suffisamment précises pour prétendre à un résultat précis. Pour être fidèle à
l’utilisateur et contrairement à ce qui est usuellement fait dans pareil cas dans la littérature
[Seo et Zhang, 2000], l’interprétation de ces indicateurs ne doit pas être identique pour tout
utilisateur mais doit véritablement s’adapter aux spécificités de chacun. En particulier, un
utilisateur préférera imprimer un document intéressant alors qu’un autre aura plutôt ten-
dance à le mettre comme marque page. La particularité de chaque utilisateur doit être prise
en compte pour extraire le plus fidèlement possible l’intérêt de celui-ci et fournir un système
réellement personnalisé. Il s’agit donc d’apprendre et de trouver les indicateurs pertinents
mais aussi leur implication dans le calcul de la fonction permettant de déterminer les do-
cuments les plus intéressants pour un utilisateur particulier, tout en sachant que ceux-ci
peuvent évoluer au cours du temps pour un même utilisateur mais aussi d’un utilisateur à
un autre.
La mise en oeuvre d’un tel feedback implicite, ne peut cependant pas être totalement dé-
connectée de l’utilisateur et requiert un minimum d’interactions avec lui. En particulier elle
nécessite la construction et la prise en compte de deux aspects fortement interconnectés : (i)
le premier consiste, à partir d’un feedback supposé de l’utilisateur et d’un éventail d’indica-
teurs, à extraire les indicateurs discriminants qui, pour lui, traduisent contextuellement son
intérêt pour les documents qu’il consulte ; (ii) le second consiste à définir puis à mettre en
oeuvre des mécanismes permettant de solliciter l’utilisateur le moins possible en ne lui de-
mandant un feedback qu’à des moments bien choisis, lorsque, par exemple, ces mécanismes
ne permettent pas de déduire quoi que ce soit.
Ce chapitre étudie ce premier point en supposant que l’on puisse obtenir de l’utilisateur
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des feedbacks explicites lorsque nécessaire.
4.2 Analyse du problème
4.2.1 Objectif
Notre objectif est de proposer un système capable de calculer l’intérêt de l’utilisateur
pour un document en fonction d’un certain nombre d’indicateurs recueillis grâce à l’obser-
vation de son comportement de consultation.
User Interest 
Manager
(UIM)
Adaptation
Observations
Intérêt inféré
Feedback
Utilisateur
Figure 4.1 — Interaction utilisateur / UIM
La figure 4.1 illustre la manière dont l’utilisateur et l’UIM interagissent :
1. L’UIM reçoit un certain nombre d’observations ; dans le contexte de SWAPP, le plugin
SWAPP Spy fournit les observations suivantes :
– le temps de consultation de la page web (en ms),
– copié/collé du contenu (vrai/faux),
– mise en marque-page, ou favori (vrai/faux),
– sauvegarde du document (vrai/faux),
– impression du document (vrai/faux),
2. l’UIM en déduit l’intérêt de l’utilisateur et lui retourne cette valeur ;
3. lorsque l’utilisateur estime que l’intérêt inféré n’est pas correct, il retourne un feedback
au UIM afin que ce dernier adapte sa fonction d’inférence de l’intérêt implicite.
Au travers de ce bouclage, on peut s’attendre à ce que l’UIM s’ajuste petit à petit au
calcul de l’intérêt de l’utilisateur jusqu’à ce que ce dernier n’éprouve plus le besoin d’agir
en retour à l’activité du système.
[Montaner et al., 2003] explique que les échelles numériques (les notes) ne permettent pas
aux utilisateurs d’exprimer aisément leur jugement sur les informations qu’il consulte (« nu-
meric scales may not be adequate for describing the reactions humans have to items »). En effet, une
échelle de valeurs peut être interprétée différemment par un même utilisateur, d’un jour à
l’autre, en fonction de son humeur, etc. L’intérêt inféré par notre système est donc transmis à
l’utilisateur sous forme d’une valeur discrète simple, facilement interprétable (par exemple :
fort intérêt / intérêt moyen / intérêt nul). L’utilisateur est également invité à exprimer son
feedback au moyen de la même échelle de valeur. S’il n’agit pas sur le système, ce dernier
considère que le feedback inféré est correct, sinon il considère que la valeur fournie est soit
trop grande, soit trop petite.
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Dans le contexte de SWAPP, l’intérêt inféré par l’UIM est affiché en temps réel dans la
fenêtre du navigateur de l’utilisateur. L’intérêt est représenté en utilisant la métaphore du
feu tricolore : vert pour fort intérêt, orange pour intérêt moyen et rouge pour intérêt nul
(cf. annexe A, figure A.3). L’utilisateur n’est alors aucunement obligé de fournir un retour
explicite sur l’activité de l’UIM ; on peut cependant penser que lorsque l’UIM est inadéquat,
cela induit des erreurs dans la modélisation du profil de l’utilisateur et aboutit tôt ou tard à
la fourniture d’informations inadaptées. L’utilisateur insatisfait exprimera alors un feedback
explicite dans l’espoir d’agir sur le comportement du système (d’un simple clic sur le feu qui
lui convient le mieux).
4.2.2 Généralisation et formalisation du problème
Les objectifs ainsi que les interactions système-utilisateur étant spécifiés, cette partie s’at-
tache à définir de manière plus formelle le problème de l’adaptation du calcul du feedback
implicite de l’utilisateur.
Hypothèse 4.1 (Critères). Nous considérons que l’observation du comportement de l’utilisateur
donne lieu à un certain nombre d’indicateurs que nous désignerons comme des critères permettant
d’inférer le feedback implicite de l’utilisateur.
Soient C l’ensemble des critères observables. Nous supposons que chaque critère est
un indicateur potentiel permettant de déterminer une fraction du degré d’intérêt global
de l’utilisateur. Adapter la fonction d’évaluation de cet intérêt consiste alors à déterminer
l’influence de chacun de ces critères sur l’intérêt réel de l’utilisateur.
Hypothèse 4.2 (Normalisation des critères). Il est possible d’associer une valeur normalisée à
chaque critère. Cette valeur normalisée permet de s’abstraire des grandeurs réellement observées pour
ne conserver que le degré d’intérêt réellement véhiculé par la mesure.
Soit ci,j ∈ [0; 1] la valeur normalisée du critère ci lors de la jème consultation de document.
– lorsque ci,j = 0, la valeur mesurée est inférieure ou égale à la borne inférieure en deçà
de laquelle l’intérêt est considéré toujours nul.
– Réciproquement, lorsque ci,j = 1, la valeur mesurée est supérieure ou égale à la borne
supérieure au delà de laquelle l’intérêt est considéré toujours maximum.
A chaque critère ci est attribué un degré d’influence ωi ∈ [0; 1] qui exprime l’importance
de ce critère lors du calcul de l’intérêt de l’utilisateur :
– lorsque ωi = 1, ci a une grande influence lors de l’évaluation de l’intérêt ;
– lorsque ωi = 0, ci n’a au contraire aucune influence.
Lors de la consultation j, la fraction de l’intérêt global véhiculé par ci, c.-à-d. l’intérêt
local de ci, est alors égal à :
ci,j ·ωi
Hypothèse 4.3 (Linéarité et monotonie). Nous supposons que plus les intérêts locaux de chaque
critère sont grands, plus l’intérêt global est grand. De plus, nous supposons que la valeur de l’intérêt
de l’utilisateur est linéairement dépendante de la valeur des critères observés.
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La valeur d’intérêt de l’utilisateur lors de l’observation j d’un document peut donc être
simplement définie sous la forme d’une somme pondérée :
Iu(j) =
n
∑
i=1
(ωi · ci,j), avec n ∈N∗ le nombre de critères
Le problème d’adaptation de la fonction d’évaluation de l’intérêt de l’utilisateur peut
alors être généralisé à un problème plus abstrait de recherche d’une fonction linéaire F
définie comme suit :
F : [0; 1]n 7→ R+
~vj = (v1,j, ..., vn,j) → ∑
∀vi,j∈~vj
(ωi · vi,j)
avec :
– ~vj le vecteur contenant les valeurs normalisées des variables lors de la perception j.
– vi,j la valeur de la variable i lors de la perception j.
– ωi la valeur d’influence de la variable i.
Le problème consiste donc à rechercher les ωi tels que F approxime au mieux la fonction
recherchée D :
∀j, D(~vj) ≈ F (~vj)
La fonction D est bien évidemment susceptible d’évoluer au cours du temps. Afin de
trouver une solution adaptée, l’équation ne doit donc être vérifiée que pour les dernières
perceptions ~vj.
4.2.3 Vérification de l’adéquation aux AMAS
La fonction que nous nous proposons d’apprendre n’est a priori pas connue. La nature
même de la décision humaine interdit l’existence de tout modèle décisionnel précis. De plus,
cette fonction évolue au cours du temps. L’environnement – l’utilisateur – est donc dyna-
mique, inaccessible (dont l’état exact ne peut être connu) et non déterministe (on ne peut
prévoir quel peut être l’effet d’une action sur son comportement).
Selon la méthode ADELFE [Picard, 2004], ces caractéristiques laissent penser que ce pro-
blème est particulièrement adapté à une résolution basée sur un Système Multi-Agent Adap-
tatif.
La section suivante présente les grandes lignes de la conception d’un tel système, à
savoir, l’identification des agents et la définition de leur comportement local permettant
l’émergence de la fonction linéaire recherchée.
4.3 Un AMAS pour le calcul Adaptatif de Fonction Linéaire : ALF
Le Système Multi-Agent Adaptatif que nous concevons est une fonction linéaire F de la
forme :
F (~vj) = ∑
∀vi,j∈~vj
(ωi · vi,j)
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Le but du système est de définir les ωi tels que la valeur calculée globale corresponde à
celle de la fonction D inconnue du système apprenant : son environnement. Cet apprentis-
sage doit permettre d’obtenir une fonction qui s’adapte en temps réel à son environnement
au travers de cycles essais/erreurs :
1. Le système perçoit les valeurs des variables ~vj.
2. Ces valeurs permettent de calculer une valeur de la fonction F (~vj) qui est envoyée à
l’environnement.
3. En fonction de cette valeur, l’environnement retourne un feedback f bj ∈ {↑, ↓,∼} qui
indique si la valeur D(~vj) recherchée est plus grande (↑), plus petite (↓), ou égale (∼) à
celle proposée.
4. Le système ajuste alors ses ωi de façon à corriger les éventuelles erreurs.
Ainsi, à chaque nouvelle décision, le système ajuste sa fonction en cherchant à converger
vers un calcul toujours plus adéquat.
Etant donné que nous ne connaissons pas a priori le modèle de la fonction recherchée,
il est possible que l’on ne puisse qu’approximer son calcul. Pour cette raison, on fixe une
valeur de tolérance e telle que si |F (~vj) − D(~vj)| 6 e alors l’environnement retourne un
feedback « ∼ ».
4.3.1 Identification des agents
L’identification des agents du système est assez triviale. En effet, les seules entités qui
ont un but local au sein du système sont bien entendu les entités chargées de calculer la
valeur localement dépendante d’une variable : les agents variable.
Un agent variable vi a alors pour but d’ajuster sa valeur d’influence ωi afin que la fonction
partielle qu’il fournit au système – sa valeur locale – permette au système de calculer une
valeur globale adéquate. L’ajustement de la fonction partielle des agents d’un AMAS est
nécessairement motivée par la résolution de Situations Non Coopératives (SNC).
4.3.2 Identification des SNC
Des SNC peuvent apparaître lors des trois étapes classiques du cycle de vie des agents,
i.e. perception, décision, action.
Lors de l’étape de perception, il y a SNC dans la mesure où les agents ne peuvent inter-
préter le signal reçu, ou si celui-ci est sujet à ambiguïté. Dans notre cas, les agents variable
perçoivent la valeur courante de la variable dont ils sont responsables. Etant donné que cette
valeur est bien définie et ne peut être sujette à confusion, il n’est pas possible de rencontrer
de SNC lors de cette première étape.
Lorsque l’étape de décision s’exécute, l’agent est en SNC s’il n’est pas capable d’utiliser
le signal reçu dans son raisonnement (incapacité) ou si ses perceptions, ses connaissances et
ses aptitudes ne lui permettent pas d’arriver à une conclusion (improductivité). Etant donné
que les signaux reçus par un agent variable sont très simples et que le raisonnement de celui-
ci consiste simplement à calculer un produit, il ne peut se produire de SNC durant cette
étape.
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Lors de l’étape d’action, 3 types de SNC peuvent se produire.
Il y a inutilité lorsque l’action entreprise par l’agent ne contribue ni à aider d’autres
agents ni à atteindre son objectif local. Les agents variable ne peuvent que calculer leur va-
leur locale, cela leur permet d’atteindre leur objectif local tout en contribuant à la fonction
globale. Il n’y a donc pas d’inutilité possible.
Il y a concurrence lorsque l’agent exécute une action dont les effets sont strictement si-
milaires à l’action déjà entreprise par un autre agent. Etant donné que chaque agent variable
ne calcule que la valeur spécifique à la variable qu’il représente, cette situation ne peut ap-
paraître.
Il y a conflit lorsque un agent exécute une action qui va à l’encontre de l’action d’un
autre. Ainsi, lorsqu’un agent variable décide localement d’une valeur qui est en contradiction
avec celle de son environnement (la fonction D), il se trouve en situation de conflit. Cette
SNC a lieu lorsque l’action de l’agent variable fournit une valeur locale qui a participé à
une décision globale inadéquate. Ce cas peut se présenter lorsque la valeur normalisée de
la variable est considérée comme non nulle et que l’environnement retourne un feedback
différent de « ∼ ». Plus formellement, ce défaut de coopération avec l’environnement est
détecté à la décision j par l’agent variable vi lorsque :
vi,j > e ∧ f bj 6= ∼
Cette situation, qui correspond à un désaccord avec l’environnement est désignée par
« conflit ».
4.3.3 Comportement coopératif
Lorsqu’un conflit est détecté par un agent, il doit agir de façon à éviter que celui-ci ne
réapparaisse. Ainsi, lorsque le feedback de l’environnement est « ↑ » l’agent vi doit augmen-
ter la valeur de son ωi. À l’opposé, lorsque le feedback de l’environnement est « ↓ » il doit
diminuer la valeur de son ωi.
Soit ∆ωi la valeur du pas d’incrémentation et de décrémentation de ωi. Afin d’être réel-
lement coopératif, chaque agent doit modifier son ωi en fonction de sa possible implication
dans la situation de conflit. Lorsque la valeur vi,j est relativement petite, l’agent vi a des
raisons de penser qu’il n’a pas beaucoup participé à l’erreur et doit donc décider de faire va-
rier très légèrement son ωi. Dans le cas inverse, l’agent vi doit modifier fortement ωi. Donc
d’un point de vue local les agents modifient leur ωi de façon proportionnelle à leur possible
implication dans l’erreur. Plus formellement, l’agent vi modifie ωi de ∆ωi · vi,j.
Pour l’instant, ωi ne varie qu’en fonction de la valeur normalisée de la variable. Cette
valeur est extérieure à l’agent : il ne la maîtrise pas. Pour être réellement autonome et coopé-
ratif, les agents doivent pouvoir décider par eux-mêmes de l’intensité de la modification de
leur ωi. Pour cela, chaque agent doit se forger une confiance par rapport à la valeur courante
de son ωi. Plus l’agent aura confiance en son ωi, c.-à-d. plus il pense être proche de sa valeur
cible, plus il sera réticent à modifier cette valeur. Autrement dit, plus l’agent est confiant,
plus le pas de modification ∆ωi doit être petit, et inversement.
Plus un agent variable vi voit osciller son ωi, plus il peut penser qu’il « tourne » autour
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de son but local et donc plus il peut augmenter sa confiance et, par voie de conséquence,
baisser ∆ωi . Par opposition, plus un agent modifie ωi dans la même direction, plus il peut
douter de la proximité de son but et donc augmenter ∆ωi .
Ainsi, grâce à l’observation locale des modifications successives de ωi les agents variable
peuvent se forger une confiance sur l’adéquation de cette valeur et ainsi définir le pas de
modification de cette valeur.
Lorsque l’agent décide d’augmenter ∆ωi , cette valeur est multipliée par 2. Cela permet
d’augmenter les chances de dépasser la valeur cible et d’entrer dans une phase d’oscilla-
tion qui permettra de s’approcher de la valeur cible. De façon symétrique, lorsque ∆ωi doit
diminuer, sa valeur est divisée par 2. Plus précisément, ∆ωi est ajusté de la manière suivante :
– Soit ∆maxωi la valeur maximale du pas de modification de ωi.
– Soit λωi le nombre de modifications maximum de ωi dans le même sens donnant lieu
à un ajustement de ∆ωi . λωi représente une sorte de « sensibilité » pour l’ajustement
de ωi.
– Soit ∆minωi la valeur minimale du pas de modification de ωi :
∆minωi =
∆maxωi
2λωi
– Lorsque l’agent variable modifie successivement la valeur de ωi dans des sens opposés,
il a de plus en plus confiance en la justesse de sa valeur, il diminue donc ∆ωi :
∆ωi ← max(
∆ωi
2
,∆minωi )
– Lorsque l’agent variable modifie successivement la valeur de ωi dans le même sens, il
a de moins en moins confiance en la justesse de sa valeur, il augmente donc ∆ωi :
∆ωi ← min(∆ωi · 2,∆maxωi )
Ainsi, sans la moindre interaction directe avec les autres agents variable, ce comporte-
ment doit permettre à chaque agent d’adapter en temps réel sa valeur ωi afin de contribuer
au mieux à la fonction globale.
Bien que les agents variable soient de faible granularité, ils ont chacun un réel compor-
tement autonome. Ce comportement est guidé par la part de l’influence bénéfique – ou né-
faste – qu’ils estiment prendre dans l’activité collective. Ils ont aussi une confiance sur leur
activité, exprimée par la grandeur courante du ∆ωi : plus ∆ωi est faible et plus l’agent consi-
dère qu’il est proche de son influence idéale dans le calcul de sa fonction partielle. De plus,
l’observation de chaque agent variable pris isolément ne suffit pas à expliquer le résultat col-
lectif, qui est effectivement émergent. C’est l’application de la coopération des AMAS qui
est garante de l’adéquation fonctionnelle au niveau supérieur, adéquation fonctionnelle que
nous évaluons dans la section suivante.
4.4 Évaluations propriétés de base
Afin d’analyser le système multi-agent proposé dans la section précédente ALF (Adap-
tive Linear Function) a été implanté en Java puis confronté à une première série d’expéri-
mentations.
98 Sylvain Lemouzy
4.4. Évaluations propriétés de base
Au cours de ces expérimentations, le système représente une fonction F munie de n
agents variable dont les ωi sont initialisés aléatoirement. Son environnement est synthétisé
au moyen d’une fonction linéaire D de la même forme, elle aussi générée au hasard. À
chaque cycle de décision, la fonction F reçoit le feedback de la fonction D ; F cherche alors
à approximer cette valeur.
Cette section présente et analyse les différents résultats expérimentaux obtenus avec ce
protocole expérimental. Ici, la fonction recherchée correspond exactement au modèle sur le-
quel se base le système (fonction linéaire). Bien nous nous soyons ramenés à un problème
bien plus simple que l’approximation de la décision d’un utilisateur, ces premières expé-
rimentations permettent de valider l’algorithme d’apprentissage et d’en d’évaluer les pro-
priétés basiques.
4.4.1 Vérification de la convergence
Les premières expérimentations ont consisté à s’assurer que l’algorithme proposé permet
de trouver une solution quel que soit l’état du système.
Nous avons tout d’abord étudié les capacités d’adaptation d’une fonction F contenant
10 variables. Au cours de son processus d’adaptation, ce système a été régulièrement soumis
à des perturbations aléatoires de l’état des agents variable. Tous les 1500 cycles, chaque ωi et
∆ωi reçoivent une valeur aléatoire.
La figure 4.2 représente l’évolution de la distance moyenne des ωi entre la fonction adap-
tative et la fonction recherchée au cours du temps. On peut remarquer qu’après chaque per-
turbation, le système converge rapidement vers une solution relativement précise dès 500
cycles, puis s’ajuste plus finement durant les 500 cycles suivants.
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Figure 4.2 — Convergence de ALF
De multiples expériences de ce type nous ont alors confortés dans l’idée que le système
est capable de converger vers la solution quel que soit son état initial.
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4.4.2 Précision
Une autre série d’expérimentations a été effectuée afin de s’assurer que le système
converge quel que soit le nombre d’agents variable mis en jeu. Lorsque qu’il y a relativement
peu d’agents en jeu (une dizaine), le système atteint la solution et se stabilise sans problème.
Par contre, lorsque que le nombre d’agents dépasse la centaine, il se peut que l’ensemble
des agents finisse par osciller autour de la solution sans jamais parvenir à l’atteindre. Cette
seconde série d’expérimentations a permis de constater l’importance de l’ajustement de la
précision ∆minwi en fonction du nombre d’agents dans le système et de la tolérance e de l’en-
vironnement.
En effet, la précision maximale de la fonction F est égale à la somme de la précision
maximale de chaque agent variable. La précision pi maximale d’un agent variable vi est fonc-
tion de sa valeur normalisée courante vi,j et de ∆minwi . Ainsi, afin que le système puisse trouver
une solution, il est nécessaire qu’à chaque cycle :
e ≥∑(vi,j · ∆minwi )
Dans les expérimentations suivantes, il nous a donc semblé raisonnable de fixer e en
fonction de la précision des agents variable et de la valeur moyenne de vi,j : 0.5 (tirage aléa-
toire entre 0 et 1).
e = ∆minwi · 0.5 · n, avec n le nombre de variables de la fonction recherchée.
4.4.3 Vitesse de convergence
Afin d’évaluer la vitesse de convergence du système, nous avons effectué la recherche
de 1000 équations tirées aléatoirement puis calculé le nombre de cycles moyen, maximal et
minimal requis pour trouver une solution, et ceci avec 8, 16, 32, 64, 128, 256 et 512 variables.
Nous considérons que le système a trouvé la solution dans la mesure où durant 100 cycles
successifs, le feedback de l’environnement est égal à « ∼ ».
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Figure 4.3 — Vitesse de convergence moyenne, min et max
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La figure 4.3 présente le nombre minimum, moyen, et maximal de cycles requis pour
trouver une solution stable en fonction du nombre de variables composant la fonction re-
cherchée. Sur le haut de la figure est affichée l’équation de la courbe de tendance du nombre
moyen de cycles. On peut alors constater que le système trouve une solution en un nombre
de cycles polynomial (très proche du linéaire) du nombre de variables.
Afin de mieux cerner l’efficacité de l’algorithme, nous avons ensuite comparé le nombre
de solutions qu’il explore avant de trouver la solution par rapport à l’espace des solutions
possibles. Soit |V| le nombre de variables à considérer et |ωi| le cardinal des valeurs possibles
pour l’influence de vi. Ce cardinal est obtenu en divisant la plage de valeurs de ωi par ∆minωi .
Il en découle que l’espace de recherche de la solution pour F est égal à E = ∏|V|i=1 |ωi|.
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Figure 4.4 — Nombre de solutions explorées comparé à la taille de l’espace de recherche
La figure 4.4 permet de comparer le nombre de solutions explorées par le système multi-
agent avec la taille de l’espace de recherche théorique en fonction du nombre d’agents va-
riable mis en jeu. Alors que l’espace de recherche croît de manière exponentielle (l’échelle
des ordonnées est logarithmique), le nombre de solutions explorées évolue de façon quasi
linéaire, sans commune mesure avec l’espace de recherche. Nous constatons donc que l’al-
gorithme converge en une fonction quasi-linéaire du nombre de variables et non pas de la
taille de l’espace de recherche. Il est donc efficace, d’autant que le temps de calcul de chaque
agent variable (non présenté ici) est linéaire.
Mais si ALF est efficace, c’est surtout en terme d’espace mémoire requis. En effet, l’état de
chaque agent variable ne contient que la valeur courante, la dernière direction d’ajustement
et le pas courant d’ajustement. Le nombre d’agent variable requis dans le système étant égal
au nombre de variables en entrée de la fonction, l’espace mémoire requis est obtenu en
multipliant le nombre de variables en entrée par l’espace occupé par un agent. ALF a donc
un besoin en ressources mémoire insignifiant en rapport à la taille de l’espace de recherche.
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4.4.4 Robustesse
Lors du déploiement de l’algorithme, et afin d’obtenir des résultats pertinents, il est né-
cessaire de donner à ALF toutes les variables potentiellement discriminantes. Une précau-
tion évidente consiste donc à lui fournir un sur-ensemble et à laisser le soin à l’apprentissage
d’éliminer les variables indésirables. Un exemple de cet élagage est présenté dans la figure
4.5 où, sur les 16 variables initiales seules 8 sont pertinentes (ωi > 0 dans D). Nous consta-
tons que l’apprentissage les élimine en leur affectant une influence nulle. Ceci n’est qu’une
vérification car l’algorithme n’introduit pas de biais lorsque les influences s’approchent de 0.
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Figure 4.5 — Elimination des variables inutiles
L’influence de ces variables inutiles converge rapidement vers zéro, ce qui perturbe en
définitive très peu les influences des variables pertinentes. En pratique, il est donc plus cor-
rect d’intégrer une variable dès que l’on pense qu’elle pourrait être pertinente.
4.4.5 Adaptation et comparaison avec un algorithme statique
L’inconvénient d’un utilisateur humain est sa versatilité, que nous pouvons observer,
dans le cadre de l’évaluation implicite de l’intérêt, par une modification de ses comporte-
ments au cours du temps. Par exemple, les premiers mois de son activité il peut préférer
utiliser les marque-pages que sauvegarder les fichiers sur son ordinateur. Par la suite il peut
préférer la sauvegarde car le débit du réseau et la capacité de son ordinateur ont sensible-
ment accru. Comme l’apprentissage doit être sensible à cette évolution, il ne s’agit pas de le
faire converger vers des valeurs fixes.
La figure 4.6 permet de vérifier les facultés d’adaptation du système au travers d’un
« mini scénario d’évolution du comportement d’un utilisateur ». Elle présente la distance
moyenne des ωi entre la fonction cible recherchée D et (i) la fonction adaptative F ; (ii) une
fonction d’évaluation statique G. Ces fonctions prennent en compte 4 critères (variables)
communément utilisées pour l’évaluation implicite du feedback à savoir : le temps de
consultation t, l’impression p, la sauvegarde s, la création d’un marque page b. Le tableau 4.1
présente les valeurs initiales d’influence associées à chacune de ces variables pour chaque
fonction. Par exemple, pour la fonction D, l’indicateur de temps de consultation contribue à
102 Sylvain Lemouzy
4.4. Évaluations propriétés de base
!"
!#!$"
!#%"
!#%$"
!#&"
!#&$"
!#'"
!#'$"
%" $$" %!$" %$$" &!$" &$$" '!$" '$$"
!"#$%&'()
*+,(&&()
-(#).")
/+*01()-()','2(#)()*+,)*"-" ()*+,)*"("
Figure 4.6 — Scénario d’adaptation du système
70% de la fonction linéaire, celui de l’impression à 10%, celui de la sauvegarde à 0% et celui
de la création d’un marque page à 20%.
ωt ωp ωs ωb
D 0, 70 0, 10 0 0, 20
F 0, 25 0, 25 0, 25 0, 25
G 0, 25 0, 25 0, 25 0, 25
Tableau 4.1 — Valeurs initiales d’influence associées à D, F et G
Durant les 200 premiers cycles, le système reçoit des feedbacks de la fonction d’évalua-
tion de l’intérêt de l’utilisateur D. La fonction F réduit alors rapidement l’erreur due à son
état initial alors que nécessairement, l’algorithme statique (la fonction G) reste constant dans
ses erreurs. A partir du cycle 200, nous simulons un changement de comportement de l’utili-
sateur et considérons sa fonction d’évaluation comme égale à G. F reçoit alors les feedbacks
provenant de G et converge rapidement vers celle-ci.
Nous observons donc (figure 4.6), lors du changement de comportement de l’utilisateur,
une inadéquation momentanée qui est rapidement corrigée. Dans la réalité, les changements
de comportements sont bien plus progressifs et conduisent donc à une inadéquation bien
moins explicite ; cet exemple de modification extrême permet toutefois une observation gra-
phique plus sensible.
Ce premier jeu d’expérimentations nous permet donc de valider l’adéquation théorique
de ALF face à un environnement simulé. Bien qu’aucun problème réel ne soit abordé dans
ces évaluations, nous avons pu mettre en évidence les propriétés de convergence, de ro-
bustesse ainsi que l’efficacité de cette solution basée sur l’approche par AMAS. La section
suivante met à profit l’ensemble de ces enseignements pour l’application de ALF à un cas
d’étude réel.
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4.5 Évaluation à l’aide d’un cas d’étude concret
Dans le cadre d’une collaboration avec l’équipe de ARLab 1 de l’école polytechnique
de l’université de Girone, nous avons eu l’opportunité de confronter ALF à des données
comportementales d’utilisateurs réels dans le contexte de l’application web iSAC 2.
4.5.1 iSAC, « un service d’information citoyen »
iSAC est un service de type « Information and Referral Service » (I&R) 3. Ce genre de
service a pour objectif de donner aux citoyens et aux entreprises un accès facilité aux di-
verses informations administratives nécessaires à leurs projets et démarches. La généralisa-
tion de l’accès au Web ainsi que la complexification des administrations – en partie due à
l’enchevêtrement de législations européennes, nationales et locales – ont alors donné lieu à
l’émergence de ce genre de services sur la toile.
iSAC se présente comme un service en ligne qui offre un accès aux informations géné-
rales et administratives d’une ville ou d’une région. Ce système, basé sur un écosystème
de logiciels libres, est capable de traiter le langage naturel et différents dialectes afin de ré-
pondre au mieux aux requêtes des utilisateurs, qu’elles soient sous forme de mots-clés ou
de questions en langage naturel.
iSAC est dès à présent utilisé dans 6 différentes administrations locales de la région au-
tonome de Catalogne (Espagne) et exploite pour cela des réseaux sémantiques bilingues
Catalan-Castillan. Il est notamment en service depuis décembre 2006 pour la ville de Ter-
rassa où il fournit dès à présent près d’un tiers des informations et démarches administra-
tives fournies par les différents services de la mairie de Terrassa.
4.5.2 Problème
Cette collaboration avec ARLab nous a donné l’opportunité de bénéficier des données
comportementales récoltées par le système de log (enregistrement d’historique d’événe-
ments) de l’application web iSAC pour la ville de Terrassa. Bien que la personnalisation fasse
toujours partie des perspectives d’iSAC et qu’il n’existe aucun mécanisme d’authentification
permettant de tracer l’activité d’un utilisateur particulier, l’application web a néanmoins re-
cueilli durant près de trois ans l’historique de toutes les sessions de recherche d’information.
Une session de recherche est composée d’une séquence d’actions effectuées par un uti-
lisateur particulier identifié grâce à un cookie HTTP (généralement une session de recherche
dure de une à deux heures). Nous avons donc à disposition trois ans de données anonymes
contenant les comportements d’utilisateurs lors de leurs sessions de recherche.
Les actions enregistrées par le système de log d’iSAC sont les suivantes :
1. Recherche d’une information au travers d’une requête.
1. http://arlab.udg.edu
2. http://www.isac.cat
3. aussi désignés en Grande Bretagne et Irlande comme « Citizen Information Services » (CIS) ou dans le
reste de l’Europe comme « Citizen Attention Services » (SAC)
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2. Filtrage des résultats d’une recherche selon un critère supplémentaire.
3. Consultation d’un document soit à partir d’une page de résultats soit directement lorsqu’il
n’y a qu’une seule réponse.
4. Envoi d’un feedback explicite concernant la pertinence d’une page de résultats ou d’un
document. Ce feedback peut être soit binaire (« satisfait/non satisfait »), soit sous forme
d’une note entre 1 et 10.
À chacune de ces actions sont associés l’identifiant de sa session ainsi que sa date et heure
d’exécution. On peut alors extraire de ces séquences d’actions un certain nombre d’infor-
mations de plus haut niveau. Par exemple, il est possible d’inférer le temps de consultation
approximatif d’une page, la liste des documents consultés à partir d’une page de résultats
ou le nombre de fois que l’utilisateur a reformulé sa requête. Ces informations peuvent alors
être considérées comme un ensemble d’observations, de critères, associés à une session de
recherche.
Etant donné cet ensemble d’informations potentiellement exploitable, il nous a semblé
intéressant de tester la capacité de notre système à apprendre une fonction qui permettrait
de prévoir le feedback de l’utilisateur à l’issue d’une session en fonction de son comporte-
ment durant cette session. Sur l’ensemble de toutes les sessions disponibles dans les histo-
riques d’événements d’iSAC, seulement 5% sont pourvues d’un feedback explicite de l’uti-
lisateur. Cela représente tout de même 11 016 sessions ce qui nous permet de constituer une
base d’apprentissage largement suffisante.
Bien que les informations utilisées ne soient pas personnalisées, confronter ALF à ce
problème nous semble pertinent dans le sens où cela constitue une sorte de « stress test »
et nous permet d’évaluer les facultés d’adaptation d’ALF face à des comportement hétéro-
gènes (provenant de différents utilisateurs) dont les mesures sont de plus assez peu précises
(car inférées à partir de séquences d’actions enregistrées dans les logs). De plus, dès lors que
le système s’avère adéquat pour ce genre de problème on peut penser qu’il le sera d’autant
plus lorsqu’il sera confronté à des données d’un utilisateur unique, forcément plus cohé-
rentes.
Notre objectif n’est évidemment pas de montrer l’optimalité de ALF pour ce genre de
problème qui a largement été étudié dans le cadre du Data Mining [Mobasher, 2007] et pour
lequel quantité d’algorithmes dédiés ont été mis au point. Ces expérimentations s’inscrivent
au contraire dans l’évaluation de la généricité et de l’adaptabilité de notre approche à des
données pour lesquelles elle n’a pas été conçue à l’origine.
4.5.3 Démarche expérimentale
4.5.3.1 Observations extraites des sessions
La première étape de notre démarche consiste à mettre en œuvre un programme d’ana-
lyse des fichiers logs afin d’extraire un certain nombre d’observations pour chaque session.
Voici les 20 observations qui nous ont paru potentiellement discriminantes pour le problème
de la prédiction du feedback utilisateur :
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1. Temps moyen de consultation des pages web (documents et pages de résultat de re-
cherche).
2. Temps moyen de consultation des documents.
3. Temps moyen de consultation des pages de résultat de recherche.
4. Nombre moyen de résultats par recherche.
5. Nombre de filtrages de résultats de recherche.
6. Nombre de consultations de documents.
7. Temps passé sur la dernière page avant l’envoi d’un feedback explicite.
8. Nombre de fois que l’utilisateur choisit une proposition de correction de sa requête
(correction orthographique).
9. Nombre de fois que l’utilisateur ignore une proposition de correction de sa requête.
10. Nombre de fois que l’utilisateur reformule sa requête sans consulter aucun des résultats
proposés.
11. Nombre de consultations directes de document (lorsqu’il n’y a qu’une seule réponse à
sa requête).
12. Longueur de la dernière requête (en nombre de caractères).
13. Longueur moyenne des requêtes (en nombre de caractères).
14. Nombre de résultats en réponse à la dernière requête.
15. Nombre total de résultats proposés en réponse à toutes les requêtes.
16. Nombre de consultations de documents par recherche (« nombre de consultations » /
« nombre de recherches »).
17. Ratio du « nombre total de consultations de documents » sur le « nombre total de résul-
tats ».
18. Ratio du « nombre de consultations de documents » sur le « nombre de résultats » de la
dernière recherche.
19. Durée totale de la session.
4.5.3.2 Extraction du feedback
La seconde étape a pour objet de déterminer la manière dont on détermine le feedback
associé à une session de recherche.
Le premier problème réside dans le fait qu’il existe deux types de feedbacks explicites :
les feedbacks valués (note entre 1 et 10) et les feedbacks binaires. Etant donné que la large
majorité des feedbacks sont binaires, nous avons décidé de considérer les feedbacks valués
comme des feedbacks binaires. Ainsi, lorsque la note du feedback valué est strictement su-
périeure à 5, on le considère comme « satisfait » ; lorsque ce n’est pas le cas, on le considère
comme « non satisfait ».
Le second problème réside dans le fait qu’il est possible que l’utilisateur exprime plu-
sieurs feedbacks explicites durant une session. Ici, deux possibilités s’offrent à nous : (i)
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soit on « scinde en deux » une session directement après un feedback explicite, (ii) soit on
conserve les sessions dans leur totalité et on détermine la satisfaction de l’utilisateur en
fonction des différents feedbacks qu’il a envoyés durant une session.
Notre objectif est de prévoir la satisfaction des utilisateurs à l’issue d’une session et non
à l’issue d’une simple recherche. De plus, scinder une session réduit considérablement la
quantité d’événements qui la composent et ainsi appauvrit la qualité des observations. Nous
optons donc pour la seconde option.
Lorsqu’il y a plusieurs feedbacks dans une session, il est possible : (i) de choisir le dernier
feedback de la session, (ii) de choisir le feedback le plus exprimé et, en cas d’égalité, de
choisir le dernier feedback. La comparaison de ces deux stratégies a montré très peu de
différences, nous avons donc opté pour la seconde stratégie qui semble plus « raisonnable ».
4.5.3.3 Fonctions d’apprentissage
ALF a été conçu afin d’identifier les indicateurs qui expriment l’intérêt de l’utilisateur.
Plus ces indicateurs sont présents, plus l’intérêt de l’utilisateur est estimé fort. Moins ces
indicateurs sont présents, moins l’intérêt est supposé fort. L’hypothèse qui a alors été impli-
citement admise est qu’il n’y a pas d’indicateur qui exprime le désintérêt de l’utilisateur si
ce n’est tout simplement l’absence d’indicateur.
Cependant, au cours d’une session de recherche, il est fort probable que l’on observe des
indicateurs d’insatisfaction de la part de l’utilisateur (par exemple, le nombre de reformu-
lations). Pour cette raison, nous avons opté pour l’utilisation conjointe de deux instances de
ALF : une pour l’apprentissage des indicateurs permettant de décider que le feedback est
"satisfait", une autre pour l’apprentissage des critères qui expriment un feedback "insatis-
fait".
Soient S l’instance de ALF dont l’objectif est de décider si l’utilisateur est « satisfait » et
I l’instance de ALF dont l’objectif est de décider si l’utilisateur est « insatisfait ». Ces deux
fonctions linéaires retournent une valeur comprise dans [0 ;1] (si la valeur calculée est supé-
rieure à 1, elle est rapportée à 1). Nous définissons alors empiriquement la valeur seuil de
0.5 permettant de discrétiser leur valeur de sortie. Ainsi, lorsque S(~vj) > 0.5 l’utilisateur est
sensé être « satisfait » et « insatisfait » dans le cas contraire ; lorsque I(~vj) > 0.5 l’utilisateur
est sensé être « insatisfait » et « satisfait » sinon.
4.5.3.4 Protocole expérimental
Chaque expérimentation est composée des deux phases classiquement employées dans
le domaine de l’apprentissage artificiel :
1. La phase d’apprentissage où les deux fonctions sont entraînées avec un échantillon de
sessions associées au feedback.
2. La phase d’évaluation de la fonction de prédiction, où le taux de prédictions correctes
du système est évalué sur un autre échantillon de sessions.
Les deux échantillons sont (i) composés d’un même nombre de sessions, (ii) ils
contiennent un nombre égal d’exemples positifs (« satisfait ») que d’exemples négatifs, (iii)
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ils sont composés d’exemples choisis de manière aléatoire parmi l’ensemble des 11 016 ses-
sions extraits des logs de iSAC. En ce sens, notre méthode de validation est proche de la
méthode de « validation croisée stratifiée » [Kohavi, 1995] avec sous-échantillonnage aléa-
toire (Stratified Random Subsampling Cross Validation).
Durant la phase d’apprentissage, les deux fonctions linéaires sont entraînées indépen-
damment l’une de l’autre. Ainsi, S apprend à identifier les indicateurs qui lui permettent
de calculer une valeur supérieure à 0.5 lorsque le feedback d’une session est « satisfait » ; à
l’inverse, I est entraînée à déterminer les indicateurs lui permettant de calculer une valeur
supérieure à 0.5 lorsque le feedback est « insatisfait ». Bien évidemment l’apprentissage se
déroule toujours selon le principe d’essai/erreur présenté dans la section 4.3. Ainsi les deux
fonction reçoivent des feedbacks ↑, ↓ et ∼ et non pas directement la valeur qu’elles auraient
dû inférer.
Durant la phase d’évaluation, les valeurs S(~vj) et I(~vj) sont utilisées conjointement pour
déterminer la prévision du feedback. Chaque fonction calcule une valeur continue qui ex-
prime en quelque sorte la « quantité de raisons » qui le pousse à argumenter en faveur de
sa propre thèse, à savoir soit « satisfait » soit « insatisfait ». Il semble alors raisonnable de
prendre en compte la décision de la fonction qui a trouvé le plus d’arguments pour appuyer
sa décision. La prédiction combinée des deux fonctions est donc déterminée de la manière
suivante :
Si S(~vj) > I(~vj) Alors
decision← « satisfait »
Sinon
decision← « insatisfait »
4.5.4 Résultats expérimentaux
4.5.4.1 Précision de l’apprentissage
Le taux de bonnes prédictions en fonction du nombre de cycles d’apprentissage a été
dans un premier temps évalué. Etant donné la génération aléatoire des jeux d’apprentissage,
la précision du système varie sensiblement d’un jeu d’apprentissage à l’autre. Afin d’obtenir
une vue globale des performance obtenues, nous avons calculé le taux moyen de bonnes
prédictions sur 1 000 cycles « apprentissage/évaluation ».
La figure 4.7 présente sous forme de graphe les taux minimum, moyen, et maximum de
précision en fonction du nombre de cycles d’apprentissage. Très rapidement, le système ob-
tient un taux de bonnes prédictions qui dépasse 60% (dès 2000 exemples). Puis il améliore sa
précision de manière plus progressive jusqu’à approximativement 20 000 cycles où il semble
atteindre une limite maximale de précision de l’ordre de 65%. La courbe correspondant au
taux de précision maximal nous permet d’ailleurs de penser que même avec un petit nombre
de cycles d’apprentissage, dans les meilleurs cas, la précision peut être déjà bonne.
L’évolution de la précision – tout d’abord rapide, puis plus progressive – nous laisse
d’ailleurs supposer que l’algorithme apprend tout d’abord rapidement quels sont les critères
les plus discriminants, pour dans un second temps évaluer plus précisément l’influence de
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Figure 4.7 — Taux de précision en fonction du nombre de cycles d’apprentissage
chacun de ces indicateurs.
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Figure 4.8 — Évolution des influences attribuées aux différents critères
La figure 4.8 confirme cette idée. Cette figure représente l’évolution de l’influence que
chaque fonction associe à chaque indicateur (cf. § 4.5.3.1) durant 25 000 cycles d’apprentis-
sage. En effet, on remarque que dès 5 000 cycles la moitié des variables sont éliminées par
les fonctions. Ce comportement est tout à fait similaire à celui constaté lors des expérimen-
tations théoriques (cf. § 4.4.4). Après environ 10 000 cycles la plupart des variables restantes
ont trouvé une influence acceptable. Cependant, alors que certaines restent dans un état
stable, d’autres continuent toutefois d’évoluer légèrement et contribuent de cette manière à
l’amélioration progressive de la fonction globale.
Tout comme dans le paragraphe 4.4.3, il est possible d’évaluer l’efficacité du système
en comparant la taille de l’espace de recherche au nombre d’états visités avant de trouver
une solution convenable. Soit |V| le nombre de variables à considérer et |ωi| le cardinal des
valeurs possibles pour l’influence de vi. Nous considérons ici que |V| = 2× 19 (car deux
fonctions) et que |ωi| = 100. Ainsi l’espace de recherche contient E = ∏|V|i=1 |ωi| = 1076
solutions possibles. Comparé aux 2× 25 000 solutions explorées, nous constatons que ALF
converge rapidement vers la solution.
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4.5.4.2 Robustesse
Par robustesse, nous désignons la capacité d’un système à maintenir ses performances
quel que soit son environnement. Changer d’environnement pourrait consister tout sim-
plement à changer de problème ; de ce point de vue, le passage de l’application théorique
(cf. § 4.4) à l’application iSAC constitue déjà un argument en faveur de la robustesse de ALF.
Dans le cadre restreint de l’application à iSAC, modifier l’environnement du système
peut tout simplement passer par la modification de la manière dont les indicateurs sont
perçus, c.-à-d. la manière dont les variables sont normalisées (cf. hypothèse 2, § 4.2.2). Nous
avons donc comparé les performances de ALF face à deux manières de normaliser les obser-
vations issues des sessions : (i) une première normalisation effectuée de manière empirique
sans connaissance a priori de ce jeu de données et (ii) une seconde normalisation effectuée a
posteriori après avoir analysé la distribution des valeurs de chaque observation au sein de la
base d’apprentissage.
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Figure 4.9 — Influence de la normalisation sur la précision
La figure 4.9 compare les performances obtenues avec chacune de ces normalisations.
On note alors une très légère baisse des performances lorsque l’on utilise la normalisation
après analyse. Cette baisse est cependant négligeable (moins de 1%) ; cela nous laisse pen-
ser que le système adapte l’influence de chaque variable en fonction de la manière dont
elle est normalisée. Le système obtient ainsi les mêmes performances dans la mesure où la
normalisation reste raisonnable, c.-à-d. n’altère pas trop la qualité des observations.
4.5.4.3 Convergence et stabilisation de l’algorithme
Bien que la figure 4.8 mette en évidence le fait que l’influence des variables a tendance
à se stabiliser, le processus de réorganisation (ici l’évolution des influences) n’est cependant
pas terminé. Cela est en partie dû (i) à la relative imprécision des mesures extraites des ses-
sions, (ii) à la prise en compte d’actions au sein d’une session qui ne sont pas nécessairement
corrélées avec le feedback de l’utilisateur (erreurs de manipulation, feedbacks ne concernant
que les dernières actions) et (iii) à l’hétérogénéité des utilisateurs d’iSAC et de leurs com-
portements ; toutes ces raisons contribuent à « injecter » un bruit considérable dans le jeu
d’apprentissage. On peut alors comprendre pourquoi le processus d’auto-organisation peut
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nécessiter beaucoup de temps pour atteindre un état stable.
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Figure 4.10 — Macro évolution des influences attribuées aux différents critères
Nous avons alors cherché à vérifier si le système est capable de converger vers un état
stable. La figure 4.10 représente l’évolution des influences des variables à une échelle « ma-
croscopique » (jusqu’à 1 000 000 cycles). Ainsi, même si le système trouve déjà une solution
optimale dès 25 000 cycles, les poids associés à chaque variable continuent de s’ajuster jus-
qu’à environ 200 000 cycles pour la fonction de satisfaction et approximativement jusqu’à
500 000 cycles pour l’autre. Cette lenteur de convergence est probablement due au bruit
évoqué dans le paragraphe précédent.
Mais ce que la figure 4.10 révèle de plus intéressant réside dans l’évolution étonnamment
corrélée des courbes pointées par les flèches du graphe. Dans la première figure, les courbes
Ê etË évoluent dans des directions opposées, puis, dès que la seconde atteint l’axe des abs-
cisses (influence nulle), l’autre stoppe son évolution. Ces deux courbes correspondent en fait
à des indicateurs fortement corrélés : le temps moyen de consultation des pages web pour
Ê et le temps moyen de consultation des documents pourË. Ce phénomène peut être expli-
qué de la manière suivante : dans les premiers cycles de l’apprentissage, l’algorithme utilise
une combinaison des deux variables corrélées, mais au fur et à mesure, et sur un laps de
temps plus grand, il s’avère que l’une des deux variables est plus précise que l’autre. L’al-
gorithme a alors tendance à attribuer plus d’importance à celle qui est plus fréquemment
discriminante et à baisser, par simple équilibrage, l’influence de l’autre. Dans le seconde fi-
gure, les courbes Ì (longueur moyenne des requêtes) et Í (longueur de la dernière requête)
mettent en évidence ce même phénomène que l’on peut d’ailleurs qualifier d’émergent. En
effet, le phénomène ne peut aucunement être prévu à partir du comportement des agents
variable – le phénomène est radicalement nouveau –, il se manifeste au niveau macro – le phé-
nomène est ostensible – et il est lié à l’activité des agents variable dans leur environnement
– le phénomène est cohérent et corrélé – (cf. § 2.2.1).
Ce comportement émergent constitue, à notre sens, un argument de poids en faveur de
la généricité, des capacités d’adaptation et de robustesse de notre algorithme. Le compor-
tement d’un agent variable est en effet simplement fonction du retour de l’environnement
et de sa valeur normalisée, mais il est toutefois suffisant pour obtenir une fonction capable
d’en approximer une autre et d’identifier les critères les plus discriminants pour cette tâche
(et ceci même dans un environnement bruité).
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4.5.5 Comparaison avec des algorithmes d’apprentissage de référence
Pour conclure notre étude, les performances de ALF face aux données comportementales
de iSAC ont été comparées à celles de trois autres algorithmes d’apprentissage de référence :
– un perceptron multi-couche (Multi-Layer Perceptron ou MLP) qui utilise la technique stan-
dard de rétro-propagation du gradient afin de mettre à jour ses poids synaptiques.
– une machine à vecteur de support 4 (ou SVM pour Support Vector Machine) qui se base sur
l’algorithme d’optimisation minimale séquentielle (SMO) [Platt, 1998].
– Un arbre de décision de type « grafted C4.5 » comme décrit dans [Webb, 1999].
Les algorithmes utilisés pour la comparaison proviennent du framework Weka 5 [Hall
et al., 2009], développé à l’université de Waikato (Nouvelle Zélande), qui fournit un en-
semble de librairies de références dans le domaine du Data Mining et de l’apprentissage
artificiel.
4.5.5.1 Objectifs de la comparaison
Ces expérimentations ont pour objectif de comparer la pertinence de chacun de ces al-
gorithmes face au problème de l’apprentissage du feedback utilisateur. Nous avons choisi
d’étudier les propriétés requises dans le contexte de l’accès à l’information dans un réseau
distribué et dynamique de systèmes, où chaque système (par exemple, un dispositif mobile)
doit avoir les moyens d’inférer et de s’adapter à l’intérêt observé de l’utilisateur. Dans ce
contexte proche de l’informatique ubiquitaire, les algorithmes mis en œuvre doivent possé-
der préférentiellement les propriétés suivantes :
1. la capacité à gérer la dynamique du comportement de l’utilisateur : il doit s’avérer réactif
face à l’évolution de son comportement ;
2. la généricité de l’approche : les performances du système ne doivent pas trop dépendre
d’un réglage spécial des paramètres en fonction des caractéristiques du problème ;
3. leur efficacité en termes de puissance de calcul et de quantité de mémoire requise : cela
est d’autant plus vrai lorsque nous considérons le contexte de l’informatique diffuse où
des services personnalisés doivent être proposés par des appareils mobiles et limités en
termes de ressources.
4. leur capacité à fournir des réponses et à adapter leur modèle en temps réel.
Les paragraphes suivants évaluent chacun de ces points, à l’exception du dernier. En
effet, il est difficile d’évaluer l’adaptation en temps réel des algorithmes d’apprentissage de
Weka car ceux-ci sont conçus pour de l’apprentissage supervisé classique. Pour construire
leur modèle, ils prennent en entrée un jeu d’apprentissage monolithique et effectuent leur
apprentissage sans que l’on puisse contrôler le cours de ce processus. Ainsi, bien que le
MLP soit capable d’apprendre en temps réel, nous n’avons pas été en mesure de comparer
les algorithmes sur ce point.
4. alias séparateur à vaste marge
5. http://www.cs.waikato.ac.nz/~ml/weka/
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4.5.5.2 Protocole expérimental
Comme expliqué dans la section 4.5.3.4, chaque expérimentation est composée d’une
phase d’apprentissage et d’une phase d’évaluation durant laquelle le taux de précision de
chaque algorithme est évalué.
À chaque expérimentation est donc généré deux ensembles de sessions : un dédié à la
phase d’apprentissage et un autre dédié à la phase d’évaluation. Le premier est composé de
k sessions (k pouvant varier d’une expérimentation à l’autre) choisies aléatoirement parmi
l’ensemble des données disponibles. Le second jeu de session est constitué du reste des
sessions. Chaque jeu contient un nombre égal de sessions associées à un feedback « satisfait »
et « insatisfait » (équiprobabilité de la sortie attendue).
Au cours de chaque expérimentation, chaque algorithme est confronté au même jeu
d’apprentissage et d’évaluation. Afin d’obtenir des données interprétables et en raison du
tirage aléatoire du jeu d’apprentissage, nous avons procédé à 500 expérimentations pour
chaque valeur de paramètre testé (par exemple, pour chaque taille du jeu d’apprentissage)
afin de calculer une moyenne représentative des résultats obtenus.
Chaque algorithme est utilisé en l’état, c.-à-d. que nous les utilisons sans modifier les
valeurs par défaut de leurs paramètres. Le nombre de cycles d’apprentissage de ALF a été
fixé à 20 000 de manière à obtenir une précision optimale (cf. figure 4.7).
4.5.5.3 Dynamique
Gérer la dynamique sous-entend être capable d’oublier rapidement les connaissances
considérées comme désuètes et d’être capable d’en acquérir de nouvelles à partir du peu d’in-
formations fraîches et valides provenant des dernières interactions avec l’utilisateur. Mal-
heureusement, les données provenant d’iSAC sont totalement anonymes et ne contiennent
donc aucun comportement utilisateur qui évolue au travers du temps. Nous avons donc
décidé d’approximer l’évaluation de cette propriété en comparant la précision obtenue par
chaque algorithme en fonction de la taille du jeu d’apprentissage.
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Figure 4.11 — Évaluation de la dynamique
La figure 4.11 représente la précision de chaque algorithme (axe des ordonnées) en fonc-
tion de la quantité d’exemples contenus dans la base d’apprentissage (axe des abscisses).
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Nous observons tout d’abord que le SVM et l’arbre de décision (DT) obtiennent une préci-
sion moindre que celle des deux autres algorithmes (bien que la différence ne soit que de
1% en moyenne). La précision de ALF semble assez similaire à celle du MLP, bien que AFL
s’avère meilleur lorsque la taille du jeu d’apprentissage diminue (entre 500 et 150). Lorsque
le nombre d’échantillons est inférieur à 50, il n’y a plus assez d’information pour que les
algorithmes puissent généraliser correctement leurs connaissances.
L’ensemble d’apprentissage contient 11 016 échantillons qui ont été récoltées sur 3 an-
nées. Ainsi, on peut estimer que la récolte de 150 échantillons nécessite approximativement
deux semaines. Dans ce cas, c’est ALF qui est le plus à même d’inférer avec précision le
retour de l’utilisateur. Il est donc plus réactif que les autres algorithmes ; à titre de comparai-
son le MLP nécessite un peu plus de 3 semaines, le SVM 1 mois, et l’arbre de décision près
de 2 mois pour obtenir la même précision.
4.5.5.4 Robustesse
La propriété de robustesse est évaluée en modifiant la composition du jeu d’appren-
tissage et de d’évaluation. Pour ce faire, nous évaluons la précision de la prédiction en
fonction du nombre d’observables contenus dans le jeu d’apprentissage (c.-à-d. le nombre
de variables en entrée des algorithmes). Nous observons ici la capacité des algorithmes à
maintenir leur précision alors que la quantité d’observables diminue progressivement. Pour
chaque expérimentation, les observables retirés des échantillons sont choisis aléatoirement.
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Figure 4.12 — Robustesse face à un manque de précision
La figure 4.12 montre l’altération des performances des différents algorithmes lorsque la
qualité des données en entrée se dégrade. Nous remarquons tout d’abord que la dégrada-
tion du SVM est quasi-linéaire et nous fait penser que cet algorithme est très sensible à la
dimension du jeu d’apprentissage. La précision de l’arbre de décision semble au contraire
rester stable jusqu’à 5 valeurs en entrée ; en deçà de cette valeur, ses performances baissent
mais il s’avère tout de même meilleur que les autres algorithmes.
Le MLP et ALF adoptent pour leur part un comportement similaire. Ils semblent tirer
parti au maximum de toutes les informations qui leur sont mises à disposition ; leurs per-
formances se dégradent tout de même plus sensiblement que celles de l’arbre de décision
lorsque le nombre de critères se révèle trop faible.
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4.5.5.5 Efficacité
L’efficacité est évaluée de manière approximative en mesurant le temps d’apprentissage
utilisé par chaque algorithme en fonction de la taille du jeu d’apprentissage.
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Figure 4.13 — Comparaison du temps moyen d’apprentissage
La figure 4.13 permet de visualiser le temps d’apprentissage moyen (en milliseconde)
requis par chaque algorithme. Il n’est tout d’abord pas étonnant de constater que le Per-
ceptron Multicouches requiert un temps d’apprentissage linéairement lié à la taille du jeu
d’apprentissage. DT et SVM sont alors comparativement très efficaces alors que ALF néces-
site un temps constant. Ce temps constant est expliqué par le fait que ALF effectue toujours
un même nombre de cycles d’apprentissage (20 000 cycles).
4.5.5.6 Bilan de la comparaison
Bien qu’il soit nécessaire de rester prudent quant aux conclusions de cette comparaison
(les algorithmes que nous avons utilisés pourraient ne pas être paramétrés de manière op-
timale), ALF s’avère faire parti des meilleurs algorithmes pour chacune des caractéristiques
évaluées. De plus, le MLP qui s’approche le plus des performances de ALF est bien moins
efficace en terme de temps de calcul. Pour ce genre de problème, où les données sont très
bruitées, ALF s’avère donc au moins aussi bon que les principaux algorithmes d’apprentis-
sage de référence.
Enfin, et contrairement aux trois algorithmes de Weka, ALF n’a pas besoin de garder en
mémoire l’ensemble du jeu d’apprentissage et de le retraiter entièrement pour mettre à jour
ses connaissances. En effet, son approche locale lui confère des capacités d’apprentissage
« temps réel », où seul son état courant suffit pour permettre la mise à jour du système. De
ce point de vue, il est bien plus léger et adapté à des systèmes ayant des ressources limitées.
4.6 Bilan des expérimentations et discussion
A l’issue de ces expérimentations théoriques et pratiques, nous pouvons conclure que
ALF s’avère une alternative intéressante aux algorithmes d’apprentissage de fonction li-
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néaire classique. En effet, il a montré les propriétés d’efficacité, de robustesse et de généri-
cité que ce soit face à des problèmes purement numériques que face à un problème réel. Son
originalité réside dans le fait qu’il est issu de l’approche par AMAS, approche strictement
locale qui permet d’obtenir un système d’apprentissage :
– Non supervisé : l’apprentissage ne nécessite pas la connaissance exacte de la valeur
attendue : il lui suffit d’indices de type « plus grand » / « plus petit ».
– Ouvert : le système peut supprimer ou ajouter dynamiquement de nouvelles variables
au problème durant le processus d’apprentissage, sans nécessiter une remise à zéro
du processus.
– Anytime : le système peut fournir à tout moment une solution, même si celle-ci n’est
pas optimale.
Le problème que se propose de résoudre ALF est en réalité un problème d’optimisation
où la fonction objectif et les contraintes sont toutes linéaires. Leur résolution est théorique-
ment très simple par la programmation linéaire [Guéret et al., 2000] (ou la programmation
linéaire en nombre entier lorsque les variables sont discrètes). En pratique, notamment avec
l’algorithme du simplexe, ces algorithmes sont efficaces et permettent de trouver l’optimum.
Mais pour les avoir expérimentés sur des espaces de recherche de tailles importantes, ils né-
cessitent beaucoup de place mémoire et de temps de calcul et sont en définitive bien moins
simples que ALF.
Parce que le modèle de ALF est une somme pondérée, il peut facilement être apparenté à
l’algorithme du perceptron [Rosenblatt, 1958] (chaque agent variable pouvant effectivement
être comparé à un neurone formel). Cependant, l’approche de ces deux algorithmes n’en
demeure pas moins différente.
L’approche du perceptron est fondamentalement globale : il nécessite la connaissance
de la valeur requise par l’environnement ainsi que la valeur qu’il a fournie en sortie. Les
poids synaptiques sont alors mis à jour sur la base d’une heuristique permettant de réduire
la distance entre ces deux valeurs globales. Afin d’optimiser la robustesse (marge entre les
instances de différentes classes) ou la vitesse de convergence, les nombreuses améliorations
de cet algorithme [Fausett, 1994] exploitent des propriétés mathématiques de l’espace de
recherche qui s’avèrent en pratique difficiles à obtenir dans des problèmes réels (« sur-
spécialisation » de l’heuristique utilisée) ou qui impliquent une augmentation de la com-
plexité de l’algorithme.
L’approche par AMAS étant strictement locale, ALF apprend au travers de l’activité au-
tonome de chaque agent critère. Ceux-ci mettent à jour leurs influences ωi sans prendre en
compte les détails et la complexité du problème global, sans échanger de message, simple-
ment grâce à l’estimation de leur implication locale dans l’erreur collective. Cette approche
« bottom-up », au travers du couplage de chaque agent avec l’environnement, permet alors
d’obtenir une solution robuste et simple, très peu dépendante du domaine d’application.
4.7 Généralisation des agents variable
L’approche par AMAS met à la disposition du concepteur trois mécanismes permettant
de résoudre une SNC et d’adapter la fonction du SMA : (i) le tuning de paramètres, (ii) la
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réorganisation et (iii) l’évolution (cf. 2.3.2.3). Dans le cas de ALF, les agents variable font
uniquement usage du tuning afin de résoudre les SNC de conflit (via l’ajustement de leur
valeur ωi).
Ce comportement de tuning ayant été validé par les différentes expérimentations pré-
sentées dans les sections précédentes, nous nous sommes interrogés sur la réutilisabilité de
cette stratégie dans d’autres contextes. Nous avons alors constaté que ce principe répond au
problème plus général de la recherche itérative d’une valeur, susceptible d’évoluer au cours
du temps, en fonction d’informations très restreintes, à savoir un feedback de type « plus
grand /plus petit ». Ce problème étant couramment rencontré lorsque les agents AMAS
doivent tuner des paramètres, il nous a semblé intéressant de généraliser et de réutiliser les
connaissances acquises lors de la mise au point des agents variable.
Le comportement de l’agent variable n’est cependant pas simplement fonction de ce feed-
back. Il utilise une information supplémentaire : la valeur normalisée perçue qui lui permet
d’estimer son implication dans l’erreur de la fonction linéaire. En effet, la stratégie de l’agent
variable constitue une spécialisation du comportement général de tuning, ici nécessaire car
le feedback n’est pas directement lié au paramètre ωi d’un seul agent mais plutôt à l’activité
d’un collectif d’agent variable.
Cette section a pour objectif de présenter la généralisation du tuning des agents variable
qui constitue en quelque sorte la capitalisation de l’expérience acquise lors de la conception,
la mise au point et l’application de ALF. Cette stratégie a été implantée sous forme d’une bi-
bliothèque Java et constitue dorénavant un composant logiciel réutilisable que nous avons
nommé : Adaptive Value Tracker (AVT). L’AVT contribue ainsi à faciliter la mise en applica-
tion de l’approche par AMAS.
Après avoir posé clairement ce problème somme toute assez trivial, nous l’aborderons
du point de vue de l’approche par AMAS. Bien que ce problème puisse trouver des solu-
tions adhoc convenables au travers d’une résolution globale, adopter le point de vue des
AMAS permet (i) de s’abstraire de toute hypothèse que l’on pourrait implicitement se fixer
et (ii) de mieux appuyer les choix de conception qui, autrement, auraient été déterminés de
manière plus empirique. Nous déduisons ensuite une implémentation simple et centralisée
qui tire partie des enseignements de cette analyse. Enfin, le principe de l’AVT est généralisé
à l’ajustement d’une valeur définie dans un espace à n dimensions.
4.7.1 Problème
L’AVT a pour objectif de rechercher une valeur réelle v où :
– v ∈ [vmin; vmax] avec vmin la borne minimale de l’espace de recherche et vmax la borne
maximale.
– La valeur v est dynamique, c.-à-d. qu’elle est susceptible d’évoluer à tout moment.
– La seule information permettant de trouver la valeur v est un feedback de l’environ-
nement de type « plus grand » (↑), « plus petit » (↓) ou « convenable » (∼).
La figure 4.14 illustre le processus de recherche de valeur où l’AVT, schématisé par
l’ellipse bleu pointillé, essaie de fournir la valeur vt la plus correcte possible à son en-
vironnement (qui dans le contexte des AMAS est typiquement un agent coopératif). Soit
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vmin vmax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Feedback = «↑»
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Figure 4.14 — Problème de recherche d’une valeur dynamique
vt ∈ [vmin; vmax] la valeur proposée par l’AVT à l’instant t. La recherche se déroule alors de
manière itérative :
1. Le système qui recherche la valeur envoie à son environnement sa valeur courante
vt. L’environnement de l’AVT correspond à l’entité qui fait appel à ses services ; par
exemple, un agent coopératif.
2. En fonction des résultats obtenus avec cette valeur, l’environnement retourne un feed-
back à l’AVT. Dans l’exemple de la figure 4.14, le feedback est « plus grand » (↑).
3. L’AVT modifie sa valeur d’un pas ∆ en fonction de ce feedback. Dans notre exemple, la
nouvelle valeur de l’AVT est calculée de la manière suivante : vt+1 = vt + ∆.
Le problème est alors de trouver une stratégie d’ajustement de vt de manière à ce qu’à
chaque instant vt soit le plus proche possible de la valeur recherchée. Autrement dit, nous
cherchons à tout instant le pas ∆ qui permette d’ajuster vt au plus près de la valeur recher-
chée.
4.7.2 Algorithmes existants
Parmi les algorithmes de recherche itérative de valeurs sur une ensemble [vmin; vmax], il
n’existe pas réellement d’algorithme qui réponde à ce problème. En effet :
La recherche dichotomique, bien connue pour son efficacité, prend pour hypothèse que
la valeur recherchée n’est pas dynamique. Elle n’est donc pas valable pour notre pro-
blème.
la recherche linéaire (ou séquentielle) consiste à utiliser un pas ∆ constant pour parcou-
rir l’espace de recherche. Le problème réside alors dans le calibrage de cette valeur
constante :
– avec un ∆ trop grand, les pas trop grossiers risquent d’empêcher d’approcher la va-
leur recherchée,
– avec un ∆ trop petit, l’ajustement risque d’être trop lent par rapport à la dynamique
de la valeur recherchée et de rendre de facto la recherche totalement inefficace.
De cette brève analyse de l’existant on peut conclure qu’a priori, aucun algorithme connu
n’est capable de traiter ce problème de manière optimale. De par les caractéristiques du
problème, l’approche par AMAS semble alors pertinente. Nous allons donc l’appliquer dans
ce cadre.
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4.7.3 L’AVT vu comme un AMAS
4.7.3.1 Identification des agents
D’un point de vue global, l’AVT est un système qui propose une valeur vt, sensée s’ap-
procher au mieux de la valeur recherchée, en fonction de l’arrivée successive de feedbacks.
D’un point de vue plus local, on peut considérer les feedbacks comme des contraintes
temporaires qui doivent être validées afin de vérifier au mieux les indices qui ont été donnés
au fur et à mesure des interactions avec l’environnement. Ces feedbacks s’avèrent alors être
les seules entités du domaine qui puissent être actives et endosser le rôle d’agent coopératif.
Ces agents que nous nommons agents contrainte cherchent à être satisfaits au mieux afin de
trouver coopérativement une solution collective : la valeur de vt.
Ainsi, à chaque arrivée d’un feedback, un agent contrainte est créé et associé à la valeur
vt qui en est à l’origine. Les agents contrainte ont alors pour objectif de faire en sorte que leur
contrainte soit validée par les prochaines valeurs vt+n avec n > 0. La figure 4.15 illustre trois
agents contrainte, c1, c2 et c3 associés respectivement à vt−2, vt−1 et vt. En bas de la figure
est représenté sous forme de dégradés rouge et vert la satisfaction locale de chaque agent
contrainte. Par exemple, l’agent c3 est une contrainte de type « plus petit » associé à la valeur
vt. Pour toutes les valeurs supérieures à vt, c3 est fortement insatisfait (couleur rouge vif). Au
contraire, la satisfaction de c3 est d’autant plus forte que l’on considère une valeur inférieure
à vt éloignée de cette borne. En effet, plus la valeur choisie est éloignée de vt, moins il est
probable que la contrainte soit violée rapidement. Le dégradé vert matérialise ce gradient
de satisfaction (le vert intense traduisant le maximum de satisfaction).
c1
c2
c3
vmin vmaxvt-1vt-2 vt
c1 «↑» c2 «↑» c3 «↓»
Figure 4.15 — Identification des agents
La valeur recherchée étant dynamique, un feedback arrivé à l’instant t perd de sa validité
à l’instant t + 1 (il est en effet fonction d’une valeur qui a pu changer). Ainsi, au fur et à
mesure du temps, les agents contrainte perdent de l’importance. Sur la figure 4.15, cela est
illustré par le fait que le « diagramme de satisfaction » de c1 (arrivé à l’instant t− 2) est plus
pâle que celui de c3 arrivé plus récemment. Les agents contrainte sont donc munis d’une
priorité qui diminue au cours du temps. Dans l’exemple de la figure 4.15, la coopération
entre les agents contrainte devrait mener à fixer la valeur de vt+1 entre vt−1 et vt.
Plus formellement :
– Soit C l’ensemble des agents contrainte.
– Soit l’agent cn ∈ C, l’agent contrainte n.
– Soit an ∈N l’instant d’arrivée de l’agent cn.
119
Adaptation de l’interprétation du feedback
– Soit dn ∈ N la durée de validité d’un agent contrainte, c.-à-d. le nombre d’instants
consécutifs durant lesquels cn est considéré comme pertinent.
– Soit pn qui associe à un instant donné la priorité de cn :
pn : N 7→ [0; 1] lorsque pn(t) = 0, cn a une priorité minimale
t → max(0, 1− t−andn ) pn(t) = 1, cn a une priorité maximale
– Soit sn la fonction qui associe à une valeur v ∈ [vmin; vmax] la satisfaction locale de la
contrainte cn :
sn : [vmin; vmax] 7→ [0; 1] lorsque sn(v) = 0, v insatisfait totalement cn
v → s sn(v) = 1, v satisfait totalement cn
– L’objectif local de cn est alors d’influer sur la valeur de vt+1 de manière à maximiser
sn(vt+1).
4.7.3.2 Comportement coopératif
Dans un AMAS, le comportement coopératif est défini en fonction des SNC et de leur
résolution. Ici, les perceptions et l’objectif des agents sont très simples et biens définis, il ne
peut alors exister de SNC lors des étapes de perception et de décision. Par contre, l’activité
des agents consiste à proposer la valeur de vt+1. Ainsi, lorsque deux agents désirent attribuer
des valeurs différentes à cette variable, ils se retrouvent en SNC de conflit (l’un empêchant
réciproquement l’autre d’assigner à vt+1 la valeur qu’il désire). Étant donné que chaque
agent possède une contrainte différente, leurs fonctions de satisfaction sont elles-mêmes
différentes, ils désirent donc tous une valeur de vt+1 distincte. Tous les agents sont donc en
permanence en SNC de conflit.
Le principe de base de la résolution coopérative d’un conflit consiste à aider au mieux
l’agent qui est le plus fortement gêné (c.-à-d. qui est le plus loin de son but) sans pour autant
que cela n’ait pour effet d’en gêner un autre davantage. Il est donc nécessaire de définir la
mesure de cette « gêne » (nommée dans l’approche par AMAS mesure de « criticité ») : un
agent contrainte est d’autant plus critique que sa contrainte est insatisfaite et que sa priorité est
grande.
Soit κn la fonction qui, à une valeur v ∈ [vmin; vmax] et à un instant t, associe la criticité de
l’agent cn :
κn : [vmin; vmax]×N 7→ [0; 1]
(v, t) → (1− sn(v)) · pn(t)
La coopération consiste alors en une négociation entre agents contrainte qui doit aboutir
à choisir une valeur vt+1 telle qu’elle minimise la criticité maximale de l’ensemble des agents
contrainte en conflit. Plus formellement :
vt+1 = argmin
x
(max
∀cn∈C
(κn(x, t)))
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4.7.3.3 Comportement de tuning obtenu
Notre objectif n’est pas d’implanter cet AMAS mais plutôt de tirer parti des enseigne-
ments de sa stratégie de résolution afin d’établir les bases d’une implémentation centralisée
bien argumentée. Pour ce faire, nous passons en revue trois séquences de feedbacks révéla-
trices du comportement de tuning de cet AMAS.
Feedbacks successifs de même direction. La figure 4.16 illustre la manière dont la valeur
v est modifiée lorsque arrivent deux feedbacks successifs de même type.
c1
c2
vmin vmaxvtvt-1
∆t-1 ∆t
c1 «↑» c2 «↑»
Figure 4.16 — Feedbacks successifs de même direction
À l’instant t− 1, c1 a été créé lors de la réception d’un feedback « plus grand ». Le résultat
de la négociation de c1 avec les contraintes précédentes (non schématisées par souci de
clarté) a alors mené à l’incrémentation de vt−1 à vt d’une valeur ∆t−1. La taille relati-
vement faible de ce pas est en fait due aux contraintes antérieures à c1 qui ont agi de
manière antagoniste à celui-ci.
A l’instant t, c2 est créé par un feedback de même type que c1. Ces deux agents ont une
satisfaction qui croît à mesure que v croît ; tous deux contribuent donc à argumenter
en faveur d’une valeur vt+1 proche de vmax. Parallèlement, les contraintes antérieures
à c1 ont perdu de la criticité (priorité diminuée) et influent moins sur la décision co-
opérative. Il en résulte alors une modification de v en faveur de c1 et de c2. Le pas
d’incrémentation ∆t est alors environ deux fois plus grand que le pas précédent (cela
dépend en fait de la durée de validité dn des contraintes).
Feedbacks successifs contraires. La figure 4.17 fait suite à la figure précédente. Elle illustre
le comportement de tuning de l’AMAS lorsque se succèdent deux feedbacks « contradic-
toires ».
On observe alors que v évolue dans le sens de la contrainte la plus critique, c.-à-d. la
dernière arrivée. Cependant cette évolution est moins forte qu’au cycle précédent (environ
deux fois moins) car les contraintes précédentes agissent de manière antagoniste.
Feedback de type « convenable ». La figure 4.18 illustre l’effet qu’un feedback de type
« convenable » peut avoir sur l’évolution de v.
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c1
c2
vmin vmaxvt-1vt-2
∆t-2 ∆t-1
vt
∆t
c3
c1 «↑» c2 «↑» c3 «↓»
Figure 4.17 — Feedbacks successifs contraires
c1
c2
vmin vmaxvt-1vt-2
∆t-2 ∆t
vt
c3
c1 «↑» c3 «↑»c2 «~»
Figure 4.18 — Arrivée d’un feedback de type « convenable »
La forme de la fonction de satisfaction d’un contrainte « ∼ » (c2) est, contrairement aux
autres, d’autant plus satisfaite que la valeur v reste proche de la valeur à laquelle elle est
associée. Ainsi :
à l’instant t− 1, la valeur v n’évolue pas (vt−1 = vt).
à l’instant suivant, un feedback « plus grand arrive », c3 est alors créé et agit de manière à
incrémenter vt. La présence de c2 à alors pour effet de contrecarrer c3. Il en résulte un
pas de décrémentation ∆t inférieur au précédent ∆t−2.
Synthèse. De ces trois scénarios, on constate que :
– Deux feedbacks successifs de même direction ont pour effet d’augmenter le pas de
tuning (d’accélérer l’évolution de v).
– Deux feedbacks successifs de directions contraires ont pour effet de diminuer le pas
de tuning (de décélérer l’évolution de v).
– L’occurrence d’un feedback de type « similaire » a pour effet de diminuer le pas de
tuning (de décélérer l’évolution de v).
– Le dernier feedback étant le plus prioritaire, il influence la direction de l’évolution de
v (incrémentation pour un feedback « ↑ », décrémentation pour un feedback « ↓ », et
idempotence pour « ∼ »).
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– Le pas de tuning ∆t est le résultat de la résolution coopérative du cycle courant. Ainsi
il constitue en quelque sorte le reflet des contraintes qui ont joué à l’instant t. Dans
cette optique, ∆t peut être utilisé pour déterminer le tuning du cycle suivant.
4.7.4 Implantation centralisée de l’AVT
La synthèse issue de la section précédente, nous permet de définir un algorithme simple
et centralisé qui approxime le comportement de l’AMAS précédemment présenté. Il se base
sur les constatations suivantes :
– il suffit de connaître la valeur ∆t−1 pour prendre en compte les dernières contraintes,
c.-à-d. l’historique récent du tracker.
– il suffit de connaître le tout dernier feedback afin de déterminer s’il y a lieu « d’accélé-
rer » ou de « décélérer » le tuning.
Soient les variables suivantes :
– vt ∈ [vmin; vmax] la valeur choisie par l’AVT à l’instant t,
– ∆t ∈ [∆min;∆max] la valeur du pas d’évolution de vt,
– Fbt ∈ {↑; ↓;∼} la valeur du feedback reçu à l’instant t.
– λa le coefficient d’accélération (λa > 1).
– λd le coefficient de décélération (0 < λd < 1).
Le tableau 4.2 récapitule la manière dont ∆t puis vt+1 sont calculés en fonction du feed-
back précédent Fbt−1, du feedback courant Fbt, du pas de tuning précédent ∆t−1 et de la
valeur courante vt.
Fbt
↑ ↓ ∼
↑ ∆t = ∆t−1 · λa ∆t = ∆t−1 · λd ∆t = ∆t−1 · λd
vt+1 = vt + ∆t vt+1 = vt − ∆t vt+1 = vt
Fbt−1 ↓ ∆t = ∆t−1 · λd ∆t = ∆t−1 · λa ∆t = ∆t−1 · λdvt+1 = vt + ∆t vt+1 = vt − ∆t vt+1 = vt
∼ ∆t = ∆t−1 ∆t = ∆t−1 ∆t = ∆t−1 · λd
vt+1 = vt + ∆t vt+1 = vt − ∆t vt+1 = vt
Tableau 4.2 — Comportement de tuning de l’AVT centralisé
Bien entendu, la modification de vt et de ∆t se fait dans les limites de leur domaine de
définition respectifs. Les coefficients d’accélération et de décélération peuvent différer en
fonction de la dynamique de la valeur recherchée. Lorsqu’aucune hypothèse ne peut être
formulée, il semble raisonnable de fixer la valeur de ces coefficients de la manière suivante :
λa = 2 et λd = 1/3.
4.7.5 AVT à n dimensions
L’algorithme présenté ci-avant permet d’ajuster une valeur définie sur une seule dimen-
sion ([vmin; vmax] ⊂ R). Fort de ces enseignements, ce principe a été généralisé au tuning
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d’une valeur définie sur n dimensions (Rn).
Sur une seule dimension, il n’y a que deux directions, qui ont été représentées par les
feedbacks de type « plus petit » et « plus grand». Dans ce cas particulier le pas d’ajustement
∆t est calculé en fonction du pas précédent ∆t−1 et de la comparaison entre le feedback pré-
cédent Fbt−1 et le feedback courant Fbt. Lorsque les directions de ces deux feedbacks sont
identiques, il y a accélération (utilisation de λa), lorsqu’elles sont opposées, il y a décéléra-
tion (utilisation de λd).
Dans un espace à deux dimensions ou plus, il y a une infinité de directions, le feedback
est donc défini à l’aide d’un vecteur donnant la direction vers laquelle la valeur doit évo-
luer. Contrairement à un espace unidimensionnel, où deux directions sont soit « opposées »,
soit « identiques », dans un espace pluridimensionnel, deux directions définissent un angle
dont la valeur peut aller de 0 (directions égales) à pi (directions opposées), en passant par pi2
(directions orthogonales). La généralisation de l’AVT à n dimensions consiste alors à définir
le calcul du coefficient multiplicateur à appliquer au pas de tuning ∆t en fonction de l’angle
des deux directions associées aux feedbacks Fbt−1 et Fbt.
Soit :
– α ∈ [0;pi] l’angle entre les deux vecteurs associés aux feedbacks Fbt−1 et Fbt.
– λα le coefficient multiplicateur utilisé pour calculer la valeur du pas ∆t.
La valeur de ∆t est calculée de la manière suivante :
∆t = ∆t+1 · λα
Si l’on se réfère à l’AVT une dimension :
– lorsque les directions sont égales, c.-à-d. α = 0 on a : λ0 = λa
– lorsque les directions sont opposées, c.-à-d. α = pi on a : λpi = λd
On peut alors définir λα comme une combinaison linéaire du coefficient d’accélération
et du coefficient de décélération en fonction de l’angle α, où seul le coefficient d’accélération
λa est pris en compte lorsque α = 0 et où seul le coefficient de décélération λd est pris en
compte lorsque α = pi. On a alors :
λα =
pi − α
pi
· λa + α
pi
· λd
Une fois la valeur de ∆t calculée, vt+1 est déterminée en déplaçant vt d’une distance de
∆t dans la direction du vecteur associé au feedback Fbt.
L’hypothèse implicitement formulée lors de la définition de cette méthode est que l’es-
pace dans lequel est ajustée la valeur v est isotrope, c.-à-d. que la manière d’ajuster la valeur
ne dépend pas de la direction dans laquelle elle est ajustée mais de la direction des deux
derniers feedbacks reçus.
Bien entendu, un feedback de type « convenable » (∼) n’est associé à aucune direction.
La prise en compte de ce retour de l’environnement ne diffère donc pas de l’AVT à une
seule dimension : le pas d’ajustement est réduit (∆t = ∆t−1 · λd) et la valeur à ajuster reste
inchangée (vt+1 = vt).
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4.7.6 Etude de convergence
L’AVT est généralement utilisé par les agents AMAS afin d’ajuster un des paramètres
de sa fonction locale. Cet ajustement se fait en fonction de raisonnements limités et de per-
ceptions locales qui, du point de vue d’un oracle extérieur, peuvent être erronés (et ceci
d’autant plus que l’environnement de l’agent est dynamique et indéterministe). Nous avons
donc tenu à nous assurer expérimentalement des capacités de convergence de l’AVT malgré
la réception de feedbacks quelquefois erronés.
Pour ce faire nous avons mesuré le nombre de cycles (essai/erreur) requis par l’AVT
pour trouver une valeur tirée aléatoirement entre 0 et 100 (à plus ou moins 0,01 près)
en fonction du taux de feedbacks erronés perçus. Par exemple, nous mesurons le nombre
d’échanges entre l’AVT et son environnement lorsque 1/3 des feedbacks sont erronés.
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Figure 4.19 — Temps moyen de convergence de l’AVT en fonction du taux de bruit
La figure 4.19 présente le nombre moyen (sur 10 000 itérations) de cycles nécessaires à
l’AVT pour trouver la valeur recherchée en fonction du taux de feedbacks incorrects. Nous
constatons tout d’abord que les performances de recherche ne sont pas réellement affectées
jusqu’à 10% de bruit. La vitesse de convergence se dégrade ensuite progressivement : l’AVT
nécessite un peu plus de deux fois plus de temps lorsque 1 feedback sur 5 est erroné (20%).
Enfin, lorsque le bruit s’élève à 30% l’AVT atteint son but après 120 cycles en moyenne.
Cette expérimentation montre l’aspect robuste de l’AVT, qui, malgré des perceptions
dégradées, converge vers la valeur recherchée. Cette robustesse est d’ailleurs remarquable
lorsque l’on compare la taille de l’espace de recherche (10 000 valeurs discrètes) au nombre
de solutions explorées. En effet, même avec près d’1/3 des feedbacks erronés (30%), l’AVT
n’explore en moyenne que 120 solutions, ce qui ne représente que 1,2% de l’espace de re-
cherche. Cela nous conforte donc dans l’idée qu’il constitue un outil adéquat pour l’ajuste-
ment des paramètres des agents AMAS.
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4.7.7 Utilisation de l’AVT
Depuis la première version de l’AVT réalisée en mai 2010, l’AVT a été utilisé dans près
de 7 AMAS développés dans l’équipe SMAC (essentiellement des travaux dans le cadre
de thèses dont 4 financés sur projet européens ou ANR). L’AVT est de plus utilisé dans
la société coopérative UPETEC 6, qui, en collaboration avec l’équipe SMAC, propose des
solutions dérivées de l’approche par AMAS au monde de l’industrie.
L’utilisation de l’AVT dans ces diverses situations nous a permis d’acquérir une
meilleure connaissance de son comportement et de sa pertinence en fonction du problème à
régler. C’est en effet grâce à chaque effort de réutilisation, d’instanciation du comportement
générique de l’AVT à chaque problème spécifique, que nous avons pu mutualiser toutes
ces expériences dans une bibliothèque qui propose à présent près de 5 comportements dé-
diés à différent types d’environnements (bruit, informations complémentaires, recherche de
maximums ou minimums locaux de fonctions mathématiques, etc).
4.8 Bilan
Ce chapitre a présenté l’instanciation et l’application de l’approche par AMAS au pro-
blème de l’inférence du feedback implicite de l’utilisateur. L’analyse de cette question nous
a conduits à la généraliser à un problème d’apprentissage de fonction numérique linéaire.
Après avoir proposé le système ALF (pour Adaptive Linear Function) nous avons étudié
ses propriétés au travers de deux applications. La première application théorique a eu pour
objet de mettre tout d’abord au point ce système puis d’en étudier ses propriétés de conver-
gence, de robustesse et de complexité.
Nous avons ensuite pu appliquer cet algorithme lors d’une collaboration avec le labora-
toire ARLab de l’université de Girone (Espagne). Au cours de ce travail, nous avons disposé
de près de trois années de données relatives aux comportements des utilisateurs d’un site
d’Information and Referal (sorte de moteur de recherche pour faciliter l’accès à diverses in-
formations administratives de collectivités locales et de mairies). ALF a alors montré que
face à ces données fortement bruitées il était cependant capable de prédire le feedback de
l’utilisateur en fonction de l’observation de son comportement.
C’est aussi grâce à ces données, que nous avons pu établir une étude comparative des
performances de ALF et de trois algorithmes d’apprentissage de référence. Cette comparai-
son s’est établie autour de propriétés considérées comme adaptées à l’application de l’ap-
prentissage du feedback de l’utilisateur dans un contexte ouvert et dynamique (voire en
situation de mobilité) : la dynamique, la généricité (ou robustesse), la complexité et l’adap-
tation. Pour chacun de ces critères, ALF s’est avéré faire partie des meilleurs algorithmes.
De ce point de vue, ALF s’avère non seulement une alternative crédible aux algorithmes de
référence, mais aussi une solution légère dotée de réelles capacités d’adaptation en temps
réel.
Nous avons conclu ce chapitre par la présentation de l’AVT (pour Adaptive Value Tra-
cker), qui constitue une généralisation des agents variable de ALF. Après avoir montré com-
6. http://www.upetec.fr
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ment cet outil peut apporter une solution au problème du tuning (ou de l’ajustement) de
paramètres dynamiques, nous l’avons présenté du point de vue de l’approche par AMAS
puis du point de vue d’une implémentation centralisée, plus légère mais qui néanmoins ap-
proxime suffisamment bien la solution multi-agent pour être utilisée en pratique dans les
agents AMAS.
Si cet AVT a été extrait des agents variable puis généralisé, c’est qu’il s’est avéré utile
dans de nombreuses applications de l’approche par AMAS. Cet outil a en effet été réutilisé
dans divers projets au sein de l’équipe SMAC ainsi que dans la société coopérative UPETEC.
Nous avons d’ailleurs fait appel aux services de l’AVT au cours des contributions suivantes
de ce mémoire dans lesquelles nous nous intéressons à un autre aspect important de la
personnalisation de l’information : la construction, la mise à jour et l’exploitation adaptative
du profil utilisateur.
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5 Adaptation du profil del’utilisateur
« Le meilleur moyen de faire tourner la tête à une femme, c’est de lui dire
qu’elle a un joli profil. »
Sacha Guitry
« PERSONALIZED search aims to build systems that provide individualized collectionsof pages to the user, based on some form of model representing their needs and
the context of their activities. [..] Given a particular need, e.g., a query, the results are tailo-
red to the preferences, tastes, backgrounds and knowledge of the user who expressed it. »
[Micarelli et al., 2007].
Il est en effet clair qu’un SRI doit au minimum posséder les moyens de construire et
de maintenir à jour une représentation du profil utilisateur (cf. § 1.1.2) afin de satisfaire au
mieux ses besoins en information. Après avoir abordé dans le chapitre précédent la pro-
blématique de l’évaluation adaptative du feedback implicite de l’utilisateur – préalable né-
cessaire à la construction d’une représentation de ce profil –, ce chapitre étudie la construc-
tion adaptative du profil utilisateur au travers de l’approche par AMAS. Dans le cadre de
SWAPP, ce chapitre contribue donc à étudier la conception d’un UPM (User Profile Mana-
ger ; cf. § 3.2.2) adaptatif.
Il convient néanmoins de préciser ce que nous entendons par « profil utilisateur ». Alors
que [Micarelli et al., 2007] fait référence aux préférences, goûts, connaissances et origines
d’un individu, l’essentiel des travaux de la littérature évoquent généralement les intérêts,
les connaissances et la tâche ou le but de l’utilisateur (cf. § 1.2.1.1). Etant donné le caractère
très général des applications envisagées : (i) la recherche d’information en domaine ouvert
et dynamique dans le contexte de SWAPP et (ii) la mise en relation de besoins et de services
dans un réseau d’informations dynamique et ouvert dans un cadre plus général ; le profil
utilisateur que nous modélisons au sein de l’UPM a pour objectif de représenter les intérêts
de l’utilisateur de manière générique. Parce que l’adaptation de cette représentation constitue
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le centre de nos préoccupations, il n’y a pas de distinction explicite entre intérêts à court,
moyen ou long terme. Les intérêts évoluant en fonction de l’activité de l’utilisateur, ceux
qui persistent au cours du temps sont ceux qui, d’un point extérieur au profil, peuvent être
considérés comme des intérêts à long terme.
Comme évoqué lors du chapitre 3, nous abordons le problème de l’adaptation du profil
de l’utilisateur à deux niveaux différents de granularité.
1. Tout d’abord au niveau le plus haut, nous étudions l’adaptation d’un profil utilisateur
composé d’un ensemble de documents (documents consultés par exemple) et qui in-
teragit avec les différents modules fonctionnels constituant un SRI. Cette première ap-
proche s’abstrait du problème de la représentation des documents en faisant appel aux
services d’un outil standard de recherche d’information : Lucene. L’étude de l’adapta-
tion de ce profil nous mènera alors à se poser la question de l’adaptation conjointe d’un
tel profil avec l’UIM (User Interest Manager) présenté dans le chapitre 4.
Faire appel à un outil d’indexation statique qui caractérise chaque document de la
même manière quel que soit l’utilisateur n’est cependant pas suffisant. En effet, chaque
utilisateur ayant sa propre façon de caractériser les documents et les concepts, il est né-
cessaire d’agir à un niveau plus bas afin d’adapter le processus de représentation des
connaissances.
2. Nous adoptons donc, dans un second temps, une démarche plus prospective qui vise à
apporter une solution aux problèmes constatés lors de l’instanciation de l’approche par
AMAS à ce niveau : celui d’un collectif de termes auto-organisés pour la représentation
adaptative de documents textuels.
Enfin, le bilan de ce chapitre analyse les limites de ces deux études et identifie le pro-
blème plus général de l’adaptation conjointe de deux systèmes adaptatifs, problématique
qui sera abordée dans la suite de nos contributions.
5.1 Profil basé sur un collectif de documents
Ayant constaté les limites de l’approche strictement locale des AMAS (qui interdisait
l’utilisation de toute ressource linguistique) pour la caractérisation du contenu de docu-
ments textuels (cf. § 2.4), nous nous sommes permis de faire usage de techniques d’indexa-
tion standard. Ce choix pragmatique nous permet alors de laisser de côté cette probléma-
tique de bas niveau pour nous concentrer sur l’adaptation d’un profil utilisateur représenté
par un collectif de documents.
5.1.1 User Profile Manager et cas d’utilisation
L’UPM constitue dans SWAPP la pierre angulaire du processus de personnalisation des
résultats de recherche. Il intervient lors de trois cas d’utilisation distincts :
Personnalisation des résultats de recherche. Ce cas d’utilisation débute lorsque l’utilisa-
teur initie une recherche au travers du moteur de recherche Google. La page retour-
née par Google est alors capturée, puis modifiée par la plateforme SWAPP avant d’être
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transmise à l’utilisateur. Pour ce faire, le RPM (Result Presentation Manager) extrait
chaque résultat sous forme d’une URL associée à un extrait textuel. Puis, l’UPM attri-
bue à chacun de ces résultats un jugement de pertinence qui est ensuite utilisé afin de
personnaliser leur ordre d’apparition dans la page transmise à l’utilisateur.
Proposition de reformulation de requête. Ce cas d’utilisation débute en parallèle de la per-
sonnalisation des résultats. Lorsque la page de résultats est recomposée, le système
ajoute une proposition de reformulation de la requête de l’utilisateur. Cette proposi-
tion est alors générée par l’UPM, qui, en fonction de l’image qu’il se fait des intérêts de
l’utilisateur, propose une version de la requête plus contextualisée.
Mise à jour du profil. Une fois la page de résultats envoyée à l’utilisateur, SWAPP observe
les documents qu’il consulte et associe à ces derniers soit un feedback implicite (inféré
par l’UIM), soit un feedback explicite (transmis par l’utilisateur). Lorsque SWAPP a
récolté suffisamment d’informations, c.-à-d. lorsque l’on considère que la recherche de
l’utilisateur est terminée (après 15 minutes d’inactivité de recherche), ces données sont
envoyées à l’UPM afin qu’il puisse s’enrichir et se mettre à jour.
Etant donné les caractéristiques du problème et comme introduit précédemment, nous
proposons d’implanter ces services au travers d’un AMAS constitué d’un ensemble de docu-
ments que nous désignerons comme le Collectif de Documents. En son sein, chaque document
constitue un fragment du profil en associant à un contenu textuel l’intérêt supposé de l’uti-
lisateur. Chaque document fait alors appel aux services de Lucene afin d’obtenir une carac-
térisation de son contenu sous la forme d’un vecteur de mots-clés pondérés (représentation
vectorielle couramment utilisée en RI cf. § 1.5.1).
5.1.2 Lucene
Lucene 1 est un moteur de recherche Open Source, écrit en Java, qui permet d’indexer
et de rechercher des documents textuels. Ce projet a tout d’abord été créé et mis à la dis-
position de la communauté en mars 2000 par Doug Cutting. Depuis avril 2001, il fait partie
du projet Apache 2 qui lui assure une maintenance soutenue. Cet outil, notamment utilisé
par Wikipédia exploite les techniques d’indexation et de recherche d’information standard
(lemmatisation, stop words, t f × id f , etc.).
Bien qu’il soit possible d’utiliser le moteur de recherche Lucene clé en main, celui-ci est
conçu de manière très modulaire et peut facilement être utilisé de manière personnalisée. La
figure 5.1 donne un aperçu de l’architecture de Lucene (les rectangles représentent les struc-
tures de données, les ellipses représentent les modules fonctionnels ; les noms sont ici notés
en Anglais car issus de classes principales de l’outil). Les composants de Lucene peuvent
être classés en deux catégories : (i) ceux qui servent à l’édition de l’index et (ii) ceux qui
exploitent les données qui y sont stockées afin de retourner des résultats à l’utilisateur.
L’indexation d’un document est assurée par un Analyzer et un IndexWriter. Le premier
est chargé d’effectuer tous les prétraitements textuels nécessaires à l’indexation, c.-à-d. le dé-
coupage du texte en une suite de mots, le filtrage de mots vides, ainsi qu’une lemmatisation
1. http://lucene.apache.org
2. http://www.apache.org
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Figure 5.1 — Architecture de Lucene
ou racinisation (stemming). Le second est ensuite chargé d’ajouter le document à l’index
grâce aux informations extraites par l’Analyzer.
Lors d’une recherche, l’IndexSearcher utilise les services d’un IndexReader afin d’accéder
aux informations stockées dans l’index (fréquences de termes, documents, etc.) Il fait de
plus appel aux services d’un QueryParser qui lui transmet la requête de l’utilisateur sous
une forme exploitable. Le résultat produit est constitué d’une liste de références vers les
documents trouvés (HitCollection).
Bien évidemment, nous n’utilisons pas Lucene comme un moteur de recherche mais
comme un outil d’indexation des documents qui composent le profil de l’utilisateur. Nous
faisons donc principalement appel aux composants situés au plus près de l’index, i.e. un
Analyzer modifié selon nos besoins (qui utilise notamment TreeTagger 3), un IndexWriter et
un IndexReader standard.
5.1.3 Analyse du problème
Deux processus distincts peuvent être identifiés au travers des trois cas d’utilisation ex-
plicités dans la section 5.1.1. Tout d’abord (i) la personnalisation des résultats de recherche
de l’utilisateur, puis (ii) la mise à jour du Collectif de Documents. Ce Collectif de Documents
est constitué à partir de l’observation de l’activité de l’utilisateur lors de la consultation des
résultats de recherche. Chaque document est associé à un intérêt soit explicitement, soit im-
plicitement exprimé par l’utilisateur. Les retours explicites constituant des informations plus
importantes et sûres que celles inférées par l’UIM, l’intérêt attribué à un document est lui
même associé à un indice de confiance.
Personnalisation de la recherche. Ce processus a pour objectif de personnaliser les résul-
tats de la recherche et de générer une proposition de reformulation de la requête de l’utili-
sateur. Pour ce faire, l’UPM fait appel au Collectif de Documents qui doit lui transmettre en
quelque sorte le point de vue de l’utilisateur relativement à la requête qu’il a exprimée. Ce
point de vue est représenté par un ensemble de termes pondérés, où le poids de chaque
terme représente l’intérêt que l’utilisateur lui porte dans le contexte de la requête.
3. http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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Figure 5.2 — Personnalisation des résultats de recherche
La figure 5.2 illustre le processus de personnalisation des résultats de recherche. La page
de Google obtenue à partir de la requête de l’utilisateur est tout d’abord découpée en ex-
traits de document, où chaque extrait correspond à l’URL du document et à un aperçu de
son contenu Ê. Lucene analyse ces extraits et donne une représentation lemmatisée de ces
extraits textuels (extrait doc.) Ë. En parallèle, l’UPM génère, à partir de la requête de l’utili-
sateur, un ensemble de termes pondérés (vecteur d’intérêts) qui représente en quelque sorte
l’ensemble des termes associés à sa requête et qui caractérisent ses intérêts Ì. Il est alors
utilisé pour associer une mesure de pertinence à chaque extrait de document Í. La page de
résultats personnalisée retournée à l’utilisateur contiendra ces extraits classés par ordre dé-
croissant de pertinence Î. Enfin, la proposition de reformulation est directement générée à
partir des termes contenus dans les intérêts utilisateur Î.
La personnalisation de la recherche dépend donc fortement du vecteur d’intérêts qui est
généré grâce à l’activité du Collectif de Documents. Le problème auquel nous nous intéressons
tout d’abord est donc celui de la génération d’un vecteur d’intérêts qui doit permettre une
personnalisation adéquate du processus de recherche, ceci grâce à un Collectif de Documents
sensé représenter l’utilisateur.
Mise à jour du Collectif de Documents. La mise à jour du Collectif de Documents est assurée
par la prise en compte du comportement de l’utilisateur lors du cas d’utilisation mise à jour
du profil. Le déroulement général de ce processus est illustré dans la figure 5.3. Il débute
lorsque le système considère que l’utilisateur a terminé une session de recherche. Lors d’une
session de recherche, l’utilisateur consulte un certain nombre de résultats Ê et exprime
un feedback explicite ou implicite vis-à-vis de leur contenu Ë. Une session de recherche
contient l’ensemble des documents consultés lors d’une même recherche durant un laps
de temps donné (en pratique 15 à 20 minutes). Chaque document consulté est tout d’abord
envoyé au UIM qui, à partir du comportement observé de l’utilisateur, infère son degré d’in-
térêt associé à un niveau de confiance Ì. Lorsque le feedback est explicite, la confiance est
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toujours maximale (con f = 1). Lorsque le feedback n’est pas explicite, la confiance exprime
la précision de la valeur inférée. Enfin, l’ensemble des documents associés aux informations
apportées par l’UIM est envoyé à l’UPM, afin qu’il prenne en compte le feedback exprimé
par l’utilisateur Í.
User Interest Manager (UIM)
Résultats perso. Google
extrait document 5
[...]
extrait document 2
reformulation
User Profile Manager (UPM)Utilisateur
Collectif de 
Documents
Session de recherche
[...]
consultation doc. 4
consultation doc. 1 Intérêt doc. 1, conf. = 0.75
Feedback explicite Intérêt doc. 4, conf. = 1 
[...]
[...]
➊
➋ ➌
➎
➍
Feedback implicite
Figure 5.3 — Mise à jour du Collectif de Documents
Ainsi, au travers de ce couplage utilisateur/système que constituent « la personnalisation
des résultats » puis « l’observation du comportement de consultation », le Collectif de Documents
doit être capable d’adapter la génération de ses vecteurs d’intérêts.
Bien que nous ne nous intéressons ici qu’à un seuil « maillon » d’un SRI personnalisé
(l’UPM et son Collectif de Documents), nous centrons nos préoccupations sur les propriétés
adaptatives du système étudié. Un tel Collectif de Documents est développé en gardant à
l’esprit qu’il devra nécessairement être amené à interagir avec d’autres modules eux-aussi
adaptatifs qui formeront à terme un SRI personnalisé à part entière.
La flèche en pointillé sur la figure 5.3 illustre les interactions possibles entre les deux
entités adaptatives que sont le Collectif de Documents et l’UIM Î (tel que défini dans le cha-
pitre 4). Ces composants possèdent en effet leur propre point de vue vis-à-vis de l’intérêt
de l’utilisateur, mais chacun selon ses propres critères ; l’UMP se base sur le contenu des
documents alors que l’UIM se base sur les observations du comportement de consultation
de l’utilisateur. Il est alors nécessaire d’être en mesure de gérer les divergences de points de
vue de ces deux modules.
Afin d’explorer cette problématique, la dernière partie de cette section présente la mise
à jour du Collectif de Documents et de l’UPM qui, via l’échange coopératif d’informations
contradictoires ou corrélées, doivent faire évoluer leurs connaissances vers un consensus
progressif.
5.1.4 Agents document
Le Collectif de Documents est constitué de documents, chacun associé à un indice d’inté-
rêt et à un degré de confiance sur cet intérêt. Ces documents représentent alors les briques
de base du profil où chacun caractérise un aspect spécifique du profil utilisateur. La carac-
134 Sylvain Lemouzy
5.1. Profil basé sur un collectif de documents
térisation des documents étant assurée par Lucene, ils sont considérés comme les entités
atomiques du profil (notre analyse ne descend pas au niveau terminologique). Nous identi-
fions donc seulement un type d’agent : les agents document.
Le but de ces agents est de participer au mieux à la caractérisation du profil de l’utilisa-
teur pour que le Collectif de Documents fournisse le service le plus adéquat possible (généra-
tion du vecteur personnalisé). Afin de définir le comportement des agents document, nous
examinons tout d’abord la manière dont ils sont représentés par Lucene ainsi que l’informa-
tion que chacun d’eux apporte au collectif.
Hypothèse 5.1 (Caractérisation des documents). Nous disposons d’un outil adéquat de caractéri-
sation de documents textuels. Les documents sont caractérisés grâce à un vecteur de termes pondérés
à n dimensions (n est le nombre de dimensions de l’espace, c.-à-d. le nombre de termes utilisés pour
représenter l’ensemble des documents du profil).
En pratique, Lucene utilise l’heuristique classique t f × id f pour pondérer les termes de
ce vecteur. Nous pourrions cependant le remplacer par un autre outil, qui, par exemple,
pourrait être plus adaptatif.
Plus formellement, la caractérisation des agents document peut être exprimée de la ma-
nière suivante :
– Soit D l’ensemble des agents document qui composent le profil.
– Soit dj ∈ D l’agent document j représenté par un couple (Intérêt, Vecteur de caractéris-
tiques) où l’intérêt est associé à une mesure de confiance :
dj = ((Ij, CIj),~cj)
avec
– Ij ∈ [0; 1] l’intérêt de l’utilisateur relativement au contenu du document dj ;
– CIj ∈ [0; 1] la confiance de l’intérêt associé au document dj ;
– ~cj ∈ [0; 1]n le vecteur de caractéristiques du document dj.
Le vecteur ~cj représente un point dans l’espace de représentation des documents où n est
le nombre de dimensions de l’espace, c.-à-d. le nombre de termes utilisés pour représenter
l’ensemble des documents du profil.
– Soit T l’ensemble des termes (ou des dimensions) utilisés pour caractériser les docu-
ments.
– tk ∈ T est le terme de la k-ième dimension.
– ainsi, on notera ~cj = (ω
j
1, . . . ,ω
j
n) où ω
j
k ∈ [0; 1] représente le degré de « caractérisa-
tion » du terme tk pour le document dj.
– Lorsque ω jk = 1 le terme tk caractérise totalement le contenu du document dj ;
– lorsque ω jk = 0 le terme tk ne caractérise pas du tout le document dj
Dans ce genre de représentation vectorielle, le vecteur de caractéristiques contient usuellement
une majorité de dimensions nulles ou insignifiantes. Pour cette raison, nous simplifions ce
vecteur en ne prenant en compte que ses m dimensions de plus fort poids (ces dimensions
pouvant bien évidemment différer d’un document à l’autre). Les n− m autres dimensions
sont alors considérées comme ayant une pondération nulle. ~cj est donc noté de manière
simplifiée en ne faisant apparaître que ces m dimensions dans l’ordre décroissant de leur
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poids :
~cj = (ω
j
k1
, . . . ,ω jkm) avec ω
j
k1
> . . . > ω jkm
où k1 désigne la dimension de plus fort poids et km désigne celle de plus faible poids. Enfin,
afin de normaliser la caractérisation de chaque document, les poids ω jk1 sont ajustés propor-
tionnellement de manière à ce que leur somme soit égale à 1. Le poids obtenu correspond
ainsi au pourcentage de caractérisation du terme considéré. On a donc :
∑
∀ω jki∈~cj
ω
j
ki
= 1
d1 d2
Collectif de DocumentsAgent Document d1
I1 = 1
CI1 = 0.8
￿c1 =
[(“mythologie”, 0.5);
(“dieu”, 0.4);
(“jupiter”, 0.1)]
Agent Document d2
I2 = 0.1
CI2 = 0.3
￿c2 = [(“planete”, 0.5);
(“jupiter”, 0.4);
(“dieu”, 0.1)]
Figure 5.4 — Exemple du contenu d’un Collectif de Documents
La figure 5.4 illustre un exemple simplifié de Collectif de Documents composé de deux
agents document. Il représente le profil d’un utilisateur intéressé par les dieux de la mytholo-
gie romaine. Le document d1 exprime un intérêt fort (I1 = 1) et relativement sûr (CI1 = 0.8)
pour un contenu caractérisé à 50% par le mot-clé « mythologie », à 40% par « dieu » et
à 10% par « jupiter ». À l’inverse, le document d2 exprime un intérêt faible (I2 = 0.1) et
relativement incertain (CI2 = 0.3) pour un contenu qui traite de la planète Jupiter.
5.1.5 Personnalisation des résultats et génération du vecteur d’intérêts
La personnalisation des résultats se fait grâce au vecteur d’intérêts. Ce vecteur est généré
à partir d’une requête et doit refléter les intérêts de l’utilisateur spécifiques au contexte de
la recherche. Autrement dit, ce vecteur doit contextualiser et/ou désambiguïser les résultats
en fonction des intérêts déjà exprimés par l’utilisateur et qui sont stockés dans le Collectif de
Documents. Chaque agent document exprime un certain point de vue concernant l’intérêt de
l’utilisateur. Nous proposons alors de générer le vecteur d’intérêts sur la base de la confron-
tation des divers points de vue exprimés par les documents considérés comme contextuel-
lement proches de la requête. Plus concrètement, le vecteur est obtenu au travers des étapes
successives suivantes :
1. Sélection des agents document qui se jugent pertinents par rapport à la requête,
2. Mise en commun de leur point de vue pour décider des constituants du vecteur d’intérêts. Il
est cependant fort probable qu’il y ait des divergences de points de vue, voire des inco-
hérences. C’est grâce à l’heuristique de coopération que nous donnons la capacité aux
agents document de résoudre ces conflits et de tendre vers le consensus que représente
le vecteur d’intérêts.
Une fois ce vecteur généré, il est utilisé afin d’assigner une note de pertinence à chaque
extrait de document proposé par le moteur de recherche.
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5.1.5.1 Sélection des agents document pertinents.
Le processus de sélection des agents pertinents peut être ramené à un processus de re-
cherche d’information où l’on cherche les documents du collectif qui correspondent le mieux
à la requête. Nous considérons que ce processus est à la charge du moteur d’indexation Lu-
cene, car il nécessite un traitement sur le contenu terminologique des documents.
Hypothèse 5.2 (Selection des agents pertinents). Les agents document sont capables, via le
service fourni par Lucene (ou un autre outil équivalent), de déterminer leur pertinence par rapport à
une requête. Soit Dr l’ensemble des documents considérés pertinents pour la requête r.
5.1.5.2 Mise en commun des points de vue des agents document.
Le point de vue de chaque agent document est exprimé grâce à la relation qu’il établit
entre son intérêt et le vecteur de caractéristiques de son contenu. Afin de mettre en corréla-
tion l’intérêt des agents document et le contenu qui les caractérise, nous faisons l’hypothèse
suivante :
Hypothèse 5.3 (Intérêt d’un document). L’intérêt associé au document est directement corrélé au
vecteur qui caractérise son contenu. Plus précisément, l’intérêt d’un document est corrélé à l’intérêt
véhiculé par chaque terme qui le caractérise.
On pose alors :
Ij = ∑
∀ωk∈~cj
ijk
où ijk ∈ [0; 1] est la partie de l’intérêt de l’utilisateur associé au terme tk dans le contexte du
document dj.
Pour un document dj, nous connaissons les termes ainsi que leur degré de caractérisation
ω
j
k ∈ ~cj de ce document. Il est alors logique de considérer que plus un terme caractérise
un document, plus l’intérêt qu’il apporte au document est important. On en déduit alors
que l’intérêt d’un terme dans le contexte d’un document est proportionnel à son degré de
caractérisation, ainsi :
ijk = Ij ·ω jk
Si l’on confronte plusieurs documents caractérisés par un ou plusieurs termes tk com-
muns, alors ceux-ci doivent négocier et résoudre les conflits qui peuvent survenir entre leurs
différents points de vue sur l’intérêt qu’ils associent à ce terme. Ce problème peut alors être
illustré par l’exemple suivant :
– Soit Dr = {d1, d2, d3}, l’ensemble des agents document considérés comme pertinents
pour la requête r. Leur intérêt respectif peut être exprimé de la manière suivante :
(d1) I1 = i11 + i12 + i13
(d2) I2 = i24 + i22 + i21
(d3) I3 = i33 + i35 + i34
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– La négociation entre ces trois agents doit permettre de déterminer la valeur d’intérêt i?
« consensus/compromis » de chaque terme de l’ensemble de documents. Ces valeurs
d’intérêt i?1 , i
?
2 , i
?
3 , i
?
4 , i
?
5 (correspondant respectivement aux termes t1, t2, t3, t4, t5) sont
définies de manière à ce que les contraintes (autrement dit les points de vue) exprimées
par chaque document soient au mieux respectées. Ces contraintes sont :
1. Egalité des équations : la relation entre l’intérêt des documents et l’intérêt associé
aux termes doit être vérifiée au mieux.
(d1) I1 = I?1 = i?1 + i?2 + i?3
(d2) I2 = I?2 = i?4 + i?2 + i?1
(d3) I3 = I?3 = i?3 + i?5 + i?4
où
– Ij est l’intérêt original associé au document dj ;
– I?j est l’intérêt associé au document dj en fonction des intérêts « consen-
sus/compromis » i?k .
Il s’agit alors de respecter au mieux l’égalité Ij = I?j .
2. Ordre de caractérisation des documents : Le vecteur de caractéristiques cj donne
l’ordre dans lequel les termes caractérisent un document. La part d’intérêt ap-
portée par chaque terme étant proportionnelle aux valeurs de ce vecteur, cette
dernière doit aussi respecter cet ordre afin de garder une certaine cohérence rela-
tivement aux informations données par Lucene.
(d1) : i?1 > i
?
2 > i
?
3
(d2) : i?4 > i
?
2 > i
?
1
(d3) : i?3 > i
?
5 > i
?
4
Lorsque les documents mis en jeu dans ce problème sont peu nombreux ou n’ont que
peu de termes en commun, le problème est sous-contraint et plusieurs solutions existent.
Au contraire, la multiplication des documents ayant des termes communs peut rapidement
rendre ce problème sur-contraint. Dans ce cas, il s’agit d’un problème d’optimisation, qui
peut être résolu par une grande variété d’algorithmes d’optimisation (algorithmes géné-
tique, PSO, AMAS, etc.). L’approche par AMAS s’avère alors être une solution simple, effi-
cace, qui reste applicable que le problème soit sur-contraint ou sous-contraint et qui s’inscrit
naturellement dans notre démarche.
La figure 5.5 illustre les points de vues de deux agents document (d1 et d2) exprimés sous
forme de contraintes. Chaque agent document exprime (i) une contrainte d’égalité (ici les
valeurs des poids sont notées entre parenthèses) et (ii) des contraintes d’inégalités entre les
différents poids. L’agent document d1 associe par exemple au terme « jupiter » un intérêt
i1jupiter = 0, 1 alors que d2 associe à ce même terme un intérêt i
2
jupiter = 0, 04. La recherche
coopérative d’un consensus vise alors, entre autre, à ce que ces agents s’accordent sur la
valeur i?jupiter qui satisfait au mieux ces deux points de vue.
5.1.5.3 Résolution des intérêts véhiculés par les termes.
La mise en commun des points de vue des agents document pour la constitution du vec-
teur d’intérêts a été ramenée à un problème de résolution de système d’équations et d’in-
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Agent Document d1
I1 = 1
CI1 = 0.8
￿c1 =
[(“mythologie”, 0.5);
(“dieu”, 0.4);
(“jupiter”, 0.1)]
Agent Document d2
I2 = 0.1
CI2 = 0.3
￿c2 = [(“planete”, 0.5);
(“jupiter”, 0.4);
(“dieu”, 0.1)]
I1(1) = i1mythologie(0.5) + i1dieu(0.4) + i1jupiter(0.1)
i1mythologie > i
1
dieu > i
1
jupiter
I2(0.1) = i2planete(0.05) + i2jupiter(0.04) + i2dieu(0.01)
i2planete > i
2
jupiter > i
2
dieu
I1(1) = i1mythologie(0.5) + i1dieu(0.4) + i1jupiter(0.1)
i1mythologie > i
1
dieu > i
1
jupiter
I2(0.1) = i2planete(0.05) + i2jupiter(0.04) + i2dieu(0.01)
i2planete > i
2
jupiter > i
2
dieu
i￿mythologie i
￿
planete i
￿
dieu i
￿
jupiter⇒
Point de vue 
de l'agent d1
Point de vue 
de l'agent d2
Consensus
collectif recherché
Figure 5.5 — Illustration du point de vue exprimé par deux agents document
équations. Bien que le but final soit de faire interagir des agents document, nous traitons ici
le problème général qui est la résolution d’équations et de contraintes à n inconnues.
L’AMAS proposé est alors constitué de deux types d’entités : les agents équation et les
agents inconnue. Sur la gauche de la figure 5.6 sont représentés les agents équation qui ont
pour but de satisfaire leurs contraintes d’égalité et d’inégalité en influant sur la valeur
des agents inconnue. Pour ce faire, la valeur courante des agents inconnue est perçue par
chaque agent équation (Ê). Ceux-ci calculent leur valeur et constatent ou non le viol d’une
ou plusieurs de leurs contraintes. Afin de remédier à ces problèmes, ceux-ci envoient des
demandes de modification de valeur aux agents inconnue supposés responsables (Ë) ; ces
demandes sont de la forme « augmenter valeur » ou « diminuer valeur ». Ces derniers
prennent en compte ces requêtes en modifiant leur valeur de la manière la plus coopéra-
tive possible (Ì).
Agents inconnueAgents équation
(Eq1) I1 = I!1 = i!1 + i!2
i!1 > i
!
2
(Eq2) I2 = I!2 = i!2 + i!1
i!2 > i
!
1
i!1
i!2
perception
demandes
de modif.
 mise
à 
jour
➌
➊
➋
Figure 5.6 — Principe de résolution d’équations par AMAS
Ces trois étapes sont alors répétées le nombre de fois suffisant pour que la valeur des
agents inconnue se stabilise soit (i) sur l’une des solutions lorsque le problème est sous-
contraint soit (ii) dans un état d’équilibre, où les degrés d’insatisfaction de chaque contrainte
(définies par chaque équation) sont répartis de manière équitable et minimale, lorsque le
problème est sur-contraint. Les paragraphes suivants décrivent le comportement coopératif
des agents équation et des agents inconnue qui permettent d’arriver à ce résultat.
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Agent équation. Un agent équation est constitué d’une contrainte d’égalité ainsi que d’une
ou plusieurs contraintes d’inégalité.
Chaque agent équation étant issu d’un agent document, il hérite de sa confiance CIj sur
la valeur d’intérêt Ij. Lorsque la confiance est grande, la valeur d’intérêt fournie par le do-
cument doit être respectée au mieux. Au contraire, lorsque l’agent document n’a que peu de
confiance sur la valeur de son intérêt, cette valeur peut être plus largement modifiée sans
que cela ne lui soit trop préjudiciable. Cette confiance correspond donc au degré de précision
requis pour la contrainte d’égalité d’un agent équation.
Examinons les SNC qui peuvent se produire lors du cycle de vie de l’agent équation :
– L’étape de perception est triviale : l’agent équation perçoit la valeur de chaque agent
inconnue dont il dépend, cette perception claire, précise et non ambiguë ne peut mener
à une SNC.
– Lors de l’étape de décision, l’agent constate l’ensemble de ses contraintes violées. Pour
chacune d’elles, l’agent associe une ou plusieurs demandes de modification. Il n’y a
pas non plus de SNC à cette étape car la détection du viol des contraintes ainsi que
la détermination des demandes associées correspond à un algorithme précis (lorsque
plusieurs agents inconnue participent au viol d’une contrainte, ils sont tous considérés
comme responsables).
– Lors de l’étape d’action, les agents équation peuvent entrer en SNC de conflit. En effet,
il se peut que les demandes de différents agents équation soient contradictoires.
Lorsqu’il y a conflit, l’heuristique de coopération choisit l’action qui favorise l’agent
qui rencontre le plus de problèmes, c.-à-d. celui qui constate le viol le plus grave de ses
contraintes. Cette mesure de « gravité » est appelée criticité. La résolution de ces SNC, passe
donc par l’attribution d’une mesure de criticité aux demandes faites par chaque agent équa-
tion. Cette information permet alors aux agents inconnue de prendre en compte de manière
coopérative les demandes éventuellement conflictuelles qu’ils reçoivent.
Soit Kj = Kej ∪ Kij l’ensemble des contraintes violées de l’agent equation j, avec Kej l’en-
semble contenant éventuellement la contrainte d’égalité et Kij l’ensemble contenant éven-
tuellement les contraintes d’inégalité.
La contrainte d’égalité est d’autant plus critiquement violée que la valeur calculée I?j est
distante de la valeur cible Ij et ceci d’autant plus que la confiance CIj associée à l’équation
est forte. La criticité ζkej avec k
e
j ∈ Kej peut donc être définie comme suit :
ζkej = |I?j − Ij| · CIj
Une contrainte d’inégalité est d’autant plus critiquement violée que les deux parties de
l’inéquation sont loin de la satisfaire. Soit kij ∈ Kij la contrainte violée. Lorsque par exemple
k = i?1 > i
?
2 , sa criticité ζkij est définie de la manière suivante :
ζkij
= max(0, i?2 − i?1)
Ainsi, pour chaque contrainte violée, chaque agent équation envoie des demandes de
modification aux agents inconnue. Afin de résoudre les SNC de conflit qui pourraient arriver,
les agents équation joignent à chacune de leurs demandes une valeur de criticité. Le sens de la
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demande de modification (« augmenter valeur » ou « diminuer valeur ») peut être déterminé
de manière évidente, nous ne développons donc pas ce détail.
Agent inconnue. Un agent inconnue a un comportement simple. Il a la responsabilité de
fixer sa valeur de manière à satisfaire au mieux l’ensemble des agents équation qui l’utilisent.
Le cycle de vie d’un agent inconnue se déroule de la manière suivante :
– Lors de l’étape de perception, l’agent inconnue perçoit les demandes qui lui ont été
envoyées.
– Lors de la décision, celui-ci détermine en fonction des demandes et de leurs criticités
le sens dans lequel modifier (tuner) sa valeur.
– Lors de l’étape d’action, l’agent modifie sa valeur et la rend disponible aux agents
équation.
Tout se passe comme s’il n’existait pas de SNC. En effet, seules des SNC de conflit, évo-
quées lors de la présentation des agents équation pourraient se produire ; or celles-ci sont
résolues grâce aux criticités qualifiant les demandes. Ainsi :
– lorsque un agent inconnue reçoit plusieurs demandes contradictoires (c.-à-d. dont le sens
est différent), celui-ci prend uniquement en compte la demande la plus critique.
– Lorsque deux demandes contradictoires sont toutes deux de criticité maximale, l’agent in-
connue ne peut modifier sa valeur sous peine de favoriser soit l’une ou l’autre des
équations mises en jeu. Lorsque cela arrive, le problème est sur-contraint, et l’agent
inconnue atteint alors l’équilibre sous optimal le plus coopératif.
Une fois que l’agent a décidé dans quelle direction faire évoluer sa valeur, il lui reste à
décider quel pas d’ajustement utiliser, c.-à-d. comment tuner son paramètre. Or, les carac-
téristiques du problème de tuning de paramètres de l’agent inconnue correspondent exacte-
ment à celles de l’AVT (cf. § 4.7). Chaque agent inconnue fait donc usage d’un AVT afin de
tuner sa propre valeur.
I1(1) = I￿1 = i￿mythologie + i￿dieu + i￿jupiter
i￿mythologie > i
￿
dieu > i
￿
jupiter
I2(0.1) = I￿2 = i￿planete + i￿jupiter + i￿dieu
i￿planete > i
￿
jupiter > i
￿
dieu
⇒ i￿mythologie(0.94) ; i￿planete(0.04) ; i￿jupiter(0.03) ; i￿dieu(0.03)
CI1 = 0.8
CI2 = 0.3
agent équation 1 (d1)
agent équation 2 (d2)
vecteur d'intérêts
Figure 5.7 — Exemple de résultat de résolution d’équation
La figure 5.7 illustre le résultat de la génération du vecteur d’intérêts par les agents équation
1 et 2 qui représentent respectivement les contraintes exprimées par les agents document d1
et d2 (cf. figure 5.4). On constate alors que le mot-clé « mythologie » est désigné comme
véhiculant la majorité de l’intérêt de l’utilisateur (0.94). Les mots-clés « dieu » et « jupiter »
représentent tous deux à la fois un document pertinent (d1) et un document non pertinent
(d2), le compromis obtenu consiste alors à les considérer comme peu discriminants (0.03).
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5.1.5.4 Personnalisation et réarrangement des résultats
Comme expliqué dans la section 5.1.3, c’est grâce aux informations du vecteur d’intérêts
que l’UPM associe un jugement de pertinence à chaque résultat proposé par le moteur de
recherche Google. La proposition de reformulation est également construite à partir de ce
même vecteur d’intérêts.
Réarrangement des résultats. Pour rappel, ce vecteur d’intérêts contient un ensemble de
couples (tk, i?k ) où i
?
k ∈ [0; 1] représente l’intérêt de l’utilisateur pour le terme tk dans le
contexte de sa recherche. Cet ensemble de termes correspond aux termes qui sont les plus
contextuellement proches du « thème de la recherche » (car extraits à partir des documents
considérés proches de la requête).
Les extraits de documents proposés par le moteur de recherche sont constitués de diffé-
rents extraits ou parties de phrases dans lesquelles apparaissent un ou plusieurs termes de
la requête. L’extrait d’un document renseigne donc sur le contexte d’apparition des termes
dans le document proposé comme résultat.
Nous avons donc (i) un vecteur d’intérêts qui exprime l’intérêt de l’utilisateur concernant
des termes dans le contexte de la recherche, et (ii) des extraits de résultats dans lesquels fi-
gurent les termes qui apparaissent dans le contexte des termes de la recherche. Nous propo-
sons alors assez naturellement d’attribuer une forte pertinence aux résultats qui contiennent
les termes qui marquent le plus l’intérêt de l’utilisateur. Plus précisément :
– Soit V l’ensemble des vecteurs d’intérêts possibles ; vr = {(tk1 , i?k1), . . . , (tkn , i?kn)} ∈ V est
le vecteur d’intérêts retourné par le Collectif de Documents en fonction de la requête r.
– Soit Er l’ensemble des extraits de résultats retournés par le moteur de recherche après
l’envoi de la requête r. e ∈ Er est constitué d’une liste de termes qui correspond au
contenu de l’extrait.
– Soit o la fonction qui fait office de test de l’occurrence d’un terme dans une liste de
termes :
o : Er × T 7→ {0, 1} où occ = 1 lorsque tk apparaît dans e,
(e, tk) → occ et occ = 0 sinon
– La pertinence d’un extrait de résultat est définie par :
P : Er × V 7→ R
(e, vr) → ∑
∀(tk ,i?k )∈vr
o(e, tk) · i?k
Ainsi, la page de résultat originale retournée par le moteur de recherche est réarrangée
par le RPM au travers de l’heuristique de pertinence fournie par l’UPM et la fonction P.
Proposition de reformulation. La proposition de reformulation a pour objet de fournir
à l’utilisateur un certain nombre de termes qui pourraient l’aider à désambiguïser ou à
contextualiser sa requête. Elle permet aussi de manière plus indirecte d’informer l’utilisa-
teur de l’image que se fait le système vis-à-vis de ses intérêts (toujours dans le contexte de
sa recherche). Nous en déduisons donc que la proposition de reformulation doit contenir les
termes qui semblent être les plus porteurs d’intérêt pour l’utilisateur.
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La proposition de reformulation contiendra donc directement les n premiers termes du
vecteur d’intérêts (n = 6 paraît une valeur raisonnable).
Saturne est la sixième planète du 
système solaire par ordre de 
distance au Soleil et la deuxième 
plus grande planète du système 
solaire après Jupiter...
Saturne (planète) - Wikipédia
Dans la mythologie romaine, 
Saturne est le Dieu de l'agriculture. 
Elle est associée au Dieu grec 
Cronos qui était le fils d'Uranus et 
de Gaïa ainsi que la...
Saturne (mythologie) - Wikipédia
Résultats Google originaux
Saturne est la sixième planète du 
système solaire par ordre de 
distance au Soleil et la deuxième 
plus grande planète du système 
solaire après Jupiter...
Saturne (planète) - Wikipédia
Dans la mythologie romaine, 
Saturne est le Dieu de l'agriculture. 
Elle est associée au Dieu grec 
Cronos qui était le fils d'Uranus et 
de Gaïa ainsi que la...
Saturne (mythologie) - Wikipédia
Résultats personnalisés
[...]
[...]
Utilisateur
« saturne »
Collectif de 
Documents
[("mythologie", 0.94);
("planete", 0.04);
("jupiter", 0.03); 
("dieu", 0.03)]
Vecteur d'intérêts
0.97
0.07
Reformulation : « saturne mythologie »
d2d1
Figure 5.8 — Exemple de personnalisation des résultats
La figure 5.8 donne un exemple de personnalisation des résultats fournis par Google
lorsque l’utilisateur effectue la requête « saturne ». Ici, nous considérons que cette requête
réveille les agents documents d1 et d2 qui génèrent un vecteur d’intérêts. Ce vecteur est alors
utilisé pour calculer une valeur de pertinence pour chaque résultat proposé par Google (les
mots-clés utilisés pour le calcul de pertinence sont marqués en gras italique). Ici, le premier
résultat obtient une note de pertinence de 0, 07 alors que le second qui traite de la mythologie
est associé à une pertinence de 0, 97. C’est donc le résultat traitant de mythologie qui figure
en premier dans la page proposée à l’utilisateur. Dans cet exemple simple, la proposition de
reformulation ne prend en compte que le mot-clé le plus pertinent du vecteur d’intérêt en
suggérant à l’utilisateur d’ajouter « mythologie » à sa requête (ici n = 1).
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5.1.6 Mise à jour du Collectif de Documents
La mise à jour du Collectif de Documents permet à l’UPM de rester « en phase » avec l’évo-
lution des intérêts de l’utilisateur. Comme explicité plus avant, la mise à jour du profil est
déclenchée lors de la terminaison d’une session de recherche (cf. § 5.1.3). Les informations
implicites et explicites récoltées durant cette session informent alors de l’intérêt (plus ou
moins précis) que l’utilisateur a exprimé pour chaque document consulté. Comme dans la
section précédente, confronter les points de vue de ces nouveaux documents peut permettre
de générer un nouveau vecteur d’intérêts. Celui-ci représente alors les intérêts que l’utilisa-
teur a en quelque sorte exprimé durant sa session de recherche. C’est donc les informations
issues de ce nouveau vecteur d’intérêts qui permettent au Collectif de Documents de mettre à
jour ses agents document.
User Profile Manager (UPM)
(Eq1) I1 = i11 + i12
(Eq2) I2 = i22 + i21
⇒ {(t1, i!1), (t2, i!2)}
(Eq3) I3 = i1 + i3
(Eq4) I4 = i3 + i1
⇒ {(t1, i!!1 ), (t3, i!!3 )}
Collectif de Documents
Utilisateur
Résultats perso. Google
extrait document 5
[...]
extrait document 2
reformulation
Session de recherche
[...]
consultation doc. 4
consultation doc. 1
d1, I1
[...]requête d2, I2➊
➋
➌
➎
mise
à jour
calcul du vecteur d'intérêts
➍ calcul des nouveaux intérêts
feedbacks utilisateur
Figure 5.9 — Principe de mise à jour du Collectif de Documents
La figure 5.9 représente schématiquement le processus de personnalisation de recherche
puis la mise à jour du profil afin de mettre en évidence, le couplage utilisateur/système qui
permet l’adaptation du Collectif de Documents.
Dans cet exemple, l’utilisateur soumet tout d’abord une requête de recherche (Ê). Cela
donne lieu à la génération d’un vecteur d’intérêts suite à la confrontation coopérative des dif-
férents points de vue des agents documents considérés pertinents pour cette requête. Ici, les
documents d1 et d2 ont généré un vecteur d’intérêts contenant les termes t1 et t2 (Ë). Une fois
les résultats personnalisés consultés par l’utilisateur, la session de recherche est retournée en
guise de feedback à l’UPM (Ì). Les couples (document, intérêt) qui constituent ce feedback
sont ensuite agentifiés afin qu’ils puissent renseigner les intérêts de l’utilisateur exprimés
lors de la session (Í). Enfin, ces derniers sont utilisés pour mettre à jour les connaissances
du Collectif de Documents. Le feedback utilisateur concerne la requête et les résultats person-
nalisés. Par conséquent, ce sont les agents qui avaient été désignés comme pertinents pour
la personnalisation de la recherche qui sont mis à jour (Î).
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Mise à jour des agents document. Le processus d’adaptation d’un AMAS est fondamenta-
lement basé sur le couplage structurel entre le système et son environnement. En ce sens, le
processus de mise à jour des agents document à partir d’un feedback doit nécessairement agir
sur le processus qui a engendré ce feedback : la personnalisation des résultats de recherche
et plus précisément la génération du vecteur d’intérêts (Ë).
Cette génération coopérative se base en fait sur la relation entre l’intérêt d’un document
et l’intérêt associé à chaque terme qui le caractérise (i?1 et i
?
2 à l’étape Ë). Ayant recueilli
via le feedback de l’utilisateur une vue « fraîche » des intérêts associés aux mêmes ou à de
nouveaux termes (i??1 et i
??
3 à l’étape Í), chaque agent document concerné par le feedback
doit faire en sorte que sa propre relation (Intérêt document, Intérêts termes) soit le moins
en conflit avec le feedback de l’environnement. Pour ce faire, chaque agent document rééva-
lue sa valeur d’intérêt grâce aux nouveaux intérêts provenant du feedback. Par exemple, le
document d1 doit modifier sa valeur I1 de façon à tendre vers la vérification de l’équation
suivante :
I1 = i??1 + i?2
Il n’est cependant pas question de modifier brutalement la valeur Ik des documents.
En effet, cela impliquerait que le Collectif de Documents oublie toute activité antérieure dès
qu’une information nouvelle arrive. Nous optons pour une construction progressive des
connaissances, qui tienne compte de l’activité de l’utilisateur sur un certain laps de temps,
que celle-ci soit cohérente ou contradictoire. L’agent document k doit donc assurer l’ajuste-
ment de sa mesure d’intérêt ainsi que la confiance associée (cf. § 5.1.4) à partir de déductions
issues du feedback (et de l’équation précédente), à savoir : « valeur Ik trop petite » ou « va-
leur Ik trop grande ».
Ce problème d’ajustement de valeur correspond alors encore une fois exactement à celui
résolu par l’AVT. Les agents document ajustent donc leur valeur d’intérêt grâce à un AVT.
D’un point de vue de la coopération, le fait de mettre à jour les intérêts des agents do-
cument correspond à l’anticipation ou à la résolution d’éventuelles SNC de conflit entre cer-
tains agents document et l’utilisateur.
La figure 5.10 illustre la mise à jour du Collectif de Documents lorsque le profil de l’utilisa-
teur évolue. Plus précisément, cet exemple montre une perte d’intérêt envers la mythologie
romaine au profit d’un intérêt accru concernant les planètes du système solaire. Sur la droite
de la figure sont représentés les documents déjà présents dans le Collectif de Documents ; les
documents issus de la dernière session de recherche sont situés à gauche. Le processus qui
vise à maintenir le profil le plus cohérent possible envers le point de vue (ou feedback) ex-
primé par ces deux derniers documents est le suivant :
– Le feedback est tout d’abord synthétisé sous forme d’un vecteur d’intérêts Ê.
– Les agents document concernés par ce feedback (d1 et d2) essaient alors de faire tendre
leur point de vue local (Ë) vers celui exprimé par le vecteur d’intérêt.
– L’agent document d1 en déduit qu’il est nécessaire de revoir son intérêt I1 à la baisse
alors que d2 estime nécessaire d’augmenter I2 Ì.
– L’évolution de ces valeurs d’intérêt est alors assurée par l’AVT associé à chacun de ces
paramètres Í.
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Session de recherche
Agent Document d1
I1 = 1
CI1 = 0.8
￿c1 =
[(“mythologie”, 0.5);
(“dieu”, 0.4);
(“jupiter”, 0.1)]
Agent Document d2
I2 = 0.1
CI2 = 0.3
￿c2 = [(“planete”, 0.5);
(“jupiter”, 0.4);
(“dieu”, 0.1)]
Agent Document d3
I3 = 0.1
CI3 = 1
￿c3 =
[(“saturne”, 0.5);
(“mythologie”, 0.3);
(“dieu”, 0.2)]
Agent Document d4
I4 = 1
CI4 = 0.7
￿c4 = [(“saturne”, 0.6);
(“planete”, 0.3);
(“dieu”, 0.1)]
[("planete", 0.38);
("saturne", 0.16);
("dieu", 0.16); 
("mythologie", 0)]
Vecteur d'intérêts
Collectif de Documents
[("mythologie", 0.5);
("dieu", 0.4);
("jupiter", 0.1)]
[("planete", 0.05);
("jupiter", 0.04);
("dieu", 0.01)] 
- 0.5
- 0.24
+ 0.33
+ 0.15 ⊕
⊝
➊
➋
➌
➋
➌
➍
➍
Figure 5.10 — Exemple de mise à jour du Collectif de Documents
Bien que nous n’ayons pas évoqué l’UIM, ce dernier joue un rôle important durant le
processus de mise à jour du Collectif de Documents. Il permet en effet de disposer des mesures
explicites et implicites de l’intérêt de l’utilisateur. De plus, étant adaptatif, l’UIM assure
l’inférence d’un intérêt adapté au comportement de tout utilisateur.
5.1.7 Coopération UIM / UPM
Nous avons à présent deux modules fonctionnels adaptatifs (l’UIM et l’UPM) qui
peuvent, en l’état, être inclus et testés au sein de SWAPP dans un moteur de personnali-
sation. Si l’on peut penser qu’il suffise que chaque module se soit avéré adéquat séparément
pour qu’ils puissent fonctionner conjointement au sein d’un même environnement (car leur
interface avec l’environnement ne change pas), il est cependant nécessaire de s’interroger
sur les conséquences qu’implique l’interaction entre deux entités adaptatives et autonomes.
À l’examen du couplage système/environnement sur lequel s’appuie l’adaptation des
deux systèmes, nous remarquons que :
– L’UPM (et donc le Collectif de Documents) dépend totalement des informations fournies
par l’UIM. Si ces informations sont erronées, alors le service rendu à l’utilisateur le sera
aussi.
– L’UIM ne s’ajuste qu’en fonction du retour explicite de l’utilisateur. Ce retour consti-
tuant la réaction de l’utilisateur (i) au service de personnalisation fourni par l’UPM et,
(ii), dans une moindre mesure, à l’affichage sur l’interface de l’utilisateur de l’intérêt
inféré en temps par l’UIM (cf. fig. A.3).
L’UPM est donc totalement tributaire des données inférées par l’UIM. Son adaptation à
l’utilisateur n’est possible qu’à condition que son partenaire soit adéquat. L’UPM ne peut
pour sa part s’adapter qu’à condition de recevoir des retours explicites de l’utilisateur. Or,
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ces composants ont tous deux la capacité d’associer un intérêt à un document, chacun à
partir d’informations différentes : l’UIM à partir de l’observation du comportement de l’uti-
lisateur ; l’UPM à partir du contenu des documents. L’échange coopératif des points de vues
de chaque composant pourrait alors leur permettre de tirer parti des connaissances spé-
cifiques de chacun, de manière à ce qu’ils puissent améliorer mutuellement leurs propres
connaissances.
Moteur de perso.Moteur de perso.
User Profile 
Manager
User Interest 
Manager
Utilisateur
User Profile 
Manager
User Interest 
Manager
Utilisateur
?
Couplage Moteur de personnalisation / Utilisateur
Couplage User Interest Manager / User Profile Manager
Figure 5.11 — Couplage User Interest Manager / User Profile Manager
La partie gauche de la figure 5.11 illustre la situation décrite dans le paragraphe pré-
cédent, où le couplage système/environnement n’implique qu’un flux d’interaction uni-
directionnel dans le moteur de personnalisation. Cette section s’intéresse à la question du
couplage (ou de la mise en coopération) des deux composants adaptatifs du moteur de per-
sonnalisation qui, par l’échange de leurs différents points de vue, devraient tendre vers un
consensus mutuel de leurs connaissances (partie droite de la figure 5.11). Pour cela, nous ins-
tancions l’approche par AMAS au niveau des composants en considérant l’UIM et l’UPM
comme des agents autonomes qui coopèrent afin de s’adapter au mieux à l’utilisateur.
5.1.7.1 Point de vue de l’UIM
Comme explicité ci-avant, l’UIM à la compétence d’associer un degré d’intérêt à un do-
cument, ceci en fonction de l’observation du comportement de l’utilisateur lors de la consul-
tation du document en question. Pour ce faire, ce composant utilise le Système Multi-Agent
Adaptatif ALF (cf. § 4.3). Cet AMAS étant conçu afin de s’adapter à l’utilisateur et aux évo-
lutions de son comportement, il se peut que les valeurs d’intérêts inférées soient plus ou
moins précises. En effet, le système nécessite un certain nombre d’interactions avec l’utilisa-
teur avant de converger vers un état stable. Afin d’être coopératif, l’UIM doit adjoindre au
feedback inféré la mesure de son incertitude.
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Incertitude. Cette incertitude peut être fournie par ALF en considérant l’état de l’ensemble
de ses agents variable. Chaque agent i de ce type utilise en effet la valeur ∆ωi (son pas d’ajus-
tement courant) qui peut être assimilé à l’imprécision de sa valeur courante ωi. L’agent va-
riable i fournit en effet une valeur ωi à±∆ωi . L’incertitude de la valeur calculée par ALF peut
alors être calculée en fonction des valeurs maximales et minimales de ses agents variable :
– SoitW l’ensemble des agents variable de l’AVT utilisé par l’UIM.
– Soit ∆ωi l’incertitude de l’agent variable i.
– Soit Imax(~vj) la valeur maximale de l’intérêt inféré par l’UIM pour l’observation j (~vj
est le vecteur des variables perçues lors de l’observation) :
Imax(~vj) = ∑
∀vi,j∈~vj
(min(1,ωi + ∆ωi) · vi,j)
– Soit Imin(~vj) la valeur minimale de l’intérêt inféré par l’UIM :
Imin(~vj) = ∑
∀vi,j∈~vj
(max(0,ωi − ∆ωi) · vi,j)
La plage d’incertitude δ(~vj) de la valeur fournie par l’UIM est donc :
δ(~vj) = Imax(~vj)− Imin(~vj)
Enfin, le taux d’incertitude est défini par la taille de la plage d’incertitude divisée par la taille
de la plage possible de valeurs. Or, étant donné que I(~vj) ∈ [0; 1], le taux d’incertitude est
égal à δ(~vj).
Criticité. Nous avons déjà évoqué le fait que l’approche par AMAS s’appuie sur la notion
de criticité afin de mesurer la gravité du problème rencontré par un agent ou, autrement
dit, la distance qui le sépare de son objectif. Ainsi, si l’on considère l’UIM comme un agent
coopératif, il est d’autant plus critique qu’il fournit des informations imprécises. Afin d’être
coopératif, l’UIM associe à chaque valeur d’intérêt qu’il infère une valeur de criticité normée.
Cette valeur correspond alors exactement à son taux d’incertitude : δ(~vj).
Confiance. Dans le paragraphe 5.1.4 nous avons spécifié le fait que chaque agent document
dj est pourvu d’une valeur d’intérêt Ij, elle même associée à une mesure de confiance CIj .
Nous considérons alors que la mesure de confiance est le complémentaire de la mesure
d’incertitude :
CIj = 1− δ(~vj)
La criticité calculée par l’UIM correspond donc au complémentaire de la confiance.
– Soit ζIj la criticité associée à l’intérêt inféré pour le document dj à partir des observa-
tions ~vj :
ζIj = δ(~vj)
Etant donné que criticité et confiance sont directement corrélées et afin de rendre le dis-
cours le plus consistant possible, nous ne parlerons que de criticité dans la suite de cette
section. Le point de vue de l’UIM par rapport à un document dj s’exprime donc par un
couple (intérêt inféré, mesure de criticité) :
(Ij, ζIj)
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5.1.7.2 Point de vue de l’UPM
La compétence principale de l’UPM est de recouper les divers points de vue exprimés
par un ensemble d’agents document afin d’en déduire l’intérêt que l’utilisateur associe à
chaque terme qui caractérise cet ensemble de documents. Il génère ainsi ce que nous avons
appelé un vecteur d’intérêts.
Ce vecteur d’intérêts est en fait issu d’une résolution effectuée par un AMAS constitué
d’agents équation et d’agents inconnue où le point de vue de chaque agent document est ex-
primé par un agent équation (cf. § 5.1.5.3). La contrainte d’égalité de l’équation du document
dj est alors chargée de négocier pour que les agents inconnue permettent le calcul de la valeur
I?j la plus proche de sa valeur originale Ij. Pour ce faire, l’agent équation argumente grâce
à une valeur de criticité. Lorsque la résolution est terminée, la criticité de cette contrainte
indique en quelque sorte la quantité de divergences de points de vue qui n’ont pas pu être
résolues. Ainsi :
– une criticité forte indique que le point de vue de l’agent document en question diverge
de celui d’au moins un autre document qui véhicule un contenu similaire ;
– au contraire, une criticité faible indique que le point de vue de l’agent document corro-
bore celui d’autres agents document véhiculant un contenu similaire. Il est aussi pos-
sible que son point de vue n’entre tout simplement pas en conflit du simple fait que
son contenu est indépendant des autres agents document (cela est relativement peu
probable étant donné que tous les agents document de l’équation sont sensés être plus
ou moins proches de la requête de l’utilisateur).
Le point de vue de l’UPM concernant un ensemble d’agents documents, correspond pour
chaque agent dj de cet ensemble, à un couple (intérêt inféré, mesure de criticité) :
(I?j , ζkej )
5.1.7.3 Apprentissage par couplage de points de vue
Le point de vue de chaque composant est qualifié d’une information coopérative : la
criticité. Comment alors faire en sorte que seule cette information puisse permettre la coopé-
ration des deux systèmes ?
Du point de vue de l’approche par AMAS, la criticité permet de qualifier une requête
de service envoyée par un agent qui a besoin des compétences d’un autre agent afin de
résoudre un de ses problèmes. La valeur de criticité qualifie donc ici la quantité de problème
de l’agent et l’urgence qu’il y a à l’aider.
Lorsque l’on examine les deux systèmes, il n’y a pas de requête de service explicite entre
eux : les requêtes sont implicites. Tout se passe comme s’ils avaient conclu un contrat stipu-
lant que chaque acteur s’engage à rendre service à l’autre dès que cela est possible, c.-à-d. dès
que l’un ou l’autre obtient une nouvelle information. Mais, il ne faut pas que cela aboutisse
à un envoi systématique d’informations dont seulement une partie est pertinente. Ainsi, la
coopération consiste, dans ce cas précis, à ne transmettre d’information que si l’on estime
qu’elle pourra être utile au destinataire.
La figure 5.12 illustre alors un exemple simple d’échange d’information coopérative.
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Figure 5.12 — Échange coopératif de points de vue
Tout débute lors de l’arrivée d’une nouvelle session de recherche provenant de l’utilisateur.
L’UIM infère l’intérêt implicite de l’utilisateur lorsque celui-ci n’en a pas donné explicite-
ment (Ê). La coopération veut alors que l’ensemble de ces informations soit envoyé à l’UPM.
En effet, l’UPM a a priori besoin de toutes les nouvelles expressions de l’intérêt de l’utilisa-
teur afin de mettre à jour son Collectif de Documents. Pour ce faire il se forge son propre point
de vue sur l’intérêt de l’utilisateur en recoupant les informations reçues de l’UIM et de Lu-
cene (Ë). Enfin, le point de vue de l’UPM n’est transmis que s’il estime que cela est utile au
UIM. Autrement dit, il ne transmet son point de vue que s’il a pu obtenir un point de vue
différent et moins incertain que celui qu’on lui a transmis. Il transmet donc son point de vue
lorsqu’il a été capable de trouver une valeur d’intérêt associée à une criticité plus basse que
celle originellement reçue (Ì).
L’ensemble des informations retournées par l’UPM permet enfin au UIM de mettre à
jour ALF.
5.1.7.4 Mise à jour de l’UIM
Maintenant que l’UIM a à sa disposition le point de vue de l’UPM, il peut mettre à jour
ses connaissances et ainsi gagner en cohérence avec l’utilisateur mais aussi avec ce dernier
composant. Les informations dont il dispose sont les suivantes :
– l’ensemble des intérêts explicites de l’utilisateur,
– l’ensemble des intérêts implicites qu’il a lui-même inféré et transmis à l’UPM,
– l’ensemble des intérêts remis en question par l’UPM.
Tout comme l’UPM, l’UIM doit faire évoluer ses connaissances en prenant en compte les
différents points de vue, exprimés par l’utilisateur et par l’UPM.
Inadéquation de l’apprentissage en temps réel. Le modèle interactif d’apprentissage de
ALF présenté dans la section 4.3 n’est cependant pas adéquat dans ce cas de figure. En effet,
ALF a été conçu pour recevoir des feedbacks supposés provenir uniquement de l’utilisateur.
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Ces feedbacks, considérés comme sûrs, doivent donc être impérativement pris en compte.
De plus chaque retour est dans ce cas considéré comme la réaction directe et unique de l’uti-
lisateur face à l’état courant de ALF (couplage structurel direct). Or, ces hypothèses ne sont
plus valables ici, l’UIM reçoit ici un pool de points de vue concernant l’intérêt à associer à
un document (et donc à une observation). Chacun est associé à un degré de criticité diffé-
rent (0 lorsqu’il vient de l’utilisateur), mais surtout chacun constitue un retour, une critique,
concernant le même état de ALF.
Prendre en compte chaque retour de manière séquentielle comme cela est proposé dans
la section 4.3 n’est alors pas correct, car seul le premier retour serait en phase avec l’état de
ALF. En effet, du point de vue du couplage structurel utilisé comme base de l’adaptation, il
est nécessaire que le feedback corresponde exactement à la réaction de l’environnement face
à l’état et à l’activité courante du système. Etant donné que l’ensemble de ces points de vue
concerne le même état de l’UIM, ils doivent être tout d’abord confrontés afin de lui fournir
un feedback synthétique et pertinent.
Apprentissage du feedback au niveau des sessions. Soit F l’ensemble des feedbacks à
synthétiser. Chaque feedback f j ∈ F exprime l’intérêt Ij que le système aurait dû asso-
cier au document dj à partir des observations du comportement de l’utilisateur ~vj. f j est
bien entendu associé à une valeur de criticité ζ j qui exprime en quelque sorte son impréci-
sion. L’UIM interprète alors f j comme l’expression d’une contrainte sur sa manière de cal-
culer l’intérêt implicite, c.-à-d. sur l’état de ALF. Cette contrainte peut être exprimée grâce à
l’équation suivante :
Ij = G(~vj) où G est la fonction adaptative de ALF
on a donc Ij = ∑
∀vi,j∈~vj
(ωi · vi,j)
Chaque feedback exprime une contrainte sous la forme d’une équation de ce type. Ainsi,
synthétiser cet ensemble de contraintes correspond à résoudre au mieux le système d’équa-
tions que constituent ces feedbacks. Le résultat doit alors donner l’ensemble des ω?i qui
satisfont au mieux ces contraintes.
Système de résolution d’équations élargi. Bien que ce problème soit très similaire à celui
de la génération du vecteur d’intérêts (cf. § 5.1.5.3), il existe deux différences :
1. Il n’y a pas de contrainte d’ordre entre les termes de la somme.
2. Chaque équation ne consiste pas en une simple somme d’inconnues, mais en une
somme de produits « inconnue par constante » où l’inconnue est ωi et la constante
est la valeur observée vi,j.
Si la première différence implique simplement qu’il n’y aura pas de contrainte d’ordre dans
les agents équation, la seconde différence implique une légère mais nécessaire modification
de l’AMAS de résolution d’équation tel que défini précédemment. En effet, dans ce cas les
agents équation interagissent indirectement avec les agents inconnue ; ceci par l’intermédiaire
d’un produit. Nous introduisons donc ici un nouveau type d’agent : l’agent produit.
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(Eq1) I1 = I!1 = c1 × i!1 + c2 × i!2 i!1
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!
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(p4) c4 × i!1
Figure 5.13 — Propagation des demandes par l’intermédiaire des agents produit
La figure 5.13 présente la manière dont les demandes des agents équation sont propagées
par l’intermédiaire des agents produit. Nous reprenons la notation de la figure 5.6 en ajoutant
c1, c2, c3 et c4 les constantes utilisées dans les agents produit p1, p2, p3 et p4. Ces constantes
ont une valeur normalisée dans la plage [0 ;1].
Tout se passe comme si rien n’avait changé pour les agents équation, ceux-ci envoient
leurs demandes aux agents produits dont ils dépendent comme s’ils étaient des agents in-
connue. Ainsi, afin de satisfaire une demande reçue de Eq1, l’agent produit p1 n’a pas d’autre
choix que de transmettre cette demande à son agent inconnue i?1 (la constante c1 ne peut évi-
demment pas changer de valeur). Comme pour les agents équation, deux agents inconnue
peuvent transmettre des demandes contradictoires à un même agent inconnue. Ils créent
alors une SNC de conflit. Afin de résoudre cette SNC, il y a nécessité de transmettre une
valeur de criticité avec chaque demande.
Supposons les deux agents produit p1 et p4 en conflit, ceux-ci ont reçu une demande
contradictoire de leur équation respective. Soit ζke1 (resp. ζke2) la criticité associée à la de-
mande reçue par p1 (resp. p4). Supposons de plus que ζke1 = ζke2 et c1 > c4. Il s’agit alors de
répondre à la question suivante : quel agent produit doit être satisfait en priorité ; ou autre-
ment dit quel est l’agent le plus critique ?
La criticité des agents produit correspond ici évidemment à la pire criticité des demandes
qu’ils reçoivent et qu’ils n’ont pour l’instant pas résolue. La criticité de p1 est donc ici ζke1 et
celle de p4 est ici de ζke2 . Soit δi?1 le pas de modification de l’agent inconnue i
?
1 .
– Si cet agent choisit de satisfaire p1 alors cette modification va à l’encontre de la de-
mande que Eq2 a formulé à p4. Ainsi p4 voit son problème empirer d’autant plus que
sa valeur s’éloigne de celle désirée ; sa criticité augmente donc de |δi?1 | × c4.
– Pour les mêmes raisons, si i?1 choisit de satisfaire p4 alors p1 voit sa criticité augmenter
de |δi?1 | × c1
Or, étant donné que c1 > c4, p1 est l’agent le plus critique lorsqu’il n’est pas satisfait. Ainsi un
agent produit a une criticité proportionnelle à sa valeur de constante. On peut donc conclure
que la criticité transmise par un agent produit pm recevant une demande d’un agent équation
Eqj est égale à :
ζk j · cm
avec ζk j la criticité de la demande de Eqj et cm la valeur de la constante du produit.
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On constate alors que le système de résolution d’équations utilisé pour la génération
du vecteur d’intérêts ne constitue qu’un cas particulier du système de résolution d’équations
élargi, où toutes les constantes sont égales à 1.
Mise à jour des ωi Une fois les nouveaux poids ω?i obtenus (grâce au système proposé ci-
dessus), ceux-ci sont utilisés afin de mettre à jour la fonction de ALF. Comme discuté lors de
la mise à jour de l’intérêt associé à chaque agent document, il n’est pas question de modifier
directement l’état des agents variable de ALF. Nous utilisons alors le mécanisme de l’AVT
afin d’ajuster (de tuner) la valeur de chaque ωi.
Ainsi, le fait de considérer une session de recherche comme « unité de feedback » permet
de recouper les points de vue des deux composants qui, au travers d’un échange coopératif,
permettent à chacun de tirer partie des connaissances de l’autre (l’ensemble apprend en
quelque sorte de lui-même par couplage de points de vue). Cet échange coopératif est très
simple. En effet les deux entités se savent coopératives, ce qui leur évite d’avoir recours à
des argumentations complexes. Elles se contentent ainsi de ne transmettre que la criticité
associée à l’information sur laquelle chacune d’elle peut se forger une opinion.
Ce mécanisme, aussi simple qu’il peut paraître constitue un moyen efficace de tirer partie
des connaissances de chacun des deux modules constituant le moteur de personnalisation
que nous proposons. Nous le considérons alors comme un premier argument en faveur des
avantages et de la faisabilité d’un SRI personnalisé constitué de modules fonctionnels adap-
tatifs. Un exemple concret d’échanges de points de vue entre l’UIM et l’UPM est présenté
dans l’annexe B.
5.1.8 Résultats expérimentaux
L’ensemble des processus présentés dans les paragraphes précédents ont été implantés
sous forme de modules fonctionnels (UIM et UPM) afin d’être mis en œuvre au sein de
SWAPP. Les résultats expérimentaux de cette section ne représentent cependant qu’une pre-
mière étude nous permettant de valider notre système. En effet, il est tout d’abord nécessaire
de s’assurer de la bonne adéquation du service fourni par le Collectif de Documents avant de
se lancer dans une étude visant à mesurer l’apport effectif de notre approche à l’activité de
recherche d’un utilisateur réel. En ce sens, nous présentons ici deux évaluations effectuées à
partir de l’observation de l’activité de recherche d’un même utilisateur :
– la première consiste à évaluer la capacité du système à personnaliser correctement les
résultats de recherche de l’utilisateur ;
– la seconde vise à s’assurer de l’adéquation du processus de coopération mis en œuvre
entre l’UIM et l’UPM.
5.1.8.1 Données expérimentales
Les données sur lesquelles se basent les résultats expérimentaux de cette section ont
été construites grâce à SWAPP et au travers de ses capacités à observer le comportement
de recherche d’un utilisateur. L’objectif de la session est d’obtenir un ensemble d’informa-
tions concernant les dieux romains éponymes des planètes du système solaire (Mercure,
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Vénus, Mars, Jupiter, Saturne, Neptune et Pluton 4). Cet utilisateur effectue naïvement des
recherches successives sur chacun de ces dieux en n’utilisant qu’un seul mot clé : le nom
du dieu en question. Ces recherches étant extrêmement ambiguës, il n’est alors pas éton-
nant que le moteur de recherche Google oriente ses résultats vers les documents les plus
populaires. Or, étant donné que les dieux de l’antiquité romaine sont loin de constituer la
préoccupation principale des internautes, il nous a semblé intéressant de juger notre sys-
tème au travers de sa capacité à orienter les résultats de recherche vers ce centre d’intérêt.
Voici le comportement de l’utilisateur néophyte :
– L’utilisateur effectue ses recherches via le moteur de recherche Google et au travers
de SWAPP. SWAPP n’effectue alors pas de personnalisation, il est simplement utilisé
afin de recueillir silencieusement l’activité de recherche. Chaque page de recherche et
chaque document visité par l’utilisateur sont enregistrés conjointement au comporte-
ment de consultation de l’utilisateur.
– Ainsi, pour chaque recherche :
– Il obtient une page contenant 100 résultats (SWAPP demande explicitement à
Google de lui fournir 100 réponses).
– Il consulte un ensemble de 6 à 8 documents, dont une moitié est non pertinente et
l’autre moitié est pertinente.
– Il reste moins de 30 secondes sur un document non pertinent.
– Il assigne chaque page pertinente comme faisant partie de ses favoris (il la « book-
marque »).
– Il copie/colle des extraits de textes dans chaque document pertinent.
– Il passe entre 30 secondes et 4 minutes sur les pages considérées comme pertinentes.
– Sur l’un des documents pertinents, il exprime un fort intérêt explicite (envoi d’un
feedback explicite via SWAPP Spy, cf. figure A.3)
– S’il ne trouve pas assez de documents pertinents, l’utilisateur peut consulter les 100
résultats suivants en passant à la page 2 de Google.
– Enfin, l’utilisateur sauvegarde deux documents pertinents parmi tous ceux qu’il a pu
consulter lors de ses 7 recherches.
Les deux expérimentations présentées dans cette section s’appuient sur les données ainsi
obtenues. Bien que ce comportement soit quelque peu stéréotypé, l’activité de recherche im-
plique un moteur de recherche réel et des pages web issues de multiples sources dont la
qualité peut varier sensiblement. Nous considérons donc cette première base d’expérimen-
tation suffisamment simple pour nous permettre d’interpréter les résultats obtenus mais
aussi suffisamment représentative de la diversité d’un domaine d’information ouvert pour
nous donner une première idée de la pertinence de notre approche.
Ces expérimentations se basent de plus sur le même état initial de l’UIM et de l’UPM.
L’UIM est initialisé avec des poids ωi = 1 pour chacune des observations ; l’UPM et son
Collectif de Documents est quant à lui vide de tout document. Au cours de chaque expérimen-
tation, ces deux modules sont peu à peu enrichis et évalués grâce aux données présentées
ci-avant.
4. Pluton n’est plus considéré comme une planète du système solaire mais il a cependant été longtemps
considéré comme tel et le Web regorge d’informations à son propos.
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5.1.8.2 Personnalisation des résultats de recherche
Cette première expérimentation vise à évaluer les capacités de l’UPM à personnaliser
l’ordre des résultats de recherche. Pour ce faire, nous avons tout d’abord procédé à la
construction incrémentale du Collectif de Documents en simulant un retour de l’utilisateur
suite aux recherches qu’il a effectuées. Ainsi, toutes les données récoltées par SWAPP ont
été utilisées pour simuler un feedback de l’utilisateur au travers des 7 sessions de recherches
qu’il a effectuées. Une fois ces 7 sessions de recherches intégrées par l’UIM et l’UPM, ce der-
nier est sollicité afin de simuler la personnalisation de l’ordre des résultats obtenus lors de
ces 7 mêmes recherches. L’ordre original des résultats de Google (obtenus durant la récolte
des données expérimentales) est alors comparé à l’ordre proposé par notre moteur de per-
sonnalisation.
Une page de résultats est d’autant plus pertinente que les documents pertinents font par-
tie des premières réponses. Etant donné que les pages de résultats contiennent exactement
les mêmes réponses, ordonnées de manière différente, nous évaluons la qualité de la person-
nalisation au travers de la moyenne des rangs des réponses considérées comme pertinentes.
Plus cette moyenne est faible, plus la page de résultats est considérée comme pertinente 5.
Ainsi, pour chaque recherche, nous avons examiné chaque résultat (document) proposé et
nous avons marqué ceux qui traitent effectivement des dieux romains.
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Figure 5.14 — Évaluation de la personnalisation des résultats (1/2)
L’histogramme de la figure 5.14 illustre les résultats obtenus par (i) l’ordre original de
Google (résultats originaux) ; (ii) l’ordre proposé par le Collectif de Documents après un ap-
prentissage qui ne prend en compte que les feedbacks implicites de l’utilisateur ; (iii) l’ordre
proposé par le Collectif de Documents après un apprentissage qui utilise les feedbacks impli-
cites et explicites. Les requêtes « mercure », « venus », « jupiter » et « saturne » ont donné
lieu à l’affichage des 100 premiers résultats de Google alors que les requêtes « mars », « nep-
tune » et « pluton » ont donné lieu à l’affichage de 200 résultats. Ceci explique pourquoi ces
5. Il aurait été possible d’utiliser des métriques plus complexes telles que le « DCG » (Discontinued Cumu-
lative Gain) ou des courbes de taux de précision et de rappel en fonction du rang. Cependant, étant donné que
la pertinence d’un résultat est binaire (soit pertinent, soit non pertinent) et qu’il y a un nombre égal de réponses
dans les pages de résultats originaux et personnalisés, la simple moyenne suffit à comparer l’ordre original et
l’ordre personnalisé.
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trois dernières requêtes obtiennent une moyenne sensiblement supérieure (du moins pour
les résultats originaux).
Nous pouvons alors constater l’amélioration considérable apportée par la personnalisa-
tion de la recherche. Nous remarquons cependant que pour la requête « venus » la diffé-
rence est moins marquée ; cela est sûrement dû au fait que le terme « venus » est communé-
ment employé pour faire référence à la beauté et à la déesse qui la symbolise. Les résultats
de Google sont donc plus équitablement orientés entre la planète, la déesse et instituts de
beauté.
On ne note cependant pas de différence significative entre l’apprentissage doté du feed-
back explicite et implicite et celui qui se contente uniquement du feedback implicite. Nous
pouvons expliquer cela par le comportement de l’utilisateur qui est bien différencié entre les
documents pertinents et non pertinents. Cela semble alors suffire pour permettre à l’UIM
d’inférer un intérêt implicite relativement correct.
Il n’est néanmoins pas étonnant de constater cette amélioration des résultats de la re-
cherche, car elle se base sur la connaissance du retour de l’utilisateur effectué sur ces mêmes
recherches. Nous avons alors voulu évaluer les capacités de l’UIM pour la personnalisa-
tion de recherches dont il n’a pas la connaissance préalable. Pour ce faire, nous avons tout
d’abord effectué un apprentissage au travers des sessions de recherches « mercure », « ve-
nus » et « jupiter », puis évalué la qualité de la personnalisation des résultats correspondant
aux requêtes « mars », « neptune » et « pluton ».
!"
#!"
$!"
%!"
&!"
'!"
(!"
)!"
*!"
+!"
#!!"
,-./"0'1" 2345623"0(1" 476582"0#&1"
!"#$%%$&
'$(&)*%+(&
'$(&),(-./*/(&
0$)1%$%/(&
2$3-4/$&5%"67)$&'$&),(-./*/(&0$)1%$%/(8&
9:/675-5/"8.;<;2-6="
9:/675-5/"43./822-7;/:/"->3?"@A"3=47;?;53"
9:/675-5/"43./822-7;/:/"->3?"-44.32B//-<3"C3/".3?D3.?D3/"/6."E,3.?6.3FG"E>326/F"35"EH64;53.F"
Figure 5.15 — Évaluation de la personnalisation des résultats (2/2)
Ainsi, comme illustré par la figure 5.15, nous constatons que la différence avec les résul-
tats originaux reste toujours sensible. Ces résultats ne sont alors pas étonnants lorsque l’on
examine les 6 mots-clés suggérés à l’utilisateur en guise de proposition de reformulation
(tableau 5.1). Ces six mots-clés font en effet partie du vecteur d’intérêts utilisé pour reclasser
les résultats. La présence du mot clé « dieu » ainsi que d’autres noms de dieux non ambigus
(« ludi », « poebus », « rea »), permet une désambiguïsation effective des résultats.
Bien qu’évidemment la précision obtenue dans cette dernière évaluation ne soit pas à
la hauteur de celle de la figure 5.14, il est indéniable que notre moteur de personnalisation
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Requête Proposition de reformulation
mars mythologica.fr ludi dieu phoebus neptune déesse
neptune mythologica.fr ludi dieu foudre mercure rhéa
pluton mythologica.fr ludi phoebus neptune dieu saturne
Tableau 5.1 — Proposition de reformulation après apprentissage sur « mercure », « ve-
nus » et « jupiter »
montre de réelles capacités à (i) apprendre un centre d’intérêt de l’utilisateur et à (ii) orienter
les résultats de recherches en conséquence.
5.1.8.3 Coopération UPM / UIM
La seconde série d’expérimentations a pour objectif d’étudier la pertinence du principe
de coopération énoncé au cours de la section 5.1.7. Cette coopération a été mise en place de
manière à ce que les deux systèmes (UIM et UPM) puissent échanger pertinemment leurs
points de vue afin de converger tous deux vers un consensus sensé apporter plus de cohé-
rence sur leurs propres connaissances de l’utilisateur (un exemple d’échanges de points de
vue entre l’UIM et l’UPM est présenté dans l’annexe B).
Ce processus ne peut cependant pas être observé et analysé qu’au travers des échanges
impliqués par l’intégration des 7 sessions de recherches précédentes. C’est en effet sur une
période plus longue que l’on peut observer l’influence que chaque système exerce sur l’autre
(et ainsi le processus de convergence de leurs points de vue). Afin de pallier ce manque d’in-
formation, nous avons simulé en boucle le retour de l’utilisateur sur la base des 7 sessions de
recherche. Cela n’est certes pas une situation réaliste, mais elle a pour mérite de permettre
la confrontation répétée des points de vue de chaque système, qui, progressivement, doit
théoriquement leur permettre de s’accorder autour d’un compromis. De plus, afin d’évaluer
la capacité de ce couple de systèmes à s’adapter à la dynamique des intérêts de l’utilisateur,
nous avons tout d’abord simulé durant 175 retours de recherches un utilisateur qui n’effec-
tue pas de retour explicite, puis, durant les cycles suivants, les sessions de recherches sont
intégrées en prenant en compte les feedbacks explicites.
Les figures 5.16, 5.17, 5.18, 5.19, 5.20 et 5.21 donnent plusieurs vues de l’état de l’IUM
(figures de gauche) et de l’UPM (figures de droite) au cours des intégrations successives de
sessions (l’axe des abscisses représente le nombre de sessions de recherches intégrées).
La figure 5.16 illustre l’évolution de la valeur de chaque ωi associée à chaque observation
faite par l’utilisateur (nous ne faisons pas figurer l’impression car l’utilisateur n’en fait pas
usage). On observe par ce biais, l’évolution des valeurs de chaque agent variable (cf. § 4.3.1).
La figure 5.17 montre l’évolution de la valeur d’intérêt associée à chaque document du Col-
lectif de Documents.
Les figures 5.18 et 5.19 représentent respectivement la criticité moyenne de l’ensemble
des AVT 6 en charge d’ajuster la valeur de chaque ωi et la criticité de ceux qui sont respon-
6. Nous ne présentons pas la manière dont cette criticité est déterminée. Considérant que cela relève du dé-
tail, nous nous contentons d’indiquer que la criticité d’un AVT est d’autant plus forte que son pas d’ajustement
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Figure 5.16 — Évolution des ωi (UIM)
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Figure 5.17 — Intérêts des documents (UPM)
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Figure 5.18 — Criticité des AVT des ωi (UIM)
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Figure 5.19 — Criticité des AVT des documents (UPM)
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Figure 5.20 — Criticité du point de vue de l’UIM
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Figure 5.21 — Criticité du point de vue de l’UPM
sables de l’intérêt associé à chaque agent document.
Enfin, la figure 5.20 (resp. 5.21) illustre la criticité maximale et moyenne de l’ensemble
des couples (intérêt inféré, mesure de criticité) qui constituent le point de vue exprimé par
∆ est grand : lorsque ∆ atteint son maximum la criticité est maximale (1) ; lorsque ∆ est minimal sa criticité est
minimale (0).
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l’UIM (resp. l’UPM ; cf. § 5.1.7.1 et § 5.1.7.2).
Lors des 175 premiers cycles (exempts de feedbacks explicites), nous observons tout
d’abord une convergence très rapide de l’état de l’UIM qui atteint dès le 50e cycle une cri-
ticité minimale pour chaque AVT. Cet apprentissage rapide se fait seulement grâce aux re-
tours que l’UPM lui a fait. Etant donné cette convergence rapide, le point de vue fourni par
l’UPM semble suffisamment cohérent pour permette à l’UIM de trouver un état convenable.
Celui-ci, alors sûr de son point de vue, envoie à l’UPM des informations associées à une
criticité nulle (cf figure 5.20).
L’UPM ne se trouve cependant pas dans le même cas de figure. En effet, celui-ci est
confronté aux incohérences liées à l’ensemble des documents. On observe tout de même
que l’intérêt d’une majorité de documents (figure 5.17) se stabilise à partir de 100 cycles.
La figure 5.19 corrobore d’ailleurs cette observation. On observe effectivement une baisse
progressive de la criticité moyenne des AVT chargés de fixer l’intérêt des documents. Mal-
gré cette baisse, les incohérences liées à la caractérisation des documents se retrouvent en
examinant la figure 5.21. Ces incohérences liées aux vecteurs fournis par l’outil Lucene ont
pour effet de sur-contraindre le système d’équations quelles que soient les valeurs d’intérêt
liées aux documents. Lucene n’étant pas adaptatif, le point de vue de l’UPM ne peut alors
pas gagner en cohérence (ou baisser de criticité) ; il oscille alors entre 0, 1 et 0.
Lorsque l’utilisateur exprime explicitement son intérêt, l’UIM est le premier à présenter
les signes de changement dans le comportement de l’utilisateur. Ceci est tout à fait visible
dès le cycle 175 sur la figure 5.18 où la criticité des AVT augmente de manière tout à fait
spectaculaire. Cette augmentation de la criticité va alors de pair avec celle de la criticité du
point de vue de l’UIM et implique l’adaptation de la fonction de ALF. C’est tout d’abord le
coefficient du temps de consultation qui est remis en cause, puis les autres indicateurs se
voient modifier plus progressivement leur valeur ωi (figure 5.16).
Les modifications de l’état de l’UPM se constatent quelques cycles plus tard (environ 20
cycles, figure 5.19, et 40 cycles, figure 5.17). L’intérêt de certains documents ayant été explici-
tement spécifiés par l’utilisateur comme maximaux, ceux-ci sont remis en cause brutalement
et augmentent de manière significative sur la figure 5.17 (entre les cycles 200 et 250). Sur cette
figure, on peut aussi observer que l’augmentation de l’intérêt des documents explicitement
marqués par l’utilisateur a tendance à « tirer vers le haut » l’intérêt de ceux qui sont consi-
dérés par le système d’équations comme ayant des contenus similaires. Nous constatons
d’ailleurs une augmentation générale mais relativement modérée de l’intérêt d’une majorité
des documents ; cela est mécaniquement induit par la résolution d’équations et la présence
chez la majorité des documents de faibles similitudes avec les documents de fort intérêt.
Le Collectif de Documents nécessite près de 150 cycles afin de regagner une relative stabilité ;
ceci est visible sur la figure 5.19 où la criticité moyenne des AVT retrouve, au cycle 350,
une valeur proche de son ancien minimum. Puis, nous remarquons que l’intérêt explicite
de l’utilisateur a pour effet d’augmenter les contraintes au sein du système d’équations. Les
documents explicitement notés par l’utilisateur sont en effet considérés comme des informa-
tions dont les contraintes doivent être respectées en priorité ; ne pas les respecter implique
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alors une criticité accrue.
Enfin, il est certain que le système formé de l’UIM et de l’UPM n’a toujours pas atteint
d’équilibre stable après plus de 250 cycles d’intégration du feedback explicite. Nous obser-
vons en effet l’UIM passer d’un équilibre à l’autre, au gré de l’évolution des intérêts du
Collectif de Documents et vice-versa. Cet équilibre instable est probablement dû (i) aux in-
cohérences inclues dans le corpus de documents, (ii) à la rigidité de Lucene et (iii) au fait
que les contraintes induites par le feedback explicite se répètent et déstabilisent sans cesse
l’équilibre vers lequel tend naturellement le système. En effet, en pratique, les feedbacks
explicites doivent agir de manière ponctuelle pour orienter temporairement l’équilibre du
système, sans pour autant imposer au collectif un point de vue en quelque sorte univer-
sel (qui entrerait alors inéluctablement en conflit avec les futures évolutions des intérêts de
l’utilisateur).
Au travers de cet exemple, nous pouvons mesurer la dynamique et l’adaptabilité des
deux systèmes. Sans feedback explicite de l’utilisateur, ils sont tout de même capables d’at-
teindre un état stable et a priori cohérent. Lorsque le système est soumis sans arrêt à des
contraintes fortes de son environnement (le feedback explicite de l’utilisateur), le couple a
montré qu’il est capable de s’y adapter, et ce malgré les incohérences que cela peut impli-
quer.
5.1.9 Discussion
Ces deux expérimentations constituent un préalable à la mise en œuvre d’un corpus
de cas beaucoup plus vaste. Elles nous ont de plus permis de montrer la faisabilité de la
coopération entre les deux modules adaptatifs que sont l’UIM et l’UPM.
Nous avons toutefois observé qu’il était nécessaire d’attendre au moins 150 cycles d’ap-
prentissage afin que l’ensemble du système se stabilise et s’adapte totalement au feedback
de l’utilisateur (qu’il soit explicite ou implicite). Ce n’est en réalité pas un problème car en
pratique aucun système de personnalisation ne peut être en totale adéquation avec l’utilisa-
teur. Ce qui importe est que système soit capable de tendre progressivement vers un service
de plus en plus adéquat, sans que la personnalisation fournie en temps réel ne soit mé-
diocre. Or, alors que la première expérimentation a montré que le système était capable de
fournir des résultats personnalisés très rapidement, la seconde expérimentation nous laisse
penser que cette capacité d’adaptation progressive existe effectivement au sein du couple
(UIM,UPM).
La mise en coopération entre le UIM et l’UPM a tout de même nécessité de revoir le
modèle d’apprentissage de l’UIM (en l’occurrence ALF) qui n’avait pas été préalablement
conçu afin d’interagir avec un autre système adaptatif. Ce constat nous laisse alors penser
qu’il est à présent nécessaire de s’interroger sur la pertinence de la mise au point d’une
méthode permettant une mise en coopération plus systématique de tels systèmes adaptatifs.
Enfin, la seconde expérimentation révèle le fait que le Collectif de Documents, tel qu’il a
été conçu ne pourra jamais atteindre un état stable et totalement optimal. En effet, la figure
5.21 montre que cet AMAS n’est pas en mesure de résoudre toutes les incohérences induites
par les documents et leurs caractérisations. En effet, bien que Lucene se soit avéré relative-
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ment pertinent, il est totalement statique et caractérisera toujours de la même façon le même
document. Ainsi, les incohérences dues à une caractérisation inadaptée aux centres d’inté-
rêts de l’utilisateur restent non résolues et limitent de fait l’adéquation du système dans sa
globalité.
Cette caractérisation adaptative des documents nécessiterait d’instancier l’approche par
AMAS à un niveau plus fin de granularité : au niveau terminologique, afin que chaque terme
puisse maîtriser plus précisément son degré de caractérisation de chaque document. Cette
problématique est justement abordée dans la suite de ce chapitre.
5.2 Profil basé sur un collectif de termes
Ayant identifié lors du chapitre 2 certaines limites de l’approche par AMAS concernant
l’instanciation de la coopération au niveau d’agents de fine granularité tels que les agents
terme, nous avons tenu à étudier une des voies possibles permettant de repousser ces fron-
tières. Dans cet objectif, cette section analyse tout d’abord en quoi l’approche par AMAS
s’est avérée ardue à instancier pour la représentation adaptative d’un profil utilisateur. Non-
obstant de cette analyse et en raison de la nature du problème à traiter, nous montrons en-
suite pourquoi l’approche par AMAS constitue une approche appropriée sur le long terme.
Nous présentons enfin ABELA, un algorithme d’apprentissage d’expressions booléennes
pour l’adaptation de règles comportementales.
5.2.1 Une instanciation délicate des AMAS
L’objectif des études présentées dans la section 2.4.3 [Czerny, 2006; Videau et al., 2008],
était de proposer une stratégie de représentation adaptative des intérêts d’un utilisateur
basée sur les termes constituant un ensemble de documents supposés décrire son profil.
Les termes représentent les briques de base de ce profil qui est auto-assemblé en fonction de
l’occurrence des termes qui composent ces documents et les relations qu’ils peuvent tisser au
travers des contextes qu’ils partagent. Afin de permettre l’émergence d’une représentation
des centres d’intérêts de l’utilisateur, les règles comportementales locales des agents termes
ont été définies de manière à :
1. identifier les termes qui caractérisent un document ;
2. identifier approximativement le sens que véhicule chacun de ces termes.
Que ce soit dans le cadre d’un corpus ouvert ou fermé, dynamique ou statique, ces deux
objectifs n’ont toujours pas trouvé de solution précise et efficace.
Identification des termes caractéristiques. Les techniques standards accomplissent le pre-
mier objectif grâce à l’exploitation de propriétés statistiques globales des langages telles que
la fréquence d’apparition des termes dans les textes en fonction de leur rang (loi de Zipf)
dont est dérivée l’heuristique t f × id f [Salton et McGill, 1983] largement exploitée dans cette
optique. On peut aussi citer l’utilisation de « stop list » permettant de supprimer systéma-
tiquement les termes considérés a priori vides de sens ; ainsi que l’utilisation de techniques
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de lemmatisation dont l’objectif est de réduire sous une même forme, les différentes occur-
rences accordées ou conjuguées d’un même terme.
Identification de la sémantique. L’attribution d’une sémantique aux termes présents dans
les profils ou les documents analysés constitue un levier majeur sur lequel de nombreux tra-
vaux s’appuient afin d’obtenir des résultats plus précis. Dans cet objectif, l’analyse sémantique
latente [Deerwester et al., 1990] propose d’exploiter la cooccurrence des termes au sein d’un
corpus. Cette analyse statistique permet d’extraire un certain nombre de concepts par re-
groupement de termes considérés comme proches. De cette manière chaque terme se voit
attribuer la sémantique du concept auquel il a été associé. D’autres stratégies s’appuient for-
tement sur des ressources sémantiques construites a priori et plus ou moins formelles telles
que des réseaux sémantiques, des taxonomies ou des ontologies. Enfin, dans le domaine
de l’ingénierie des connaissances, les termes, les concepts ainsi que leurs relations sont ex-
traites de manière automatique ou semi-automatique grâce notamment à l’usage de patrons
lexicaux syntaxiques [Hearst, 1992; Morin, 1999]. Ces patrons permettent d’identifier dans un
texte un ensemble de schémas syntaxiques, chacun caractérisant un certain type de relation
sémantique entre deux termes ou concepts.
Utilisation de l’approche par AMAS. L’approche par AMAS, par sa volonté d’apporter
une solution adaptative locale basée sur les principes de l’émergence par auto-organisation
proscrit l’utilisation de ces informations globales utilisées dans ces approches classiques (cf
2.2.3). On peut alors mesurer l’ambition d’une telle démarche : s’abstraire des techniques
classiques d’analyse textuelle afin de garantir les pré-conditions nécessaires à l’adaptation
par auto-organisation.
Dans ce contexte, les termes constituent les entités actives de base du système et sont
nommés « agents terme ». Afin d’apporter leur contribution partielle à la fonctionnalité du
système chaque agent doit interagir avec son environnement local dans le but de déterminer,
de son point de vue :
– son degré de caractérisation du ou des thèmes abordés dans le document ou le profil
considéré ;
– la sémantique qu’il véhicule de manière plus ou moins grossière.
La mise en œuvre de ce genre d’approche nécessite cependant de déterminer ce qui
constitue précisément les perceptions locales des agents terme. Ce voisinage pourrait tout
simplement être constitué des termes directement situés avant et après les occurrences
du terme dans les documents analysés. Il pourrait de même être composé des termes qui
forment les phrases, voire les paragraphes, dans lesquels le terme en question apparaît.
Outre ce voisinage, il est de plus nécessaire de définir les critères permettant de décider
si le terme en question est un descripteur pertinent du document ou du profil en question.
Faut-il utiliser la fréquence d’apparition du terme ? Faut il se baser sur des informations
issues de son voisinage ?
A cette question s’ajoute ensuite la manière dont les termes vont tisser des liens afin
de caractériser localement leur sémantique. On peut alors imaginer que ces derniers soient
établis sur la base de leur cooccurrence ou sur la similarité de leur voisinage.
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5.2. Profil basé sur un collectif de termes
Répondre clairement à ces questions semble être une tâche relativement difficile. L’ins-
tanciation de l’heuristique de coopération nécessaire à l’auto-organisation proposée par
l’approche par AMAS s’avère alors une tâche délicate et relativement hasardeuse dans
l’état de l’expérience et des connaissance jusqu’à présent accumulées au sein de l’équipe
SMAC [Czerny, 2006; Videau, 2007].
5.2.2 Une approche toutefois pertinente
Malgré les difficultés rencontrées en pratique, l’approche par AMAS semble proposer,
d’un point de vue théorique, une stratégie de résolution qui répond de manière pertinente
et originale aux caractéristiques du problème de la personnalisation de l’information en
domaine ouvert et dynamique.
En effet, selon la méthode ADELFE [Picard, 2004] les AMAS sont apparemment tout à
fait adéquats à ce genre de problèmes. Parmi les arguments que la méthode considère en
faveur de l’utilisation des AMAS, on peut citer :
– La tâche globale du système est incomplètement spécifiée : adapter l’accès à l’information
est un objectif somme toute assez flou et non formellement définissable. En effet, il
n’existe pas de critère précis pour juger de l’adéquation d’une information à une per-
sonne, si ce n’est son propre jugement (dans l’hypothèse que le jugement des utilisa-
teurs soit lui-même consistant). L’incomplétude de ces spécifications rend au contraire
les techniques reposant sur des inférences logiques ou sur des ontologies formelles
difficiles à instancier étant donné la diversité des environnements qui peuvent être
rencontrés.
– La résolution de la tâche globale nécessite l’activité corrélée d’un ensemble d’entités : comme
présenté dans le chapitre 1, la personnalisation nécessite la combinaison de diverses
techniques bien souvent réparties au sein de divers modules logiciels qui traitent des
informations fournies et recueillies par de multiples acteurs (robots et même humains
par exemple dans le cadre du filtrage collaboratif). Appliquer la coopération entre ces
divers acteurs peut s’avérer être une bonne solution.
– Une solution adéquate ne peut être obtenue directement et nécessite des essais successifs : le
système étant face à un environnement inaccessible et dynamique (l’utilisateur et le
domaine d’information), il a besoin d’un certain nombre d’essais et d’interactions avec
l’utilisateur pour proposer un service pertinent.
– Plusieurs entités physiquement ou conceptuellement réparties sont utiles à la résolution de la
tâche globale : le seul fait de se placer dans le contexte des réseaux d’information actuels
laisse penser que la tâche globale doit être répartie (cf. § 2.4).
– Le système est évolutif et ouvert : les intérêts de l’utilisateur évoluent au fur et à mesure
de l’utilisation du système. Chaque utilisateur agit en fonction de sa propre connais-
sance qui de même évolue et s’enrichit avec le temps. En parallèle, le domaine d’in-
formation est ouvert et dynamique : de nouvelles informations sont publiées à chaque
instant. On peut citer en particulier la connaissance et la terminologie des secteurs
de pointe qui évoluent en permanence et où certains concepts tombent en désuétude
alors que d’autres se développent au gré des diverses tendances.
L’adaptation par auto-organisation coopérative de l’approche par AMAS semble ainsi
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appropriée aux principaux aspects de la recherche d’information personnalisée en domaine
ouvert.
5.2.3 Vers une mise au point semi-automatique du comportement coopératif
Les limites identifiées dans la section 5.2.1 ne remettent pas en cause l’approche par
AMAS en elle-même, mais plutôt la méthode d’instanciation de l’heuristique de coopéra-
tion. La méthode ADELFE (cf. § 2.3.2.4) propose en effet un ensemble d’étapes qui, de ma-
nière progressive, guident le concepteur lors de l’identification des agents coopératifs, lors
de la définition des SNC et lors de la conception du comportement coopératif qui permet
d’anticiper et de résoudre au mieux ces SNC. Mais il est bien évident qu’il est rare d’obtenir
directement la fonctionnalité émergente voulue. En effet, pour obtenir un système fonction-
nellement adéquat l’ingénieur doit (i) définir l’activité nominale qui permet à chaque agent
de participer à l’émergence d’une fonctionnalité collective, et (ii) identifier toutes les SNC
qui peuvent se produire dans le système puis y associer les comportements nécessaires à
l’anticipation ou à la résolution de ce genre de situations. En pratique, le développement ne
se déroule donc pas de manière linéaire, mais nécessite un certain nombre d’« aller-retour »
entre conception du comportement coopératif et prototypage rapide.
L’étude effectuée par [Videau, 2007] peut d’ailleurs être considérée comme un premier
prototype qui, certes a permis de confirmer la pertinence de l’approche par AMAS, mais
qui a aussi mis en évidence la difficulté de la mise au point d’une telle stratégie. En effet,
bien que les agents terme aient été dotés de comportements simples définis au travers de
simples règles réactives, comprendre les résultats obtenus et revenir sur la conception afin
d’améliorer tel ou tel aspect s’avère une tâche délicate voire impossible dans l’état actuel de
l’outillage fourni avec la méthode ADELFE.
C’est précisément dans l’objectif de contribuer à un outillage plus approprié que nous
nous intéressons à la mise au point du comportement coopératif d’agents de très faible gra-
nularité. Ces agents sont dotés d’un comportement très réactif qui est généralement exprimé
par le biais d’un jeu de règles de la forme : « si condition alors action », où « condition » est
une expression booléenne conditionnant l’exécution de « l’action » correspondante. En raison
de sa grande simplicité, le déclenchement de ces règles est contrôlé grâce à une architecture
de subsomption [Brooks, 1986].
La première étape vers cet outil est alors abordée dans l’annexe C. Elle propose un algo-
rithme nommé ABELA (Adaptive Boolean Expression Learning Algorithm) [Lemouzy et al.,
2008] pour apprendre en temps réel la condition qui déclenche de manière correcte une seule
règle, cette condition étant représentée en pratique sous forme d’une expression booléenne.
Cette étude s’est heurtée, lors de sa mise en œuvre, à l’adaptation conjointe de deux
systèmes fonctionnellement dépendants. Il s’agit d’une des limites de l’approche par AMAS
qui ne s’est jusqu’à présent pas encore intéressée à ce genre de problème.
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5.3 Bilan
Au cours de ce chapitre nous avons abordé la question de l’apprentissage et de l’adap-
tation du profil de l’utilisateur dans le cadre de la recherche d’information personnalisée en
domaine ouvert. Cette problématique a été abordée à deux niveaux différents.
Au niveau d’un corpus de documents. Tout d’abord nous avons proposé un AMAS com-
posé d’agents de granularité assez forte : les agents document. Au sein du Collectif de Do-
cuments chaque agent a pour but de contribuer à la caractérisation d’un aspect ponctuel
du profil de l’utilisateur. Ainsi, via un système de résolution d’équations et de contraintes,
nous avons proposé un processus de mise en commun coopératif des divers points de vue
apportés par chaque agent Document.
Une fois les principes d’adaptation du Collectif de Documents présentés, nous nous
sommes intéressés à la question de l’adaptation conjointe du module faisant usage de cet
AMAS (l’UPM) et de celui chargé d’inférer l’intérêt implicite de l’utilisateur (l’UIM). Nous
avons alors proposé un processus d’échange coopératif des points de vue de chaque module
qui leur permet de converger vers un consensus commun plus adéquat avec les connais-
sances de chacun.
Toujours dans ce cadre, nous avons enfin présenté les résultats obtenus lors de deux éva-
luations préliminaires. La première nous a permis d’évaluer les capacités de l’UPM à per-
sonnaliser les résultats de recherche originellement proposés par Google. La seconde nous
a donné une première vue de la dynamique des échanges et de l’adaptation mutuelle de
l’UIM et de l’UPM. Bien que ces études n’aient pas montré l’apport pratique et réel de notre
approche, elles nous ont confirmé l’adéquation des AMAS et nous encouragent à mener de
prochaines études basées sur des utilisateurs réels. Enfin, la seconde expérimentation nous
a donné un aperçu des limites de l’usage de Lucene, qui, bien que relativement adéquat,
caractérise toujours les documents de la même manière et implique la persistance d’une
certaine quantité d’incohérences « incompressibles » au niveau du Collectif de Documents.
Au niveau d’un réseau de termes. Sachant toute la difficulté de l’instanciation de l’ap-
proche par AMAS à ce niveau, nous avons tout d’abord dressé un bilan des expériences
déjà acquises dans le cadre de la caractérisation de connaissances de documents, grâce à un
collectif de termes auto-organisé (réseau terminologique). Ainsi, bien que l’approche AMAS
semble adéquate à ce type de problèmes, il semble à présent évident que son instanciation
via l’interprétation de l’heuristique de coopération n’est pas applicable. Cette seconde sec-
tion propose alors une étude prospective dont l’objectif est de jauger la faisabilité de l’ap-
prentissage et de la mise au point semi-automatique d’un comportement réactif coopératif.
Le système ABELA (cf. annexe C) constitue en ce sens une première réponse à ce pro-
blème. Cependant, bien qu’il se soit montré relativement efficace, nous nous sommes heur-
tés à certaines limites imputées à notre manque de maîtrise de la coaptation d’agents fonc-
tionnellement interdépendants.
165
Adaptation du profil de l’utilisateur
Une étude nécessaire de la coadaptation de systèmes adaptatifs. Autant au niveau du
corpus de documents qu’au niveau d’un réseau de termes, nous nous sommes posés la ques-
tion de la mise en coopération, de la coadaptation des systèmes ou des agents (qui peuvent
être aussi considérés comme des systèmes) que nous avons mis en œuvre.
En effet, la coopération entre l’UIM et UPM a nécessité une remise en cause et une adap-
tation du processus d’apprentissage de l’UIM. Nous nous interrogeons alors sur les mé-
thodes à employer pour faciliter, voire systématiser, la réutilisation des systèmes adaptatifs
dans un contexte où ils doivent interagir avec d’autres systèmes du même genre.
En ce qui concerne ABELA, nous considérons n’avoir pas été capables de cerner les
concepts clés qui nous auraient permis d’obtenir un système adaptatif adéquat. Nous nous
sommes en effet heurtés à un problème d’adaptation mutuelle, où par exemple deux sys-
tèmes ne peuvent atteindre l’adéquation fonctionnelle que si l’un des systèmes est au préa-
lable adéquat. Résoudre ce problème nécessite alors une prise nécessaire de recul sur la
question de la régulation de l’adaptation de systèmes composés d’autres systèmes.
Ces deux travaux nous ont de ce fait poussés à aborder la question de l’adaptation mu-
tuelle de deux systèmes adaptatifs. Le chapitre suivant étudie cette question et propose
un certain nombre de réponses concernant la mise au point d’un AMAS composé d’autres
AMAS. Nous désignons ce genre de systèmes comme des « AMAS d’AMAS ».
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6 Couplage de SystèmesAdaptatifs
« Former un couple c’est n’être qu’un ; mais lequel ? »
Proverbe anglais
LE bilan du chapitre précédent fait état de perspectives de généralisation au niveau del’approche par AMAS. Nous concevons des systèmes de plus en plus complexes et
adaptatifs qui sont eux-mêmes composés de multiples couches de systèmes adaptatifs. Or,
il s’avère que l’adaptation mutuelle de ces différentes couches accroît la difficulté de mise au
point et de maîtrise de la convergence. En effet, la conception d’ABELA a mis en évidence ce
problème d’adaptation mutuelle de systèmes adaptatifs. De même, la mise en interatranspo-
sitionction de l’UPM et de l’UIM a nécessité une réflexion spécifique qui a mis en évidence
l’importance de la notion de criticité pour la coopération.
Sur le plan des applications, le développement des réseaux de télécommunication, la gé-
néralisation des connexions sans fils et le développement de l’informatique dite « diffuse »
(pervasive computing) ne laisse pas de doute : les systèmes informatiques futurs interagi-
ront toujours plus, s’adapteront aux utilisateurs en temps réel ainsi qu’aux autres systèmes
et à leurs services. Il est donc nécessaire de se poser la question de la réutilisabilité et de
l’utilisation conjointe d’AMAS qui, conçus dans un premier temps pour fonctionner dans
un environnement ne contenant pas d’autres systèmes adaptatifs, seront amenés à interagir
de plus en plus avec d’autres systèmes adaptatifs (voire d’autres AMAS).
Ce chapitre a pour objet l’étude de l’adaptation mutuelle par coopération de deux AMAS
interdépendants. Chaque système est supposé avoir été tout d’abord conçu indépendam-
ment de l’existence de l’autre. Ils ont été mis au point séparément et jugés fonctionnelle-
ment adéquats dans leur environnement d’origine. Réunis au sein du même environnement,
chaque AMAS constitue alors une partie de l’environnement de l’autre. L’interdépendance
de ces systèmes réside ainsi dans le fait que l’activité collective de l’un fournit les ressources
(les services) nécessaires à l’activité de l’autre (et inversement). Autrement dit, pour chaque
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système, une partie des services qu’il obtenait dans son environnement originel est alors
supposé être assuré par l’autre système.
Dans ce cadre notre objectif est d’ouvrir le champ des investigations permettant de pro-
gresser vers la maîtrise de l’adaptation mutuelle de plusieurs AMAS, qui, réunis dans un
même environnement devraient constituer, à un niveau supérieur, un « AMAS d’AMAS »
ou, autrement dit, un « système adaptatif de systèmes adaptatifs ». Pour ce faire, nous propo-
sons un début de réponse aux questions suivantes : deux AMAS réunis dans un même en-
vironnement peuvent-ils devenir mutuellement adéquats entre eux et leur environnement ?
Sont-ils pour autant coopératifs l’un vers l’autre ? Quelles capacités comportementales faut-
il ajouter pour assurer cette coopération ? Est-ce que cette mise en coopération peut-être un
processus automatique ou est-ce du ressort du concepteur, d’une méthode ?
Nous apportons ces réponses en suivant une démarche progressive, dans laquelle nous
définissons tout d’abord ce que nous entendons par agent AMAS doté d’un comportement
coopératif. Nous définissons ensuite quelles conditions un AMAS et ses composants doivent
nécessairement respecter pour atteindre l’adéquation fonctionnelle. Puis, nous examinons
ce qu’il se passe lorsque deux AMAS tels que décrits précédemment interagissent dans le
même environnement. Enfin, nous donnons quelques pistes pour la mise en coopération
adaptative de plusieurs AMAS.
6.1 Fondements des AMAS
6.1.1 Définitions
Nous nous plaçons dans un monde composé d’un milieu et d’entités. Par milieu, nous
entendons par exemple l’espace physique dans lequel évoluent des agents situés (l’air, le
sol) ou bien un milieu totalement virtuel dans lequel des agents sociaux peuvent interagir
par l’intermédiaire d’envoi de messages.
Soit E l’ensemble des entités. Parmi les entités ei ∈ E , certaines sont actives et d’autres
passives.
Un agent AMAS est une entité active. Dans la suite, lorsque nous parlerons d’agent
nous ferons référence à un agent AMAS. Soit A l’ensemble des agents AMAS.
Une situation est la partie de l’état du monde perçue par une entité à un instant donné.
Soit Se l’ensemble des situations dans lesquelles peut se trouver l’entité e ∈ E .
Un agent a ∈ A a une perception locale de son environnement. Ainsi, à chaque instant,
un agent AMAS perçoit un sous-ensemble de l’état du monde, c.-à-d. sa situation Sa.
Un agent a des capacités d’action locales dans son environnement. Soit Aa l’ensemble
des actions que a ∈ A peut exécuter. act ∈ Aa peut alors être autant une action atomique
qu’une action composée d’autres actions, sous réserve que act peut être exécutée durant une
étape d’action de a. L’exécution d’une action a pour effet de faire passer l’agent qui l’exécute
d’une situation à une autre. Aussi nous décrivons une action act ∈ Aa comme une fonction
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de transition entre une situation s ∈ Sa de départ et une situation s′ ∈ Sa d’arrivée :
act : Sa 7→ Sa
s → s′
Un agent a des capacités de raisonnement limitées. Il raisonne à partir de perceptions et
de connaissances limitées. Soit da la fonction de décision de a ∈ A. Cette fonction retourne
l’action que a va entreprendre en fonction de la situation dans laquelle il se trouve :
da : Sa 7→ Aa
s → a
Un agent est autonome et possède un but local (se trouver dans une situation qu’il consi-
dère satisfaisante). En ce sens, ce but influence sa fonction de décision da.
A chaque instant, un agent peut estimer une mesure de satisfaction en fonction de sa
situation courante. Cette satisfaction est une sorte de mesure de proximité entre la situation
courante et son but local. Ainsi, plus l’agent est proche de son but, plus il est satisfait.
Dans le contexte de l’approche par AMAS, cette notion de satisfaction est exprimée au
travers de la notion de criticité. La criticité correspond alors à la notion de distance entre
la situation courante et le but local de l’agent. Ainsi, plus l’agent est éloigné de son but,
plus il estime sa situation courante comme critique. La criticité constitue en quelque sorte le
complémentaire de la satisfaction.
Un agent a une attitude coopérative, c.-à-d. qu’il agit de manière à aider les agents de
son voisinage qui sont dans une situation plus critique, sans que cela ne fasse aller d’autres
agents dans une situation plus critique que les premiers.
6.1.2 Situation Non Coopérative (SNC)
Un agent considère être en Situation Non Coopérative (SNC) lorsque, en vertu de ses
propres capacités de perception, de raisonnement et d’action :
1. il se considère comme étant dans une situation de criticité non nulle et il estime qu’il
existe d’autres entités :
(a) qui pourraient l’aider à recouvrer une situation moins critique,
(b) sans que celles-ci ne se retrouvent elles-mêmes dans une situation plus critique
que cet agent.
2. ou, il considère qu’il existe d’autres entités qui sont dans une situation de criticité non
nulle et il estime :
(a) qu’il pourrait aider ces entités à recouvrer une situation moins critique,
(b) sans pour autant se trouver lui-même dans une situation plus critique que ces
entités.
Étant donnée cette définition, il est nécessaire de préciser les points suivants :
– Non nécessité d’identification du voisinage : un agent peut estimer être en SNC sans pour
autant identifier directement les entités qu’il pourrait aider ou dont il pourrait éven-
tuellement obtenir de l’aide.
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– Définition relative aux capacités de l’agent : la notion de SNC est toute relative aux capa-
cités de perception, de raisonnement et d’action des agents. Un agent s’estime en SNC
relativement aux hypothèses (aux connaissances) qu’il a du monde et des entités qui
l’entourent (leurs critères de satisfaction, leurs capacités de raisonnement, d’action,
etc.).
– Possible multiplicité de SNC dans une situation : un agent peut considérer être dans une
situation où plusieurs SNC ont lieu. Chaque SNC correspondant à une partie précise
de la situation courante. En toute rigueur il faudrait parler de « Partition de Situation
Non Coopérative », cependant pour des raisons de simplicité, nous emploierons le
terme de SNC ; ceci, en gardant à l’esprit qu’une SNC peut ne qualifier qu’une partie
de la situation dont il est question.
6.1.2.1 Criticité
Lorsque un agent détecte une SNC, il lui attribue une mesure de criticité qui correspond
à la part de criticité qu’elle implique soit pour sa propre situation, soit pour la situation d’un
autre agent. Un agent AMAS peut déterminer les SNC ainsi que leurs criticités de plusieurs
manières :
1. en fonction de critères a priori déterminés. Dans ce cas ses propres capacités de percep-
tion et de raisonnement lui permettent d’interpréter la criticité de cette SNC.
2. en fonction de feedbacks transmis entre agents. Lorsqu’un agent ne peut percevoir la
situation d’un autre agent, cet autre agent peut éventuellement l’informer de la criticité
d’une SNC qu’il a détecté. A ce feedback, l’agent émetteur peut potentiellement joindre
les informations utiles pour la résolution de cette SNC.
3. en fonction de requêtes de services transmises entre agents. Il se peut qu’un agent ait
besoin des compétences d’un autre agent afin de pouvoir assurer le maintien d’une
activité coopérative. Cet agent joint alors à sa requête de service la criticité de la SNC
qu’il rencontrerait s’il n’obtenait pas satisfaction.
6.1.2.2 Dépendances entre SNC
Un agent résout une SNC lorsqu’il agit de manière à diminuer sa criticité. Du point de
vue d’un agent, il existe trois sortes de dépendances entre SNC (SNC1 et SNC2) :
L’indépendance : lorsque la résolution de SNC1 n’a pas d’effet sur la criticité de SNC2, c.-
à-d. lorsque les « partitions de situations » associées aux SNC sont disjointes.
La corrélation positive lorsque la résolution de SNC1 implique un effet sur la criticité de
SNC2 et que la modification de la criticité de SNC1 équivaut à une modification de la
criticité de SNC2 dans le même sens. Par exemple, la réduction (resp. l’augmentation)
de la criticité de SNC1 implique la réduction (resp. l’augmentation) de celle de SNC2.
La corrélation négative (ou le conflit) lorsque la résolution de SNC1 implique un effet sur
la criticité de SNC2 et que la modification de la criticité de SNC1 implique une modifi-
cation de la criticité de SNC2 dans le sens contraire.
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6.1.3 Attitude Coopérative d’un Agent
6.1.3.1 Définition
Un agent a une attitude coopérative lorsque son activité tend en priorité à résoudre et à
anticiper toutes les SNC qu’il pourrait rencontrer avec son environnement.
Dans le cadre des AMAS fonctionnellement adéquats que nous analysons ici, cela si-
gnifie que un agent a ∈ A a une attitude coopérative ssi, pour toutes les situations dans
lesquelles il peut se trouver en SNC, il vérifie les conditions suivantes :
– Coop1(a) : a a les moyens d’associer une criticité correcte à chaque SNC.
– Coop2(a) : a a les moyens de déterminer les dépendances entre chaque SNC.
– Coop3(a) : a peut agir de manière à minimiser la criticité max de chaque ensemble
de SNC en conflit. Ces moyens d’actions peuvent être directs ou indirects par la solli-
citation des compétences d’autres agents.
Nous noterons donc qu’un agent a ∈ A a une attitude coopérative grâce au prédicat Coop
défini de la manière suivante :
Coop(a) ⇐⇒ Coop1(a) ∧ Coop2(a) ∧ Coop3(a)
Ainsi, si l’on note ζa(s) la fonction qui retourne la somme des criticités maximales de
chaque ensemble de SNC en conflit estimé par a lorsqu’il est dans la situation s, alors :
Coop(a) ⇐⇒ ∀s ∈ Sa,@act ∈ Aa
tq. act 6= dec ∧ ζa(act(s)) < ζa(dec(s))
avec dec = da(s)
On juge toujours l’attitude coopérative d’un agent relativement à un certain nombre
d’hypothèses faites explicitement ou implicitement sur son environnement local. Lorsque
ces hypothèses ne sont plus vérifiées, il n’est plus possible de garantir que l’agent ait une
attitude coopérative.
6.1.3.2 Criticité et attitude coopérative
L’attitude coopérative nécessite que la criticité soit correctement interprétée par les
agents. En effet :
– l’attitude d’un agent est jugée altruiste lorsque qu’il estime la criticité de la situation
des autres agents comme étant toujours supérieure à la sienne.
– l’attitude d’une agent est jugée égoïste lorsque qu’il considère la criticité de sa propre
situation comme étant toujours supérieure à celle des autres.
– l’attitude d’un agent est jugée coopérative lorsque qu’elle estime équitablement la
criticité de sa propre situation relativement a celle des autres. L’agent ne se favorise
pas et ne favorise pas non plus les autres agents.
Il est idéalement souhaitable que le point de vue subjectif d’un agent soit aussi celui
d’un observateur oracle. Ainsi tous les agents pourraient porter le même jugement sur une
même situation. Ce n’est cependant pas le cas en pratique à cause de la dynamique de l’en-
vironnement et des limites intrinsèques aux agents qui ont des points de vue locaux et des
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compétences limitées. Une des difficultés essentielles pour la conception des systèmes arti-
ficiels coopératifs est d’avoir une estimation locale de la situation qui soit la moins faussée
possible pour respecter les exigences liées à l’attitude coopérative.
Dans le meilleur des cas, lorsqu’un agent est doté de la « meilleure attitude coopérative
possible », son activité tend à éviter et résoudre toutes les SNC qu’il pourrait détecter.
6.2 Adéquation fonctionnelle d’un AMAS
L’adéquation fonctionnelle d’un système dans son environnement peut être définie en
fonction de la caractérisation des activités du système dans son environnement.
6.2.1 Activité et adéquation fonctionnelle
L’activité d’un système dans son environnement peut être :
– Coopérative : lorsque son activité favorise l’activité de son environnement.
– Indifférente : lorsque son activité n’a pas d’impact sur l’activité de son environnement.
– Antinomique : lorsque son activité va à l’encontre/est contraire à l’activité de son envi-
ronnement.
Un système a alors une activité non coopérative lorsque son activité est soit indifférente, soit
antinomique.
Définition 1 (Adéquation fonctionnelle). Tout système qui n’a temporairement pas d’activité
antinomique dans son environnement est en adéquation fonctionnelle durant cet intervalle de temps.
6.2.2 SNC et activité
Définition 2 (Activité temporairement coopérative). Un agent a une activité temporairement
coopérative dans son environnement, lorsque pour toutes les situations dans lesquelles il se trouve
durant ce laps de temps, et du point de vue d’un oracle extérieur, il n’est pas en SNC.
Etant donné qu’un agent a une attitude coopérative, il agit de manière à éviter et ré-
soudre toutes les SNC qu’il pourrait détecter, par conséquent son activité tend à être la plus
coopérative possible dans son environnement.
6.2.3 Convergence vers l’adéquation fonctionnelle
Soit Φ l’ensemble des AMAS possibles. Tout système φ ∈ Φ est composé uniquement
d’agents AMAS.
Convergence vers l’adéquation fonctionnelle. Nous allons ici identifier quelles sont les
conditions requises pour considérer que φ peut tendre vers l’adéquation fonctionnelle.
Admettons que φ ne soit pas fonctionnellement adéquat. Cela implique alors, selon la
définition 1, qu’il y a au moins un agent qui le compose qui a une activité non coopérative
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avec l’environnement de l’AMAS. Soit Asnc ⊆ φ l’ensemble des agents qui ont une activité
non coopérative avec l’environnement, selon la définition 2 tout agent a ∈ Asnc est confronté
à au moins une situation non coopérative. Ainsi, φ ne peut atteindre l’adéquation fonction-
nelle que si les activités respectives de chaque agent de Asnc et potentiellement de leurs
voisins tendent à résoudre ces SNC.
Dans l’approche par AMAS, le fait qu’un agent ait une attitude coopérative garantit que
son activité tend vers la résolution des SNC qu’il rencontre. Le fait que chaque agent a ∈ φ
ait une attitude coopérative garantit donc qu’il puisse atteindre l’adéquation fonctionnelle.
Soit Adq le prédicat qui détermine si un système composé d’agents peut atteindre d’adé-
quation fonctionnelle. On peut alors poser :
∀a ∈ φ, Coop(a) =⇒ Adq(φ)
Optimalité de la convergence. Nous nous demandons alors quelles sont les conditions qui
peuvent faire penser que, étant donné les capacités limités de perception, décision et d’action
des agents d’un système φ, ce dernier va converger de manière optimale. Autrement dit,
entre deux pas de temps, il n’existe pas de configuration du système qui ait des interactions
plus coopératives. Affirmer cela nécessite de considérer que chaque agent résout au mieux
les SNC qu’il rencontre. Or un agent a ∈ φ garantit de posséder cette propriété si Coop(a).
Soit Adqo le prédicat qui détermine si un système composé d’agents peut converger de
manière optimale vers l’adéquation fonctionnelle. On peut alors poser :
∀a ∈ φ, Coop(a) =⇒ Adqo(φ)
6.3 Coopération de deux AMAS
Nous nous intéressons à un couple d’AMAS que l’on veut plonger dans un même en-
vironnement. Pour rappel, ces deux AMAS sont interdépendants en termes de services, c.-
à-d. qu’ils interagissent au travers de requêtes de services et de feedbacks. Ces AMAS ont
été conçus et se sont avérés fonctionnellement adéquats indépendamment de l’application
dans laquelle nous nous plaçons. Ainsi, pour chaque système, un sous ensemble des services
qu’il obtenait dans l’environnement pour lequel il a été conçu originellement est maintenant
assuré par l’autre système. Soit φ ∈ Φ et ψ ∈ Φ les deux AMAS en question.
Au cours de cette section, nous nous interrogeons sur les différentes conditions requises
afin que ce couple de systèmes soit considéré lui même comme un AMAS et ainsi hérite
des propriétés d’adaptation recherchées. Le système composé des deux systèmes est noté :
ρ = φ ∪ ψ.
6.3.1 Coopération de deux AMAS qui ignorent mutuellement le statut AMAS
de l’autre
La première étape de notre démarche consiste à examiner le couple d’AMAS et ses pro-
priétés lorsque l’hypothèse suivante est vérifiée :
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Hypothèse 6.1 (Les deux AMAS ignorent le statut de l’autre). Chaque AMAS, φ et ψ, « ignore »
qu’il interagit en partie avec un autre AMAS.
6.3.1.1 Adéquation fonctionnelle des deux AMAS
Nous nous demandons tout d’abord si, dans ces conditions, ρ a la capacité de tendre
vers l’adéquation fonctionnelle. Autrement dit, sous l’hypothèse 6.1, est-ce que Adq(ρ) est
vérifié ?
Etant donné l’hypothèse 6.1, φ ignore ψ ce qui implique que du point de vue de φ tout se
passe comme s’il était dans un environnement conforme à celui dans lequel il a été conçu (et
s’est avéré fonctionnellement adéquat). Ainsi, les hypothèses sur lesquelles a été déterminé
le comportement coopératif de chaque agent a ∈ φ sont respectées. On peut donc affirmer
que ∀a ∈ φ, Coop(a) (cf. § 6.1.3), et donc, selon l’implication de la section 6.2.3 Adq(φ) est
vérifiée.
Le même raisonnement peut être fait pour ψ ; ainsi est Adq(ψ) vérifié.
Etant donné que φ et de ψ peuvent atteindre l’adéquation fonctionnelle et que ce sont les
seuls composants de ρ :
Adq(φ) ∧ Adq(ψ) =⇒ Adq(ρ)
6.3.1.2 Coopération des deux AMAS
Nous nous interrogeons ici sur la nature des échanges entre les deux AMAS et plus
précisément nous nous demandons si l’hypothèse 6.1 suffit pour que l’on puisse dire qu’il y
ait coopération entre les deux AMAS. Autrement dit est-ce que φ a une attitude coopérative
envers ψ et inversement ?
Pour que cela soit le cas, il faut que chaque agent a ∈ φ qui interagit avec b ∈ ψ ait
une attitude coopérative envers b. Avoir une attitude coopérative envers b signifie alors être
capable de juger avec pertinence la criticité de la situation dans laquelle est impliqué b. Or,
l’hypothèse 6.1 implique que lorsque a interagit avec b, il juge la situation dans laquelle
est impliqué b avec des hypothèses valables dans un environnement dépourvu de système
adaptatif. Ainsi, il n’est pas possible de garantir que a évalue correctement la criticité de la
situation dans laquelle est impliquée b.
Coop1(a) n’étant pas garantie, Coop(a) n’est pas garantie non plus. Donc φ n’est pas
garanti d’avoir une attitude coopérative avec ψ. Le même raisonnement à partir de ψ nous
permet de conclure que ψ n’est pas non plus garanti d’avoir une d’attitude coopérative
envers φ.
6.3.1.3 Convergence optimale vers l’adéquation fonctionnelle
C’est l’attitude coopérative des agents d’un AMAS qui garantit la convergence optimale
de l’AMAS (cf. § 6.2.3 ; optimum relatif aux capacités limités de perception, de décision et
d’action des agents). Or nous avons précédemment conclu qu’il n’était pas possible de ga-
rantir l’attitude coopérative de φ envers ψ et inversement. Il n’est donc pas non plus possible
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de garantir la convergence optimale du système ρ composé de φ et de ψ.
6.3.2 Coopération de deux AMAS fusionnés
Il n’est pas suffisant de plonger les deux AMAS φ et ψ dans un environnement commun
pour qu’ils puissent former ensemble un AMAS de plus haut niveau. Bien que cela soit
suffisant pour obtenir un système qui tende vers l’adéquation fonctionnelle, il ne constitue
pas un système à milieu intérieur coopératif. Il n’est alors pas optimal en terme de vitesse
de convergence vers l’adéquation fonctionnelle. Nous élargissons donc l’hypothèse 6.1 :
Hypothèse 6.2 (AMAS fusionnés). Les deux AMAS φ et ψ ont conscience qu’ils interagissent
avec un autre AMAS.
Autrement dit, les agents d’un AMAS peuvent interagir en se communicant leurs criti-
cités afin de leur permettre d’avoir une attitude coopérative lorsqu’ils n’ont pas les moyens
d’évaluer la criticité de leur interlocuteur. Ainsi, les agents des deux systèmes peuvent inter-
agir comme s’ils faisaient partie du même milieu intérieur et peuvent s’appuyer sur la cri-
ticité transmise par d’autres agents afin d’avoir une attitude coopérative cf. § 6.1.2.1). Mise
à part la capacité de se transmettre les mesures de criticité, nous ne modifions rien d’autre,
d’où :
Hypothèse 6.3 (Interprétation et calcul de criticité non modifiés). Le calcul et l’interprétation
de la criticité de part et d’autre de chaque système φ et ψ ne sont pas modifiés. Chaque agent ne
modifie pas sa manière d’interpréter et de calculer la criticité.
6.3.2.1 Adéquation fonctionnelle
Comme dans la section 6.3.1.1 nous examinons si, dans les conditions imposées par les
hypothèses 6.2 et 6.3, ρ a les moyens de tendre vers l’adéquation fonctionnelle.
Autrement dit, le fait que les agents se transmettent leurs criticités, telles quelles sont
calculées dans chaque système pris isolément, suffit-il pour que l’AMAS fusionné atteigne
l’adéquation fonctionnelle ?
Soit a ∈ φ et b ∈ ψ. a est dépendant du service de b. a transmet alors une requête à b.
Cette requête est associée à une criticité estimée par a, qui qualifie sa situation future si b ne
satisfaisait pas son besoin.
Dans ce scénario, b n’a une attitude coopérative que si il est capable d’interpréter correc-
tement la situation de a ; ceci, afin d’agir de manière à minimiser la criticité maximale des
ensembles de SNC conflictuelles. Or, il n’est pas garanti que la norme utilisée dans le calcul
de la criticité de a soit la même que celle en vigueur dans ψ.
En effet, pour chaque agent, nous ne touchons pas à l’interprétation de ces valeurs de
criticité. Cette interprétation n’est donc seulement valable que lorsque les hypothèses d’ori-
gines sont respectées. Or cela n’est vrai que dans le milieu intérieur de chaque système φ et
ψ. L’attitude de b n’est donc pas garantie d’être coopérative avec a.
D’un autre point de vue, a ne transmet pas à b une valeur de criticité garantie correcte
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pour son destinataire. Donc, dans ces conditions l’attitude coopérative de a ne peut pas non
plus être garantie.
Ainsi, étant donné qu’il n’est pas possible de garantir ∀a ∈ ρ, Coop(a), on ne peut garan-
tir Adq(ρ).
6.3.3 Mise en coopération des AMAS fusionnés
Il ne suffit pas de permettre aux agents de φ et de ψ de se communiquer leurs criticités
pour garantir l’adéquation fonctionnelle. En effet, il n’est pas garanti qu’une même valeur
de criticité exprime le même niveau d’insatisfaction pour deux agents appartenant à des
systèmes différents.
Cette garantie pourrait être assurée par une des deux solutions suivantes :
1. Reprendre l’analyse de chaque système, reformuler les hypothèses sur lesquelles se
basent la coopération et reconcevoir le calcul des criticités. Cela s’avère un travail lourd
et fastidieux qui nécessite un retour sur la conception des deux AMAS.
2. Etablir un système de transposition de criticité lors de communications inter-systèmes.
La seconde solution s’avère bien évidement la plus pertinente d’un point de vue de la réuti-
lisation des systèmes, surtout si l’on pouvait effectuer cette tâche automatiquement.
6.3.3.1 Transposition des valeurs de criticités
Hypothèse 6.4 (Normalisation des criticités). Nous supposons qu’au sein de chaque système φ
et ψ les valeurs de criticités sont normalisées dans l’intervalle [0; 1]. La quantité de problèmes qu’ex-
prime une criticité est proportionnelle a cette valeur (une criticité de 1 est dix fois plus problématique
qu’une criticité de 0,1)
Ainsi, dans chaque système une criticité c = 0 correspond à la limite vers laquelle tend
les SNC les moins graves et une criticité de c = 1 correspond à la pire SNC qui puisse avoir
lieu. Cependant d’un point de vue d’un oracle extérieur, la pire des situations dans le sys-
tème φ n’est pas nécessairement une situation très problématique comparée à la pire des
situations possibles dans l’autre système ψ. Ainsi afin que deux agents puissent se commu-
niquer des valeurs de criticité comparables, ces dernières doivent être transposées.
Soit τa,b la fonction qui effectue la transposition de la criticité de la fonction de l’agent
a ∈ φ vers un agent b ∈ ψ :
τa,b : [0; 1] 7→ R
ca → cb
avec ca la criticité de a et cb la criticité équivalente pour b. cb est définie sur R car il se peut
que la criticité de a soit supérieure à la pire des criticités possibles de ψ (il se peut aussi
qu’elle soit inférieure à toutes les criticités possibles dans ψ et ainsi se voir attribuer une
valeur négative).
Afin de satisfaire les exigences de la coopération, la fonction τa,b doit permette à b de
bien interpréter les criticités des situations de a. Ainsi :
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1. si a a attribué la criticité c1 à la SNC s1 et c2 à s2 avec c1 > c2, alors il faut que cet
ordre soit perçu de la même manière par b. Il faut donc que τa,b respecte la relation
d’ordre impliquée par le jugement de criticité de a. Les criticités étant ordonnées par
ordre croissant, τa,b doit être une fonction strictement croissante.
2. De plus, afin que b puisse comparer ses propres criticités à celles de a, il est nécessaire
que τa,b respecte la relation de proportionnalité des criticités de a. En effet, dans chaque
système les valeurs de criticité sont proportionnellement réparties en fonction du de-
gré de problèmes que ces valeurs expriment. On en déduit alors que τa,b doit être une
fonction linéaire strictement croissante.
Nous pouvons alors déduire de ces contraintes la forme de la fonction τa,b. En effet, cette
fonction doit répartir de manière proportionnelle les criticités de a entre (i) la valeur de
criticité de b qui correspond à la plus basse criticité de a et (ii) la valeur de criticité de b qui
correspond à la plus forte criticité de a. Nous définissons ces deux valeurs en fonction de
∆mina,b et ∆
max
a,b , où :
– ∆mina,b est la différence entre la criticité de b équivalente à la plus basse criticité de a et
la plus basse criticité de b (0).
– ∆maxa,b est la différence entre la criticité de b équivalente à la plus forte criticité de a et la
valeur de la plus forte criticité de b (1).
τa,b(ca)→ cb
1
0
1
0
∆mina,b
∆maxa,b
a b
τb,a(1)
τa,b(1)
τa,b(0)
Figure 6.1 — Illustration de la fonction de transposition de criticité τa,b
La figure 6.1 illustre la manière dont la fonction τa,b, effectue la transposition entre une
criticité ca fournie par a et cb la valeur correctement interprétable par b. Sur la gauche est
représenté la plage de criticités de a et sur la droite la plage de criticités de b ; la zone ha-
churée représente la bijection que τa,b définit entre ces deux plages. La fonction τa,b peut être
exprimée comme suit :
τa,b(ca) = ca · (1+ ∆maxa,b − ∆mina,b ) + ∆mina,b
On peut remarquer que τa,b admet une fonction réciproque 1 τb,a qui permet à a d’interpréter
1. En toute rigueur cela n’est vrai que si τa,b est définie comme une fonction dont les antécédents appar-
tiennent àR : τa,b : R 7→ R ; nous n’en tenons cependant pas compte car la transposition se fait toujours à partir
de la criticité originale d’un agent, c.-à-d. appartenant à la norme [0 ;1], vers une criticité relative à la norme de
l’autre agent, c.-à-d. à l’extérieur ou à l’intérieur de la norme de ce dernier (que ce soit de a vers b, ou de b vers
a).
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correctement les criticités de b.
τb,a(cb) =
cb − ∆mina,b
1+ ∆maxa,b − ∆mina,b
Ayant défini le mécanisme de transposition nécessaire à la communication des criticités
entre deux agents appartenant à des AMAS différents, deux questions se posent :
1. Est-ce que la manière de transposer la criticité de a vers b est spécifique à ce seul couple ?
Autrement dit, est-ce que la fonction de transposition τa,b est propre à chaque couple
d’agents (a, b) ?
2. Comment déterminer les paramètres de cette fonction ? C’est-à-dire comment détermi-
ner ∆mina,b et ∆
max
a,b ?
6.3.3.2 Spécificité de la fonction de transposition
Soit les agents a ∈ φ, b ∈ φ et c ∈ ψ. Supposons que a et b soient dépendants du service
de c. Soit τa,c (resp. τb,c) la fonction de transposition de la criticité des messages transitant de
a vers c (resp. de b vers c). Supposons τa,c 6= τb,c (donc ∆mina,c 6= ∆minb,c ∨ ∆maxa,c 6= ∆maxb,c ).
Considérons que a et b soient chacun confrontés à une situation de même criticité (ζa =
ζb) dont la solution est de solliciter les services de c. Ceux-ci envoient donc une requête à c
associée à leur valeurs respectives de criticité (ζa et ζb). c perçoit alors le message de a avec
une criticité de τa,c(ζa) et le message de b avec une criticité de τb,c(ζb).
Ainsi, du point de vue de c, le fait que τa,c 6= τb,c ne peut garantir que τa,c(ζa) = τb,c(ζb) ;
il est alors fort probable que c considère que soit a, soit b est dans une situation plus critique
que l’autre. Or, dans le contexte de φ cela est faux : il n’est donc pas garanti que c interprète
bien la criticité de a et de b.
Ainsi, utiliser des fonctions de transposition spécifiques à chaque couple d’agents ne per-
met pas de garantir que les agents aient une attitude coopérative. Par conséquent, dans ces
conditions, il n’est pas non plus possible de garantir la convergence de ρ vers l’adéquation
fonctionnelle.
Il est en effet important de garantir que l’ordre établi par le jugement de criticité des
situations (la norme en vigueur) dans le système d’origine, par exemple φ, soit conservé à
l’extérieur de ce système, par exemple dans ψ. Ainsi, deux situations perçues à l’extérieur
de φ sont garanties d’être traitées au travers d’une attitude coopérative.
Etant donné que les différentes valeurs possibles de criticité calculées au sein d’un sys-
tème sont réparties sur le domaine de valeurs continu [0; 1] (cf. hypothèse 6.4), le seul moyen
de garantir une transposition qui respecte l’ordre établi est d’appliquer une même fonction
de transposition τφ,ψ dédiée à la communication entre deux AMAS φ et ψ. La communica-
tion dans l’autre sens sera transposée par la fonction réciproque τψ,φ. Ces deux fonctions
partageant les mêmes paramètres, il est nécessaire de déterminer les paramètres adéquats
pour une transposition fidèle des criticités.
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6.3.3.3 Détermination des paramètres de transposition
Cette section a pour objectif de proposer un moyen de déterminer la valeur des para-
mètres de la fonction de transposition des criticités du système φ vers le système ψ : ∆minφ,ψ et
∆maxφ,ψ .
Rôle des paramètres. Il est tout d’abord nécessaire de bien mesurer le rôle et le sens de
chaque paramètre pour chaque système. La figure 6.2 reprend le schéma de la figure 6.1 en
le remettant dans le contexte des systèmes ψ et φ. Elle illustre les deux fonctions réciproques
τφ,ψ et τψ,φ ainsi que leurs paramètres respectifs (∆minφ,ψ , ∆
max
φ,ψ et ∆
min
ψ,φ , ∆
max
ψ,φ ).
τφ,ψ(cφ) → cψ
cφ ← τψ,φ(cψ)
1
0
1
0
∆minφ,ψ
∆maxφ,ψ
τψ,φ(1)
τφ,ψ(1)
τφ,ψ(0)
φ ψ
τψ,φ(0)
∆maxψ,φ
∆minψ,φ
Figure 6.2 — Illustration du problème de détermination des paramètres de τφ,ψ
Soient l’agent a ∈ φ et l’agent b ∈ ψ. Du point de vue de b :
– τφ,ψ(1) correspond à la valeur de criticité de la situation la plus problématique que
puisse rencontrer a ;
– à l’inverse, τφ,ψ(0) correspond à la valeur de criticité limite vers laquelle tendent les
situations les moins problématiques que a puisse rencontrer.
Or, pour b, τφ,ψ(0) = 0+ ∆minφ,ψ et τφ,ψ(1) = 1+ ∆
max
φ,ψ .
Ainsi, du point de vue de b :
– ajuster ∆maxφ,ψ correspond à ajuster sa manière d’interpréter la criticité de la pire situa-
tion que a puisse rencontrer dans φ ;
– ajuster ∆minφ,ψ correspond à ajuster sa manière d’interpréter la criticité limite vers la-
quelle tendent les situations les moins problématiques de φ.
Bien entendu, la même remarque peut être alors faite du point de vue de a en considérant
respectivement ∆maxψ,φ et ∆
min
ψ,φ .
Dans l’exemple de la figure 6.2, on voit bien que les valeurs ∆min et ∆max peuvent aussi
bien être positives (par exemple ∆minφ,ψ et ∆
max
φ,ψ ) que négatives (par exemple ∆
min
ψ,φ et ∆
max
ψ,φ ).
Etant donné que τψ,φ est la réciproque de τφ,ψ (cf. § section 6.3.3.1), leurs paramètres sont
interdépendants. On remarque alors que :
∆maxψ,φ = −∆maxφ,ψ ·
1
1+ ∆maxφ,ψ − ∆minφ,ψ
et ∆minψ,φ = −∆minφ,ψ ·
1
1+ ∆maxφ,ψ − ∆minφ,ψ
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Ainsi, ajuster ∆maxφ,ψ dans un sens, c.-à-d. réduire ou augmenter cette valeur, a exactement
l’effet inverse sur ∆maxψ,φ , ceci à un coefficient près (même remarque pour ∆
max
φ,ψ et ∆
min
ψ,φ ). Cette
relation logique est pour le coup obligatoire afin de garantir une interprétation correcte des
criticités (et donc la coopération entre les deux AMAS).
Etant donné cette équivalence, dans la suite de ce chapitre nous ne traiterons que de
l’ajustement de ∆minφ,ψ et de ∆
max
φ,ψ , ceci du point de vue de b ∈ ψ.
Heuristique d’ajustement locale. L’ajustement de la fonction de transposition τφ,ψ passe
par l’ajustement de ses paramètres ∆minφ,ψ et ∆
max
φ,ψ . Lorsque cette fonction n’est pas adéquate,
les criticités perçues par b sont soit sous-estimées, soit surestimées. Il s’agit alors de déter-
miner les situations qui peuvent faire penser qu’il y a sous-estimation ou surestimation des
criticités. Ainsi, à chaque situation de ce type, chaque agent de ψ agira sur la fonction de
transposition de manière à corriger le problème constaté.
Lorsque b n’est pas en mesure de satisfaire toutes les requêtes reçues – à cause de conflits
ou parce que b ne peut matériellement pas toutes les traiter – c’est sur la base de la criticité
associée à chaque requête que l’agent b choisit celles qui doivent être traitées en priorité.
L’idée est alors d’observer l’origine des requêtes non traitées. Par exemple, si b constate qu’il
favorise systématiquement les requêtes provenant de son propre système au détriment de
celles provenant de φ, alors on peut penser que la fonction de transposition sous-estime la
criticité des messages provenant de ce dernier système. En effet, la requête a été envoyée de
φ vers ψ car cela était coopératif dans l’environnement original de φ (autrement dit du point
de vue du milieu intérieur de φ) ; il n’y a donc pas de raisons qu’elle soit systématiquement
non satisfaite.
C’est donc en connaissance de l’origine des requêtes que nous proposons de baser notre
raisonnement. Nous posons donc l’hypothèse suivante :
Hypothèse 6.5 (Origine des requêtes). Toute requête reçue par un agent contient son origine.
Cette origine ne correspond pas forcément à l’émetteur de la requête, mais désigne l’agent qui est à la
source du processus aboutissant à la réception de cette requête.
Nous considérons alors que :
– il est probable que τφ,ψ sous-estime les criticités des requêtes provenant de φ lorsque, à
un instant donné :
1. un agent de ψ reçoit plusieurs requêtes conflictuelles dont au moins une a pour
origine un agent de φ et au moins une autre a pour origine un agent de ψ,
2. cet agent ne traite aucune requête initiée par le milieu intérieur de φ (il a préféré
traiter les requêtes provenant de son propre milieu intérieur).
– il est probable que τφ,ψ surestime les criticités des requêtes provenant de φ lorsque, à un
instant donné :
1. un agent de ψ reçoit plusieurs requêtes conflictuelles dont au moins une a pour
origine un agent de φ et au moins une autre a pour origine un agent de ψ,
2. cet agent ne traite aucune requête initiée par son propre milieu intérieur (il a
préféré traiter les requêtes provenant de φ).
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Ainsi, lorsque l’une de ces situations a tendance à se répéter de manière trop fréquente
par rapport à l’autre, il est nécessaire d’ajuster les paramètres de τφ,ψ de manière à ce que les
valeurs de criticités perçues ne soient ni surestimées, ni sous estimées. Cela permet alors de
traiter chaque requête de manière équitable (ou coopérative ; cf. § 6.1.3.2).
Pour ce faire, nous proposons d’ajuster progressivement les paramètres de τφ,ψ de ma-
nière à ce que la valeur transposée soit (i) légèrement supérieure lorsque τφ,ψ a probable-
ment sous-estimé les criticités provenant de φ et (ii) légèrement inférieure lorsque τφ,ψ a
probablement surestimé les criticités provenant de φ. Ainsi, à la suite d’une multitude de
réajustements, τφ,ψ devrait tendre vers un équilibre permettant une interprétation équitable
de la criticité.
Ces réajustements peuvent provenir de chaque agent de ψ, mais aussi de chaque agent
de φ. En effet, étant donné la réciprocité des fonctions τφ,ψ et τψ,φ, les agents des deux sys-
tèmes jouent en réalité sur les mêmes paramètres et rendent ainsi la recherche de cet équi-
libre d’autant plus efficace.
Ajustement des ∆minφ,ψ et ∆
max
φ,ψ . Il est possible d’augmenter la valeur de τφ,ψ de plusieurs
manières. On peut en effet :
– incrémenter ∆minφ,ψ ,
– incrémenter ∆maxφ,ψ ,
– ou bien incrémenter ces deux valeurs.
La figure 6.3 présente quatre situations qui permettent de déterminer les arguments en
faveur de l’un ou de l’autre de ces leviers. Pour chaque situation, sont schématisées les
criticités de quatre requêtes perçues par un agent b ∈ ψ. Parmi ces quatre requêtes, deux
proviennent de φ (flèches pleines) et deux autres ont pour origine le milieu intérieur de
b (flèches pointillées). Sur la gauche, sont schématisés les origines respectives de ∆minφ,ψ et
∆maxφ,ψ . Nous supposons que dans chaque cas, seules les deux requêtes de criticités maximales
sont traitées par b. Ainsi, étant donné ce qui a été énoncé précédemment, on peut penser
que : dans les situations Ê et Ë, τφ,ψ surestime les criticités provenant de φ, et que, dans les
situations Ì et Í, il les sous-estime.
∆minφ,ψ
∆maxφ,ψ
+
-
0
+
-
0 1
0
1
0
φ ψ
1
0
➊ ➋ ➌ ➍
1
0
Criticité d'une requête provenant de  ψ
Criticité d'une requête provenant de  φ
φ ψφ ψφ ψ
Figure 6.3 — Situations caricaturales pour le tuning de ∆minφ,ψ et ∆
max
φ,ψ
Ê Dans la première situation, agir en décrémentant ∆maxφ,ψ est inefficace. Il est alors plus
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pertinent d’ajuster ∆minφ,ψ en décrémentant.
Ë Bien que dans la seconde situation il soit possible de décrémenter ∆minφ,ψ pour baisser
les criticités des requêtes de φ, utiliser ce biais ne permet pas par exemple de baisser
τφ,ψ(1). Ainsi, lorsque les criticités de φ sont relativement fortes, il est préférable d’agir
pour décrémenter ∆maxφ,ψ .
Ì La troisième situation constitue l’exacte symétrie (horizontale) de la situationË, dans
ce cas, il est plus rationnel de choisir d’incrémenter ∆minφ,ψ .
Í La quatrième situation correspond à la symétrie (horizontale) de la situation Ê, dans
cas il est nécessaire d’incrémenter ∆maxφ,ψ .
Le paramètre sur lequel il est préférable d’agir est donc celui qui est le plus proche
des criticités provenant de φ : ∆minφ,ψ lorsque les criticités originales sont plutôt faibles, ∆
max
φ,ψ
lorsque ces criticités sont proches du maximum. Cela semble en effet logique car ∆minφ,ψ (resp.
∆maxφ,ψ ) correspond à l’ajusteur des criticités minimales (resp. maximales).
Ainsi, lorsque les criticités originales des requêtes non traitées sont en majorité infé-
rieures à 0,5, c’est ∆minφ,ψ qui est ajusté en conséquence. Dans le cas contraire, c’est bien évi-
demment ∆maxφ,ψ qui est ajusté.
Nous avons cependant uniquement déterminé le sens vers lequel ces paramètres doivent
évoluer. Il reste alors à déterminer quel pas d’ajustement utiliser. Encore une fois, cette tâche
d’ajustement pourrait tout à fait être assumée par un AVT. En effet, c’est au travers de mul-
tiples feedbacks de type « plus grand » et « plus petit » que les agents de chaque système
vont agir sur la fonction de transposition et ses deux paramètres. Nous proposons donc
d’utiliser un AVT pour chaque paramètre ∆minφ,ψ et ∆
max
φ,ψ afin d’ajuster de manière itérative la
fonction des transposition de criticités.
6.4 Bilan
Si à l’origine l’approche par AMAS était appliquée dans des contextes où la forte gra-
nularité des agents permettait une instanciation aisée de l’heuristique de coopération, nous
constatons aujourd’hui les limites de l’interprétation « anthropomorphique » de la coopé-
ration (par exemple au niveau des termes). En effet, la méthode ADELFE préconise l’iden-
tification de divers types de SNC afin de classifier et de définir les priorités de traitement
des diverses situations problématiques. Or, arrivé à un certain niveau de granularité trop
faible, il est possible que certains types de SNC perdent leurs sens ou que l’analyse mène à
l’identification de seulement un seul type de SNC. Cela implique alors des difficultés pour
spécifier quelle action est la plus coopérative, et pour quelles raisons. À l’inverse, lorsque
l’on monte en abstraction et que l’on s’interroge sur la réutilisation conjointe de plusieurs
AMAS conçus dans des contextes différents, cette heuristique de coopération est encore une
fois mise à mal car spécifiquement pensée pour être instanciée sur des cas d’étude concrets.
Ce chapitre répond en quelque sorte à ces problèmes en présentant l’approche par
AMAS de manière plus abstraite au travers la notion clé de criticité. Cette notion, est en
effet suffisante pour décrire d’une part, ce qu’est une Situation Non Coopérative et, d’autre
part, les relations possibles entre chaque SNC. Ainsi, cela nous a permis de décrire comment
les agents utilisent la criticité afin d’agir de manière coopérative et de choisir en conséquence
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les actions locales qui mènent progressivement le collectif vers l’adéquation fonctionnelle.
Cette notion s’est de plus avérée suffisamment abstraite pour que l’on puisse envisager
une réflexion de fond sur le problème du couplage et de la mise en coopération d’AMAS qui
auraient été conçus indépendamment l’un de l’autre. Ainsi, la seconde partie de ce chapitre a
conduit, au travers d’une analyse des relations possibles entre deux AMAS, à la proposition
d’un processus systématique de transposition des criticités qui permet à chaque système
d’interpréter le plus coopérativement possible les requêtes provenant de l’autre système.
On peut alors penser que ce processus d’autorégulation de la criticité par couplage
puisse être appliqué à l’échelle des agents coopératifs. Ces agents ayant la possibilité d’in-
terpréter de manière adaptative la criticité des autres agents, il serait alors possible d’obtenir
des systèmes qui apprendraient automatiquement à réguler le plus efficacement possible la
criticité. Cela répondrait alors à l’un des verrous que nous avons évoqué au début de ce
bilan : comment permettre aux agents de comparer deux SNC afin de traiter celle qui d’un
point de vue de la coopération doit être traitée en priorité.
Cependant, il est nécessaire de rappeler que la solution proposée présuppose que les
deux systèmes couplés sont des AMAS déjà munis d’un milieu intérieur coopératif. C’est
alors uniquement grâce à la préexistence de criticités déjà bien normées et régulées au sein
de chaque système que notre processus de transposition peut être valide. Ainsi, bien que
cette réflexion ait abouti à l’élaboration d’un processus a priori viable et utilisable dans le
cadre du couplage d’AMAS, ce n’est qu’une étape vers un processus de mise au point auto-
matique du comportement coopératif.
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« Cette nuit, en regardant le ciel, je suis arrivé à la conclusion qu’il y a beau-
coup plus d’étoiles qu’on en a besoin. »
Quino – Extrait de la bande dessinée Mafalda
ARRIVÉS au terme de cette étude, il est nécessaire de prendre du recul et de dresser lebilan des enseignements apportés par nos divers travaux. Ces travaux ont gravité
autour de deux préoccupations intimement liées : l’accès adapté et personnalisé à l’information
et l’étude des systèmes adaptatifs. La première préoccupation fut un terrain d’expérimentation
propice à la mise en évidence des difficultés qui subsistent dans l’ingénierie des systèmes
adaptatifs tels que les AMAS. À l’inverse, l’application des AMAS dans le contexte de l’accès
personnalisé à l’information nous a permis de proposer une analyse critique de l’existant et
d’apporter des solutions pour le moins originales. Ce bilan et les perspectives que nous en
tirons seront donc articulés selon ces deux axes.
Bilan
Un apport au domaine de l’accès personnalisé à l’information
Une analyse axée sur l’adaptation. La première partie de ce manuscrit a analysé les diffé-
rentes approches communément employées dans le domaine des systèmes adaptatifs d’ac-
cès à l’information (les SHA). Ces systèmes nécessitent la mise en œuvre de multiples fonc-
tionnalités représentant chacune un domaine d’étude à part entière. Ainsi, pour chaque
fonctionnalité, existe une multitude de techniques plus ou moins spécialisées. Alors que les
états de l’art de la littérature ont mis en évidence des réponses techniques ponctuelles, nous
avons opté pour une analyse plus globale de ces systèmes, axée sur le réel degré d’adap-
tation obtenu par la mise en œuvre de toutes ces fonctionnalités. Pour ce faire, il a tout
d’abord été nécessaire d’identifier un certain nombre de classes de systèmes sur la base
de l’origine des techniques qu’ils emploient. Puis, pour chaque classe, nous avons analysé
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les points sur lesquels ces techniques manquent d’adaptation. Parmi ces points reviennent
souvent la dépendance à des ressources statiques (terminologiques ou sémantiques), l’uti-
lisation d’hypothèses invalides pour tout utilisateur et l’emploi de fonctionnalités statiques
dans un chaînon du processus de personnalisation.
Des contributions basées sur l’approche pas AMAS. Ce constat a conduit à l’emploi de
systèmes adaptatifs et particulièrement de l’approche par AMAS. Bien que cette approche
se soit effectivement avérée pertinente pour plusieurs fonctionnalités des SHA, nous avons
constaté des limites pour la modélisation du profil de l’utilisateur. Nous avons alors mis en
exergue certaines difficultés de l’approche par AMAS, notamment son instanciation lorsque
l’on s’intéresse à des problèmes de très bas niveau (comme par exemple un réseau de
termes).
SWAPP : une plate-forme expérimentale. Ayant choisi d’aborder les questions d’appli-
cabilité au travers de la mise en pratique de l’approche par AMAS, nous avons développé
SWAPP, une plate-forme de tests pour l’expérimentation et l’évaluation de la personnalisa-
tion de la recherche sur le Web. Bien que cette plate-forme modulaire se veuille être réutili-
sable et permette l’étude comparative de différentes techniques, elle reste pour l’instant ex-
périmentale. En tant que prototype, SWAPP n’est pas directement réutilisable dans d’autres
contextes, mais elle s’est cependant avérée très utile pour la validation de nos propositions
avec les premières évaluations que nous avons effectuées.
Un système adaptatif d’évaluation de l’intérêt implicite. La première contribution de ce
travail a porté sur la fonctionnalité d’évaluation de l’intérêt implicite de l’utilisateur. Nous
avons alors proposé ALF, un système d’apprentissage de fonction linéaire basé sur l’ap-
proche par AMAS. Ce système a alors été appliqué dans un cadre tout d’abord théorique,
puis a montré son applicabilité dans un cas d’étude réel. Ce cas d’étude nous a ensuite per-
mis de comparer notre approche à trois autres algorithmes d’apprentissage standard. Nous
avons alors constaté qu’en plus de sa légèreté et de son aspect adaptatif, notre approche
obtient des performances tout à fait similaires à celles des meilleurs algorithmes standards
dans le cadre de l’étude menée.
Une évaluation claire et rigoureuse de systèmes comme ALF s’avère, dans tous les cas,
délicate et nécessite des compétences, au-delà de celles de l’équipe SMAC, dans le domaine
de l’interaction homme machine et de l’utilisabilité des systèmes d’information.
Un Collectif de Documents pour la modélisation adaptative du profil utilisateur. La
seconde contribution dans le domaine de la recherche d’information personnalisée s’est
concrétisée par la proposition d’un système multi-agent adaptatif pour la modélisation
adaptative du profil utilisateur. Ce système constitué d’un Collectif de Documents a alors
montré comment la confrontation coopérative des points de vue plus ou moins divergents
de plusieurs documents permet d’affiner les intérêts de l’utilisateur. Ce système, testé dans
un cadre réduit, a malgré tout montré que le Collectif de Documents est capable de personnali-
ser de manière plus que correcte des résultats de recherches issues d’un moteur de recherche
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standard. En ce sens, ce système constitue un argument en faveur de l’applicabilité de l’ap-
proche par AMAS à la modélisation des centres d’intérêts d’un utilisateur.
Cependant, si le processus coopératif que nous avons utilisé permet de synthétiser
convenablement les centres d’intérêts exprimés par chaque document, il ne permet pas de
caractériser le contenu de chaque document. Nous avons en effet fait le choix de déléguer
cette tâche de plus bas niveau à Lucene, un outil d’indexation standard. Il en résulte que,
sur cet aspect, le système obtenu est entaché des mêmes raideurs que nous avons identifiées
chez les SHA analysés dans l’état de l’art.
Une étude au cœur des processus de l’adaptation
L’étude de la personnalisation de l’accès à l’information a offert un terrain d’expérimen-
tation qui s’est avéré relativement riche en enseignements.
Élaboration d’un outil générique de tuning de paramètres : l’AVT. Le premier enseigne-
ment du point de vue de l’approche par AMAS a été apporté lors de la mise au point de ALF.
Cet AMAS base en effet son mécanisme d’apprentissage autour du tuning des coefficients
qui caractérisent la fonction linéaire. Une fois ce mécanisme mis au point, nous avons alors
été en mesure de généraliser son principe de base de tuning de ces coefficients. Ce principe
général s’est alors avéré utile dans de multiples applications de l’approche par AMAS et a
par conséquent été implanté dans une librairie logicielle qui est aujourd’hui réutilisée dans
près de 7 travaux de l’équipe SMAC. Ainsi, chaque emploi de cet outil dans le cadre d’un
problème différent apporte une pierre à la compréhension et à la maîtrise de ce principe de
tuning de paramètres.
Préliminaires à la conception semi-automatique du comportement coopératif. Plusieurs
travaux antérieurs à cette étude avaient déjà identifié certaines limites de l’instanciation de
l’heuristique de coopération au problème de la caractérisation du contenu des documents
par réseau terminologique auto-organisé. Au travers de ce problème, ce n’est pas la validité
de l’approche par AMAS qui est remise en cause, mais plutôt sa méthode d’instanciation
lorsque le problème est de bas niveau. Il n’est en effet pas évident de décider ce qui est ou
n’est pas coopératif pour une entité de faible granularité, par exemple un terme. Nous avons
alors proposé une étude préliminaire à l’ajustement automatique du comportement coopé-
ratif qui propose un système d’apprentissage d’expressions booléennes : ABELA. À terme,
ces expressions booléennes adaptatives pourraient permettre l’acquisition automatique des
conditions qui gouvernent le déclenchement de chacune des règles d’une base comporte-
mentale coopérative.
Bien que cette idée soit séduisante, cette contribution présuppose que l’agent doté du
mécanisme d’apprentissage de règles reçoive de son environnement les feedbacks adéquats
à l’acquisition d’un comportement dit coopératif. Sans apporter de réponse définitive, cette
étude a permis de poser les fondements de cette problématique. De plus, elle a mis en évi-
dence le problème de la coadaptation des systèmes adaptatifs lors de l’identification des
limites d’ABELA.
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Analyse théorique sur la coadaptation et la coopération de systèmes adaptatifs. Les li-
mites d’ABELA ainsi que notre volonté de traiter les systèmes de personnalisation de l’accès
à l’information comme des systèmes adaptatifs à part entière, composés de sous-systèmes
eux-aussi adaptatifs, nous ont conduits à une réflexion portant sur l’adaptation mutuelle de
systèmes adaptatifs. Nous avons tout d’abord eu un aperçu de cette problématique en pro-
posant la mise en coopération de deux composants fondamentaux du moteur de personna-
lisation : l’User Interest Manager (UIM) et l’User Profile Manager (UPM). Cela a notamment
mis en évidence l’importance de la mesure de criticité dans le processus de coadaptation
que nous avons proposé. C’est d’ailleurs autour de cette notion fondamentale de criticité
que le dernier chapitre de ce mémoire s’est intéressé de manière plus abstraite à la mise en
coopération d’AMAS interdépendants en termes de services.
Ainsi, la proposition d’un processus de transposition automatique de criticité entre deux
AMAS constitue la dernière contribution de ce travail. Ce travail confirme la nécessité de
systématiser l’application de l’approche par AMAS au travers de cette notion de criticité et
de l’analyse des relations de dépendances entre Situations Non Coopératives (SNC). C’est
une analyse théorique du processus de coadaptation de systèmes (composés) d’AMAS, qui
sera un passage obligé pour leur déploiement à grande échelle.
Perspectives
SWAPP, un terreau propice à de futures recherches
Des évaluations plus poussées. Lorsqu’il s’agit d’évoquer les perspectives qui se pré-
sentent à l’issue de ce travail, nous pensons tout d’abord à étendre les évaluations de l’UIM
et l’UPM dans le cadre strict de l’apport à la personnalisation de l’information. Bien que
SWAPP soit encore à l’état expérimental, il est pertinent pour servir de support à ce genre
d’expérimentations. Les compétences de l’équipe SMAC, plutôt centrées sur les probléma-
tiques des systèmes adaptatifs, imposent d’établir un partenariat pour l’évaluation de sys-
tèmes d’information centrés sur l’utilisateur, afin que l’on puisse évaluer pleinement l’ap-
port de l’approche par AMAS dans cette application.
Des améliorations de SWAPP. Afin de valoriser les efforts de développement que nous
avons investis dans SWAPP, il nous semble nécessaire d’analyser les aspects positifs et les
aspects négatifs que nous avons découverts au fur et à mesure de l’usage de la plate-forme.
Il s’avère par exemple que le moteur de personnalisation gagnerait à être découplé de l’in-
terface graphique qui permet de l’administrer. Cela permettrait ainsi d’exécuter différents
moteurs de personnalisation sur différentes machines et de les administrer plus facilement.
Mais, ce qui nous semble le plus important est de permettre une réutilisation aisée de la
plate-forme afin de capitaliser le travail réalisé. Cependant, cela nécessite de repenser l’ar-
chitecture de SWAPP qui s’avère, trop rigide pour ajouter ou remplacer aisément un module
fonctionnel par un autre au sein d’un moteur de personnalisation.
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Vers une représentation adaptative du contenu sémantique. En dépit des limites consta-
tées, nous sommes convaincus de la pertinence de l’approche par AMAS pour la représen-
tation du contenu des documents et la représentation du profil de l’utilisateur. Cependant,
nous pensons que cet objectif ne peut être atteint qu’après avoir déverrouillé la difficulté
à interpréter des comportements coopératifs lorsque le problème analysé est de trop bas
niveau. Cela ouvre donc des perspectives propres à l’approche par AMAS.
Vers une généralisation de l’approche par AMAS
Deux directions principales émergent de notre travail pour faire progresser les AMAS.
Plus que jamais le design doit être vivant. Malgré quelques travaux dans cette direction
et des perspectives antérieures à cette étude, la méthode de conception d’AMAS manque
d’outils pour la mise au point et la conception conjointe des AMAS. En effet, durant cette
étude nous n’avons pas cessé de développer des outils ad hoc de visualisation et d’étude de
notre système alors même qu’il était en cours de mise au point. Chaque nouvelle application
nous permet de confirmer qu’un AMAS est un système qui ne peut être mis au point d’un
seul jet. En effet, la résolution des problèmes ainsi que la régulation correcte des criticités
des SNC nécessitent un certain nombre de tentatives avant l’obtention de l’équilibre que
constitue la coopération. Il est donc nécessaire d’encourager, de capitaliser et de mutualiser
tous les efforts qui sont développés dans l’équipe SMAC depuis quelques années. Parmi
ces efforts, nous pensons bien sûr aux fragments adaptés d’ADELFE qui devraient fournir
un support méthodologique aux étapes de living design. Nous pensons aussi à MAY et à
tous les utilisateurs de cet outil de génération de code qui contribuent à fournir des outils
réutilisables pour la mise au point de nos systèmes.
Vers une autorégulation de la notion de criticité. D’un point de vue plus fondamental,
le dernier chapitre de cette étude ne peut que nous interpeller sur la manière dont nous
appréhendons les AMAS et l’heuristique de coopération. En effet, du point de vue d’un
agent coopératif, il est possible de décrire la coopération comme le fait (i) d’être capable
d’associer une criticité correcte à chaque SNC, (ii) d’interpréter correctement les criticités
des messages reçus et (iii) d’agir de manière à baisser les pires criticités des SNC constatées.
Cette régulation de la criticité (interprétation puis réduction) constitue donc la notion clé
de la coopération. C’est d’ailleurs au travers d’un processus proche du living design que la
régulation correcte de ces criticités est petit à petit atteinte au travers de nos efforts de mise
au point manuelle des AMAS.
Ainsi, lorsque nous évoquons les réflexions du dernier chapitre de cette étude, nous pen-
sons à un processus de régulation automatique de la criticité au sein des systèmes que nous
concevons. La tâche du concepteur serait alors de concevoir chaque agent en leur donnant
simplement la capacité de juger leur propre criticité indépendamment de celle des autres.
Une fois chaque agent spécifié, c’est au cours de l’exécution du système et grâce à ce méca-
nisme d’autorégulation des criticités que chaque agent apprend à juger de manière coopé-
rative les criticités des demandes reçues des autres agents.
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Si cette perspective peut pour l’instant faire rêver le concepteur d’AMAS, il est nécessaire
de systématiser l’analyse et la conception des AMAS au travers de la spécification explicite
de la manière dont est déterminée et régulée cette criticité, ceci, pour chaque aspect de la
coopération. A notre sens, c’est une voie pertinente pour atteindre cet objectif.
Bilan personnel
Arrivé à la fin de cette étude, j’éprouve le sentiment d’avoir ouvert plus de portes que
je n’en ai refermées. Au regard des modestes contributions que j’ai pu apporter au domaine
des systèmes d’accès personnalisé à l’information ou aux AMAS, il me semble en effet que
c’est moi-même qui ai le plus profité de ce travail. En espérant tout de même que le fruit
de mes réflexions puisse constituer quelques repères pour d’autres travaux à venir, ces
quelques années de thèses resterons pour moi une étape clé qui a largement contribué à
mon enrichissement personnel.
S’il est un concept qui m’aura beaucoup apporté, c’est bien celui de la de résolution de
problèmes par émergence qui n’a pas manqué de m’attirer dans l’équipe SMAC dès mon
Master Recherche. Durant près de quatre ans, j’ai peu à peu désappris la manière dont j’ai
été formé à systématiquement décomposer les problèmes par bouts de plus en plus petits,
approche qui certes s’avère efficace dans certains cas mais nécessite un découpage initial
du problème qui parfois ne peut être appréhendé dans son ensemble. Ce découpage mène
d’ailleurs à l’isolement de chaque aspect du problème et empêche de penser les relations que
chaque bout entretient avec son tout. A l’opposé, penser AMAS, c’est appréhender les pro-
blèmes dans leur complexité mais les résoudre au travers de mécanismes simples et locaux.
Bien que cela puisse lever des défis apparemment insurmontables, je suis persuadé que cette
manière d’appréhender les problèmes, et les systèmes au sens le plus large du terme, cor-
respond à une vision juste de la réalité. Cette réalité qui précisément nous montre comment
l’ajustement d’un ou deux degrés dans l’atmosphère suffit à déstabiliser les équilibres du
système « Terre ». Je ne peux donc qu’être redevable à l’équipe SMAC et à ses travaux pour
m’avoir apporté cette ouverture d’esprit qui me semble à présent fondamentale.
Enfin, et parce que le travail de cette thèse est surtout un travail issu d’une étroite colla-
boration avec mes encadrants et les membres de l’équipe SMAC, je conclus cette réflexion
personnelle sur le fait que la recherche, l’éclosion d’idées nouvelles et novatrices sont le fruit
de nécessaires confrontations coopératives de multiples points de vue, qui sont par essence,
partiels, partiaux, complémentaires et parfois contradictoires.
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A SWAPP, « a Search basedWeb AdaPtive Platform »
SWAPP est une plate-forme logicielle conçue dans l’objectif d’offrir un support à l’étude,
à la mise au point et à la comparaison de systèmes de modélisation et d’exploitation du mo-
dèle utilisateur dans le contexte de la recherche d’information sur le Web. Cette plate-forme est
basée sur le framework Eclipse RCP qui a pour avantage d’offrir tous les outils nécessaires
au développement d’une application modulaire à base de plugins. Cette annexe a pour but
de donner un aperçu de l’architecture et de l’interface de l’outil que constitue SWAPP.
Architecture de SWAPP
La figure A.1 donne un aperçu plus détaillé de la manière dont nous avons pensé SWAPP.
Sur la droite de la figure est représenté l’utilisateur de SWAPP, qui n’interagit avec la
plate-forme qu’au travers de ses recherches et des feedbacks explicites qu’il pourrait en-
voyer au travers de SWAPP Spy (cf. figure A.3).
Sur la gauche de la figure est représenté SWAPP et la manière dont les différents modules
sont organisés. Au plus haut niveau, SWAPP peut être décomposé en deux parties :
– la partie « administration des moteurs de personnalisation » (à gauche de la figure) ;
– la partie « moteurs de personnalisation » (à droite).
Partie administration. Cette partie définit tous les outils utiles à la gestion des moteurs de
personnalisation. Parmi ces outils :
– Le contrôleur de moteurs permet de gérer la création, le lancement, la mise en pause,
l’arrêt ainsi que la sauvegarde de chaque instance de moteur de personnalisation.
– La vue des moteurs de personnalisation permet d’offrir à l’administrateur les moyens
d’interagir avec chaque instance du moteur de personnalisation.
Chaque moteur de personnalisation peut ajouter des composants dans l’interface de d’ad-
ministration, ceci grâce aux possibilités offertes par le framework Eclipse RCP. Par exemple,
le moteur de personnalisation que nous avons mis en œuvre dans notre application four-
nit deux composants de visualisation de l’activité de recherche de l’utilisateur (« vue RCP
UNL 1 1 » et « vue RCP UNL 2 », sur la figure A.1). Bien que nous n’en ayons pas encore eu
1. UNL : User Navigation Logger, décrit plus loin dans cette section.
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besoin, le moteur de personnalisation peut aussi fournir des contrôleurs à l’interface d’ad-
ministration afin de fournir des moyens de contrôler plus finement un ou plusieurs modules
du moteur (cf. « Contrôleur RCP ? » figure A.1).
Partie moteurs de personnalisation. Chaque moteur de personnalisation est en réalité un
plugin Eclipse qui lui-même contient un ensemble d’autres plugins. Sur la figure A.1 sont
schématisés les plugins qui sont utilisés dans le moteur de personnalisation développé au
cours de cette étude. Tout moteur de personnalisation doit au moins fournir un Engine Ma-
nager qui constitue l’interface minimale entre SWAPP et le moteur de personnalisation (c’est
lui qui est chargé de gérer l’arrêt, le lancement, la sauvegarde, etc.). Tous les autres modules
sont spécifiques au moteur de personnalisation. Notre moteur de personnalisation est com-
posé des modules suivants :
Web Interface : comme son nom l’indique, ce module a pour rôle de constituer l’interface
entre l’utilisateur, le moteur de personnalisation et le Web. Pour ce faire, celui-ci fait
usage du proxy web WBI 2 qui permet de capturer et de modifier aisément le flux ré-
seau qui transite entre le navigateur de l’utilisateur et les différents serveurs web qu’il
contacte. Lorsqu’une requête est interceptée, cet événement est transmis au Engine Ma-
nager qui s’occupe ensuite de dispatcher les traitements au travers des différents mo-
dules du moteur de personnalisation.
User Navigation Logger : ce composant est chargé de mémoriser l’activité de recherche de
l’utilisateur. Il permet entre autre de détecter la fin d’une session de recherche et de
fournir le contenu des documents concernés aux divers autres modules (dont bien évi-
demment l’UPM). Notre moteur de personnalisation fournit deux vues de ce module :
une qui liste les différentes sessions de recherches effectuées (cf. Ë figure A.2) , l’autre
qui permet de visualiser le contenu d’une session de recherche (cf. Ì, Í, Î figure A.2).
User Interest Manager : ce module contient le système ALF (cf. § 4.3) qui permet d’évaluer
le feedback implicite de l’utilisateur. Celui-ci s’adapte en fonction des informations qui
sont transmises par SWAPP Spy (cf. figure A).
User Profile Manager : ce module contient le Collectif de Documents décrit dans le chapitre 5.
Result Presentation Manager : ce module est chargé de décomposer et de recomposer les
pages de résultats en fonction du jugement de pertinence que l’UPM a attribué à chaque
extrait de document.
Bien que ce genre d’architecture logicielle paraisse tout à fait séduisante, implanter de
nouveaux modules, ou remplacer un module pour un autre existant nécessite de maîtriser
les concepts de base du framework RCP. Cela implique alors un temps d’apprentissage non
négligeable, ce qui réduit de facto la facilité de réutilisation des outils développés pour les
développeurs non initiés à Eclipse RCP. De plus, modifier l’interface entre deux plugins
nécessite de modifier à de multiples endroits plusieurs fichiers XML, ce qui s’avère être un
travail lourd et fastidieux.
Ainsi, bien qu’il soit incontestable que les plates-formes modulaires à base de compo-
sants présentent des avantages incontestables de réutilisabilité, nous ne pouvons que nous
2. http://www.almaden.ibm.com/cs/wbi/
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interroger sur leur intérêt dans le cadre du développement de prototypes de recherche où les
informations qui transitent entre les différents modules ne peuvent être spécifiés clairement
et peuvent être remis en cause très rapidement.
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Interface d’administration
La figure A.2 présente l’interface d’administration de SWAPP telle qu’elle peut se pré-
senter avec le moteur de personnalisation développé dans le cadre de notre étude. Afin de
donner un aperçu de cette interface nous décrivons succinctement les différentes zones mar-
quées en rouge sur la figure.
Ê La vue des instances de moteurs de personnalisation est présente par défaut dans SWAPP.
C’est à partir de cet élément graphique qu’il est possible de contrôler l’exécution des
différentes instances (créer, lancer, stopper, etc.) et que l’on peut invoquer diverses
vues proposées par les instances. Ici, on voit qu’il existe trois instances pour le moteur
de type « Adaptive Profile Engine ». Chaque instance est associée à un utilisateur (ici on
a les utilisateurs Camps, Glize et Lemouzy).
Ë La vue des sessions de recherche est invoquée à partir de la précédente. Elle liste tout
simplement les différentes recherches qui ont été effectuées en indiquant les mots clés
de recherche ainsi que la date à laquelle elle a été initiée par l’utilisateur. Lorsque
l’administrateur double-clique sur l’une de ces sessions, la vue détaillée de la session
s’affiche. Apparaissent alors à l’écran les zones Ì, Í et Î qui correspondent en fait à
une seule et même vue.
Ì Le graphe de navigation représente en quelque sorte le chemin que l’utilisateur a em-
prunté au travers de son activité de recherche. Les arcs sont numérotés afin de re-
présenter son cheminement chronologique. Lorsque l’on double-clique sur l’un des
nœuds, les zones Í et Î affichent les informations détaillées relatives au document
web correspondant.
Í Le contenu du document est affiché au travers de cette zone.
Î Les observations faites sur le comportement de consultation de l’utilisateur sont affi-
chées dans cette zone. Ainsi, l’utilisateur qui a consulté l’article de Wikipédia « tro-
phoblaste », l’a observé durant une minute et une seconde, l’a mise en marque page
(isBookmarked), a copié/collé une partie de son contenu, et a retourné un feedback
explicite « fort intérêt » (feedback : good). L’UIM a, de son côté, considéré que l’intérêt
implicite de l’utilisateur était « moyen » (feedbackfound : neutral ; l’intérêt implicite
ne prend bien sûr par en compte l’intérêt explicitement exprimé par l’utilisateur).
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Interface utilisateur SWAPP Spy
La figure A.3 illustre l’interface minimaliste de SWAPP Spy (zone entourée de rouge en
bas à droite).
Figure A.3 — Interface du plugin SWAPP Spy, intégré dans Firefox 4
Ce plugin Firefox communique via HTTP avec le moteur de personnalisation afin de :
1. récupérer le feedback implicite inféré par l’UIM ;
2. lui transmettre ses observations ainsi que l’intérêt explicitement exprimé par l’utilisa-
teur.
Ce plugin s’active à la demande du moteur de personnalisation, dès que l’utilisateur
commence la consultation d’un document accédé à partir d’une page de résultats de re-
cherche. Dès cet instant, et toutes les 5 secondes, SWAPP Spy envoie au moteur de per-
sonnalisation les observations jusque là constatées sur le comportement de l’utilisateur. En
retour, il reçoit la valeur d’intérêt implicite que l’UIM a inféré. SWAPP Spy affiche alors cette
valeur d’intérêt au travers de la métaphore des feux tricolores (rouge = intérêt nul ; orange
= intérêt moyen ; vert = fort intérêt).
Lorsque l’utilisateur veut exprimer un feedback explicite, il lui suffit de cliquer sur le feu
qui lui convient le plus. Dès cet instant, SWAPP Spy cesse d’afficher le feedback implicite
inféré par l’UIM. Il continue toutefois d’observer le comportement de l’utilisateur afin de
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pouvoir retourner l’ensemble des informations accumulées lorsque l’utilisateur aura cessé
sa consultation (changement de page web ou fermeture de l’onglet ou de la fenêtre du navi-
gateur).
200 Sylvain Lemouzy
B Échanges entre UIM et UPMlors de la mise à jour du profil
Cette annexe présente les échanges qui ont lieu entre l’UIM et l’UPM lors la mise à jour
du profil (cf. § 5.1.8). Ces échanges sont mis en valeur au travers de la trace d’exécution
obtenue lors de l’intégration de la session de recherche « jupiter » (cf. figure B.1).
Nous avons tout d’abord fait figurer le calcul du vecteur personnalisé qui a été utilisé
pour personnaliser les résultats de la recherche « jupiter » (Ê). Chaque ligne correspond à
un agent équation. Elle débute par l’URL du document en question, le couple (intérêt, criti-
cité) original (i,c), le couple intérêt criticité obtenu à la fin de la résolution (i*,c*), et enfin le
contenu de l’équation. L’équation est décrite par une suite de coefficients, puis le terme cor-
respondant, puis l’intérêt associé entre parenthèses (par exemple : 1*jupiter(0,2)). A la
suite de cet ensemble d’équations est affiché le vecteur d’intérêts résultat (ligne qui commence
par « => »).
Le processus de mise à jour à proprement parler débute avec affectation d’une valeur
d’intérêt explicite ou implicite à chaque document consulté par l’utilisateur (Ë). Sur la trace,
à la suite de chaque URL de document est affiché le couple intérêt (v) et criticité (c) cal-
culé par l’UIM. Ici, seul le document « http://fr.wikipedia.org/wiki/Jupiter_
(mythologie) » a reçu un feedback explicite de la part de l’utilisateur, par conséquent
l’UIM renseigne directement l’intérêt exprimé (v=1) associé à une criticité nulle (c=0). Cet
ensemble d’informations constitue le point de vue du feedback.
Le point de vue de l’UPM est ensuite déterminé au travers de la résolution d’un nouveau
système d’équation (Ì). Celui-ci est composé des informations issues des documents visités
par l’utilisateur lors de la session de recherche. On obtient alors les nouveaux intérêts i??
(associés à chaque terme) qui permettront ensuite (i) de remettre en cause le point de vue de
l’UIM et (ii) de mettre à jour les intérêts associés à chaque agent du Collectif de Documents.
La mise à jour du Collectif de Documents est exécutée en deux temps.
Í Tout d’abord sont mis à jour les documents qui ont été utilisés lors de la génération
du vecteur d’intérêts (cf. Ê). Pour chaque document, est affiché son ancien intérêt et
celui calculé à partir des i??. Le feedback envoyé à l’AVT qui gère l’intérêt de chaque
document est affiché après « => ».
Î Les documents issus de la session de recherche sont ensuite mis à jour. Ici, ce sont
soit des nouveaux documents qui n’avaient jusqu’à présent pas de valeur d’intérêt
associée dans le Collectif de Documents, soit des documents que l’utilisateur avait déjà
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consultés au cours des sessions de recherches antérieures. Lorsque le document mis
à jour est nouveau, la mise à jour est effectuée à partir de l’intérêt fourni par l’UIM ;
lorsque le document préexiste déjà dans le Collectif de Documents, la mise à jour est
effectuée à partir de l’AVT qui lui est déjà associé (comme lors de l’étape Í).
L’UPM transmet ensuite son point de vue à l’UIM (Ï). On note que seuls les couples
(intérêt, criticité) jugés utiles pour l’UIM sont transmis. Conformément à ce que veut la co-
opération, ce ne sont donc que les points de vue de l’UPM qui sont moins critiques que ceux
de l’UIM qui sont communiqués à l’UIM.
Ces nouveaux points de vue sont alors utilisés conjointement avec le feedback explicite
exprimé par l’utilisateur afin de constituer un nouveau système d’équationsÐ. La résolution
de ce système fournit à l’UIM les valeurs ω?i vers lesquelles doivent tendre les coefficients
de sa fonction linéaire adaptative (ALF).
La mise à jour de chacun de ces coefficients est effectuée lors de la dernière étape (Ñ). On
peut noter que le dernier coefficient « hasBeenPrinted » n’a pas été remis en cause. En effet,
étant donné que pour chaque document, l’utilisateur n’a jamais imprimé, ce coefficient est
toujours associé à une valeur observée nulle. Ainsi, étant donné que la résolution d’équa-
tions ne peut donner d’information pertinente à propos de ce coefficient, aucun feedback ne
lui est envoyé (« => NOP »).
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C ABELA : une approche pour ladécouverte de comportements
coopératifs
Contexte et objectif
Nous nous intéressons dans cette section à un outil de mise au point du comportement
d’agents coopératifs de très faible granularité. Ces agents sont dotés d’un comportement
très réactif qui est généralement exprimé par le biais d’un jeu de règles de la forme :
« si condition alors action »
où « condition » est une expression booléenne conditionnant l’exécution de « l’action » cor-
respondante. En raison de sa grande simplicité, le déclenchement de ces règles est contrôlé
grâce à une architecture de subsomption [Brooks, 1986]. L’ajustement d’un tel comportement
peut être effectué à deux niveaux différents :
– Au niveau de la hiérarchie de règles : via l’ajustement de l’ordre dans lequel les différentes
règles se subsument.
– Au niveau de chaque règle : via l’ajustement de la condition qui régit le déclenchement
de chacune de ces règles.
[Lemouzy et al., 2009a] a déjà étudié l’ajustement de l’ordonnancement adaptatif de
règles au sein d’une hiérarchie de subsomption en supposant que les règles qui la com-
posent sont valides. Nous nous proposons ici de nous intéresser à l’ajustement du niveau le
plus bas : celui de l’adaptation des règles elles-mêmes.
On peut alors s’interroger sur la manière d’ajuster ces règles. Il est tout d’abord envi-
sageable d’adopter une démarche similaire aux algorithmes génétiques et aux systèmes de
classifieurs (LCS) [Holland, 1986]. Ces approches nécessitent cependant de disposer d’une
fonction de fitness précise et d’un nombre considérable de générations pour trouver une
solution. Or, ici, la seule fonction de fitness que nous puissions disposer est le feedback uti-
lisateur qui, pour des raisons pratiques, ne peut être mis à profit dans ce cadre (on ne peut
demander à l’utilisateur d’évaluer de manière consistante tous les individus d’une géné-
ration). Ce genre de méthodes globales n’étant pas adaptées, nous proposons d’ajuster le
comportement plus localement, en temps réel, c.-à-d. au moment même de l’exécution des
règles et en fonction de leur effet constaté dans leur environnement.
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Aussi, dans le contexte de SWAPP et d’un réseau de termes, nous prenons pour hypo-
thèses que les feedbacks implicites ou explicites obtenus auprès de l’utilisateur permettent
aux couches supérieures du système de transmettre certains de ces feedbacks au niveau le
plus bas. Par exemple, lorsque l’activité des agents du plus bas niveau génère un conflit avec
ce qui est attendu au niveau plus haut.
Environnement Base de règles adaptative
Agent 
C
Agent 
B
Perceptions
Perceptions 
interprétées
Condition 1 Action 1
Condition 2 Action 2
Condition 3 Action 3
Condition 4 Action 4
Condition n Action n
[Action 3]
Action 3
Agent ASNC
➊
➋
➌
➍
➎
➏
➐
Figure C.1 — Principe de mise au point d’un jeu de règles réactives
La figure C.1 illustre le processus envisagé. Tout d’abord l’agent perçoit son environ-
nement Ê. Ces perceptions sont interprétées puis envoyées à la base de règles comporte-
mentales adaptative Ë. Celle-ci évalue les règles une à une et retourne la liste des actions à
exécuterÌ. Lorsque l’effet de l’action exécutée entre en conflit avec ce qui est attenduÍ, il y
a détection d’une SNC. L’agent doit alors prendre en compte cette erreur Î et retourner un
feedback à la base de règles afin qu’elle s’ajuste de manière à ne plus sélectionner l’action in-
criminée dans des circonstances similaires. Un tel processus itératif essai/erreur doit mener
à l’apprentissage progressif et adaptatif des règles permettant d’obtenir un comportement
coopératif.
Dans ce contexte, la première étape consiste à définir un algorithme qui soit capable d’ap-
prendre la condition qui déclenche de manière correcte une seule règle, cette condition étant
représentée en pratique sous forme d’une expression booléenne. Nous proposons donc un
AMAS nommé ABELA (pour Adaptive Boolean Expression Learning Algorithm) [Lemouzy
et al., 2008] dont l’objectif est d’apprendre en temps réel une expression booléenne.
Achitecture d’ABELA
Représentation des expressions booléennes et espace de recherche
Les expressions booléennes que nous voulons rechercher sont composées de connecteurs
logiques, de variables booléennes et de variables numériques qui, à l’aide d’opérateurs de
comparaison, donnent lieu à des valeurs booléennes. ABELA recherche et représente les
expressions booléennes sous forme d’un arbre composé de noeuds binaires ou unaires. Ces
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noeuds peuvent être : (i) l’opérateur logique binaire « et » (∧), (ii) l’opérateur logique unaire
« non » (¬) et (iii) l’opérateur de comparaison binaire « inférieur à » (<). Les feuilles de
cet arbre sont soit une variable numérique (connectée à l’opérateur « inférieur à »), soit une
variable booléenne (directement connectée aux deux autres opérateurs logiques).
Etant donné que a ∨ b ⇔ ¬(¬a ∧ ¬b), il n’est pas nécessaire de faire usage d’autres
opérateurs logiques. Par souci de simplicité, nous n’avons pas intégré les opérateurs arith-
métiques standards (+;−;×;÷) et nous considérons que chaque expression numérique né-
cessaire est fournie par une variable numérique dédiée.
L’espace dans lequel ABELA recherche une expression booléenne est fixé par l’utilisateur
du système. Pour ce faire, l’ensemble de toutes les topologies d’arbres possibles est défini
en listant pour chaque nœud potentiel de l’arbre l’ensemble de tous ses fils possibles. Ainsi,
a chaque instant, l’expression booléenne calculée par ABELA correspond à une topologie
particulière de cet espace de recherche. La figure C.2 représente un espace de recherche pos-
sible d’ABELA. Les variables booléennes y sont représentées par des hexagones (b1, b2, ...,
bn) ; celles-ci sont représentées plusieurs fois pour des raisons évidentes de présentation. Les
opérateurs logiques, représentés sous forme de carrés arrondis sont connectés au travers de
pointillés à leurs fils potentiels. Le nœud « ABELA », père de tous les autres détermine la ra-
cine courante de l’expression booléenne. Parmi les solutions possibles, on peut par exemple
avoir b1, ¬b1, b2∧ ¬bn ou encore ¬(¬b1∧ ¬b2).
∧
b1 ¬b2 bn
ABELA
[...]
b1 b2 bn[...]
¬
b1 b2 bn[...]
¬
b1 b2 bn[...]b1 b2 bn[...]
Figure C.2 — Exemple d’espace de recherche d’ABELA
Identification des agents
Lorsque l’organisation des opérateurs et des variables change au sein de l’arbre, l’ex-
pression booléenne calculée change. Le calcul de la valeur de l’expression passe par la pro-
pagation des valeurs des feuilles vers leurs nœuds parents qui eux-mêmes évaluent puis
propagent leur valeur jusqu’à la racine. On en déduit alors facilement que les entités actives
de ce système sont celles qui participent au calcul de la fonction globale du système et à
l’adaptation du système : les agents nœud et les agents variable.
Les agents nœud. Chaque agent nœud a pour le but de sélectionner, parmi l’ensemble de
ses fils potentiels, celui ou ceux (en fonction de son arité) qui lui fournissent une valeur lui
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permettant de calculer le résultat le plus adapté possible à son environnement. L’environ-
nement d’un agent nœud correspond à son parent ou à l’environnement du système pour le
nœud racine. Nous identifions trois types d’agents nœud :
l’agent « et » (∧) : qui représente l’opération logique « et » binaire et nécessite deux fils de
type booléen.
l’agent inférieur-à (<) : qui représente l’opération de comparaison numérique. Cet opéra-
teur de type booléen nécessite la valeur de deux fils de type numérique afin de procéder
à sa propre évaluation.
l’agent « non » (¬) : qui représente l’opération logique « non ». Cet opérateur unaire néces-
site la valeur d’un fils booléen de manière à calculer son complément.
l’agent ABELA : qui représente la racine de l’expression booléenne recherchée. Cet agent
cherche à sélectionner parmi un certain nombre de fils potentiels, celui qui correspond
au mieux à l’expression booléenne recherchée.
Les agents variables. Les feuilles de l’arbre représentent les différentes variables perçues
par le système. Deux types d’agents composent cette catégorie : les agents variable booléenne
et les agents variable numérique. Leur fonction locale ainsi que leur but sont triviaux : ils
se contentent de fournir à leur environnement, c.-à-d. à leur agent nœud parent, la valeur
courante de la variable qu’ils représentent.
Principe général d’apprentissage
Comme tout AMAS, ABELA s’adapte au travers de son couplage avec son environne-
ment. L’apprentissage du système se fait donc de manière interactive au travers de mul-
tiples cycles « essai/erreur ». La figure C.3 schématise le déroulement d’un cycle d’appren-
tissage. Le système perçoit tout d’abord l’état des différentes variables de l’environnement
Ê. Ces perceptions permettent à chaque composante du système de calculer la valeur de
leur propre fonction partielle qui se propage de part en part, des agents variables jusqu’à la
racine de l’expression. L’agent ABELA transmet alors sa valeur à l’environnement ; celle-ci
constitue la décision du système Ë. L’environnement peut alors donner en retour un feed-
back Ì qui sera alors utilisé afin d’adapter la fonction du système au travers de processus
de réorganisation coopérative Í. Dans cet exemple, la réorganisation est illustrée par la sé-
lection de l’agent « et » situé à gauche (pointillés) au détriment de celui situé à droite dans
la figure C.3.
Identification des SNC
Tout comme pour ALF, les agents d’ABELA sont de granularité fine et ne peuvent être
confrontés à des SNC durant leur étape de perception et de décision. C’est seulement au
cours de l’étape d’action qu’ils peuvent se trouver en SNC de conflit.
Il y a SNC de conflit lorsque un agent de l’arbre ne fournit pas à son environnement
la valeur escomptée. Résoudre ce conflit consiste alors pour les agents nœud à remettre en
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∧
¬ ¬
b2 b3 b4 b5
ABELA
Environnement
➊
➋
➌
Perceptions
Décision
Feedback
➍ Réorganisation
Figure C.3 — Apprentissage interactif d’ABELA
cause les agents qu’ils ont sélectionnés. Les agents variable n’étant pas responsables de leur
valeur, ils ne peuvent traiter les situations de conflit.
Résolution des SNC de conflit
Sélection des agents fils. Résoudre les conflits implique tout d’abord de définir la ma-
nière dont les agents opérateur sélectionnent les agents qui sont utilisés pour le calcul de leur
valeur.
Pour ce faire, chaque agent operateur se forge une opinion sur la justesse des valeurs
fournies par chacun de ses agents fils potentiels. Lorsque l’opérateur est unaire l’agent ne se
forge qu’une opinion pour chaque fils. Lorsque l’opérateur admet plus d’une entrée, l’agent
se forge pour chacun de ses fils autant d’opinions qu’il a d’opérandes. Par exemple, un agent
« et » doit, pour chacun de ses fils, estimer leur pertinence pour être opérande de droite ; il
doit faire de même pour estimer leur pertinence pour être l’opérande de gauche.
Plus formellement, soient P gn1(b1) ∈ [0; 1] et Pdn1(b1) ∈ [0; 1] la pertinence que l’agent
nœud n1 attribue à un de ses agents fils b1 pour être respectivement son opérande à gauche
(g) et à droite (d). Lorsque l’agent n’a qu’un opérande, on notera son jugement de pertinence
de la manière suivante : Pn1(b1)
– Si P gn1(b1) = 1 alors n1 considère b1 comme ayant une pertinence maximum pour être
opérande gauche.
– Au contraire, lorsque P gn1(b1) = 0, b1 est considéré comme ayant la pire des perti-
nences possibles.
Un agent nœud sélectionne alors ses fils en fonction de cette pertinence, en choisissant
tout naturellement celui qui est le plus pertinent pour chacun de ses opérandes. Bien sûr,
en fonction du type de nœud et de l’arité de l’opération qu’il représente, la sélection des fils
peut s’effectuer de manière sensiblement différente. Par exemple, un agent de type « et »
ne sélectionnera pas le même fils à droite et à gauche pour des raisons évidentes (même
remarque pour les agents de type « inférieur à »).
Cette valeur de pertinence est au cœur du processus d’auto-organisation coopératif et
constitue en quelque sorte la mesure du degré de coopération de l’activité d’un agent fils
du point de vue de son père. Les agents nœuds estiment cette valeur au fur et à mesure de
l’exécution du système et grâce à la résolution successive de différentes SNC.
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Principe de résolution des SNC de conflit. Un conflit a lieu lorsque la valeur calculée par
un agent est contraire à celle attendue par son environnement. Il y a donc conflit lorsque
l’agent ABELA a fourni à son environnement une valeur de décision (cf. Ë figure C.3)
contraire à celle qui lui est retournée par l’environnement en guise de feedback (cf. Ì fi-
gure C.3).
Lorsque c’est le cas, l’agent nœud en conflit doit tenter de faire en sorte que la SNC ne se
reproduise pas. Pour cela il agit à deux niveaux :
1. au niveau de ses propres connaissances : en modifiant les agents fils qu’il a sélectionnés
pour calculer sa propre valeur.
2. au niveau des agents fils : en leur envoyant un feedback afin qu’ils se conforment aux
attentes de leur agent père.
Au premier niveau, l’agent résout le conflit en remettant en cause les valeurs de perti-
nence qu’il a attribué à ses fils. La manière de mettre à jour ces connaissances dépend bien
évidemment du type d’agent nœud considéré : un agent « et » n’utilise pas les mêmes critères
qu’un agent « inférieur à ». Cependant, ils utilisent tous l’heuristique générale de coopération
qui consiste (i) à renforcer la pertinence des agents qui fournissent une valeur permettant
à l’agent considéré de calculer la valeur attendue par son environnement et (ii) à baisser la
pertinence de ceux qui fournissent une valeur inadéquate. Bien évidement, l’évolution de
la pertinence de chaque agent se fait de manière progressive afin de conférer au système
une certaine tolérance au bruit tout en conservant ses propriétés adaptatives. La pertinence
associée à chaque agent fils évolue alors par décrémentation et incrémentation progressive
d’un pas δ donné.
Au second niveau, la résolution du conflit passe par l’envoi d’un feedback à chaque fils
de l’agent considéré. Comme pour le niveau précédent la valeur du feedback dépend bien
évidemment du type de l’agent considéré.
Pour garder un discours clair et concis, nous ne détaillons pas le comportement spéci-
fique de chaque type d’agent en considérant que le principe de fonctionnement d’ABELA
réside dans l’instanciation du principe de coopération évoqué dans cette section. La figure
C.4 illustre de manière synthétique le déroulement d’un cycle d’apprentissage d’ABELA.
Sur la gauche est schématisé le processus d’évaluation ascendante de l’expression. Les
liens pointillés correspondent aux relations de filiation non sélectionnées, les liens en traits
pleins illustrent les agents fils couramment sélectionnés et la valeur de chaque composante
figure dans un petit nuage (« T » pour « vrai » ; « F » pour « faux »). L’expression alors calculée
par le système est b1∧ b2.
Sur la droite figure le processus de propagation du feedback descendant au travers de
chaque lien de filiation. Dans les losanges est représentée la valeur demandée par l’envi-
ronnement de l’agent qui reçoit le feedback. Chaque agent met à jour ses représentations de
pertinence en fonction de cette valeur. Ce dernier traitement est illustré par des liens de filia-
tion terminés par des disques noirs lorsque la pertinence est renforcée et des disques blancs
dans le cas inverse. On observe ainsi que le feedback « vrai » reçu de l’environnement est
transmis tel quel par l’agent ABELA ; ceci est aussi vrai pour l’agent « et » alors que l’agent
« non » inverse mécaniquement son feedback.
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Figure C.4 — Vue synthétique du fonctionnement d’ABELA
Résultats expérimentaux préliminaires
Un prototype d’ABELA a été implanté en Java afin d’évaluer l’adéquation de cette so-
lution ainsi que sa complexité. Pour ce faire, nous avons évalué le nombre de cycles néces-
saires à ABELA pour trouver une expression booléenne de la forme ¬bn ∧ ¬bm avec n 6= m.
Le système est initialisé avec l’espace de recherche illustré par la figure C.5 (b1[..]bn apparaît
plusieurs fois pour des raisons de lisibilité).
b1 bn
∧
¬
ABELA
[...] b1 bn
¬
[...]
b1 bn[...]
Figure C.5 — Espace de recherche expérimental
Chaque cycle de recherche se déroule de la manière suivante :
1. L’environnement du système est simulé grâce à un tirage aléatoire des valeurs de
chaque variable booléenne (de b1 à bn).
2. ABELA calcule la valeur de l’expression courante.
3. L’environnement calcule la valeur de l’expression recherchée (¬bn ∧ ¬bm avec n 6= m)
et retourne un feedback à ABELA.
4. ABELA utilise ce feedback de manière à s’adapter.
La figure C.6 permet de visualiser le nombre de cycles minimal, moyen et maximal re-
quis pour que ABELA trouve l’expression recherchée (axe des ordonnées dont l’échelle est
logarithmique) en fonction du nombre n de variables possibles de l’espace de recherche (axe
des abscisses ayant aussi une échelle logarithmique). Ce nombre moyen est calculé après
100 expérimentations pour chaque valeur de n. Cette figure permet de comparer de même
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la complexité d’ABELA à celle d’un algorithme aléatoire qui doit en moyenne parcourir
la moitié de l’espace de recherche avant de trouver la solution recherchée ( (2·n)
2
2 = 2 · n2).
Alors que ABELA trouve une solution en temps logarithmique en fonction du nombre de
variables, l’espace de recherche évolue de manière polynomiale de degré 2.
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Figure C.6 — Résultats expérimentaux préliminaires d’ABELA
Malgré ces résultats encourageants, nous avons rapidement identifié certaines limites
d’ABELA lorsque l’espace de recherche se complexifie en profondeur. En effet, lorsque plus
de 2 ou trois niveaux d’opérateurs sont requis pour l’expression recherchée, les agents opé-
rateurs de bas niveaux n’obtiennent pas de feedbacks assez précis pour que ceux-ci puissent
trouver une expression partielle correcte. La section suivante illustre le problème rencontré
au travers de l’analyse de l’agent « et ».
Les limites d’une propagation locale des feedbacks
Comportement de l’agent « et »
Examinons la manière dont un agent « et » propage ses feedbacks et modifie ses juge-
ments de pertinence en fonction du feedback qu’il reçoit de son environnement.
Feedback « vrai ». Lorsque son environnement attend de lui qu’il lui retourne « vrai »,
l’agent va renforcer son jugement de pertinence pour les agents qui lui fournissent cette
même valeur. Cette valeur est diminuée pour les agents qui fournissent la valeur contraire.
Le feedback transmis aux agents fils est, dans ce cas, évidement identique à celui reçu.
Feedback « faux ». Lorsque l’environnement demande la valeur « faux », le traitement est
plus subtil. En effet, alors que pour un agent « et » il n’existe qu’une seule façon de calculer
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« vrai », il en existe trois pour obtenir « faux ». Comment alors décider de la valeur attendue
pour l’opérande droite et l’opérande gauche ? Comment propager le feedback aux agents
nœuds fils ? (cf. les trois possibilités illustrées dans la figure C.7).
∧
F
F F
g d ∧
F
F T
g d ∧
F
T F
g d
➊ ➋ ➌
Figure C.7 — Différentes manières de propager un feedback « faux »
La valeur attendue pour l’opérande gauche dépend de celle à droite et inversement.
L’agent « et » ne doit donc pas simplement tenter de repérer deux agents fils qui sont sépa-
rément pertinents mais plutôt deux agents fils qui ont une activité corrélée pertinente. Passer
au crible chaque couple potentiel impliquerait cependant une explosion de la mémoire re-
quise et de la complexité de l’algorithme (sans parler de la complexification de la gestion des
feedbacks). Nous avons donc opté pour l’application du comportement coopératif suivant :
1. déterminer l’agent fils le plus « a priori coopératif », c.-a-d. qui fournit le plus souvent
la valeur attendue la plus probable (« vrai » lorsque le feedback est « vrai » et « faux »
lorsque le feedback est « faux »). Cet agent est désigné comme l’agent « référent ».
2. La valeur de l’agent référent actuel est utilisé afin de déduire la valeur attendue pour
les autres agents fils potentiels. Par exemple lorsque le feedback est « faux » et que le
référent propose la valeur « vrai » alors on attend que les fils fournissent « faux ».
3. Le feedback et le jugement de pertinence est ensuite mis à jour en fonction de cette
valeur attendue. On recherche en fait l’agent qui est le plus coopératif avec l’agent réfé-
rent.
Bien entendu, l’agent référent peut être remis en cause s’il s’avère moins « a priori coopéra-
tif » qu’un autre agent.
Identification des limites
Cette solution s’est avérée assez efficace lorsqu’un agent référent peut être rapidement
trouvé, c.-à-d. lorsque l’agent nœud a à sa disposition des agents fils qui peuvent faire rapi-
dement office d’agent référent. Lorsque ce n’est pas le cas, par exemple lorsque la solution
de l’agent nœud correspond à choisir deux autres agents nœud, notés a et b, qui n’ont à leur
tour pas encore sélectionné les bons fils, cette solution s’avère peu adéquate.
En effet, ces deux fils vont recevoir des feedbacks probablement erronés car fonction de
référents erronés et vont s’y adapter. Ainsi, a et b proposant une expression erronée ceux-ci
ne pourront être considérés comme référent. On peut aussi penser que dans cette situation,
ni a, ni b ne peuvent atteindre leur objectif car celui-ci est conditionné par le fait que leur
pair (a ou b) soit correct.
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Ce constat d’échec empire alors d’autant plus que l’arbre solution est profond : (i) on
constate alors très peu de corrélation entre les valeurs des feuilles et le feedback injecté à la
racine de l’arbre et (ii) la valeur du feedback devient de moins en moins précise au fur et à
mesure de sa propagation au sein de l’arbre.
Le problème constaté se rapporte alors bien à celui de l’adaptation conjointe de deux
systèmes fonctionnellement dépendants. En effet, les deux nœuds fils a et b doivent s’adapter
l’un à l’autre sans que pour autant tous deux ne divergent du fait de la non adéquation de
l’un ou l’autre. Nous touchons alors à l’une des limites de l’approche par AMAS qui ne s’est
jusqu’à présent pas encore sérieusement intéressée à ce genre de problème.
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