1 The Kyoto Protocol requires that industrialized countries reduce their collective emissions of greenhouse gasses by 5.2% of 1990 levels by the period 2008-2012. The country-specific targets in the Kyoto Protocol may be difficult for some nations to achieve. Developing countries, including India, have been absolved of any responsibility towards reducing emissions in the first commitment period, that is, 2008-12, of the Kyoto Protocol. relationship among these variables had been one of the most attractive areas of energy economics literature for the last two decades. Recent years have seen a renewed interest in examining the relationship between these variables. This line of research focuses on the Environmental Kuznets Curve (EKC) or what is also termed the Carbon Kuznets Curve (CKC) hypothesis. The higher economic growth rates pursued by developing countries is largely obtained through consumption of an increasing quantity of commercial energy, which comes at the cost of ignoring technologies that are more efficient. Thus, Figure 1 : Plots of the variables tested in the study there is dispute whether energy consumption is a stimulating factor, or is itself a result of economic growth. The increased share of CO 2 emissions in the atmosphere that is a product of the unbridled use of fossil fuels has negative impacts on natural systems. It is a main factor contributing to climate change. In this context, the consumption of coal and oil should be replaced with renewable alternatives, such as wind, solar and hydropower, which do not emit CO 2 . The present study will focus on the causal relationship between economic growth (measured by gross domestic product per capita at constant prices of 2000 US$), environmental degradation (measured by carbon dioxide (CO 2 ) emissions per capita) and primary energy consumption (measured by aggregate primary energy consumption per capita in Million tons oil equivalent) in India. Figure 1 presents the trend path of the variables tested in log level and log first difference form. It is evident from the figure that primary energy consumption and economic growth have a close relationship over the entire period, thus providing reason to test the causal hypothesis in the Indian case.
The organization of the study is as follows. The second section presents a literature review followed by discussion of the objectives, data used, and econometric methodology in the third section. The fourth section discusses the data analysis and the empirical results. The fifth section concludes the study and provides policy implications.
Literature Review
The studies in this area can be classified into four groups based on their findings. The first group comprises studies that find unidirectional causality running from electricity or energy consumption (both at aggregate and disaggregate levels) to GDP. Studies worthy of mention are those by Altinay and Karagol (2005) in Turkey for the period 1950-2000, Lee and Chang (2005) in Taiwan for the period 1954-2003, Shiu and Lam (2004) in China for the period 1971 , and Soytas and Sari (2003 in Turkey, France, Germany and Japan, Wolde-Rufale (2004) in Shanghai for the period 1952 -1999 , and Morimoto and Hope (2004 in Sri-Lanka for the period 1960-98.
Second are those studies that find a unidirectional causality running from economic growth or gross domestic product to electricity or energy consumption. Noteworthy studies are Ghosh (2002) for India during 1950 -1997 , Cheng (1999 in India for the period 1952 period -1995 period , Fatai et al. (2004 in New Zealand and Australia for the period 1960 -1999 , Hatemi and Irandoust (2005 in Sweden for the period 1965 , Cheng and Lai (1997 in Taiwan for the period 1954 -1993 , Chang and Wong (2001 in Singapore for the period 1975 -1995 , and Aqeel and Butt (2001 in Pakistan for the period 1955-1996. Third are those studies that find bidirectional causality. Studies worth noting are Soytas and Sari (2003) in Argentina, Oh and Lee (2004) in Korea for the period 1970 -1999 , Yoo (2005 in Korea for the period 1970 period -2002 period , Glasure (2002 in South Korea for the period 1961 -1990 , Jumbe (2004 in Malawi for the period 1970 -1999 , Ghali and El-Sakka (2004 in Canada for the period of 1961 -1997 , and Hwang and Gum (1992 in Taiwan for the period 1961-1990. The fourth group comprises studies that that find no causal linkages between energy or electricity consumption and economic growth. These are Cheng (1995) in the U.S. for the period 1947 -1990 , Stern (1993 in the U.S. for the period 1947 -1990 , Akarca and Long (1980 in the U.S. for the period 1950 -1968 and 1950 -1970 , Yu and Hwang (1984 in the U.S. for the period 1947-1979. A comprehensive review of the literature on this topic is provided in many studies, for example Shahbaz, Tang, Shabbir (2011) and Tiwari (2011a Tiwari ( , 2011b and the references therein, among others.
A marriage of these two literatures that brings together the relationship between economic growth, energy consumption and pollution emissions within a Granger-causality multivariate framework is a relatively new area of research. There exist only a limited number of studies in this direction either for developed countries (for example, Ang (2007) for France, Soytas, Sari and Ewing (2007) for the United States) or developing countries (for example, Zhang and Cheng (2009) for China, Ang (2008) for Malaysia, Halicioglu (2009) and Soytas and Sari (2009) for Turkey, Sari and Soytas (2009) for oil-rich OPEC countries). However, to the best of our knowledge there has been no such study conducted for India that analyzes the causality in a multivariate framework with structural breaks in the unit root and cointegration process. Tiwari (2011a Tiwari ( , 2011b analyzes the causality in a multivariate framework, but it fails to incorporate structural breaks in the unit root and cointegration process. Further, use of primary energy consumption is also new in the study as Tiwari (2011a Tiwari ( , 2011b and other studies used electricity consumption as a proxy for energy consumption.
Data, Objectives, and Econometric Methodology

Data and objectives
The present study has taken annual time series data for the period 1970-2007 from the World Development Indicators (WDI) and BP Statistical Review of World Energy 2 .
The present study analyzes the static and dynamic relationship among primary energy consumption, CO 2 emissions, and economic growth by incorporating structural breaks in the unit root and cointegration process of these variables. The interest in studying the relationship between primary energy consumption, CO 2 emissions, and economic growth arises from the need to understand the complex links between the three variables. Such an understanding is basic to regulators and investors in deregulated electricity markets in order to design a system that ensures reliability and efficiency.
Estimation methodology
The stationarity of the variables is tested by using the (Augmented) Dickey Fuller (1979, hereafter DF/ADF) test, Phillips and Perron (1988, hereafter PP) test and Ng and Perron (2001, hereafter NP) test, and in all cases model selection was based on the graphical plot of the variables in question.
However, these tests can yield misleading results when the data series exhibits socks. Therefore, we used the Zivot and Andrews (1992, hereafter ZA) test in our analysis, as it treats the selection of the break points as the outcome of an estimation procedure. The ZA (1992) test tests the null hypothesis of the unit root against the alternative of a one-time structural break with three models: Model A allows a one-time change in the level of the series, Model B permits a one-time change in the slope of the trend function of the series and Model C admits both changes. The regression equations corresponding to these three models are as following. 
where k is the number of lags determined for each possible break point by one of the information criteria (AIC in the study). The null hypothesis is 0 = α , which implies that the series exhibits a unit root with a drift and excludes any structural break points. The alternative hypothesis is 0 < α , which implies that the series is trend-stationary with an unknown one-time break. Therefore, equations (1), (2) and (3) Clemente-Montanes-Reyes (1998) ). If an innovative outlier contains two structural breaks then we can test the unit root hypothesis with the following equation-6:
This equation helps us to estimate the minimum value of the t-ratio through simulations and the value of the simulated t-ratio can be utilized for all break points if the value of the autoregressive parameter is constrained to 1. For the derivation of the asymptotic distribution of the said estimate, it is supposed that show that cases where break points exist in repeated periods are purged (see Clemente-Montanes-Reyes (1998)). To test the unit root hypothesis, a two-step approach was used for the case when shifts are in a better position to explain additive outliers. In the 1 st step, the deterministic variable was eliminated from the estimation with the use of the following equation-7:
Then, in the second step, the minimum t-ratio was searched and hypothesis 1 = ρ was tested with equation 8:
converges with the distribution, a dummy variable was included in the estimated equation for estimation:
After confirming that the variables used in this study are non-stationary and have the same order of integration i.e., I(1), the Johansen and Juselius (1990) method of cointegration analysis was adopted. The method employs the VAR system to test for the numbers of cointegration vectors. Its estimation procedure is based on the Maximum Likelihood (ML) method. However, in this case, if structural breaks are not also analyzed it may lead to biased results. There are a number of studies that address testing for cointegration in the presence of structural shifts (for example Hansen (1992), Gregory and Hansen (1996), Campos, Ericsson, and Hendry (1996) , Seo (1998) , Inoue (1999) , Johansen and Nielsen (1993) , Johansen, Mosconi, and Nielsen (2000) , Arranz and Escribano (2000) , Saikkonen and Lütkepohl (2000, hereafter S&L) , and Lütkepohl, Saikkonen, and Trenkler (2003) ). These studies considered a single equation as well as systems cointegration tests, but none of the proposed tests is suitable for testing the cointegrating rank of a system when the break date is unknown. For such a situation Lütkepohl, Saikkonen, and Trenkler (2004) proposed a cointegrating rank test for vector autoregressive (VAR) processes with a structural shift at an unknown time. In their case, the shift is assumed as a simple shift in the mean. They modeled a structural shift as a simple shift in the level of the process. The structural break date is estimated based on a fullunrestricted VAR model. In the next step, the Johansen type test was applied for the cointegrating rank to the adjusted series using the following null and alternative hypotheses:
For a given break date, S&L propose to estimate the parameters of the deterministic part first. Denoting the estimators of 0 μ , 1 μ , and δ by 0 μ , 1 μ , and δˆ, respectively, the test is based on a sample analog of the series x t obtained as
where τˆ may be replaced by any estimator that 
( 1 2 ) by solving the generalized eigenvalue problem det(
, where Π is the LS estimator of Π obtained from (12), Ω is the corresponding residual covariance matrix, and 
Once the cointegrating vectors are estimated among a set of variables one can proceed to carry out VEC modeling. However, Lütkepohl, Saikkonen, and Trenkler's (2004) test of cointegration in the presence of an endogenously determined structural break shows no evidence of cointegration (panel two of Table 3 ). Therefore, to analyze the static and dynamic causality framework the VAR approach was used, and to see the robustness of the results of the VAR model Toda and Yamamoto's (1995, hereafter TY) and Dolado and Lütkepohl's (1996, hereafter DL) test was applied. The test involves estimating the VAR in levels and testing general restrictions on the parameter matrices. This method is applicable "whether the variables may be stationary (around a deterministic trend), integrated in an arbitrary order, or cointegrated in an arbitrary order". Therefore, the Toda and Yamamoto (1995) causality procedure has been labeled as the long run causality test of the coefficients of VAR. The TY and DL procedure steps are as follows: (i) finding the maximal order of integration (d) of variables by conducting unit root tests, (ii) determining the optimum lag length (k) of a VAR. (iii) estimating the lag-augmented VAR (k+d) model, (iv) conducting a Wald test on the first k parameters instead of on all parameters in the augment VAR (k+d) model.
To employ the DL test, first the lag length of an unrestricted multivariate VAR model was estimated and optimal lag length 3 by means of the AIC because of its small sample properties (Liew, 2004) was chosen. Then the following equation was estimated through the Seemingly Unrelated Regression (SUR) approach: Urzua's (1997) method of residual factorization (orthogonalization)) and the presence of lag exclusion (tested by conducting the Wald type lag exclusion test). 3 The F-test in VAR only indicates the Grangerexogenity or endogenity of the dependent variable within the period under consideration (i.e., it only indicates the static causality). In order to analyze the dynamic causality of the system the forecast error Variance Decompositions (VDs) and Impulse Response 3 For more details on why these tests have been preferred see Tiwari (2011a Tiwari ( , 2011b . Functions (IRFs) were computed using a generalized approach, while confidence intervals were constructed with 10000 Monte Carlo repetitions.
Data Analysis and Result Interpretations
Descriptive analysis
Summary statistics of the variables are presented in Table 1 .
It is evident from Table 1 that the SD of CO 2 emissions is highest and the GDP lowest, while very close to the SD value of primary energy consumption. The mean value of CO 2 emissions and primary energy consumption are negative while GDP is positive. JB statistics shows that all of the variables used in the analysis have a log normal distribution.
Unit root, cointegration, granger-causality analysis in a static frame work (using VAR and Dolado and Lütkepohl's approach) and dynamic framework (using IRF S and VD S )
The stationary property of the data series was tested with the use of DF/ADF test, PP test, and NP test based upon the Figure 1 suggest the type of the model to be used. The results of the unit roots are reported in Table 2 .
It is evident from Table 2 that all of the variables are nonstationary in their level form and become stationary after the first difference i.e., (I). Further, to see the robustness of the results of the traditional unit root ZA test of one structural break and the CMR test of one break in the case of Innovative Outliers and Additive Outliers was performed and the results are reported in Table 3 .
The results of models A, B, and C of the ZA test show that GDP per capita is nonstationary in the level form and structural breaks occurred in the series in 1979, 2002 and 2003 . These years in Indian history are characterized as policy shock years. Similarly, primary energy consumption per capita is also nonstationary in the level form and structural breaks in the series occurred in 1987 and 1996. In the case of per capita CO 2 emissions, structural breaks have occurred in 1995, 1997 and 2001 and it is stationary in the level form. The results of the CMR test of one break show different dates for structural breaks than ZA, which is due to the difference in the underlying procedures of testing the break points. However, both results provide the same conclusion that test variables are nonstationary in the level form, whereas they are stationary in the first Table 4 . Table 4 that there is a difference in the identified dates of structural breaks in the cases of the Innovative Outliers' and Additive Outliers' approaches. However, each series is nonstationary in the level form and stationary in the first difference form. This indicates that all test variables have integration of the order of one i.e., I(1).
It is evident from
Since all variables are I(1) cointegration analysis can proceed. To proceed on to cointegration the first step is the selection of appropriate lag length 4 . Therefore, a joint test of lag length selection was carried out, and (based upon AIC) to take three lags of each variable. Then lag intervals (1, 3) were chosen and a joint test 5 was conducted for the cointegrating vector and model selection. Further, by choosing model 4 6 , and the lag interval (1, 3) the JJ cointegration test was carried out. The results of the cointegration test are reported in Table  5 .
It is evident from panel 1 of Table 5 that both Trace and Eigenvalue criteria reject the null hypothesis of no cointegrating vector against the alternative of at most one cointegrating vector. Further, to test the robustness of the results of cointegration Lütkepohl, Saikkonen, and Trenkler's (2004) test of cointegration was performed and the results are reported in panel 2 of Table 5 . Interestingly, in this case no null hypothesis of cointegration is rejected. This implies that the results reported by the JJ test are unbiased and therefore we cannot conduct the VECM analysis. As a consequence the next step was the Engle-Granger causality analysis in the VAR framework using lag intervals (1, 3), the results of which are shown in Table 6 .
It is evident from Table 6 that CO 2 emissions Grangercause GDP and that CO 2 emissions and primary energy consumption Granger-cause GDP jointly. Further, we find that GDP Granger-causes primary energy consumption. 4 The JJ test has been found to be sensitive to the lag length chosen for the analysis. When the order of VAR i.e., lag length is too short, the problem of serial correlation among the residuals arises and the test statistic will become unreliable. Conversely, if lag length (order of VAR) is too high there will be an upward bias in the test statistics, again causing doubts on the reliability of the estimates of parameters. Therefore, we used Akaike Information Criteria (AIC) because of its small sample properties. 5 The JJ test has also been found to be sensitive to the choice of deterministic assumptions used in testing cointegration. Johansen (1991) suggests testing the joint hypothesis of the rank order and the deterministic components to choose the right model. This test is known as the Pantula Principal. Since we were not sure whether a deterministic trend is present or whether the VAR also had a linear trend we carried out a joint test and chose the model, which minimizes the value of SIC and AIC and in the case of conflict the theoretically appropriate model was chosen which minimizes the values of SIC of VEC modeling. 6 It should be noted that the joint test of model selection and cointegrating vector shows that model 5 is appropriate (based upon SIC and AIC) for analysis. However, model 1 and model 5 have been said to be theoretically inappropriate; hence we preferred the model in which we obtained the minimum values of SIC and AIC, i.e., model 4.
Further, to check that the conclusions drawn from the VAR model are unbiased we performed diagnostic checks analysis and report the results in Table 7 .
It is evident from Table 7 that the specification of VAR is correct as no test rejects the null hypothesis (of course, the null of lag exclusion is rejected, which implies no lag is excluded from the model of any variable). Therefore, in the final step, IRFs and VDs analysis were performed and standard errors in both cases obtained by conducting 10000 Monte-Carlo simulations. A graph of the accumulated IRFs is given in Figure 2 .
It is evident from Figure 2 that one SD shock/innovation in GDP, primary energy consumption, and CO 2 emissions increases GDP, primary energy consumption, and CO 2 emissions throughout the 10 years. Whereas by analyzing the results of VDs it was found that GDP, primary energy consumption and CO 2 emissions explains 96%, 0.96% and 2.8% of the forecast error variance in GDP after 10 years. Further, the results of VDs analysis show that GDP, primary energy consumption and CO 2 emissions explain 75.9%, 20.5%, and 3.63% of forecast error variance in primary energy consumption. Finally, the VDs results show that GDP, primary energy consumption and CO 2 emissions explain 64.9%, 19.5%, and 15.55% of forecast error variance in CO 2 emissions. Thus, conflicting results between VDs and IRFs were shown. The IRFs analysis shows evidence of bidirectional causality, whereas VDs analysis shows evidence of unidirectional causality (this is because GDP explains most of the forecast error variance in primary energy consumption and CO 2 emissions and not vice-versa).
In the final step, the DL approach of Granger-causality was applied to test the validity of the results reported by the simple VAR model, with the results presented in Table  8 .
It is evident from Table 8 that the results of the DL approach support the results of the VAR based Grangercausality analysis (the only exception is that now CO 2 emissions are found to Granger-cause primary energy consumption).
Conclusions, policy implications and limitations
The paper examined the linkage between primary energy consumption, CO 2 emissions, and economic growth in India for the period 1970-2007. The relationship was examined within static and dynamic Granger causality frameworks. The VAR approach and DL approach were used for examining the causality in the (1)* denotes rejection of the hypothesis at the 0.05 level and **MacKinnon-Haug-Michelis (1999) p-values;
(2) Critical values of Lütkepohl, Saikkonen, and Trenkler (2004) test are from Trenkler (2003) . Source: Author's calculation Note: (1) Ln(CO2PC) denotes log of CO2 emission per capita; Ln(PECPC) denotes log of primary energy consumption per capita; Ln(GDPPC) denotes log of Gross domestic product per capita.
(2) *, and **denotes significance at the 1%, and 5% levels, respectively. Source: Author's calculation (1)*, **and ***denotes significant at 1%, 5%, and 10% level respectively. Source: Author's calculation Note:
(1) *, and **denotes significance at the 1%, and 5%, levels respectively. Source: Author's calculation 
