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Heuristic algorithmAbstract We are concerned with a new product development (NPD) network in digital environ-
ment in which the aim is to ﬁnd integrated attributes for value added purposes. Different views exist
for new product development. Here, the effective factors are categorized into customers, competi-
tors and the company’s own past experience. Also, various attributes are considered for the devel-
opment of a product. Thus, using digital data of attributes, the optimal set of attributes is chosen
for user in the new product development. Regarding the multi stage decision making process of the
customer, competitor and company’s own past experience, we develop a multi-dimensional dynamic
program as a useful tool for multi stage decision making. To counteract the dynamism of the digital
data in different time periods, two concepts of state and policy direction are introduced to deter-
mine the cost of moving through the stages of the proposed NPD digital network. Since the space
requirements and value function computations become impractical for even moderate size, we
approximate the optimal value function developing a heuristic algorithm.
ª 2013 Production and hosting by Elsevier B.V. on behalf of King Saud University.1. Introduction
Product design has been long recognized as an opportunity for
differential advantage in the market place. A number of com-
panies successfully focus on product design as a competitive
tool (Creusen and Schoormans, 2005). Nowadays, newrequirements for enterprises are envisaged, such as more prod-
uct variety, shorter time-to-market, lower product cost and
higher quality. Globalization of competition in manufacturing
industry and diversiﬁcation of customers’ demands as well as
rapid technological developments continue to spur technol-
ogy-based innovations at an intensive pace. Product design
innovation has thus developed quickly and has gradually be-
come one of mainstream production modes of manufacturing
industries.
Therefore, improving product development performance is
becoming increasingly more important and challenging. New
product development (NPD) is undeniably vital in determining
the economic success of manufacturing companies. Firms need
to create and sustain competitive advantages in order to
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One major determinant of sustaining competitive advantage
is the ability of ﬁrms to develop and launch successful new
products. Differentiation through NPD is therefore one of
the most effective strategies for achieving success. As competi-
tion in global markets is becoming intense, ﬁrms have begun to
understand the importance of NPD and innovation issues.
Through innovation and introduction of new products, new
markets and growth possibilities can be created. Increasing
international competition accentuates the importance of the
NPD process which is secure and accurate (Ozer, 2005;
Sherman et al., 2005). Gemser and Leenders (2001) conclude
that being innovative with respect to design and design strat-
egy can enhance competitiveness regardless of the industry’s
evolution. Timely, correct and responsive NPD has become
even more critical in the highly competitive global environ-
ment. The need to respond quickly to these dynamic global
market forces requires the ﬁrm to establish a specialized eval-
uation mechanism and platform for the NPD performance.
However, the decision-making in NPD is highly complex
and uncertain due to a demanding environment characterized
by increased globalization and segmentation of markets, in-
creased levels of product complexity, changing customer
needs, and shorter product life cycles (Belecheanu et al.,
2003). New product introduction in today’s technology-driven
markets carries signiﬁcant risks. New product failure rates can
be as low as one of every three products or as high as 90% of
new grocery products which are withdrawn within a year of
their introductions. New technology, improved communica-
tions, increased proﬁt demands and shorter product life cycles
have added to the inherent risk. Yet, without the introduction
of new products, deterioration of the ﬁrm’s market position is
inevitable. Without new products, ﬁrms will inevitably stag-
nate (Yelkur and Herbig, 1996). In order to evaluate the per-
formance of NPD more appropriately, the ﬁrms should
consider not only quantitative indices but also qualitative
factors which are evaluated by multiple decision-makers or
experts. Thus, the evaluation of NPD performance should be
regarded as a group multiple criteria decision-making process
as well.
Here, the effective factors on new product development are
categorized into customers, competitors and the company’s
own past experience. Also, various attributes are considered
to develop a product. Thus, using digital data of attributes,
the optimal set of attributes is chosen to be included in the
new product development. The remainder of our work is orga-
nized as follows. In Section 2, we review the related literature.
In Section 3, the proposed problem is stated. The mathemati-
cal model of the proposed multi-dimensional problem is given
in Section 4. A computational study is given in Section 5. We
conclude in Section 6.2. Literature review
In the literature, a related subject to our work lays in NPD
project selection studies. Because NPD project selection plays
a critical role in future market competitiveness, a company re-
quires a well-rounded consideration when top managers assess
and rank NPD projects. To address such complicated decision-
making challenges, many studies apply a multi-criteria
decision-making model (MCDM) to help high-level managersscientiﬁcally select an alternative with a quantitative analysis.
For example, Brenner (1994) used the AHP method to gain cri-
teria weights of NPD and exhibited advantages and disadvan-
tages of each project with diagrams. Al-Harbi (2001) used
AHP to estimate the degree of importance of each assessment
indicator for the projects and to calculate an objective weight
for each indicator in decision-making. Ahn and Choi (2008)
combined AHP and simulation methods to create a simula-
tion-based AHP (SiAHP) and veriﬁed the elasticity of the
model with an ERP project selection case. Lee and Kim
(2000), for aggregation of group opinions and understanding
of the relation among the selection criteria, used the analytic
network process (ANP) and the zero-one goal programming
(ZOGP) to select an information system project. To assist
companies in making the most correct decisions and the most
effective resource allocation, Meade and Preslley (2002) used
the ANP technique to quantify the importance of qualitative
criteria and to conduct a performance analysis for selection
of R&D projects.
Data envelopment analysis (DEA) has been applied to the
assessment of alternatives in recent years. The DEA uses the
inputs and the outputs of decision making unit (DMU) to
measure the alternatives’ performance. Linton et al. (2002) ap-
plied a basic DEA model to R&D project selection and used
diagrams to analyze product portfolios. Sowlati et al. (2005)
employed AHP to obtain weights for each selection criterion
and used DEA to select an NPD project with potential. Eilat
et al. (2006) used the balanced scoreboard (BSC) method to
gain performance assessment values of qualitative criteria
and then applied a DEA model for project screening.
The foregoing methods cannot deal with uncertainty and
fuzziness under subjective judgment. To improve the models,
fuzzy theory has been gradually applied to project selection
(Buyukozkan and Feyzioglu, 2004; Chen et al., 2007; Huang
et al., 2008; Machacha and Bhattacharya, 2000). To consider
uncertainty as a result of incomplete information in project
selection, Feyzioglu and Buyukozkan (2006) combined artiﬁ-
cial neural network (ANN), fuzzy theory and the Choquet
integral model to develop an integrated decision-making meth-
od and used past experience to rapidly assess NPD projects.
Mahmoodzadeh et al. (2007) added conventional AHP with
the fuzzy concept to build a fuzzy judgment matrix to indicate
the fuzziness of subjective judgment of decision makers and
applied the technique for order preference by similarity to ideal
solution (TOPSIS) for project ranking. To alleviate the impact
of uncertainty in the environment, Wang and Hwang (2007)
applied the plausibility theory to develop a fuzzy integer plan-
ning model to gain an optimal investment portfolio. Chiu et al.
(2006) and Wang et al. (2008) applied a fuzzy concept to the
project selection process with the fuzzy multi-criteria deci-
sion-making model (FMCDM) to select the optimal
alternatives.
Sun et al. (2008) used the fuzzy AHP to establish decision
support systems (DSSs) for selection of R&D projects.
Trappey et al. (2009) employed the fuzzy theory to screen
NPD projects, and then used an evaluation model of resource
requirements of product portfolios to create the plausible
product portfolios. Finally, according to the revenues and
the risks of feasible product portfolios, the optimal product
portfolio was created.
To sum up the background of the research the following
dimensions are noted:
Product
OOPE collected data
for the attributes
86 H. Fazlollahtabar et al.Most of the researches used quantitative approaches to
select or measure NPD process.
The focus of the researches was on the application of pres-
ent data collection and not the past data.
Applying criteria and attributes in the process of NPD was
extensively considered.
Few works concentrated on the design of NPD process
while this segment is very signiﬁcant to provide a useful
decision aid in real time NPD decisions.
Most of the reviewed techniques proposed single stage deci-
sion models, while time is effective in the NPD process and
therefore multiple stage systems can provide better results.
Therefore, in this work a model is developed to cover some
of the above mentioned research gaps extracted from previous
studies. We proposed an NPD system based on past data and
multiple stages of decision support. To optimize the multi
stage model an effective method associated with the corre-
sponding solution approach is presented.
3. Proposed problem
Here, a new product development process is considered for a
company. Managers would decide to develop a product’s
due to product life cycle in an appropriate period. After a per-
iod of development, the product is introduced or launched into
the market; it gains more and more customers as it grows;
eventually the market stabilizes and the product becomes ma-
ture; then, after a period of time the product is overtaken by
new developments and the introduction of superior competi-
tors, and then it goes into a decline and is eventually with-
drawn (Westka¨mper, 2000). Thus, an innovative decision
process is focused to develop the product to incur a minimal
cost in the NPD process. The innovation is conducted on eval-
uating the attributes leading to less cost. Since adding or
removing attributes may incur cost or inﬂuence the product’s
quality, two general concepts of state and policy direction
are considered in our work. In the past researches the effects
of attributes were not considered and the economic evaluation
was not of importance. To conceptualize the effectiveness of
an attribute, past performances are taken into account. To
do this, the past performance of attributes is categorized into
three factors, namely customer (gender, age, buying trend,
buying volume, etc.), competitor (turn over, sale volume, mar-
ket share, etc.), and our own past experience (OOPE) (delivery,
handling, research and development, investment, etc.). These
three factors contain data for the past performances of the
attributes added into the products. The data are saved in
digital databases. Digital data storage (DDS) is a format for.
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Figure 1 The proposed three dimensional network.storing and backing up computer data on magnetic tapes,
evolved from digital audio tape (DAT) technology, which
was originally created for CD-quality audio recording.
As a result, digital data are available for the stated three
factors. For mathematical presentation, OOPE stands for
our own past experience, i is an index for the OOPE attributes,
i= 1, . . ., I, j is an index for customers’ attributes, j= 1, . . ., J,
and k is an index for competitors’ attributes, k= 1, . . . , K. A
graphical representation of this problem is a three dimensional
network as shown in Fig. 1.
In Fig. 1, the stated factors are considered as stages of deci-
sion making, for simplicity. The aim is to ﬁnd a set of attri-
butes obtaining a maximal proﬁt. In the literature, cost
effective design was focused but the proﬁt making decisions
is novel in this work. Proﬁt is not only considered to be ﬁnance
related, but it covers the quality, expenditures and other effec-
tive elements. As stated, digital data for attributes are recov-
ered in any time period causing the uncertainty of data.
Therefore, a function is proposed for each factor (OOPE,
customers and competitors). The data related to OOPE are a
function of some effective attributes, f1(x1, . . ., xi) and for cus-
tomers and competitors we have f2(y1, . . ., yj) and f3(z1, . . ., zk),
respectively. Required data for a set of attributes with respect
to our own past experiences are collected and stored in a data-
base. Then, the discussed function of attributes is considered in
the NPD decision making process and the new product is
developed. This process is shown in Fig. 2.
The signiﬁcant data for attributes effective on customers
are collected and stored in a database. Then, the discussed
function of attributes for customers is considered in the
NPD decision making process and the new product is devel-
oped. This process is shown in Fig. 3.
The required attributes being substantial for competitors
are collected and stored in a database. Then, the discussed
function of attributes for competitors is considered in the
NPD decision making process and the outcome is categorizedOOPE attributes database
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N
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Figure 2 The OOPE attribute data recovery.
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Figure 3 The customers’ attribute data recovery.
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digital database is also a novel concept developed in this work.
This process is shown in Fig. 4.
Here, to determine the aggregated status of the current
NPD, the integrated function should be proposed having the
common attributes of the three stated functions, shown math-
ematically by
Fðw1; . . . ;wlÞ ¼ ff1ðx1; . . . ; xiÞgSff2ðy1; . . . ; yjÞgSff3ðz1; . . . ; zkÞg:
ð1Þ
This process is illustrated in Fig. 5. It is shown that an attri-
bute database exchanges data with the three factors (OOPE,CoAttributes
Co
mp
eti
tor
s
Figure 4 The competitors’customers and competitors). This data exchange helps the
NPD process to determine the current status. The current sta-
tus of NPD is speciﬁed by the aggregation of the three attribute
functions for OOPE, customers and competitors, given above.
The ﬂowchart of the proposed problem is illustrated inFig. 6.4. Mathematical modeling of the multi-dimensional problem
The output of the current status of the attributes is F(w1, . . .,
wl), being the common attributes of the three factors namely
OOPE, customers and competitors. While the current status
is an n-dimensional vector having common attributes, we con-
sider a state function dl(p), l= 1, . . ., n. Also, a policy functionllected information from the competitors
for the specified attributes
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Figure 5 The OOPE, customers’ and competitors’ data exchange.
88 H. Fazlollahtabar et al.is proposed to consider the NPD movement policy, and hence
assuming an m-dimensional vector of policies (m 6 n), we have
bl(p), l= 1, . . ., m, where bl(p) e {0, 1}, i.e., policy movement
occurs (=1) or does not occur (=0) for an NPD process. Here,
our problem becomes n dynamical equations of the form
dlðpþ 1Þ ¼ dlðpÞ þ fl;p d1ðpÞ; . . . ; dnðpÞ; b1ðpÞ; . . . ; bmðpÞð Þ;
l ¼ 1; . . . ; n; p ¼ 0; . . . ;N 1: ð2Þ
Therefore, a dynamic programming approach can be used to
model our multi-dimensional problem. Let Sp(d1(p), . . .,
dn(p)) be the minimum cost of the remaining NPD process if
we start stage p in state d1(p), . . ., dn(p).
Then, for p= 0, ..., N1, the strategy function is:Sp d1ðpÞ; . . . ; dnðpÞð Þ ¼ min
b1ðpÞ;...;bmðpÞ
gp d1ðpÞ; . . . ; dnðpÞ; b1ðpÞ; . . . ; bmðpÞð Þþ
Spþ1
d1ðpÞ; f1;pðd1ðpÞ; . . . ; dnðpÞ; b1ðpÞ; . . . ; bmðpÞÞ; . . . ; dnðpÞþ
fn;p d1ðpÞ; . . . ; dnðpÞ; b1ðpÞ; . . . ; bmðpÞð Þ
 
2
64
3
75 ð3Þwith the boundary condition,
SN d1ðNÞ; . . . ; dnðNÞð Þ ¼ h d1ðNÞ; . . . ; dnðNÞð Þ: ð4Þ
This way, the state and the policy direction for the NPD pro-
cess is at hand. Solving (3) for the appropriate indices, we ob-
tain the status and the policy direction in each time period.5. Computational study
Considering the boundary condition, we can compute hOPT
(the optimum states, i.e., the optimal attributes leading to min-
imum cost of NPD process) for given policy functions. Due tononlinear format and operations on mathematical functions, it
is easy to see that exact dynamic program (DP) requires
OðnðdÞmÞ calculations for the multi-dimensional dynamic
program where d* = min {d1, . . ., dl}. Space requirements
and value function computations become impractical for even
moderate m. Thus, exact DP is not a practical methodology
particularly for large-scale optimization problems. The basic
idea behind approximate DP is to approximate the optimal va-
lue function Sp(d1(p), . . ., dn(p)) and to construct a suboptimal
solution with respect to h(d1(p), . . ., dn(p)). We introduce a heu-
ristic algorithm to approximate the optimal value function in
the following sections.5.1. A heuristic approach
This section introduces our proposed Adaptive Dynamic Pro-
gram Heuristic (ADPH) approach for the multi-dimensional
problem. The basic idea of ADPH is estimating the optimal va-
lue function by the solution value of a suboptimal methodol-
ogy to the corresponding subproblem and constructing a
solution through boundary condition equation. This subopti-
mal methodology is called the heuristic approach.
Let h(dl(p)) be a heuristic for the subproblem h(d1(p), . . .,
dn(p)). Let dl(p) be the corresponding heuristic solution and
Sp(dl(p)) be the heuristic value, i.e., an estimate of the optimal
value Sp(d1(p), . . ., dn(p)). The ADPH algorithm starts by
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Figure 6 The ﬂowchart of the proposed problem.
A heuristic algorithm to approximate dynamic program of a novel new product development process 89applying h(dl(p)) to the problem h(d1(p), . . ., dn(p)) and getting
dl(p). If the solution dl(p) is optimal, the algorithm terminates
with an optimal solution. If the problem is infeasible, the algo-
rithm terminates without a solution. Otherwise, the algorithm
sets the variables best-solution dBEST = dl(p) and best-solution-
value Sp = dl(p) (Step 2 in Fig. 7).
The algorithm proceeds by applying reduced cost ﬁxing as
described below to ﬁx some of the bl(p), l= 1, . . ., m variables
to the corresponding values (0 or 1) in an optimal solution to
the problem h(d1(p), . . ., dn(p)) (Step 3 in Fig. 7). Reduced cost
ﬁxing might effectively reduce the number of variables in ad-
vance. Let M denote the set of indices of the ﬁxable variables
by the reduced cost criterion. We denote by xM the corre-
sponding ﬁxed values, that is,
xMl ¼ 0 or 1; for all l  M:
The algorithm iteratively sets the variables to 0 or 1 as de-
scribed in Step 4 of Fig. 7. At each iteration, we update the
best-solution, dBEST = dl(p) and best-solution-value, Sp = dl(p).
We check if early termination is possible (true) or not (false).
We also allow ﬁxing a set of variables, which we call lag-vari-
able-ﬁxing. At the ﬁnal step, we set the ﬁrst variable to the
optimal solution of the reduced problem (Step 5 of Fig. 7)
and the algorithm returns dBEST = dl(p) and Sp = dl(p). We
present the details of ADPH algorithm in Fig. 7.
5.1.1. Variable assignment
To calculate Sp for a variable l RM, we employ an estimated
value, ~Mðl; pÞ, instead of optimal ones,M(l,p). This is the basic
idea in ADPH. We denote by U(l,p) an upper bound to the
problem h(dl(p)). In our computations, we set the upper bound
U(l,p) to hOPT. Let e denote the percentage deviation of d(l1,
p+1(bl(p))) with respect to the upper bound U(l1,(p+1)
bl(p)) for bl(p)=0, 1 and also let e ¼ min e0; e1. We estimatethe optimal values, M(l1,(p+1) bl(p)), by ~Mðl 1; ðpþ 1Þbl
ðpÞÞ ¼ ð1 eÞUðl 1; ðpþ 1ÞblðpÞÞ for bl(p) = 0, 1. By the
deﬁnition of e*, the optimal values are approximated such that
the percentage deviations of the estimate values are the same
with respect to the associated upper bounds. Finally, we set
Sp replacing the optimal values by the estimated ones.
5.1.2. Update best-known solution and value
Once we set Sp, if necessary, we update the best-solution,
dBEST , and best-solution-value, Sp as follows. Let p ¼ pþ
1
Pn
j¼lS
j
p
 
. Because of the construction of Sjp for j in [l,p],
dc ¼ ðdlðpÞðl 1; pÞ;Slp; . . . ;SnpÞ is a feasible solution to the
problem h(dl(p)), where the value of the solution d
c equals
Scp ¼ hðl 1; pÞ
Pn
j¼lS
j
p. We update d
BEST to dc and Sp to S
c
p,
respectively, if Scp is larger than Sp.
5.1.3. Early termination
The ADPH algorithm can be terminated early while setting Sp
if we determine that we ﬁnd an optimal solution to the prob-
lem h(dl(p)), where p ¼ pþ 1
Pn
j¼lS
j
p
 
. We apply the following
tests to determine whether we have an optimal solution or not
to the problem h(dl(p)):
(a) We check if d(l1, p) and d(l1, p+Sp) are optimal
solutions to the subproblems h(d(l1, p)) and h(d(l1,
p+Sp)), respectively.
(b) We conclude that an optimal solution exists if h(d(l1,
p)) = U(l1, p) and h(d(l1, p+Sp)) = U(l1, p+Sp);
(c) We conclude that d(l, p) = (d(l1, p), 0) is an optimal
solution if h(d(l1, p)) is greater than U(l1, p+Sp)
and h(d(l1, p)) = U(l1, p);
(d) Similarly, we conclude that d(l, p) = (d(l1, p+Sp), 1) is
an optimal solution if h(d(l1, p+Sp)) is greater than
U(l1, p) and h(d(l1, p+Sp)) = U(l1, p+Sp).5.1.4. Lag variable ﬁxing
To allow the ADPH to generate solutions in signiﬁcantly
shorter times (possibly of lower quality), we allow ﬁxing a
set of variables Sjp for j in [ln, l1], and j RM. We call the
method lag-variable-ﬁxing and those variables as lag-ﬁxable
variables. We denote by Mlag,l = {j:j e [ln, l1 and j e M}.
Once the lth variable is assigned to 0 or 1, the variables SjM
are set to Sjpðl 1; pÞ or Sjpðl 1; pþ SpÞ, respectively, for all
j e Mlag,l. We update the set M by including those indices in
Mlag,l. Sjp are assigned to S
j
M for all j e M
lag,l in Step 4 of
Fig. 7. Lag-size parameter q speciﬁes the number of variables
to be ﬁxed lagging from the lth variable while setting Slp
through the relationship, q= [l/lag-time], where lag-time is a
user-speciﬁed parameter.
5.2. Numerical results
In this section, we provide computational results for the ADPH
approach we developed for the h(dl(p)). We set as performance
criteria for comparing different methods: solution quality and
computation time, i.e., the degree of deviation of the computa-
tional resources needed to solve the problems as the instances of
the same size change. It should be noted that if the required
Figure 7 The ADPH algorithm for the h(d1(p), . . ., dn(p)).
Table 1 The comparison results.
M n H1 H2 H3 H4 H5
Time Percentage
deviation
Time Percentage
deviation
Time Percentage
deviation
Time Percentage
deviation
Time Percentage
deviation
10 100 0.01 1.69 0.0 35.12 0.01 38.56 0.11 34.49 0.02 34.52
50 100 0.07 2.13 0.03 31.77 0.02 37.79 0.76 33.67 0.07 30.96
100 500 0.93 0.45 2.21 35.31 1.51 36.05 209.17 36.09 3.46 34.59
100 1000 2.69 0.28 10.44 34.51 6.78 34.71 2015.61 34.68 15.45 34.28
90 H. Fazlollahtabar et al.data are in hand then the proposed methodology can be applied
in real cases. In the present case some data, but not all, are ex-
tracted from a real NPD project for a company. A strong data-
base for past performances of the company should be available.
Otherwise some hypothetical data are used.
Based on the available computational experience reported
in the literature, we consider the following heuristic methodol-
ogies as similar heuristics with the proposed one: Senju and
Toyoda (1968) Dual Gradient Algorithm, which starts from
an infeasible solution and constructs a feasible solution by set-
ting variables to zero with the lowest gradient. The gradient of
variable j is calculated as the ratio of cj (a cost parameter) and
penalty of the jth variable, which is Aj times the excess capacity
usage by those variables at one. Toyoda (1975) Primal Gradi-
ent Algorithm, which constructs a feasible solution from the
all-zero solution by setting variables to one with the largest
gradient. Loulou and Michaelides (1979) Greedy-like Heuris-
tics, a variation of primal gradient with complicated gradient
computation and Kochenberger et al. (1974) Incremental Heu-
ristic, a variant of primal gradient designed for generic integer
programming problems.In this section, we conduct a comparative numerical study
among the proposed standalone heuristics, namely the approx-
imate dynamic program heuristic H1, with some heuristics
from the literature, namely the primal gradient heuristic H2
(Toyoda, 1975), dual gradient heuristic H3 (Senju andToyoda,
1968), greedy-like heuristic H4 (Loulou and Michaelides,
1979), incremental heuristic H5 (Kochenberger et al., 1974).
We compare these heuristics for some problem instances in dif-
ferent sizes. The results in Table 1 suggest that H1 is the lead-
ing algorithm among the ones we examined in terms of both
solution quality and computation time. It constructs high-
quality solutions within short computation times for all types
of instances where percentage deviations are 1.69, 2.13, 0.045
and 0.28 for different problem sizes.
6. Conclusions
We proposed a new product development (NPD) network in
digital environment considering the existing data on attributes
aiming to ﬁnd the ones with more convergence for value
added purposes. The attributes were related to customers,
A heuristic algorithm to approximate dynamic program of a novel new product development process 91competitors and the company’s own past experience. The cus-
tomers, competitors and the company’s own past experience
were mapped into an appropriate attribute function. The com-
mon attributes conﬁgured a new function. Using this function,
a dynamic model was proposed to consider the NPD’s status
and policy direction in each time period. A dynamic program
was proposed to minimize cost of the remaining NPD process
assuming that the analysis started at an appropriate stage of
the problem. A comprehensive heuristic solution methodology
was developed to approximate the proposed dynamic program
due to nonlinearity and computational difﬁculties. The
solution methodology was veriﬁed in comparison with some
famous methods in the literature. In summary, the
computational evidence suggests that the ADPH approach
for the h(dl(p)) seems an attractive alternative to existing
methodologies as it produces near optimal solutions fast.
The unique contributions shown in this work are:
Proposing a novel decision making process for NPD.
Developing a digital categorization structure for the past
data records.
Presenting mathematical functions for qualitative factors
effective on NPD.
Considering the notion of state and policy for directed
NPD process movement.
Designing a dynamic program for real time decision mak-
ing and the corresponding solution approach.
The proposed methodology helps managers to make direc-
ted decisions in an NPD project helping to analyze and docu-
ment timely movement of product development process and
reduce design and development costs so that maximum proﬁt
is obtained.
The limitation of the method is on the recovery of data and
need of accurate data storage system which is sometimes hard
to achieve. For future research modeling and solving the prob-
lem with artiﬁcial intelligent techniques such as genetic algo-
rithm is suggested.
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