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The canonical structure of the massive gravity in the first order moving frame formalism
is studied. We work in the simplified context of translation invariant fields, with mass terms
given by general non-derivative interactions, invariant under the diagonal Lorentz group,
depending on the moving frame as well as a fixed reference frame. We prove that the only
mass terms which give 5 propagating degrees of freedom are the dRGT mass terms, namely
those which are linear in the lapse. We also complete the Hamiltonian analysis with the
dynamical evolution of the system.
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I. INTRODUCTION
General relativity is the interacting theory of a massless spin two particle — the graviton —
and the consistency of these interactions is guaranteed by diffeomorphism invariance, which also
provides general relativity with its geometrical interpretation. Local reparametrisation invariance
leads to the Einstein equations, and also to four first class constraints. Thus the covariant sym-
metrical tensor with ten components (in 4 dimensions) describes the 2 degrees of freedom of the
graviton.
As its long history shows, the study of small deviations of general relativity is of great interest,
both from a theoretical and phenomenological point of view, see e.g. [1–3] and references within.
A generic massive deformation of the linearized Einstein equations, however, gives rise to 6 prop-
agating degrees of freedom corresponding to those of a massive spin two field and a scalar (the
four first class constraints which are inherited from the Einstein equations become second class:
see below for a detailed discussion of the constraints algebra). In addition, the scalar couples to
matter with a propagator having a sign characteristic of a pathological ghost, the Boulware-Deser
ghost [4].
In the linearised theory, Fierz and Pauli [5] showed that when the mass term is a particular
combination of the two quadratic invariants, a new constraint arises which removes the extra degree
of freedom. However, this combination is not a consequence of an additional gauge symmetry,
and hence a generic self-interaction reintroduces the extra degree of freedom, as was confirmed
by Boulware and Deser [4]. From a Hamiltonian point of view, the Fierz-Pauli combination is
the unique one linear in the lapse (or the time-time component of the rank two tensor), and we
shall come back to this important point later in the paper. From a phenomenological point of
view, the massive deformation which seemed excluded due to the van dam Zakharov discontinuity
characteristic of the linear Fierz-Pauli theory [6] was revived by Vainstein [7] who argued that non
linearities cannot be neglected even at the solar system distance scales (for a recent review see [8]).
In a seminal paper [9], de Rham, Tolley and Gabadadze proposed a ghost-free non-linear ex-
tension of the Fierz-Pauli action. The absence of the ghost was first shown in the decoupling limit
3[10–12], whilst the full Hamiltonian analysis was discussed in [13–19].1 In its original version, the
theory was formulated with two metrics [33] one of which, say h can be fixed and the the other
one, g describes the massive graviton, and the mass terms are built from the matrix square root
of g−1h. In general this is not necessarily well defined (nor indeed real) [24, 26], but its existence
can be imposed if a certain symmetry condition [21, 25, 26] is satisfied. (We will discuss the origin
of this condition in the Hamiltonian framework below.) In that case, the theory takes a rather
simpler form in a moving basis or veilbein formulation [27, 28] where the terms become polynomial
and where, for certain mass terms, the additional constraint removing the Boulware-Deser ghost
is easily obtained [24]. It is precisely this vielbein formulation which we consider in this article.
Here we perform the Hamiltonian analysis of general translation-invariant fields [29, 30] to
further explore the vielbein theory in the first order formalism; that is when the moving frame
and the spin connexion are considered as independent dynamical variables. First, we consider the
most general nonlinear mass term with global Lorentz symmetry and show that when this mass
term is not linear in the lapse function then additional degrees of freedom are present. Thus it
follows that also in the general case of space- and time-dependent fields, there will be additional
degrees of freedom when the mass term is not linear in the lapse. The constraints analysis also
enables us to determine the origin of the symmetry condition mentioned above (see also [19]).
Returning to translation invariant fields, we then consider the most general mass terms linear in
the lapse function (which coincide with the dRGT mass terms [9]), determine all the constraints,
show that the degrees of freedom are those of a massive spin two field and finally write the time
evolution equations. The framework we consider of time-dependent fields is a simplified one, but
it has the advantage of allowing one to find all the constraints and to compute explicitly the Dirac
matrix together with the Dirac bracket (which is equivalent to solving the constraints), contrary
to the case of the Hamiltonian treatment of a general space and time dependent field where the
constraints cannot be explicitly solved [13–19]. Notice, however, that in [19] it was shown that the
dRGT theory is ghost free in the general case of two space- and time-dependent vierbeins. Finally,
we also note that the work presented here extends that of [29, 30] which considered time-dependent
fields, but only for two specific mass terms: here we give the equations of motion for the general
mass term.
The plan of this paper is as follows. We begin, in section II, by recalling the main steps and the
main results of the Hamiltonian analysis of general relativity in the first order formalism. This will
allow us to introduce notation which will be used throughout the paper. In section III we construct
the most general mass terms for massive gravity, discuss their symmetries, and decompose them
in their ADM form, thus setting the scene for section IV where we carry out an ADM analysis of
these most general mass terms. We conclude that unless the mass terms take the specific dRGT
form [9], the Boulaware-Deser ghost is present. In section V we carry out a complete Hamiltonian
analysis of the dRGT massive gravity for translation invariant fields. In section VI we determine
the equations of motion through the calculation of the Dirac bracket, and thus obtain the time
evolution of all the dynamical variables. Finally, we collect our conclusions in section VII and the
technical details in the Appendices.
II. HAMILTONIAN ANALYSIS OF PURE GRAVITY
We begin by recalling (the main steps of) the Hamiltonian analysis of the pure gravity action in
four space-time dimensions, in the first order formalism. Here the gravitational dynamical variables
are a tetrad field θ and a spin-connection ω, which are a priori independent one-forms taking values
1 and debated in [20–22].
4respectively in flat Minkowski space-time and in the Lorentz algebra so(1, 3). Their components
are denoted by
θI = θIµdx
µ and ωIJ = ωIJµ dx
µ
where greek letters µ, ν, · · · ∈ {0, 1, 2, 3} refer to space-time indices, and capital latin letters
I, J, · · · ∈ {0, 1, 2, 3} to internal Lorentz (or flat) indices which are raised and lowered by the
flat Minkowski metric η = diag(−1,+1,+1,+1).
The pure gravity action is given by
S[θ, ω] =
1
8
∫
ǫIJKLθ
I ∧ θJ ∧ FKL (2.1)
where ǫ is the totally antisymmetric tensor with the convention ǫ0123 = 1, and the so(1, 3)-valued
2-form F is the curvature 2-form of the spin-connection ω with components
Fµν = ∂µωµ − ∂νωµ + [ωµ, ων ]. (2.2)
For the Hamiltonian analysis, as usual we consider a space-time M of the form Σ× T where Σ is
three dimensional space and T ⊂ R indicates the time direction.
Before proceeding it is useful to introduce the following notation which simplify matters consid-
erably. We use lower case latin letters from the beginning of the alphabet a, b, · · · ∈ {1, 2, 3} to de-
note space indices, while lower case latin letters from the middle of the alphabet i, j, k, ℓ · · · {1, 2, 3}
denote space-like Lorentz indices. Furthermore we distinguish between the boost and rotational
components of the spin-connection as follows
Aiµ = ω
0i
µ and ω
i
µ =
1
2
ǫijkωjkµ with ǫ
ijk = ǫ0ijk. (2.3)
These two components will play very different roˆles in the Hamiltonian dynamics of gravity. It
will be useful to consider the Aiµ and ω
i
µ as components of the 3-dimensional vectors,
~Aµ and
~ωµ on the flat Euclidean space R
3 (below we will omit the arrows). In terms of these vectors, a
straightforward calculation shows that the components of the curvature 2-form (2.2) are given by
F 0iµν = ∂µA
i
ν − ∂νA
i
µ + (ων ×Aµ)
i − (ωµ ×Aν)
i (2.4)
F iµν ≡
1
2
ǫijkF
jk
µν = ∂µω
i
ν − ∂νω
i
µ + (Aµ ×Aν)
i − (ωµ × ων)
i (2.5)
where × denotes the vector product between 3-dimensional vectors defined by (u× v)i = ǫijku
jvk
for any vectors u, v ∈ R3. In the following we also use the scalar product notation u · v = uivi.
For simplicity, we will denote Fµν the vector with components F
0i
µν , and Gµν the vector whose
components are F iµν .
It is also convenient to separate the tetrad fields θIµ into their pure space-like components θ
i
a,
as well as the time-like θ00 and mixed components θ
i
0 and θ
0
a. We will use the following notation:
Eai ≡
1
2
ǫabcǫijkθ
j
bθ
k
c , θ
0
0 ≡ N , θ
i
0 ≡ N
aθia , θ
0
a ≡ θ
i
aχi , (2.6)
thus defining two new vectors in R3, namely χ and θ0 and a 3 dimensional matrix E. From now
on, we will use the notation θ for the three-dimensional space matrix (that is θia viewed as a 3× 3
matrix) and θ(4) the four-dimensional one. The variables N and N
a are the well-known lapse
function and the shift vector of gravity. Finally, when θ is invertible, then E is related to the
inverse of θ by
E ≡ |θ| θ−1 where |θ| ≡ det(θ) = |E|1/2. (2.7)
5From now on we assume that θ, hence E, is indeed invertible (a necessary requirement for first
order gravity to be equivalent to the standard second order formulation of gravity). We choose
|E| > 0 without loss of generality.
The Lagrangian density in (2.1) can then be rewritten in the form
Lgrav = Ea · (∂0Aa − ∂aA0 + ωa ×A0 − ω0 ×Aa)
+ χ× Ea · (∂aω0 − ∂0ωa +Aa ×A0 − ωa × ω0)
+
1
2
N
Ea ×Eb
|E|1/2
·Gab +N
bEa · Fab −
1
2
ǫabcNdθlaθdiχlG
i
bc. (2.8)
This can be simplified further by introducing a new lapse function N and a new shift vector N a,
following [31], which are linear combinations of the original ones (2.6):
N = N + (θa · χ)N
a and Na = N a +
Ea · χ
|E|1/2
N . (2.9)
In the time gauge (χ = 0), they reduce to the usual lapse and shift. In absence of time gauge, and
up to an irrelevant total derivative term, (2.8) becomes
Lgrav = Ea · ∂0Aa − (χ×E
a) · ∂0ωa +A0 · U + ω0 · S +
N
2|E|1/2
Hgrav +N aHgrava (2.10)
where
U = ∂aE
a + Ea × ωa + (χ× E
a)×Aa, (2.11)
S = ∂a(E
a × χ)− (χ× Ea)× ωa + E
a ×Aa, (2.12)
Hgrav = (Eb · χ)(Ea · Fab) + [E
a × Eb − (Ea × Eb · χ)χ] ·Gab, (2.13)
Hgrava = E
b · Fba + (E
b × χ) ·Gba. (2.14)
From (2.10), the Hamiltonian structure of pure gravity becomes clear: the dynamical variables
are a priori given by the components Aa and ωa of the spin connection together with their conjugate
momenta which satisfy the Poisson brackets
{Eai (x), A
j
b(y)} = δ
a
b δ
j
i δ(x− y) and {P
a
i (x), ω
j
b(y)} = δ
a
b δ
j
i δ(x − y) . (2.15)
Here
P ai ≡
δLgrav
δωia
= −(χ× Ea)i, (2.16)
and this is clearly not totally independent of E – the P ai therefore satisfy some constraints which
we discuss below. The remaining variables, A0, ω0, N and N
a are Lagrange multipliers which
enforce 3+ 3+1+3 = 10 constraints. It can be shown that (up to adding second class constraints
to them) they form a set of first class constraints and therefore generate the local symmetries of the
theory: the local Lorentz invariance (6 dimensional symmetry) and the space-time diffeomorphism
invariance (4 dimensional symmetry) [32].
The system admits also second class constraints. The first set come directly from the expression
of the Lagrangian density (2.10) (and therefore are primary second class constraints), and enforce
that the P variables are not independent of E, (2.16). More precisely, only three components out
of the nine are independent, and as a consequence, the P variables satisfy a set of 6 constraints
which can be formulated as follows:
Φ(ab) = Ea · P b + Eb · P a = 0 . (2.17)
6We used the notation (ab) to make explicit that Φ(ab) is symmetric. It can be shown that such a
set constraint is equivalent to saying that there exists a vector χ such that P a = Ea × χ. These
constraints are commonly called simplicity constraints. There are no more primary constraints.
Time evolution is generated by the total Hamiltonian of the system Htot, which as usual in any
theory invariant under diffeomorphisms is a linear combination of the primary constraints;
Htot = Ea · ∂0Aa + P
a · ∂0ωa − Lgrav (2.18)
= −
(
A0 · U + ω0 · S +
N
2|E|1/2
Hgrav +N aHgrava + µabΦ
(ab)
)
(2.19)
Here the Lagrange multipliers µab implement the constraint Φ
(ab) = 0. The stability under time
evolution of the first class constraints does not create secondary constraints, while the stability
of the second class constraints Φ(ab) which can be shown to introduce a set of 6 new secondary
constraints [32]
Ψ(ab) = {Htot,Φ
(ab)}. (2.20)
It is not necessary to express explicitly these secondary constraints. The Dirac algorithm stops
here, hence there is no tertiary constraints. An easy analysis shows that Ψ(ab) are also second class
and therefore we end up with 10 first class constraints and 12 second class constraints. As we
started with 36 non-physical degrees of freedom (2.15), we finish with 36−2×10−12 = 4 physical
degrees of freedom in the phase space as expected for gravity in four space-time dimensions.
III. MASSIVE GRAVITY
In this section we introduce a mass term to the action (2.1). First we construct the most general
mass term out of two metrics, and discuss its symmetries. We then focus on the case in which the
second metric is fixed, and taken to be Minkowski, and finally we end the section with the ADM
decomposition of this general mass term. Its Hamiltonian structure will then be studied in section
IV where we will see that the theory contains new physical degrees of freedom.
A. Building blocks of the action
We will focus on massive gravity built out of two metrics gµν and hµν [33, 36], one of which, say
hµν can be non-dynamical. The mass term in general bimetric theories depends on an invariant
function V(gµνhµν), so that the action is invariant under the diagonal diffeomorphism. If, instead
of the metrics, we use as dynamical variables the moving frames θA and fB defined by
ηABθ
A
µθ
B
ν = gµν ,
ηABf
A
µf
B
ν = hµν ,
with their corresponding inverses
θA(eB) = θ
A
µeB
µ = δAB , f
A(ℓB) = f
A
µℓB
µ = δAB
then the most general mass term will be an invariant function of
θA(ℓB) ≡ Θ
A
B .
(Notice that this is independent of the spin-connexion.) The resulting action is then invariant
under the diagonal diffeomorphisms together with the diagonal local Lorentz group: indeed, under
7the latter transformation ΘAB transforms as Θ 7→ ΛΘΛ
−1. The most general mass terms will then
be constructed out of the invariants
ϕ˜0 ≡ |Θ|, ϕ˜1 ≡ tr(Θ), ϕ˜2 ≡ tr(Θ
2), ϕ˜3 ≡ tr(Θ
3), (3.1)
and we denote the corresponding Lagrangian by Lm(ϕ˜0, . . . , ϕ˜3).
In the remainder of this paper we fix hµν = ηµν and
f Iµ = δ
I
µ (3.2)
thus working in cartesian coordinates. Furthermore this choice enables us to identify the Lorentz
internal indices (I, J, · · · ) with the space-time indices (µ, ν, · · · ), so that in particular Θ is nothing
other than θ(4) defined in (2.6). The resulting action is then invariant under transformations
x′ = Λ−1x and θ(4) 7−→ Λθ(4)Λ
−1 (3.3)
where Λ is is now a global (space-time independent) Lorenz-transformation. Finally, we impose
that the Minkowski moving frame θA = fA = dxA is a solution, and thus
θ(4) = I. (3.4)
From the Einstein equations, this constrains the interaction terms to satisfy
∂Lm
∂θaµ
(θ(4) = I) = 0
which, on using (3.1), reduces to
∂Lm
∂θaµ
(θ(4) = I) =
∂Lm
∂ϕ˜n
∂Lm
∂θaµ
(θ(4) = I) = I
[
∂Lm
∂ϕ˜0
+ 2
∂Lm
∂ϕ˜1
+ 3
∂Lm
∂ϕ˜2
+
∂Lm
∂ϕ˜4
]
(θ(4) = I) = 0 (3.5)
where the condition (3.4) implies (ϕ˜0, ϕ˜1, ϕ˜2, ϕ˜3) = (1, 4, 4, 4).
B. The most general mass term in its ADM form
In their 3+1 form, the basis functions of the algebra of Lorentz invariant functions (3.1) become
(on using the decomposition in (2.6)),
ϕ˜0 = |θ|(N −N
aθiaχi),
ϕ˜1 = N + tr(θ),
ϕ˜2 = N
2 + 2θa0θ
0
a + tr(θ
2),
ϕ˜3 = N
3 + 3Nθa0θ
0
a + 3θ
0
aθ
a
b θ
b
0 + tr(θ
3).
To simplify the canonical analysis, it is more convenient to work with functions that are linear in
the lapse N , and thus we replace ϕ˜2,3 by
ϕ2 ≡ −
1
2
(ϕ˜2 − ϕ˜
2
1)
= Ntr(θ)− θ0aθ
a
0 +
1
2
[
(tr(θ))2 − tr(θ2)
]
ϕ3 ≡
2
3
ϕ˜3 − ϕ˜1ϕ˜2 +
1
3
ϕ˜21
= N
[
(tr(θ))2 − tr(θ2)
]
+
2
3
tr(θ3)− tr(θ)tr(θ2) +
1
3
(tr(θ))3 + 2θ0aθ
a
b θ
b
0 − 2tr(θ)θ
0
aθ
a
0
8and from now on set ϕ1 = ϕ˜1, ϕ0 = ϕ˜0 so as to have consistent notation. Thus the mass term is
of the form
Lm(ϕ0, · · · , ϕ3) (3.6)
where Lm is any real valued (differentiable) function on R
4. In terms of the new lapse and shift
functions N and N a (see 2.9)), a long but straightforward calculation leads to
ϕn = αnN +N
j(Mn)
i
jχi + Vn (3.7)
where αn(E) and Vn(E), as well as the 3-dimensional matrices Mn(E), are independent of N and
N a, and their explicit form is given in Appendix A.
Finally we note that imposing that Minkowski metric is a solution, see (3.4), is equivalent to
χ = 0 , Na = 0 , N = 1 and θ = I. (3.8)
IV. TRANSLATION INVARIANT FIELDS: CONSTRAINT ANALYSIS
In this section, we study the effect of introducing of a mass term in the canonical analysis of
gravity. Thus we consider the general action
S[θ(4), ω] = Sgrav[θ(4), ω] + Sm[θ(4)] with Sm[θ(4)] =
∫
d4xLm. (4.1)
where Sgrav is the pure gravity action (2.1) and Lm is the general mass term (3.6). In fact, we
treat in detail the simpler case in which all the fields depend only on the time variable t — namely
we impose translation invariance. The constraints analysis studied here will enable us to show, in
section V, that the requirement that the theory has no ghost2 imposes that Sm is necessarily the
standard dRGT form. This is equivalent to saying that Lm must be linear in N for there to be no
ghost.
We note that in some analyses of massive gravity, e.g. [27], the vector field χ is fixed to zero as
a partial gauge fixing (the so-called time gauge), but we will not do this here. Indeed, below we
show that — due to the form of the mass terms (3.6) — χ will vanish dynamically when translation
invariance is imposed.
Before proceeding, notice that the assumption of time-dependence greatly simplifies the con-
straints in pure gravity (see section II). Indeed the gravitational vectorial constraint Hgrava (2.14)
no longer contains any derivatives, and it is straightforward to see that it is simply a linear com-
bination of the constraint S (2.12) and U (2.11):
Hgrava = E
b · Fba + E
b × χ ·Gba
= Eb · (ωa ×Ab − ωb ×Aa) + E
b × χ · (Ab ×Aa − ωb × ωa)
= −ωa · (E
b ×Ab − (χ× E
b)× ωb)−Aa · (E
b × ωb + (χ× E
b)×Ab)
= −ωa · S −Aa · U . (4.2)
Thus there are no more ‘vectorial constraints’ (independent from the others), as expected in a
homogeneous theory.
2 with extra necessary assumptions to be detailed later.
9A. Translation invariant fields in massive gravity: χ = 0
We now consider the full action for massive gravity given in (4.1), which for translation invariant
fields and on using (4.2) becomes
S =
∫
dt[Ea · ∂0Aa − (χ× E
a) · ∂0ωa
+ (A0 −N
aAa) · U + (ω0 −N
aωa) · S +
N
2|E|1/2
Hgrav + Lm]. (4.3)
Varying with respect to the Lagrange multipliers ω0 and A0, and also the modified shift vector N
a
yields the three primary constraints
δS
δAi0
= Ui ≃ 0 ,
δS
δωi0
= Si ≃ 0 ,
δS
δN a
= −Aa · U − ωa · S +
∂Lm
∂N a
≃ 0 , (4.4)
where ≃ denotes the weak equality (namely equality on the constraints surface). From the expres-
sion of the basis functions ϕi given in (3.7), it therefore follows that
∂Lm
∂N a
=
∂Lm
∂ϕn
∂ϕn
∂N a
=Mai χ
i ≃ 0 where M =
∂Lm
∂ϕn
Mn, (4.5)
and the matrix Mn was defined in (3.7). Thus there are two branches of solutions to (4.5):
1. χ = 0,
2. χ 6= 0 with detM = 0.
In the following we focus solely on the first branch which is guaranteed to be connected to Minkowski
solution (3.8). From the Hamiltonian point of view, this means not only that the initial conditions
are such that M is invertible, but also that the dynamics implies that this condition still holds for
all times. This is not obviously the case, as has been discussed elsewhere [30]. (In the second case,
when M is not invertible, the vector χ does not necessary vanish, so the classical theory does not
have a Minkowski solution.) In this first branch, the set of (9 scalar) constraints (4.4) is completely
equivalent to the new set of (9 scalar) constraints
Ui ≃ 0 , Si ≃ 0 , χi = 0 for i ∈ {1, 2, 3}. (4.6)
Since χ = 0 it follows from (2.9) that the modified lapse and shift correspond to the original ones,
i.e. N = N and N a = Na.
Before setting χ = 0 in (4.3), however, consider the Euler-Lagrange equations obtained by
varying with respect to χ, namely
∂Lm
∂χ
− Ea × ∂0ωa = 0 with
∂Lm
∂χi
=
∂Lm
∂ϕn
∂ϕn
∂χi
= (MT)iaN
a.
Since this equation involves a time derivative, it is an equation of motion and cannot — at first
sight — be treated as a constraint. However, as we will see in section IV, the components ωa of the
spin-connection actually vanish (independently of the form of the mass term). Thus, the previous
equation does in fact becomes a constraint which, following the same arguments as for χ, leads to
N a = Na = 0 . (4.7)
10
The same result (4.7) was obtained from the Lagrangian point of view in [29, 30]. Notice that the
conditions χ = 0 and Na = 0 are directly related to the translation invariance. Such constraints
would not hold for the general (not invariant under translations) theory of massive gravity. (Notice
that it is not a priori necessary to fix Na to zero because we can reabsorb it in a redefinition of
the Lagrange multipliers A0 and ω0 as follows:
A0 7−→ A0 +N
aAa , ω0 7−→ ω0 +N
aωa .
In a second step only, when we prove the constraint ωa ≃ 0, we could set N
a = 0. But to simplify
the analysis we set Na = 0 immediately.)
B. Constraint analysis
Our starting point for the constraints analysis is thus (4.3) in which we set Na = 0 and χ = 0;
S =
∫
dt
(
Ea · ∂0Aa +A0 · U + ω0 · S +
N
2|E|1/2
Hgrav + L0m
)
(4.8)
where L0m denotes the mass term Lm with χ = 0. Note that L
0
m depends only on N and E.
1. Primary constraints and total Hamiltonian
In order to make contact with [29, 30], from now on we use matrix rather than vector notation.
While E, A and ω are by definition 3× 3 matrices, the Lagrange multipliers A0 and ω0 have only
one free index. However, we can identify them with antisymmetric matrices through
Aij0 = ǫ
ijkA0k and ω
ij
0 = ǫ
ijkω0k,
so that (4.8) can be rewritten as
S =
∫
dt
(
tr(E · ∂0A) + tr(A0Eω + ω0EA) +
N
2|E|1/2
Hgrav + L0m
)
(4.9)
where the gravitational Hamiltonian constraint given in (2.13) becomes
Hgrav = (tr(EA))2 − (tr(Eω))2 − tr((EA)2 − (Eω)2). (4.10)
From (4.9) it follows that the non-trivial Poisson brackets are
{Eai , A
j
b} = δ
a
b δ
j
i = {P
a
i , ω
j
b} and {N,πN} = 1 (4.11)
where we add the momenta P ai conjugate to the variables ω
i
a, as before, and the momentum πN
conjugate to the lapse N . This is necessary because the action is a priori a non-linear function of
N , meaning that N cannot be considered as a simple Lagrange multiplier.
Since there are no time derivatives of ω and N , and since A0 and ω0 are dynamical Lagrange
multipliers, it follows that the primary constraints are given by
CP (u) ≡ tr(uP ) ≃ 0 (4.12)
Cω(v) ≡ tr(vEω) ≃ 0 , (4.13)
CA(v) ≡ tr(vEA) ≃ 0 , (4.14)
πN ≃ 0, (4.15)
11
for any 3× 3 matrix u and any antisymmetric matrix v. The total Hamiltonian Htot is thus given
by
−Htot = Cω(A0) + CA(ω0) + CP (u0) + µπN +
N
2|E|1/2
Hgrav + L0m (4.16)
where u0 and µ play the roˆle of a Lagrange multipliers, enforcing the constraints CP (u) ≃ 0 and
πN ≃ 0. The total Hamiltonian allows one to define the dynamics, and the time derivative of any
function φ is given by
φ˙ = {Htot, φ}. (4.17)
Contrary to the situation in pure gravity, notice that the total Hamiltonian does not vanish: Hgrav
is no longer a constraint (and there is no reason that L0m should vanish).
2. Secondary constraints: vanishing of spacelike spin-connection components
Following the Dirac algorithm, we now study the stability of the primary constraints under time
evolution.
On using (4.12), (4.16) and (4.17), we find that the time derivative of the constraint CP (u) is
given by
C˙P (u) = tr(A0Eu) +
N
|E|1/2
(tr(EωEu) − tr(Eω)tr(Eu)) ≃ 0 (4.18)
which is totally independent of the mass terms. Indeed, the analysis of the stability of CP (u) ≃ 0
is exactly as in pure gravity in the time gauge (see e.g. [35] and references therein). Thus, following
the standard analysis, we can show that amongst these 9 equations in (4.18), only 6 are secondary
constraints, since the remainder fix the 3 Lagrange multipliers A0. Indeed, in component form
(4.18) becomes
C˙P (u
a
i ) = ǫijkA
j
0E
ka +
N
|E|1/2
(
Eciω
j
cE
ja − tr(Eω)Eai
)
≃ 0
where (uai ) denotes the canonical basis of the space of 3× 3 matrices, and we now project these 9
equations onto the three dimensional vector basis (E1, E2, E3) to obtain
Ψab ≡ C˙P (u
a
i )E
ib = ǫijkA
j
0E
kaEib +
N
|E|1/2
(
(Eb ·Ec)(ωc ·E
a)− tr(Eω)Ea ·Eb
)
≃ 0.
(This is obviously equivalent to C˙P (u) ≃ 0 due to the invertibility of the matrix E.) At this point,
we separate Ψab into its symmetric and antisymmetric components
Ψ(ab) =
N
|E|1/2
(
(Ec · E(b)(Ea) · ωc)− tr(Eω)E
a · Eb
)
≃ 0
Ψ[ab] = A0 · (E
a × Eb) +
N
|E|1/2
(Ec ·E[b)(Ea] · ωc) ≃ 0
and notice that Ψ(ab) ≃ 0 are new (secondary) constraints (because N should not vanish) whereas
Ψ[ab] ≃ 0 are equations which fix the Lagrange multiplier A0 in terms of N , ωa and E
a. The physical
meaning of these new constraints Ψ(ab) ≃ 0 is immediate: they are components of the space-like
torsionless equation for the connection ω with respect to the spatial triads. They are the translation
12
invariant version of (2.20). If we add to these 6 constraints the three primary ones Cω(v) ≃ 0,
we obtain exactly the 9 components of the torsionless equation for ω. As a consequence, we can
replace the constraints Ψ(ab) ≃ 0 and Cω(v) ≃ 0 by the torsionless equation for ω or equivalently by
the identification of ω with the space-like Levi-Civita connection. Furthermore, the homogeneity
together with χ = 0 implies that the space like Levi-Civita connection vanishes identically. Thus,
we have the following equivalence between secondary constraints
Ψ(ab) ≃ 0 and Cω(v) ≃ 0 ⇐⇒ ω
i
a ≃ 0.
Moreover, the three remaining equations Ψ[ab] = 0 fix the Lagrange multiplier A0 to zero, i.e.
A0 ≃ 0 (on the constraints surface), as a consequence of ωa ≃ 0. Finally, as ω and P vanish, we
can just eliminate them from the original action so that the total Hamiltonian (4.16) simplifies to
−Htot = CA(ω0) + µπN +
N
2|E|1/2
Hgrav + L0m(N,E). (4.19)
where, from (4.10), Hgrav = (tr(EA))2 − tr((EA)2) since ωa = 0.
3. Remaining secondary constraints: effect of the mass terms and symmetry of E
To complete the analysis, we need to determine the time evolution of Cω, CA(v) and πN in
(4.13), (4.12), and (4.15) respectively. The first, C˙ω generates no further constraint since C˙ω ≃ 0
fixes partially3 the Lagrange multipliers u0. In the case of CA, on using (4.14), (4.17) and (4.19),
C˙A(v) ≃ {CA(ω0), CA(v)} +
N
2|E|1/2
{Hgrav, CA(v)} + {L
0
m, CA(v)},
where one can show that
{CA(v),H
grav} = 0 ,
{CA(v1), CA(v2)} = CA([v1, v2]) ≃ 0 , (4.20)
{E,CA(v)} = vE , (4.21)
{L0m, CA(v)} =
∂L0m
∂Eai
{Eai , CA(v)} (4.22)
where [v1, v2] is the matrix commutator. These results are easily interpreted. Indeed, in pure
gravity (when there are no mass terms), the CA(v) generate the local SU(2) invariance (which is
generically broken when there is a mass term). For this reason, they satisfy the Poisson algebra
(4.21) which is the su(2) Lie algebra, and from (4.22) its action on the matrix E is the expected left
action of su(2) on the triads. Collecting these results together, the time derivative of the constraint
CA(v) reduces, on the constraints surface, to
C˙A(v) ≃ tr(vEL) with L
i
a =
∂L0m
∂Eai
. (4.23)
Due to the general expression of the mass term L0m, the matrix L is necessarily
4 of the form
L = xI+ yE−1 + zE−2 (4.24)
3 To be complete, note that u0 has nine scalar components. Time evolution of Cω allows one to fix 3 components.
The 6 remaining are fixed from the time evolution of Ψ(ab).
4 Due to the form of L0m, L is necessary a linear combination of (negative and positive) powers of E. As E is 3
dimensional, it satisfies the relation (B3) where θ is replaced by E (this is a direct consequence of the Cayley-
Hamiltonian theorem). Therefore, any linear combination of powers of E reduces to a linear combination of I, E−1
and E−2 only.
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where x, y and z are scalar functions of E andN . As a consequence (recall that v is anti-symmetric),
(4.23) reduces to
C˙A(v) = tr
(
v(xE + zE−1)
)
≃ 0 . (4.25)
We see that E symmetric is a solution of this equation — but it might not be the unique one. For
particular expressions of x and z one could find non symmetric solution to the previous constraint.
(For an analogous discussion in the Lagrangian framework, see [24]). However, as we are working in
the sector where the Minkowski space-time is a solution, we consider only the solution E symmetric.
Thus, the stability of CA(v) under time evolution leads to the following new secondary constraint:
CE(v) ≡ tr(vE) ≃ 0 (4.26)
where v is an antisymmetric matrix. This condition is crucial to show the equivalence between the
metric and vielbein formulation of massive gravity, e.g. [24].
The time evolution of the last primary constraint πN produces also a new (scalar) secondary
constraint
K ≡ π˙N =
Hgrav
2|E|1/2
+
∂L0m
∂N
≃ 0. (4.27)
There are no more secondary constraints in the theory.
4. Absence of ghost implies mass terms must be linear in N
We now finish the constraint analysis by computing the time evolution of the secondary con-
straints K and CE(v). Their stability will lead to a fixation of Lagrange multipliers and not to
tertiary constraints when L0m is non-linear in N .
Using (4.26), the time evolution of the constraint CE(v) is given by
C˙E(v) = {CE(v),Htot} ≃ {CA(ω0), CE(v)}+
N
2|E|1/2
{Hgrav, CE(v)}
≃ −tr(ω0Ev) +
N
|E|1/2
tr(EAEv) ≃ 0
thus leading to the new relation
tr(ω0Ev) ≃
N
|E|1/2
tr(EAEv) for any antisymmetric matrix v. (4.28)
Up to some conditions to be discussed below, this relation fixes the Lagrange multipliers ω0 in
terms of the lapse N and the dynamical variables E and A. To see this, we evaluate this relation
in the basis (ǫi) of antisymmetric matrices defined by (ǫi)jk = ǫijk to obtain
ωjk0 E
kℓǫiℓj = (E − tr(E))ijω
j
0 =
N
|E|1/2
tr(EAEǫi)
where we make use of ωij0 = ǫ
ijkω0k. Thus ω0 is fixed provided the matrix E − tr(E)I is invertible.
When this condition is not satisfied, Minkowski will not be a solution of the theory. Since we
assume it is (see (3.8)), then we obtain
ω0 =
N
|E|1/2
[(E − tr(E))−1]ijtr(EAEǫj). (4.29)
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Finally, the time evolution of the last secondary constraint K (4.27) is given by
K˙ ≃ −µ
∂2L0m
∂N2
+Υ(N,E,A)
where
Υ ≡ {CA(ω0) +
N
2|E|1/2
Hgrav + L0m,
Hgrav
2|E|1/2
+
∂L0m
∂N
} (4.30)
whose explicit form is not needed in this section. If the mass term is non-linear in the lapse,
∂2L0m
∂N2
6= 0
equation (4.30) is not a tertiary constraint but fixes the remaining Lagrange multiplier µ of the
theory. More precisely, the two equations (4.28) and (4.30) together are a system of four equations
which allow one to fix the (four components of the) Lagrange multipliers µ and ω0 in terms of the
dynamical variables in the theory. In other words, when Lm is assumed to be non-linear in the
lapse, there is no tertiary constraint in the theory and the Dirac algorithm closes here.
To conclude, we compute the number of physical degrees of freedom in such a theory of massive
gravity. First, we emphasize that all the constraints we found are necessarily second class. The
reason is that the mass term breaks the invariances of general relativity and there exist no new
symmetries in the theory. (This could be shown explicitly with a calculation of the Dirac matrix
of the constraints — however, we will do this in the following section for the usual dRGT mass
terms.) We started with the non-physical phase space which possesses (9×2)+(9×2)+2 = 38 (non
physical) degrees of freedom (4.11). Then, we found the following set of 26 second class constraints
P a ≃ 0 , ωa ≃ 0 , πN ≃ 0 , CA(v) ≃ 0 , CE(v) ≃ 0 and K ≃ 0
whose expressions have been given previously. This leads immediately to 38 − 26 = 12 physical
degrees of freedom in the phase space of massive gravity. The ghost is present. The only hope to
suppress the ghost is to consider a theory with a mass term linear in the lapse function N , which
is the subject of the next section.
V. MASSIVE GRAVITY WITH NO GHOST: HAMILTONIAN ANALYSIS
We now focus on a Lagrangian for the mass term which is linear in the lapse, or equivalently
Lm(ϕ0, · · · , ϕ3) which is linear in (ϕ0, · · ·ϕ3), see (3.6). Thus we write
Lm[θ(4)] = L0 + L1 + L2 + L3 (5.1)
with
L0 =
β0
4!
ǫIJKLθ
I ∧ θJ ∧ θK ∧ θL (5.2)
L1 =
β1
3!
ǫIJKLf
I ∧ θJ ∧ θK ∧ θL (5.3)
L2 =
β2
2!
ǫIJKLf
I ∧ fJ ∧ θK ∧ θL (5.4)
L3 = β3ǫIJKLf
I ∧ fJ ∧ fK ∧ θL (5.5)
15
The condition (3.5) for Minkowski space to be a solution implies that the 4 parameters β0,1,2,3
satisfy
β0 + 3β1 + 6β2 + 6β3 = 0 (5.6)
We will see that, in the Hamiltonian framework (and on using many of the results of the previous
section) these mass terms will lead generically to a theory of massive gravity with no ghost.
A. Hamiltonian form of dRGT massive gravity
Initially, we do not consider a translation-invariant system and hence start by expressing (5.1)
in its full Hamiltonian form. For clarity, we compute each mass term Lagrangian density Ln
separately, and a long but straightforward calculation leads (see Appendix B) to
L0 = β0|E|
1/2 (N −Naθa · χ) = β0|E|
1/2(1− χ2)N ,
L1 = β1
(
|E|1/2 +N [(1− χ2)tr(E) + χ · (Eχ)] + |E|1/2N aχa
)
,
L2 = 2β2
(
Ntr(θ) + tr(E) −Na(θ2)iaχi
)
,
L3 = 6β3(N + tr(θ)) = 6β3
(
|E|1/2tr(E−1) +N + |E|1/2N a(E−1χ)a
)
.
Before going further, notice that L1 involve only the matrix E; L3 involves only the inverse matrix
E−1; and on the contrary L2 involves the matrix E and its inverse. Massive gravity with only the
β2 mass-term is more subtle and involved to analyze than when only β1 or only β3 are present
(see e.g. [24]). As we will see in following sections, we will recover these subtleties in the canonical
analysis. The total Lagrangian density (5.1) is then given by
Lm = V +
N
2|E|1/2
Hm +N aHma
where
V = β1|E|
1/2 + 2β2tr(E) + 6β3|E|
1/2tr(E−1), (5.7)
Hm = 2β0|E|(1− χ
2) + 2β1|E|
1/2[(1 − χ2)tr(E) + χ · (Eχ)]
+ 4β2|E|[tr(E
−1)− χ · (E−1χ)] + 12β3|E|
1/2, (5.8)
Hma = β1|E|
1/2χa + 2β2[(Eχ)a − tr(E)χa] + 6β3|E|
1/2(E−1χ)a. (5.9)
(Below we will see that the physical Hamiltonian of massive gravity, once the second class are
resolved, is given precisely by −V .) Thus the total massive gravity action takes the Hamiltonian
form
S =
∫
dt
∫
d3x [Ea · ∂0Aa − (χ× E
a) · ∂0ωa
+ A0 · U + ω0 · S +
N
2|E|1/2
(Hgrav +Hm) +N a(Hgrava +H
m
a ) + V ] (5.10)
where the different functions involved are defined in (2.11),(2.12),(2.13),(2.14),(5.7),(5.8),(5.9).
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B. Translation invariance: constraints and symmetry of E revisited
From now on, and for the remainder of this paper, we consider only translation invariant systems
and thus all fields only depend on t. Then many of the results of the previous section hold: in
particular, we can set χ = 0 and Na = 0 directly in (5.10), which we can also write in matrix form
as before to obtain
S =
∫
dt
(
tr(E · ∂0A) + tr(A0Eω + ω0EA) +
N
2|E|1/2
(Hgrav +Hm) + V
)
, (5.11)
where the two terms of the Hamiltonian constraints are given by
Hgrav =
(
tr(EA)
)2
−
(
tr(Eω)
)2
− tr
(
(EA)2 − (Eω)2
)
, (5.12)
Hm = 2|E|1/2
(
β1tr(E) + β0|E|
1/2 + 4β2|E|
1/2tr(E−1) + 6β3
)
. (5.13)
From action (5.11), the non-trivial Poisson brackets are
{Eai , A
j
b} = δ
a
b δ
j
i = {P
a
i , ω
j
b} (5.14)
where we add the momenta P ai conjugate to the variables ω
i
a. However, contrary to the case
studied in the previous section, the Lagrangian density is now linear in N so that there is no need
to introduce a conjugate momentum to the lapse; in other words, the lapse can be considered
directly as a Lagrange multiplier exactly as ω0 and A0 which come with no time derivatives. These
Lagrange multipliers, together with the fact that ω is non-dynamical impose the same 3 primary
constraints as in (4.12)-(4.14), namely
CP (u) = tr(uP ) ≃ 0 , Cω(v) = tr(vEω) ≃ 0 CA(v) = tr(vEA) ≃ 0 (5.15)
for any 3 × 3 matrix u and any antisymmetric matrix v. The constraint π˙N ≃ 0 in (4.27) can be
rewritten as
H ≡ Hgrav +Hm ≃ 0, (5.16)
(where H = 2|E|1/2K). There are no more primary constraints, and the total Hamiltonian is given
by
−Htot = Cω(A0) + CA(ω0) + CP (u0) +
N
2|E|1/2
H + V (5.17)
where u0 plays the role of a Lagrange multiplier. Notice that, contrary the situation in pure gravity,
and due the presence of the potential V , the total Hamiltonian does not vanish.
The study of the stability of the constraint CP (u) is totally independent of the mass terms, and
thus the analysis done in subsection IVB2 applies directly: thus ω and P vanish and we can just
eliminate them from the original action. Therefore, the total Hamiltonian (5.17) simplifies to
−Htot = CA(ω0) +
N
2|E|1/2
H + V (5.18)
where H is defined in (5.16), V is as given in (5.7), and from (5.12)
Hgrav = (tr(EA))2 − tr((EA)2). (5.19)
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The study of the time evolution of CA(v) is also very similar to the general case: it is given by
(4.25), namely
C˙A(v) ≃ tr
(
v(xE + zE−1)
)
≃ 0
where on using
{CA(v),H
m} = −2β1|E|
1/2tr(vE) + 4β2|E|tr(vE
−1)
{CA(v), V } = −2β2tr(vE) + 6β3tr(vE
−1)
we find that
x = β1N + 2β2 and z = −N |E|
1/2β2 − 6β3.
Thus C˙A(v) ≃ 0 implies that xE+ zE
−1 is a (weakly) symmetric matrix. This constraint is solved
by a matrix E which is symmetric5 (though as discussed above there may exist other solutions
(non symmetric E) but we do not consider them because we want the Minkowski space-time to be
a solution). Thus once again, we find the secondary constraint (4.26)
CE(v) = tr(vE) = 0 for any v
T = −v (5.20)
as in the previous section.
C. A new scalar constraint removes the ghost
Now we study the evolution of the remaining primary constraint H given in (5.16), namely
H˙ = {CA(ω0) +
N
2|E|1/2
H + V,CA(v)}
≃
N
2|E|1/2
{CA(ω0),H
m}+ {V,Hgrav}.
Due to the secondary constraint (5.20), the first Poisson bracket in the previous equation vanishes
on the constraint surface because
{CA(ω0),H
m} = −2β1|E|
1/2tr(ω0E) + 4β2|E|tr(ω0E
−1) ≃ 0 .
To evaluate the second Poisson bracket, it is useful to notice from (5.19) that
{Hgrav, E} = 2(EAE − tr(EA)E) =⇒ {Hgrav , |E|} = −4tr(EA)|E| (5.21)
and {Hgrav , E−1} = −2(A− tr(EA)E−1)
from which we obtain (after a long but straightforward calculation)
H˙ ≃ {V,Hgrav} ≃ 2
(
β1|E|
1/2tr(EA)− 2β2tr(EAE) + 6β3|E|
1/2tr(A)
)
.
Hence the time stability of the constraint H ≃ 0 implies a new secondary constraint
Ψ ≡ β1|E|
1/2tr(EA)− 2β2tr(EAE) + 6β3|E|
1/2tr(A) ≃ 0 . (5.22)
5 When only β1 or β3 are non-vanishing, the condition E symmetric is equivalent to the constraint. When only
β2 6= 0, the constraint admits other solutions than E symmetric. When at least 2 parameters out of the 3 are
non-vanishing, E symmetric may not be the unique solution of the constraint as well.
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This strongly contrasts with the previous section. Before looking for tertiary constraints, it
is useful to make a short summary at this point. The phase space reduces now to the pair of
dynamical variables (Eai , A
i
b) which are conjugate according to the Poisson bracket (5.14). The
variables ω and P were shown to vanish (essentially due to translation invariance) together with
the variables χ and Na. The remaining dynamical variables are subject to 4 primary constraints
CA(v) = tr(vEA) ≃ 0
H = Hgrav +Hm ≃ 0 (5.23)
where v is any anti-symmetric matrix, Hm is given in (5.13) and Hgrav in (5.19) . To these primary
constraints, we add 4 secondary ones obtained from the requirement of the stability under time
evolution of the previous ones, namely
CE(v) = tr(vE) ≃ 0
Ψ ≃ 0 (5.24)
where Ψ was defined in (5.22). Thus we have obtained 8 constraints starting with 18 non-physical
degrees of freedom. As the system possesses no local symmetries (the mass terms break the local
symmetries of gravity), it is clear that these 8 constraints are second class. Therefore, we do not
expect to get more (tertiary) constraints, but rather to finish the Dirac analysis with 10 physical
degrees of freedom as expected in a massive theory of gravity. In the following subsection we verify
that this is indeed the case.
D. Fixation of Lagrange multipliers
We now show that the stability under time evolution of the secondary constraints leads to a
fixation of Lagrange multipliers and not to tertiary constraints.
The study C˙E(v) works exactly as in the previous section, and so (as before) ω0 is fixed in terms
of the lapse function N and the dynamical variables — provided the matrix E− tr(E) is invertible.
In that case
ω0 = Nω˜0 with ω˜
i
0 =
N
|E|1/2
[(E − tr(E))−1]ijtr(EAEǫj). (5.25)
Time evolution of the last constraint Ψ defined in (5.22) is given by
Ψ˙ = {CA(ω0) +
N
2|E|1/2
H + V,Ψ}
≃
N
2|E|1/2
{H,Ψ} +N{CA(ω˜0),Ψ}+ {V,Ψ} ≃ 0,
which fixes the last Lagrange multiplier, the lapse function N , provided
{H,Ψ}+ 2|E|1/2{CA(ω˜0),Ψ} 6= 0.
(In the next section we will see that this requirement is necessary for the Dirac matrix to be
invertible.) Assuming it holds, then
N ≃ 2|E|1/2
{Ψ, V }
{H,Ψ}+ 2|E|1/2{CA(ω˜0),Ψ}
(5.26)
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so that the Dirac algorithm closes. Note that the lapse N can be obtained explicitly by computing
the Poisson brackets in the denominator of (5.26), but in general this leads to a complicated (and
not very useful) expression, which is why we do not give it here.
However, as an example, and in order to check our calculations, let us compute N explicitly
when β2 = β3 = 0 and thus, from (5.6), β0 = −3β1: this is precisely the case studied in [29]. Then
the constraints simplify and, in particular {CA(u),Ψ} = 0 for any antisymmetric matrix u, which
implies that
N ≃ 2|E|1/2
{Ψ, V }
{H,Ψ}
≃
2β1|E|
1/2{tr(EA), |E|1/2}
{−tr((EA)2) + 2|E|1/2
(
β1tr(E) + β0|E|1/2
)
, tr(EA)}
≃
3
18− 5tr(π)
. (5.27)
Here, in the last line, we have introduced the notation π = |E|−1/2E in order to compare with [29].
(The calculations required to obtain the last line explained in more detail in section VIB 1.) This
expression of the lapse is identical to equation (53) found in [29] with D = 4 and the redefinition6
N → 1/N .
VI. TIME EVOLUTION OF THE DYNAMICAL VARIABLES
The constraint analysis presented above is useful in so far as it gives a formal definition of the
physical phase space and, as an immediate consequence, the number of physical degrees of freedom
in the theory. However, in order to compute the equations of motion and (if possible) determine
their solutions, we need to solve the second class constraints.
To do so, we proceed via the calculation of the Dirac matrix of second class constraints [34]. If
we denote the 8 second class constraints by Si (i = 1, . . . 8), then recall that the Dirac matrix is
defined by
∆ij = {Si, Sj} (6.1)
from which the Dirac bracket for two phase space variables f and g is given by
{f, g}D = {f, g} − {f, Si}(∆
−1)ij{Sj , g}. (6.2)
Thus we need to calculate and invert the Dirac matrix (subsection VIA) in order to determine the
equations of motion (subsection VIB).
A. Dirac matrix
The 8 second class constraints are (CE(v), CA(v),Ψ,H). However, it will be useful to redefine
these slightly in order to calculate the Dirac matrix. To do so, introduce the following (matrix)
variables
π = |E|−1/2E and Ω = πA
6 In [29, 30], the lapse was defined by −N−1 = θ00 = θ00f
00 = −θ00 whereas in this article we have defined θ
0
0 = N .
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whose Poisson brackets (5.14) satisfy (see appendix C)
{πij , πkℓ} = 0
{πij ,Ωkℓ} = |π|(δiℓπkj −
1
2
δkℓπij) ,
{Ωij ,Ωkℓ} = |π|(δiℓΩkj − δjkΩiℓ −
1
2
δkℓΩij +
1
2
δijΩkℓ).
Then, we work with the following equivalent set of second class constraints
Cm ≡ ǫijmπij ≃ 0
Dm ≡ ǫijmΩij ≃ 0
Ψ˜ ≡ |π|Ψ = |π|−1 (β1tr(Ω)− 2β2tr(Ωπ)) + 6β3tr(Ωπ
−1) ≃ 0 , (6.3)
H˜ ≡ |π|2H = (trΩ)2 − tr(Ω2) + 2
(
β0 + β1tr(π) + 4β2|π|tr(π
−1) + 6β3|π|
)
≃ 0. (6.4)
The first two constraints replace respectively CE(v) ≃ 0 (5.23) and CA(v) ≃ 0 (5.24), and they
implement the fact that π and Ω are symmetric matrices.
We order the 8 second class constraints Sj in the following way:
S1,2,3 = C1,2,3, S4,5,6 = D1,2,3, S7 = Ψ, S8 = H
where, for notational simplicity, we now drop the tilde’s on H and Ψ. A long but straightforward
calculation (the details are given in the appendix D) then shows that the Dirac matrix (6.1) takes
the block matrix form
∆ =


0 A 0 −x
−A 0 −y 0
0 yT 0 a
xT 0 −a 0

 (6.5)
where A is a 3 dimensional matrix; x and y are 3 dimensional vectors; and a is a scalar. These are
given by
Amn = {Cm,Dn} ≃ |π|(π − tr(π))mn
xm = {H,Cm} ≃ 2|π|ǫijm(Ωπ)ij
ym = {Ψ,Dm} ≃ −2ǫijm
(
β2(Ωπ)ij + 3β3|π|(π
−1Ω)ij
)
, (6.6)
a = {Ψ,H}
where the explicit expression for a is not required in the general case (see below). These are the
only (weakly) non-vanishing Poisson brackets between the constraints.
1. Inverting the Dirac matrix
In order to compute the Dirac bracket (6.2), we need to invert the Dirac matrix ∆. To do so we
introduce an orthonormal basis (em, fm, e4, f4) with i ∈ {1, 2, 3} in the 8-dimensional vector space
of constraints, so that the matrix elements of ∆ are given by
〈em|∆|fn〉 = Amn = −〈fm|∆|en〉 , 〈f4|∆|em〉 = xm = −〈em|∆|f4〉
〈e4|∆|fm〉 = ym = −〈fm|∆|e4〉 , 〈e4|∆|f4〉 = a = −〈f4|∆|e4〉.
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Hence
∆ =Mµν (|eµ〉〈fν | − |fν〉〈eµ|) with M =
(
A −x
yT a
)
where now the index µ runs in {1, 2, 3, 4} so that M is a 4-dimensional matrix. Therefore, the
problem of inverting the 8-dimensional matrix ∆ reduces to the inversion of the 4-dimensional
matrix M since
∆−1 = −M−1νµ (|eµ〉〈fν | − |fν〉〈eµ|) .
Thus M must be invertible, and when this is the case, a straightforward calculation shows that
M−1 =
(
B −u
vT b
)
(6.7)
where
B = (A+
1
a
x yT)−1,
b = (a+ y · A−1x)−1
u = −bA−1x ,
v = −
1
a
BTy (6.8)
where t denotes a transpose. Thus M−1 exists only if the conditions
|A| 6= 0 , a 6= 0 , a+ y ·A−1x 6= 0 (6.9)
hold. These conditions ensure that the matrix B defined above is invertible and therefore exists,
since a direct calculation shows that its determinant is given by
|B|−1 = |A+
1
a
x yT| =
|A|
a
(a+ y ·A−1x).
We notice that the two first conditions in (6.9) are the same as the ones found in subsection VD
in order to fix the Lagrange multipliers ω0 and N . It is indeed well known that the invertibility of
the Dirac matrix is closely related to the fixation of Lagrange multipliers.
Thus when the conditions (6.9) are satisfied, the inverse of the Dirac matrix (6.5) is given by
∆−1 =


0 −BT 0 −v
BT 0 −u 0
0 uT 0 −b
vT 0 b 0


where the 3 dimensional matrix B, the 3 dimensional vectors u and v, and the scalar b have been
defined in (6.7).
2. General expression of the Dirac bracket
We have now all the ingredient at hand to construct explicitly the Dirac bracket (6.2). Notice
that this definition insures that {f, Si}D = 0, meaning that the second class constraints are im-
plicitly imposed. Also, one can show that the Dirac bracket defines a good Poisson structure: it is
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antisymmetric and satisfies the Jacobi identity. Due to the expression of the inverse Dirac matrix
∆−1 in our case, the Dirac bracket is precisely given by
{f, g}D = {f, g} − B
nm({f,Cm}{Dn, g} − {f,Dm}{Cn, g})
+ vm({f,H}{Cm, g} − {f,Cm}{H, g})
+ um({f,Ψ}{Dm, g} − {f,Dm}{Ψ, g})
+ b({f,H}{Ψ, g} − {f,Ψ}{H, g}). (6.10)
From this general definition, we will now extract the Dirac brackets between the fundamental
variables π and Ω. This defines exactly and explicitly the physical phase space of translation
invariant time dependent massive gravity.
B. Equations of motion
From the Dirac bracket, we can write explicitly the Hamiltonian equations of motion:
π˙ij = {V, πij}D and Ω˙ij = {V,Ωij}D. (6.11)
As expected, on the constraints surface the total Hamiltonian reduces to the (minus the) potential
Htot = −V (where V is given in (5.7)). Hence the function −V plays the role of the Hamiltonian
vector field for the dynamics on the constraints surface (with respect to the Dirac bracket), and it
defines the energy of translation invariant but time dependent massive gravity.
As V depends only on π (whatever the choice of βi), then {V, πij} = 0 = {V,Cm} and therefore
the equations of motion (6.11) can be simplified and on using (6.10) take the general form
π˙ij = u
m({V,Ψ}{Dm, πij} − {V,Dm}{Ψ, πij})
+b({V,H}{Ψ, πij} − {V,Ψ}{H,πij}) (6.12)
Ω˙ij = v
m{V,H}{Cm,Ωij}+ u
m({V,Ψ}{Dm,Ωij} − {V,Dm}{Ψ,Ωij}) (6.13)
+b({V,H}{Ψ,Ωij} − {V,Ψ}{H,Ωij}).
To obtain a more explicit formula, it is necessary to compute the Poisson brackets between the
fundamental variables (π,Ω), the second class constraints and V . This has been done appendix D.
Using all these results, the equations of motion are obtained immediately, though the calculation is
long and tedious. As far as we can see the equations of motion do not appear to have any particular
structure when all the mass terms are present, and hence for that reason, we now illustrate the
dynamics of the theory only in particular cases.
1. First order dynamical system
To compare with the results of [29], we again consider the case in which β2 = β3 = 0, and
β0 = −3β1 with
7 β1 = −m
2.
Then the constraints Ψ, H and V , given respectively in (6.3), (6.4) and (5.7) simplify to
Ψ = −m2|π|−1tr(Ω) , H ≃ −tr(Ω2) + 2m2(3− tr(π)) and V = −m2|π|−1
7 In [29], the mass m was defined by β′1 = −2m
2. As β′i = 2βi here, we obtain β1 = −m
2.
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(where we have subtracted from H the term proportional to tr(Ω) since this vanishes on the
constraints surface from the expression for Ψ). Furthermore the expression of the Dirac bracket
simplifies drastically because from (6.6), y = 0 and therefore from (6.8)
B = A−1 , b =
1
a
and u = −
1
a
A−1x
while (see Appendix D)
a = {Ψ,H} = m4(18− 5tr(π)).
Thus the equations of motion (6.12) and (6.13) reduce to
π˙ij = m
2|π|−2{|π|, πij}D
= m2|π|−2um{|π|,Ψ}{Dm, πij} −
1
a
{|π|,Ψ}{H,πij} (6.14)
Ω˙ij = m
2|π|−2{|π|,Ωij}D
= {|π|,Ωij}+ u
m{|π|,Ψ}{Dm,Ωij} −
1
a
{|π|,Ψ}{H,Ωij}. (6.15)
where all the Poisson brackets involved in formulae (6.14) and (6.15) are given by (see Appendix
D)
{|π|,Ψ} =
3
2
m2|π| , {Dm, πij} = |π|ǫmikπkj , {H,πij} = 2|π|(Ωπ)ij , {|π|,Ωij} =
1
2
|π|2δij
{Dm,Ωij} = |π|(ǫmjkΩki + ǫmikΩkj) , {H,Ωij} = m
2|π|((6 − tr(π))δij − 2πij).
As a consequence, a direct calculation leads to the following equations of motion for π and Ω
π˙ij = −N
(
1
2
(A−1x)mǫmikπkj + (Ωπ)ij
)
(6.16)
Ω˙ij = N
(
m2(πij −
1
3
tr(π))δij −
1
2
(A−1x)m(ǫmjkΩki + ǫmikΩkj)
)
(6.17)
where the lapse function N has been computed in (5.27). These two equations completely define
the dynamics.
2. Second order formulation
Finally, we would like to show explicitly the equality between the above Hamiltonian equations
and the second order equations of motion written in [29]. To do so, we need to express Ω in terms
of π and π˙ from the first equation (6.16), and to implement this solution in the second equation
(6.17) in order to write a second order equation for π.
The expression of Ω as a function of π and π˙ is immediate. Indeed, multiplying (6.16) on the
left by π−1 leads to
Ω = −
1
2N
(
π˙π−1 + π−1π˙
)
Γ = −
1
2N
(
π˙π−1 − π−1π˙
)
with Γij =
1
2
ǫijm(A
−1x)m.
On using these in (6.17) leads immediately to the second order equation of motion
1
N
Ω˙ + [Γ,Ω] = m2(π −
1
3
tr(π)) (6.18)
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which is exactly the same as the equation (66) in [29]. Furthermore, it is straightforward to show
that the constraints H ≃ 0 and Ψ ≃ 0 are expressed in terms of π and π˙, they are equivalent to
the constraints (57) and (58) in [29], namely
Ψ =
m2
N |π|
tr(π˙π−1) ≃ 0
H ≃ −
1
4N2
tr((π˙π−1 + π−1π˙)2) + 2m2(3− tr(π)) ≃ 0.
Thus, in this particular example, we have shown that, as expected, the first order dynamical system
totally equivalent to the second order dynamical system studied in [29].
VII. DISCUSSION
In this paper we have studied the canonical structure of the massive gravity in the first order
moving frame formalism. After recalling the main steps and the main results of the Hamiltonian
analysis of General relativity, we constructed the most general mass terms for massive gravity and
carried out their ADM analysis. On working in the simplified context of translation invariant fields,
we concluded that unless the mass terms take the specific dRGT form, namely linear in the lapse,
the Boulaware-Deser ghost is present. Thus we can also conclude that in the general case of space-
and time-dependent fields, there will be additional degrees of freedom when the mass term is not
linear in the lapse. Then we carried out a complete Hamiltonian analysis of the dRGT massive
gravity for translation invariant fields. In this formalism, we have seen the origin of symmetry
condition on E (often assumed without proof, and required for the mass term to exist in the metric
formulation. Finally we determined the equations of motion through the calculation of the Dirac
bracket, and thus obtained the time evolution of all the dynamical variables. We checked that in
certain specific cases, in particular β0 6= 0, β1 6= 0, these reduces to those obtained from a totally
different and much less general Lagrangian approach in [29, 30].
We plan to continue this study in the future, and in particular focus in more detail on the time
evolution and its well-posedness (which is not clear in the case of β3 as seen in [30]). This will be
particularly important in the β2 case, unstudied so far, but for which we now have the equations
of motion. Finally, we can use the formalism developed here to determine new exact solutions of
time-dependent translation-invariant massive gravity.
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Appendix A: Basis of Lorentz invariant functions of the tetrad fields
In this appendix we express the basis functions
ϕ0 = |θ|(N −N
aθiaχi),
ϕ1 = N + tr(θ),
ϕ2 = Ntr(θ)− θ
0
aθ
a
0 +
1
2
[
(tr(θ))2 − tr(θ2)
]
ϕ3 = N
[
(tr(θ))2 − tr(θ2)
]
+
2
3
tr(θ3)− tr(θ)tr(θ2) +
1
3
(tr(θ))3 + 2θ0aθ
a
b θ
b
0 − 2tr(θ)θ
0
aθ
a
0
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defined in section III, in terms of the variables E, N and N a. To do so, recall that
θ = |E|1/2E−1 , N = N +N aθiaχi and N
a = N a +
Eai χ
i
|E|1/2
N ,
and note the following useful relations
θ0aθ
a
0 = |E|N
j(E−2)ijχi + |E|
1/2Nχj(E−1)ijχi
θ0aθ
a
b θ
b
0 = |E|
3/2N j(E−3)ijχi + |E|Nχi(E
−2)ijχ
j
N −Naθiaχi = (1− χ
2)N .
Then we find
ϕn = αnN +N
j(Mn)
i
jχi + Vn , ∀ n ∈ {0, 1, 2, 3}.
The functions αn are given by
α0 = |E|
1/2(1− χ2) , α1 = 1 , α2 = |E|
1/2
(
tr(E−1)− χj(E−1)ijχi
)
α3 = |E|
(
(tr(E−1))2 − tr(E−2) + 2χj(E−2)ijχi − 2tr(E
−1)χj(E−1)ijχi
)
.
The functions Vn are given by
V0 = 0 , V1 = |E|
1/2tr(E−1) , V2 =
1
2
|E|
(
(tr(E−1))2 − tr(E−2)
)
V3 = |E|
3/2
(
2
3
tr(E−3)− tr(E−1)tr(E−2) +
1
3
(tr(E−1))3
)
.
Finally, the matrices Mn are defined by
M0 = 0 , M1 = |E|
1/2E−1 , M2 = |E|
(
(tr(E−1))E−1 − E−2
)
M3 = |E|
3/2
(
((tr(E−1))2 − tr(E−2))E−1 − 2tr(E−1)E−2 + 2E−3
)
.
Appendix B: Hamiltonian form of the dRGT mass terms
In this section, we detail the steps required to obtain the Hamiltonian form of the dRGT mass
terms (5.2)-(5.5).
The cosmological constant term (5.2) is given by
L0 =
β0
4!
ǫIJKLǫ
µνρσθIµθ
J
ν θ
K
ρ θ
L
σ =
β0
3!
ǫijkǫ
abc
(
θ00θ
i
aθ
j
bθ
k
c − 3θ
i
aθ
j
bθ
k
0θ
0
c
)
= β0|E|
1/2 (N −Naθa · χ) = β0|E|
1/2(1− χ2)N , (B1)
while (5.3) takes the form
L1 =
β1
3!
ǫIJKLǫ
µνρσf Iµθ
J
ν θ
K
ρ θ
L
σ =
β1
3!
ǫijkǫ
abc
(
3Nf iaθ
j
bθ
k
c − 6N
df iaθ
j
bθ
ℓ
cθ
k
dχℓ + θ
i
aθ
j
bθ
k
c
)
= β1
(
Ntr(fE) + |E|1/2 −N b[(θb · χ)tr(fE)− (fb · χ)|E|
1/2]
)
= β1
(
|E|1/2 +N [(1− χ2)tr(fE) + (Ea · χ)(fa · χ)] + |E|
1/2N a(fa · χ)
)
= β1
(
|E|1/2 +N [(1− χ2)tr(E) + χ · (Eχ)] + |E|1/2N aχa
)
, (B2)
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where we have used the notation tr(fE) = f iaE
a
i for the trace. Notice that, as f enables us to
identify space-time indices with internal indices, we can extend the scalar product notation u · v
to denote the contraction between a one-form and a vector field. Only in the last line have we set
f Iµ = δ
I
µ consistently with (3.2).
We proceed in the same way to find the expression of L2:
L2 =
β2
2
ǫIJKLǫ
µνρσf Iµf
J
ν θ
K
ρ θ
L
σ = 2β2ǫijkǫ
abc
(
Nf iaf
j
b θ
k
c −N
df iaf
j
b θ
k
dθ
ℓ
cχℓ + f
i
aθ
j
bθ
k
c
)
= 2β2
(
Ntr(θ) + tr(E)−Na(θ2)iaχi
)
.
To go further, we use the relation (2.7) between θ and E−1 and also the Cayley Hamilton theorem
for the (3 dimensional) matrix θ which states that
θ2 = tr(θ)θ + |θ|θ−1 − |θ|tr(θ−1)I . (B3)
This allows us to replace the θ2 in (B3) and to obtain the following simplified expression of L2 :
L2 = 2β2
(
tr(E) +N|E|1/2[tr(E−1)− χ · (E−1χ)] +N a[(Eχ)a − (tr(E))χa]
)
. (B4)
We finish with the computation of L3 using the same strategy as in the previous cases:
L3 = β3ǫIJKLǫ
µνρσf Iµf
J
ν f
K
ρ θ
L
σ = β3ǫijkǫ
abc
(
Nf iaf
j
b f
k
c + 3f
i
af
j
b θ
k
c
)
= 6β3(N + tr(θ)) = 6β3
(
|E|1/2tr(E−1) +N + |E|1/2N a(E−1χ)a
)
. (B5)
As a consequence, we end up with
Lm = V +
N
2|E|1/2
Hm +N aHma (B6)
where the explicit form of V , Hm and Hma are given in section V.
Appendix C: Poisson bracket between π and Ω matrix elements
In this section, we compute the Poisson brackets between the variables π = |E|−1/2E and
Ω = πA from the canonical Poisson bracket
{Eij , Akℓ} = δjk δiℓ.
We will show that
{πij , πkℓ} = 0 (C1)
{πij ,Ωkℓ} = |π|(δiℓπkj −
1
2
δkℓπij) (C2)
{Ωij ,Ωkℓ} = |π|(δiℓΩkj − δjkΩiℓ −
1
2
δkℓΩij +
1
2
δijΩkℓ). (C3)
The first identity (C1) is straightforward because π depends only on E. To compute the two
remaining Poisson brackets we first need to establish useful formulae. We start with the following
one:
{Aij , |E|} = {Aij ,
1
6
ǫabcǫkℓmEkaEℓbEmc} =
1
2
ǫabcǫkℓmEkaEℓb{Aij , Emc}
= −|E|E−1mc δ
m
j δ
c
i = −|E|E
−1
ij
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where we used the definition of the determinant for the 3× 3 (and invertible) matrix E
|E| =
1
6
ǫabcǫijkEiaEjbEkc =⇒ E
−1
ia =
1
2|E|
ǫijkǫabcEjbEkc.
From these formulae, we can simplify the expression of the following Poisson bracket
{πij , Akℓ} = |E|
−1/2δjkδiℓ + Eij{|E|
−1/2, Akℓ} = |E|
−1/2δjkδiℓ −
EijE
−1
kℓ
2|E|1/2
. (C4)
Now, we have all the ingredients to compute (C2) and (C3). Then (C2 follows immediately
{πij ,Ωkℓ} = πkb{πij , Abℓ} = |π|(δiℓπkj −
1
2
δkℓπij). (C5)
The second Poisson bracket (C3) is obtained as follows
{Ωij,Ωkℓ} = {πiaAaj , πkbAbℓ} = Aaj{πia, πkbAbℓ}πkb + πia{Aaj , πkb}Abℓ
= Aaj |E|
−1/2(δiℓδab −
1
2
EiaE
−1
bℓ )πkb + πia|E|
−1/2(−δkjδab +
1
2
EkbE
−1
aj )Abℓ
= |π|(δiℓΩkj − δjkΩiℓ −
1
2
δkℓΩij +
1
2
δijΩkℓ)
where we used (C4) in the second line, the definitions Ω = πA and π = |E|−1/2E and the relation
between the determinants |E|−1/2 = |π| in the third line.
Appendix D: Explicit calculation of the Dirac matrix
This appendix is devoted to details of the calculation of the Dirac matrix, i.e. the Poisson
bracket between the second class constraints. To do so, we first need to establish the following
formulae which hold at least weakly:
{π−1ij ,Ωkℓ} ≃ −|π|(δjkπ
−1
iℓ −
1
2
δkℓπ
−1
ij ) (D1)
{|π|,Ωij} ≃ −
1
2
|π|2δij (D2)
{πij, tr(Ω)} ≃ −
1
2
|π|πij (D3)
{πij , tr(Ω
2)} ≃ 2|π|((Ωπ)ij −
1
2
tr(Ω)πij) (D4)
{πij , tr(Ωπ)} ≃ |π|(π
2
ij −
1
2
tr(π)πij) (D5)
{πij , tr(Ωπ
−1)} ≃ |π|(δij −
1
2
tr(π−1)πij) (D6)
{Ωij, tr(Ω)} ≃
|π|
2
(tr(Ω)δij − 3Ωij) (D7)
{Ωij , tr(Ω
2)} ≃ |π|(tr(Ω2)δij − tr(Ω)Ωij) (D8)
{Ωij , tr(π)} ≃ −|π|(πij −
1
2
tr(π)δij) (D9)
{Ωij , tr(π
−1)} ≃ |π|(π−1ij −
1
2
tr(π−1)δij). (D10)
{Ωij, tr(Ωπ)} ≃ |π|(tr(Ωπ)δij − (Ωπ)ij −
1
2
tr(π)Ωij) (D11)
{Ωij , tr(Ωπ
−1)} ≃ |π|((π−1Ω)ij −
1
2
tr(π−1)Ωij) (D12)
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They follow immediately from the Poisson brackets computed in the previous appendix.
To compute the Dirac matrix and also the Dirac bracket, we need to know the Poisson brackets
between the matrix elements of π and Ω with the constraints. Using all the previous formulae, it
is long but straightforward to obtain the following results which hold at least weakly:
{Cm, πij} ≃ 0
{Dm, πij} ≃ |π|ǫmikπkj
{H,πij} ≃ 2|π|(Ωπ)ij
{Ψ, πij} ≃ −6β3|π|δij + (
1
2
β1 − β2tr(π) + 3β3|π|tr(π
−1))πij + 2β2π
2
ij
{Cm,Ωij} ≃ |π|ǫmjkπki
{Dm,Ωij} ≃ |π|(ǫmjkΩki + ǫmikΩkj)
{H,Ωij} ≃ |π|(tr(Ω
2)− (trΩ)2 − β1tr(π)− 6β3|π|)δij
+2|π|tr(Ω)Ωij + 2|π|β1πij − 8|π|
2β2π
−1
ij
{Ψ,Ωij} ≃ β2tr(Ωπ)δij + (
3
2
β1 − β2tr(π) + 3β3|π|tr(π
−1))Ωij
−2β2(Ωπ)ij − 6β3|π|(π
−1Ω)ij
From these results, computing the Poisson brackets between the different constraints becomes
immediate. Some of them are in fact vanishing at least weakly:
{Cm, Cn} = 0 , {Cm,Ψ} ≃ 0 , {Dm,H} ≃ 0 ,
and the only non trivial Poisson brackets are the remaining ones
{Cm,Dn} ≃ Amn with A = |π|(π − tr(π))
{H,Cm} ≃ xm with xm = 2|π|ǫmij(Ωπ)ij
{Ψ,Dm} ≃ ym with ym = −2ǫmij(β2Ωπ + 3β3|π|π
−1Ω)ij
{Ψ,H} ≃ a
where a is a scalar function in the phase space whose explicit form is computed below here. This
gives the form of the Dirac matrix given in the core of the article.
To finish, let us compute the expression of a. For that purpose, we need the following Poisson
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brackets between scalar functions in the phase space:
{|π|, tr(Ω)} ≃ −
3
2
|π|2
{|π|, tr(Ω2)} ≃ −|π|2tr(Ω)
{tr(Ω), tr(Ω2)} ≃ |π|(3tr(Ω2)− (trΩ)2)
{tr(π), tr(Ω)} ≃ −
1
2
|π|tr(π)
{tr(π), tr(Ω2)} ≃ |π|(2tr(Ωπ)− tr(Ω)tr(π))
{tr(π−1), tr(Ω)} ≃
1
2
|π|tr(π−1)
{tr(Ωπ), tr(Ω)} ≃ |π|(
1
2
tr(π)tr(Ω)− 2tr(Ωπ))
{tr(Ωπ), tr(Ω2)} ≃ |π|(2tr(Ω2π) + tr(π)tr(Ω2)− 2tr(Ω)tr(Ωπ))
{tr(Ωπ), tr(π)} ≃ |π|(
1
2
(trπ)2 − tr(π2))
{tr(Ωπ), |π|} ≃
1
2
|π|2tr(π)
{tr(Ωπ), tr(π−1)} ≃ |π|(3 −
1
2
tr(π)tr(π−1))
{tr(Ωπ−1), tr(Ω)} ≃ |π|(
1
2
tr(π−1)tr(Ω)− tr(π−1Ω))
{tr(Ωπ−1), tr(Ω2)} ≃ |π|(tr(π−1)tr(Ω2)− 2tr(π−1Ω2))
{tr(Ωπ−1), tr(π)} ≃ |π|(
1
2
tr(π)tr(π−1)− 3)
{tr(Ωπ−1), |π|} ≃
1
2
|π|2tr(π−1)
{tr(Ωπ−1), tr(π−1)} ≃ |π|(tr(π−2)−
1
2
tr(π−1)2)
All these results enter in the calculation of a and after a long but immediate calculation we obtain
the following expression:
a ≃ 3β1
(
(trΩ)2 − tr(Ω2)
)
− 4β2
(
tr(Ω2π) + tr(π)tr(Ω2) + 2tr(Ω)tr(Ωπ)
)
+ 6β3|π|
(
tr(π−1)(trΩ)2 − 2tr(Ω)tr(π−1Ω) + 2tr(π−1Ω2)− tr(π−1)tr(Ω2)
)
+ β21tr(π)− 48β
2
2 |π|+ 36β
2
3 |π|
2tr(π−1) + 2β1β2
(
4|π|tr(π−1)− (trπ)2 + 2tr(π2)
)
+ 6β1β3|π|
(
tr(π)tr(π−1)− 3
)
+ 12β2β3|π|
(
4|π|tr(π−2)− tr(π)
)
.
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