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FY 2005 Accomplishments and Challenges 





“IT’s Return on Investment” is an apt descriptor for the Information Technology and 
Communications Services (ITACS) department in FY2005. For the third year in a row, the 
ITACS operating budget remained unchanged. Requirements for information, compliance 
with new regulations and directives, and unfunded mandates — all increased significantly.  
Demand for services increased as well. As a quick metric, in FY2000, NPS e-mail traffic 
totaled about 600 e-mails per day, using 200 gigabytes of central disk storage. In FY2005, 
NPS e-mail traffic exceeded 239,000 e-mails (42% spam), using 820 gigabytes of central disk 
storage. Network speed also quintupled. 
Linking IT investments with institutional priorities is imperative for responsible management 
of IT resources, and the NPS Strategic Plan, A Vision to the Future, was used as a general 
framework from which to evaluate IT priorities. 
The IT Strategic Plan, The Information Revolution:  Planning for Institutional Change, was adopted 
in 2003, and continued to be the general outline for guiding ITACS operations. An annual 
updating of priorities was vetted through the IT Task Force, a group comprised of 
representatives from every major academic area, as well as a number of administrative 
departments.  
The ITACS operating budget did not increase from FY03 to FY04 to FY05 (FY05 actually 
suffered a slight decrease), despite increases in certain recurring costs of 18-30% per year 
(e.g. software licenses, maintenance agreements). In short, ITACS had to take a tough look 
at existing expenses, cut wherever possible, and identify new technologies or approaches to 
ensure continued support of mission-critical services and equipment. 
The following are a number of ITACS projects that have saved measurable dollars or 
reduced staff workload, thereby permitting a reallocation of resources to improve services 
and to address other institutional requirements. In many cases, the savings were not realized 
by the ITACS division, but by the institution or customer department. The budget for 
ITACS was not reimbursed, neither for the up-front nor recurring costs. These projects have 
all provided an increase in productivity, higher levels of capability, support for mission 
accomplishment, and demonstrated cost-deference — in either dollars or labor requirements 
for staff. 
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The renovation of the east wing of Herrmann Hall necessitated planning a move of 26 
ITACS staff members in the last quarter of calendar 2004. That, in turn, required that a 
detailed space inventory be completed in order to document the requirements for the 
transition.   
Through a gift to the NPS Foundation, ITACS acquired ITM software, a portfolio 
management system that is used to track equipment, space, governance requirements, 
projects, operations, etc. The software retails for $300,000. Once it is fully implemented, the 
ITM software will provide automated reporting on IT portfolio resources, as well as major 
processes.   
The Technology Assistance Center was established, providing Help Desk services to NPS 
faculty, staff and students. Previously, requests for technical assistance were handled in an ad 
hoc manner, without the tracking of calls, follow-up, time-to-resolution, etc. Tiered technical 
assistance now provides a more efficient and effective way to respond to customer requests.  
Weekly reporting on call volume, types of issues reported, and time-to-resolution are also 
produced for IT managers. 
The Technology Assistance Center began utilization of a remote client management tool – 
LANDesk, which provides approximately $730K (about 10 staff billets) in deferred labor 
requirements for staff, based on the workload documented by the Technology Assistance 
Center’s trouble calls. Additionally, a $580,000 annual labor deferment is being realized by 
executing the required system patches, now conducted after hours, that are using automated 
scripts. These requirements were not part of the Functionality Assessment (FA) study, but 
they have increased exponentially since the FA study was completed in 2002. 
Voice over Internet Protocol (VoIP) to La Mesa (NPS administrative offices), the NPS 
Annex (MAE labs), the golf course, and other selected sites is being used where copper is 
either unavailable or not owned by NPS. By using VoIP, savings are difficult to quantify; 
however, running or leasing lines to those locations would incur significant costs. 
User productivity lost by spam is estimated at $308,167 annually (using an industry formula 
for time spent reviewing, managing, and storing spam e-mail). The Barracuda SPAM filter, 
acquired for $5,000, now blocks about 13,000 spam e-mails per day.   
ITACS converted its cell phone contracts to one vendor — expected savings are estimated 
at approximately $10,000 annually — while increasing both service area coverage and signal 
strength. 
ITACS implemented SharePoint technology this year, piloted within ITACS itself, which 
provides for more efficient tracking of the drafts of documents, and the record-keeping of 
official plans and policies. ITACS also partnered with the Office of Research to pilot a thesis 
project, where a single copy of a student thesis resides on one server, which can be accessed 
by faculty members and students for review, changes, and/or approvals. This process is now 
slated to replace the current method of thesis processing, which involves ricocheting 
multiple copies of theses on the campus network, that add to traffic and storage demands. 
Streaming media was piloted this year, beginning with the NPS graduation, which permitted 
viewing of the ceremony by those family and friends of students who were unable to attend. 
Streaming media was then piloted for capturing VTE courses, replacing the previous VHS 
tape capture.  When fully implemented, streaming media will save the institution 
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approximately $80,000 per year in costs currently spent for the making and mailing of 
videotapes of classes. 
The Monterey Peninsula DoD-Net, an infrastructure that was made possible by the City of 
Monterey, links all DoD assets on the Monterey Peninsula, including the Defense Language 
Institute-Presidio of Monterey, the Naval Postgraduate School, the Naval Research 
Laboratory, Fleet Numerical Meteorology and Oceanography Center, and the Defense 
Manpower Data Center. The establishment of the Monterey Peninsula DoD-Net has saved 
$16,000 annually in direct T-1 costs to member institutions, and there is the potential for an 
additional $8,000 savings when the NPS SIPRNET connection is moved to the DoD-Net.   
The NPS Education Research Network (.edu) connects to California’s higher education 
network. Given comparable bandwidth costs from commercial vendors, connection to the 
ERN will benefit NPS by avoiding approximately $600,000 in annual costs.  More 
importantly, by joining a consortium of universities that will always have higher bandwidth 
requirements than NPS can provide for itself, scalability and long-term cost containment are 
assured. 
In FY2001, NPS was expending over $1,228K per year for telephone services through 
NCTS - San Diego. With the installation of the Avaya PBX system, NPS has been able to 
reduce the annual costs of telephone services by over $600K each year. An additional $115K 
in annual savings started in FY2004, with the internal provisioning of VTC ISDN lines and 
the conversion of contractor support to GS billets for the telephone system support. 
In FY2004, the Navy Higher Education IT Consortium was tasked by the VCNO to 
conduct a business case analysis, comparing the cost of NMCI seats with current costs. 
Based on this analysis with USNA and NWC, the annual cost of conversion to NMCI for 
the NPS enterprise would have been well in excess of $20 million — compared to current 
expenditures at approximately one-third of this cost. This data was also based on a NPS 
faculty committee’s analysis last year, and confirmed by a consortia analysis conducted by 
USNA, NWC, and NPS. 
 
NPS IT FACT SHEET: 
 
The following statistics provide a picture of the scope of the NPS IT environment. 
¾ Networks:  7 
¾ Accounts:  6,828 
¾ Network attached systems:  5,425 
¾ Software applications:  800 
Active phone lines:                                   
500 digital, 100 VoIP, 2,400 analog 
¾ ISDN video conference circuits: 165 
¾ Audio conferencing ports: 24 
¾ User data: 7.5 Terabytes 
¾ Mainframe data: 130 Terabytes 
¾ E-mail:  820 Gigabytes 
¾ External e-mail received:  
        10.8 million per year 
¾ Internet traffic:   
        146 Gigabytes per day 
¾ Web Services: 
Extranet: Successful requests:       
53,715,232 per day 
Intranet:  Successful requests:      
81,866,976 per day 
¾ NPS backup data:   
66 Terabytes (100,000 CDs) 
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FY05 GOALS COMPLETED: 
 
INSTRUCTIONAL TECHNOLOGY 
; Appoint full time Director of Instructional Technology – Tracy Hammond 
; Submit report to NETC on support for Instructional Technology 
; Complete classroom inventory and categorization 
 
INFORMATION ASSURANCE 
; Finalize resource requirements for IA functions 
; Complete Systems Security Authorization Agreement for DoD-Net 
 
NETWORK 
; Plan for IPv6 transition 
; Continue VoIP pilot 
; Utilization of security fence conduit 
; CENIC membership 
; Explore costs for Grid architecture with USNA and NWC 
; Renew case to leadership for wireless implementation  
; Continue operationalization of .edu 
; Connect with Internet2 backbone (Abilene and STARLIGHT) 
; DoD-Net – finalized plans for network attached storage, disaster recovery  
 
HIGH-PERFORMANCE COMPUTING 
; Funding from Dean of Research for Technical Manager 
; Grant proposal to HPC-MP program within DoD ($30K) 
; Establish the HPC Program at NPS with support from the Office of Research.  ITACS 
will serve as the technical oversight and administrative agency with the HPC 
Committee, led by Dr. Julie McClean, and will provide advisory guidance on technology 
planning and policy. 
 
NMCI 
; Awaiting response from VCNO re Navy Higher Education IT Consortium report 
submitted in August 2004 
; Continue work on FAM process 
; Continue server consolidation 
 
IMPROVE ACADEMIC SERVICES 
; Complete consolidation of academic-based servers 
; Establish test classroom for thin client technology testing – with GSBPP and Sun 
Microsystems  
; Continue university-wide coordination of software licensing 
; Continue regular meetings with deans, academic departments regarding IT services, plans 
and hearing from academic areas about requirements, priorities 
; Improve TAC services – expand hours to accommodate DL students/faculty in different 
time zones 
; Expand support for Distance Learning - software 
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; Implement first phase of streaming media project 




; Continue annual accountability reporting for ITACS –including quality assurance, 
performance metrics 
; Report findings of Customer Satisfaction survey 
; Management team retreat 
; Meetings with all ITACS staff and CIO 
; Complete space inventory and associated moves due to renovation 
; Investigate asset management tools for incorporation within NPS environment 
 
INVEST IN ITACS EMPLOYEES 
; Continue training curriculum for IT professional staff 
; Renovated workspace for Technology Assistance Center and associated professional staff 
; Staff News electronic newsletter 
; Expand IT Advances – a monthly professional development session within the ITACS 
organization 
 
IMPROVE ADMINISTRATIVE SERVICES 
; Continue progress on SAS Management Information System for Human Resources, and 
begin implementation for Finance 
; Implementation of redundant architecture for e-mail systems and storage 
; Continue support of web re-design project 
; Assist in implementation of digitization committee findings 
; Message Delivery Systems – improve message delivery traffic and flow 
; Conduct assessment of classified computing requirements 
 
FY05 GOALS PARTIALLY COMPLETED: 
 Replacement of root and asphalt compressed conduit 
 Expand DoD-Net capability to include classified data delivery (SIPRNET) 
 Develop next stage of PYTHON – include online DL registration, improved and more 
security data exchange with other NPS systems 
 Campus-wide implementation of SharePoint capabilities which will assist collaboration, 
reduce need for paper copies, and reduce need for redundant storage of the same 
document (reports, files, powerpoints, spreadsheets, theses) 
 Formalize Lifecycle Management plan 
 Implement and test disaster recovery plan 
 
FY05 GOALS DEFERRED TO 06: 
 Backbone upgrade to 10 Gigabit 
 New furniture 
 Conduct a 2nd annual Customer Satisfaction Survey 
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ABOUT INFORMATION TECHNOLOGY AND COMMUNICATIONS SERVICES 
(ITACS) 
 
The Information Technology and Communication Services (ITACS) department has 
transitioned user support from a reactive process to a pro-active process. The Technology 
Assistance Center (TAC), the customer’s interface to the support requirements of the 
university community, has been the focal point of this transition. The TAC has received 
numerous laudatory comments from users throughout the year that are reflected in one 
particular faculty quote — “Never have I seen such an all-out effort to reach every single 
user and work with them to solve whatever their problem.  I salute your staff and am in awe 
of their professional expertise and ability to research every problem and quickly deliver an 
effective solution.” 
The ITACS department is composed of six areas that provide direct support to the 
university community, and an administrative division that provides support for the ITACS 
department.   
¾ Technology Assistance Center (TAC) includes: 
o Tier 1 support:  
Provides the first line of support for all IT needs — with a “problem 
resolution” target of 15 minutes. Tier 1 responds to phones calls, e-mails, 
web-based problems reported, and walk-in customers. 
o Tier 2 support:  
Responds to the next level of problem escalation. 
 
¾ Academic and Client Services (ACS) includes: 
o New Technology and Innovation Center (NTIC) 
o Instructional Technology 
o PC Shop:  
Assumes responsibility for the receipt, imaging, and deployment of all 
computers across campus, as well as diagnostics and repair of hardware. 
o Laboratory Support:  
Provides maintenance of all the Learning Resource Centers and 
classrooms. 
o Classified Systems:  
Manages and supports the classified networks, servers and clients. 
o High-Performance Computing (HPC) 
o  
¾ Business Solutions Group (BSG) includes: 
o Applications:  
Supports both Commercial Off the Shelf (COTS) and locally-developed 
applications. 
o Training:  
Provides training for Microsoft Office applications. 
o Web Operations:  
Develops and maintains web sites and web pages for NPS. 
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¾ Network Operations Center (NOC) includes: 
o Server Management:  
Oversees the installation, maintenance and updating of hardware and 
operating systems for campus servers.  
o Backup Systems:  
Manages the operation of the data backup systems.  
o Telephones:  
Oversees the installation and maintenance of equipment and services for 
all telecommunications on campus. 
o Network:  
Manages all firewalls, appliances, routers and switches. 
 
¾ Mainframe Operations includes: 
o Operation of the two IBM mainframe systems, and associated tape and disk 
subsystems. 
o Management of the Operating System (VM, MVS) and user programming 
support. 
 
¾ IT Infrastructure includes: 
o Oversight of relevant physical plant (fiber and copper wire from 
underground up to the jack in the wall). 
o Coordination of construction/remodeling projects across campus; setting 
requirements for the physical plant. 
 
¾ Administrative Services includes: 
o Plans and Policies; Coordination of IT planning and policy development 
o Contract Administration 
o Financial Management 
o Human Resources 
o Asset Management 
 
The services provided by ITACS cross multiple operating-system platforms, and include the 
Technical Assistance Center/Help Desk, instructional computing resources, administrative 
databases and applications software, telecommunications, printing, training and consulting, 
maintenance of 27 Learning Resource Centers, repair and installation of computers and local 
area networks, voice and data networking services, and server management. All services are 
available during normal business hours, and many services are available 7/24. In addition to 
maintaining fiscal responsibility and compliance with all pertinent Navy and federal 
regulations and laws relevant to technology, the Information Technology and 
Communications Services division assists with both strategic and policy planning, the 
development of new resources, applications, and technology initiatives, and strives, not only 
to remain current with industry standards, but to be a leader in the fields of proven 
technologies, while maintaining the existing operations. 
An ITACS Code of Ethics, established in FY2005, now guides the civilian and military 
personnel who provide for the technology support requirements of the students, staff and 
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faculty, both in-residence at the Naval Postgraduate School, and in remote locations across 
the globe. 
The ITACS department reports to Dr. Christine Cermak, Executive Director, Information 
Resources, and CIO of the Naval Postgraduate School. The Information Technology and 
Communications Services’ Strategic Plan, The Information Revolution: Planning for Institutional 
Change, adopted in 2003, remains the foundation for annual operational planning. The five 
categories of recommendations identified in the Information Technology and 
Communications Services (ITACS) strategic plan: Network Infrastructure and Services, 
Academic Services, Administrative Services, Partnership and Outreach, and IT Management, 
as well as Information Systems Security/Information Assurance, are highlighted in this 
report. The President’s Information Technology Task Force (ITTF) is comprised of various 
campus leaders that represent each school and major customer group, and remains the 
primary advisory group that provides guidance on plans and policies related to Information 
Technology at the Naval Postgraduate School. 
 
STATUS OF MAJOR INITIATIVES: 
 
EDUCATIONAL RESEARCH NETWORK (ERN) 
The migration of the entire user community to the ERN began with a “fork lift” 
replacement of the server farm, which uses cluster technology for rapid self-healing of 
services, and full redundancy of data on high-speed, fiber-attached storage devices. The total 
data-storage capacity of this new architecture is currently 20 Terabytes, and is scalable to a 
much higher capacity. The ITACS staff accounts were migrated to the ERN in stages to 
better assess potential user issues, and to refine the transition strategy. The entire user 
community will be migrated to the ERN network throughout the first two quarters of the 
next fiscal year. 
A major element of the ERN is the high-speed (up to 8Gbps) connection to the Internet, 
which was made possible by the Naval Postgraduate School’s membership in the 
Corporation for Education Network Initiatives in California (CENIC), funded by a research 
grant that was initiated by Professor John Van Hise. Connectivity to CENIC significantly 
expands the research and educational opportunities for NPS faculty and students, and 
provides for a redundant communication path. 
STREAMING MEDIA 
ITACS has implemented a Streaming Media service for the video teleconference education 
(VTE) program, which uses a content portal to provide real-time video feed to the web and 
video-on-demand feeds. This system has also been used to broadcast graduation ceremonies, 
guest lecturers’ presentations, and special events. Substantial savings have resulted from 
utilization of this technology, particularly in the areas of videotape copying and shipping to 
end-users. 
At a ribbon-cutting ceremony in June, which celebrated the launch of streaming media 
capabilities, it was noted that 27 faculty members were already using the streaming 
technology in 35 classes weekly. A partnership with Access Monterey Peninsula (AMP) is 
currently being negotiated for additional content-editing capabilities. 
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NEW TECHNOLOGY AND INNOVATION CENTER (NTIC) 
The process of evaluating and implementing new technology at NPS has taken a new stride 
forward with the establishment of the New Technology and Innovation Center (NTIC). 
Senior IT specialists, tasked with identifying and testing new technologies for possible 
application at NPS, are working with the user community, and partnering with industry to 
match requirements with solutions. NTIC will then prepare and report resource 
requirements to NPS leadership in support of their decision-making. 
MONTEREY PENINSULA DEPARTMENT OF DEFENSE NET (DOD-NET) 
The Monterey Peninsula DoD-Net provides fiber-optic connectivity from NPS to local 
DoD assets: the Defense Language Institute-Presidio of Monterey Foreign Language Center 
(DLI/POM-FLC), the Defense Manpower Data Center (DMDC), Fleet Numerical 
Meteorology and Oceanography Center (FNMOC), the Naval Research Laboratory (NRL), 
and the National Weather Service (NWS).  This infrastructure has enabled several of these 
properties to abandon commercial leased services and save resultant costs. The potential for 
further collaborative work in service delivery, and disaster mitigation and recovery is 
currently under study. 
 
NETWORK INFRASTRUCTURE AND SERVICES: 
 
Network services are concerned with the protocols and data that traverse the physical 
infrastructure.  Firewall management, ports and switches, traffic control, monitoring and 
performance are all important aspects of network services.  At NPS, “the network” also 
includes server farm management and communications support, including trunking, 
international calls, interstate and intrastate telephone calls, maintenance 
add/moves/changes, calling cards, dial-in services, and telephone administration.   
The ITACS division has implemented 7/24 services support for the server systems 
associated with the Homeland Security Digital Library and the Center for Homeland 
Defense and Security. Additionally, monthly telephone usage summaries are now provided 
to all NPS management. 
Additional Network Services accomplishments include:  
 
¾ Implementation of the Cisco PIX 
firewall as the primary firewall for the 
MIL network 
¾ Implementation of the Juniper 
Netscreen Firewall as the primary 
firewall for the ERN network 
¾ Implementation of the Juniper SSL 
VPN appliance to the ERN network, 
to provide connectivity to the MIL 
network for the ERN network 
¾ Implementation of the Cisco VPN 
client configurations for both the 
MIL and ERN networks 
¾ Publishing a user policy for VPN 
utilization 
¾ Implementation of the ERN network 
configuration using private network 
addressing and VLAN technology 
¾ Implementation of the ERN active 
directory server network, using 
cluster technology for e-mail and file 
services using SANS hardware 
¾ Implementation of expanded back-up 
capability for the ERN network 
¾ Direct fiber network and phone 
connectivity to the NPS annex 
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¾ Fiber connectivity to the Defense 
Manpower Defense Center (DMDC) 
for access to the NPS mainframe 
¾ Direct connectivity for the National 
Weather Service research project 
¾ Direct connectivity for BIDS to the 
DMDC server 
¾ NPS web-hosting services for the 
Defense Language Institute’s 
Distance Learning web services 
¾ Coordination and planning for the 
transfer of Fleet Numerical 
Meteorology and Oceanography 
Center’s (FNMOC) telephone system 
and desktop management 
¾ Planning of the extension of the  
DoD-Net to include PERSEREC for 
support of their phone system and 
network connectivity 
 
Mainframe Operations:  The mainframe operations unit provides reliable data processing, 
storage, and transmission. The continued long-standing support for the Defense Manpower 
Data Center (DMDC) was enhanced this year by several major upgrades that provided 
significant, additional capability to the DMDC mission.  The DMDC funded all upgrades, 
which included: 
 
• IBM Z890 mainframe, running ZOS 1.4, 64 bit operating system; Installed to provide 
additional capabilities 
• Installation of additional direct access storage (12TBytes) 
• Expansion of the automated tape libraries   
 
 
ACADEMIC APPLICATIONS AND SERVICES: 
 
IT services that support the NPS education and research program include equipment 
acquisition, maintenance and repair/replacement services (hardware), software license 
acquisition and management, maintenance, patches and upgrades (software), and customer 
support. In addition to providing and maintaining hardware and software resources, the ACS 
division of University Support is responsible for supporting instructional technology, both 
local and remote. 
Laboratories, “smart classrooms” and auditoriums, video-conferencing and online 
educational resources are part of the total learning experience for students. Technology in 
the classroom is integral to distance learning, continuous learning, and on-site learning 
experiences. ITACS provides faculty with facilities, resources and expertise to support virtual 
experiments, video-conferencing, and remote-data and resource-access capabilities for 
teaching. Using the same skills, education and training opportunities for non-local students, 
both in satellite campuses and at sea in remote locations, are provided. 
Classroom technology and lab support are essential elements of education at NPS, and are 
therefore key services within the academic area. Classrooms must have the technology 
required by curriculum, faculty and students, and that technology must be maintained and 
kept current. Classroom technology issues must be integrated within a larger IT planning 
process to insure technical interoperability and compatibility, and to leverage resources to 
maximize efficiencies. 
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Additional ACS and Instructional Technology accomplishments include:  
 
¾ LANDesk container build-out of the 
423 LRC and classroom machines 
¾ Completion of the build-out of the 
Mechanical Engineering (ME) lab for 
the ME department, including 
computer system installs, software 
loading and network infrastructure 
¾ Utilization of a new imaging tool — 
“Universal Imaging Utility,” which 
cut image totals from 19 to 6, and 
reduced staff labor for the process by 
4 weeks 
¾ Establishment of a VTC in the Secure 
Computing environment, funded by 
the Maritime Homeland Defense 
budget 
¾ Deployment of streaming media for 
VTE captures and for event 
broadcasts: Vendor support and 
customer adoption completed within 
one year; 8 classrooms and 2 mobile 
carts have been deployed 
¾ Creation of a LANDesk initiative, 
using scripting utilities, to power on 
and off all 423 Classroom and 
Learning Resource Center computers  
¾ Control of the virus security patching 
process for all 400 Classroom and 
Learning Resource Computers, 
providing uninterrupted service to 
faculty and students 
¾ Upgrading the 10 Uninterruptible 
Power Supply (UPS) components for 
the Mechanical Engineering and OC 
LINUX labs, located in Root and 
Spanagel Halls; supporting research 
and classroom work for more than 
200 students 
¾ Placement of the FORCENet servers 
online, currently in direct support of 
operations in IRAQ 
¾ DADMS updating and coordination 
for all S&T software titles with every 
department and school on campus, 
adding 2,471 titles to our list of 
support software; providing a line-by-
line audit of software applications, 
noting redundancies, outdated and 
unused titles, reducing the number by 
5,429 
¾ Establishment of a cross-training 
program with lab support staff and 
instructional technology staff in 
classroom computer support and 
monitoring, projection system 
maintenance and streaming media 
support 
¾ Digitization Committee Membership: 
Support for a digital vision 
¾ Support for the JCATS Scenario 
Developer, Game Controller, and 
Database Manager 
¾ Training and implementation of an 
Oracle database manager in the 
secure lab 
¾ Deployment of the Microsoft 
Exchange server for the secure e-mail 
services across the Navy 
¾ Video Teleconferencing and Distance 
Learning education support, 
including management of the bridge 
¾ Establishment of the Joint Intelligence 
Virtual University (JIVU), currently 
supporting servers and disk arrays 
¾ Support of home computers systems, 
including installing hardware, VPN, 
software and DL access to license 
software 
¾ Support of the research lab in Halligan 
Hall, and the new MEMS lab in 
Mechanical Engineering 
¾ Maintenance of the LINUX systems in 
Root Hall and Spanagel Hall 
¾ Appointment of a Lab Manager for 
virtual PC’s running Linux/ 
VMWARE/ Windows operating 
systems in both Root Hall and 
Spanagel Hall 
¾ Initiation of procedures for installing 
and replicating LINUX Red Hat 
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Enterprise Operating Systems and 
Machine Ware (VMWARE) software 
¾ Construction of a Classroom 
Technology Plan, which was 
presented it to NETC, who awarded 
$574,000 in annual funding 
¾ Participation in the Center for 
Executive Education classroom 
design and construction 
¾ Refreshment or new installation of 19 
classroom media systems 
¾ Maintenance and improvements in the 
VTE classroom, including lighting, 
chromakey cameras, ceiling 
document cameras, instruction 
consoles, etc. 
¾ Design and contract for installation of 
new VTE classroom at Natick Solider 


















Administrative computing services are those essential technology functions that provide the 
foundation for support to most users. These core services include e-mail, document 
processing, file sharing, data backup and storage, and network access. Microsoft Office, 
DPAS property management, ETACS payroll processing, Web services, and computer 
account management also fall within administrative services.  
In FY 2005, Administrative Services not only provided these basic services to the campus, 
but also developed and implemented an internal database to track departmental facilities 
space, purchases, budgets and personnel data and status. In addition, the department also 
provided reports for the Provost and Academic Planner regarding faculty pay source, SOF, 
and teaching awards. The division also began a pilot of the ITM Management Software for 
Project Management, Asset Management and Governance to increase accountability and 
improve management analysis and decision-making. 
During the past year, the ever-increasing storage requirements in the NPS e-mail system 
necessitated full implementation of a quota system. The IT Task Force (ITTF) chartered a 
committee to provide recommendations, which were endorsed by the ITTF and 
implemented by ITACS for the user quotas. 
Additional Administrative Services accomplishments include: 
 
¾ Support for Institutional Research 
o NPS Fact Book updated 
o Human Resources management 
Information System support 
¾ Institution of monthly ITACS news 
online 
¾ Coordination of the e-Thesis pilot with 
the Research Office 
¾ Creation of the Web-based application 
software delivery system 
¾ Enhanced systems monitoring and 
outage reporting  
¾ Expansion and enhancement of the  
LANDesk client management 
software  
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¾ Pushing of updates to 2161 NPS 
computer systems 
o Applying automated fixes and 
patches to operating systems and 
applications 
o Reaching full IAVA compliance 
o Reporting on inventory and product 
numbers, including software 
licensing 
o Managing and troubleshooting 
remote capability 
o Saving hundred of staff hours 
o Reducing overall support costs per 
client 
¾ Schieffelin Award survey 
¾ Production of reports for 
Provost/Academic Planning re 
faculty pay source, SOFs, teaching 
awards. 
¾ Management and maintenance of both 
the internal and external NPS Web 
presence. 
o Implementation of a Web operations 
policy, which was endorsed by the 
ITTF 
o Supporting the Office of 
Instruction’s Web re-design project 
o Migrating .mil content 
o Re-designing the Intranet; endorsed 
by the ITTF 
o Working with Library on the 




INFORMATION SYSTEMS SECURITY/INFORMATION ASSURANCE: 
 
The Department of Defense (DoD) and Department of Navy (DON) policies require that 
all information systems shall maintain an appropriate level of confidentiality, integrity, 
authentication, non-repudiation and availability, while respecting the balance between the 
importance and sensitivity of the information and the information assets. In support of these 
policies, NPS continues to certify systems and verify information assurance 
implementations.  
There were no major virus infections on the NPS networks, meaning there were no 
enterprise system level outages. The external boundary of our network logs multiple 
attempted intrusions on a daily basis. There were 636 attempted virus infections this year 
captured in our monitoring systems within the network. These attempted infections were 
stopped by the anti-virus software. There were 21 systems infected by a virus this year. The 
most common virus type was the web-based download; the next type was the worm or 
Trojan type infection, followed by the file or disk type infection. The multiple layers of 
defense implemented on the NPS networks have provided excellent protection to its systems 
and information. 
DoD requires mandatory patching of all DoD systems, as Information Assurance 
Vulnerabilities are identified. These notifications come in three forms. The highest level is 
the Alert, which requires the patch to be installed within 2 weeks. The next level is the 
Bulletin, which usually has a deadline of within 30 days. The next vulnerability is the 
Technical Advisory, which does not require a patch, but one should be considered.  
Additionally, there are Computer Network Defense Task Orders (CTOs) issued, which 
usually add criteria to mitigate a problem, and expedite the installation of an existing alert or 
bulletin. There is a significant workload associated with managing and executing the 
installation of each of these patches.  NPS has maintained compliance during 2005. 
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Additional accomplishments for Information Systems Security/Information 
Assurance include: 
    
¾ Overseeing the annual Information 
Assurance training for all users 
¾ Working with ITACS in registering all 
networks, servers and business 
applications in the DoN database 
¾ Coordination of the specifications for 
the acquisition of a web security 
proxy server for the NPS military 
network.  
¾ Resolution of 17 Information 
Assurance Incidents for FY 2005:  
o 3 incidents involved classified 
information being sent to the NPS 
unclassified system. 
o 6 incidents were requests from 
NAVCIRT to investigate suspicious 
activity. Each problem was resolved 
and did not impact NPS operations. 
o 5 incident reports involved an 
enterprise service interruption. 
o 2 incidents involved the defacement 
of academic web pages. In both 
cases, the web defacement was the 
only issue; the pages were corrected 
and IA features hardened. 
o 1 incident involved a security flaw 
on an enterprise system. The system 
was reconfigured to enhance the 
security posture. There was no 
known compromise of data. 
¾ Implementation of DoD vulnerability 
notifications: 
o 38 Alerts 
o 18 Bulletins 
o 43 Technical Advisories 
o 9 Computer Network Defense Task 
Orders 
¾ Full operationalization of the Local 
Registration Authority (LRA) 
capability at NPS, which allows NPS 
to request DoD certificates for 
Secure Socket Layer (SSL) for web 
servers 
¾ Participation in the design and 
implementation of the Education and 
Research Network architecture    
¾ Development of the System Security 
Authorization Agreements for the 
two SIPRNet sites at NPS, the ERN 
and the DoD-Net 
¾ Supervision of the Certification Test 
and Evaluation for the SIPRNet and 
the DoD-Net for Phase III of the 
DITSCAP  
¾ Development of the Security portion 
of the project plan and 
implementation of the Alumni 
Database, Homeland Security server 
support, and the streaming video 
initiative for NPS.  
¾ Assisting in the certification and 
accreditation of the GSBPP research 
effort with the company Xslent and 
Professor Tudor, resulting in the 
successful completion of the 
DITSCAP certification for these 
academic systems  
¾ Initiating discussions with the San 
Diego, Fleet Concentration Activity 
(FCA) and Office of Continuous 
Learning (OCL), to develop a 
technology plan.  
¾ Participation in design discussions for 
improvements to the wireless 
network configuration 
¾ Implementation of the Windows 
Update Server, adding a “pull” 
capability to our patch management 
program  
¾ Establishment of the DoD Working 
Group, which meets to address 
operational and IA issues on the 
DoD-Net 
¾ Establishment of a formal process for 
handling, documenting and reporting 
Security incidents and service 
interruptions  
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¾ Successful implementation of a 
monitoring system with the Network 
Security Group (NSG) that collects 
various monitoring inputs into a 
database that can be queried for 
reports.  These reports are helpful in 
identifying the details of a problem, 
for doing trend analysis, and for 
measuring the effectiveness of the 
Information Assurance measures. 
¾ Monitoring of all external and internal 
traffic via various tools, both within 
the Network Operations Center 
(NOC) as well as in the NSG. 
¾ Completion of a weekly vulnerability 
assessment for all servers and clients 
that are using our IP address space.  
¾ Development of a process for profiling 
new virus activity by collaborating 
with NSG and Network Operations 
Center (NOC). The virus profile is 
used to detect infections on the NPS 
network.  
¾ Continuation of the Navy’s milestones 
for PKI implementation  
¾ Management of the anti-virus solution 
that has been deployed to 2026 
clients.  
¾ Regular patching of the enterprise 
servers, with the critical patches 
identified for their operating systems 
¾ Identification and reporting that the 
enterprise e-mail systems were not 
infected by any mass e-mailing 
viruses during 2004
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COMMUNICATION, PARTNERSHIPS AND OUTREACH: 
 
Building partnerships with our DoD neighbors, other universities, city governments, 
corporations and the Navy chain of command continues to be a key element in aligning the 
efforts of ITACS to the strategic mission of the School and the Navy. Corporate 
partnerships have resulted in numerous Cooperative Research and Development 
Agreements (CRADAs) that have furthered research conducted by faculty and students at 
NPS. Equipment grants, access to subject-matter experts, and direct funding to support 
research proposals have resulted from these initiatives. Leveraging our resources in 
coordination with the priorities of the wider community has furthered the capabilities of 
ITACS. 
In June, ITACS hosted the second annual Navy Higher Education Information Technology 
Consortium (NHEITC), which includes the Naval Postgraduate School, the United States 
Naval Academy and the Naval War College. The conference included on-site visits to 
Hewlett-Packard and IBM, and various speakers representing many aspect of information 
technology gave presentations. The President of the Naval Postgraduate School and the 
Superintendent of the Naval Academy addressed the group as well, and provided challenges 
to each to consider for the future. 
ITACS hosted the Department of the Navy’s CIO, Mr. Dave Wennergren in July 2005, and 
continued quarterly videoconferences with Mr. Wennergren and his senior staff and NPS 
faculty leaders. IT also received reimbursable research funding for faculty research projects 
that support the office priorities of the DON CIO.  Also hosted was Mr. Jim Knox, 
Director of Navy Knowledge Management in the DoN CIO’s office. 
Corporate visits, technology futures briefings and partnership cultivation included: 
• Participation in the Sun 
Microsystems Advisory Board 
• Foundry Networks 
• Cisco 
• Oracle 
• Lawrence Livermore National 
Laboratory 
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Bi-annual meetings were held with Deans and senior staff members, and Department Chairs 
and faculty groups about the IT Strategic Plan and other IT-related issues. 
ITACS leaders supported memberships in, and coordination of, internal committees for 
Educause, Internet2, the Monterey Peninsula Department of Defense Internet, the 
California Education Network Initiatives in California (CENIC), and served on the steering 
committee for CALRen, and/or the Access Monterey Peninsula Board of Advisors.  
Extended communication and coordination ensued with RCI for housing for the Ord 
Military Community and La Mesa, resulting in the inclusion of gig Ethernet, wireless and 
fiber to the homes. 
The entire ITACS management team attended the EDUCAUSE annual conference. 
Production of monthly in-house publications, Technology News and Staff News, bolstered 
advocacy of ITACS, both campus-wide and within the ITACS department.   
An article by Dr. Christine Cermak about the 50th Anniversary in Computing celebration in 
August 2004 was published in the spring 2005 issue of CHIPS, the Department of Navy’s 
quarterly journal. 
 
FINANCIAL AND GENERAL IT MANAGEMENT: 
 
Accountability and responsiveness to institutional goals are the priorities of ITACS leaders.  
Substantial time and effort have been expended in the implementation of the FA 
organization, in training staff for new positions, and in hiring additional personnel. 
Improvements in oversight reporting have been persistent throughout the year, with an 
emphasis on establishing baseline metrics for charting future progress.  
Administrative functions provide essential support for any organization. ITACS 
administrative support continued to provide liaison with vendors, record-keeping, 
scheduling, purchases and other financial services. Contract records and general reporting 
remained integral functions of this division. Financial management improvements have 
continued in FY05: Executive management now receives a monthly IT financial report of all 
operating funds by major expense categories; IT management meets and reviews actual to 
planned expenditures on a quarterly basis, and briefs NPS leadership on ongoing operations 
and the progress of ITACS toward reaching its strategic plan’s goals. 
Through a grant to the NPS Foundation, ITACS was provided an IT management software 
product from ITM that will provide additional management controls for governance, asset 
management, and linkage to the Remedy ticket system. The software will also enable more 
accurate reporting within ITACS, and quicker responses to data calls.  
Funds Management:  “License Renewals and Maintenance” comprises the largest expense 
category, at 42% of the budget. Most software maintenance costs are increasing at an annual 
rate of greater than 20%. “Networks” is the second largest expense category, due to the high 
cost of equipment maintenance requiring a 24/7 response. The remaining categories 
comprise the last 38% of the FY05 budget execution, and include ERN & Internet2, 
Training, Travel, Supplies, Lifecycle management and Administrative systems expenses. (See 
Figure below.) 
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The total ITACS operating budget for FY05 was $1.42 million and the total ITACS labor 
budget was $5.57 million (direct and indirect funds), to support 78 full-time staff members. 

























FY 06 GOALS: 
 
INSTRUCTIONAL TECHNOLOGY 
 Cross-training with Audio-Visual staff to assist with classroom projection support and to 
assist faculty with any and all classroom issues 
 Installation of the second VTC suite in the SCIF 
 Updating the Instructional Technology Lifecycle Management Plan 
 Refreshing 20 classroom media systems 
 Purchasing and installation new Multipoint Control Unit (video bridge) 
 Design and installation of l new VTE classroom for Royal Netherlands Naval College 
 Development of a plan for a Visualization Lab 
 Requesting funds from NETC based on the Instructional Technology Lifecycle 
Management plan requirement 
 
INFORMATION ASSURANCE 
 Continuing to operationalize the Information Assurance Manager’s role 
 Operationalizing the Information Assurance (IA) Training program, certification and 
accreditation documentation 
 Documenting the IA and ITACS manning discrepancies, to reallocate both NSG and 
ITACS personnel to more fully support expanding ITACS needs within the Business 
Solutions Group, (BSG), the Network Operations Center (NOC),  and the Information 
Assurance (IA) programs 
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 Completion of the SIPRNET, ERN, NPS, .mil network — documenting the IA 
certification and accreditation 
 
NETWORK 
 Completion of the ERN project 
 Completion of the CENIC high speed connection 
 Furthering the uses of the DoD-Net 
 Completion of the Network documentation project 
 Replacement of root and asphalt compressed conduit 
 Expand DoD-Net capability to include classified data delivery (SIPRNET) 
 Beginning the consolidation of NPS and DLI IT infrastructure project 
 Implement and test disaster recovery plan 
 Backbone upgrade to 10 Gigabit 
 
HIGH-PERFORMANCE COMPUTING 
 Complete staffing action for full time HPC technician 
 
NMCI 
 Continuation of participation in the Navy’s Functional Area Manager (FAM) process 
 
IMPROVE ACADEMIC SERVICES 
 Conduct a 2nd annual Customer Satisfaction Survey 
 Deployment of a second Microsoft Exchange server in the Secure Computing facility 
 
IT MANAGEMENT 
 Development of a successful pilot of ITM software modules: Project Portfolio 
Management, Asset Management and Governance and Compliance 
 Providing timely status and tracking for department purchasing and contracting 
 Formalize Lifecycle Management Plan 
 
INVEST IN ITACS EMPLOYEES 
 New furniture 
 Completion of the MCSE certification for two staff members, and continue our training 
with close alignment to customer needs 
 
IMPROVE ADMINISTRATIVE SERVICES 
 Develop next stage of PYTHON – include online DL registration, improved and more 
security data exchange with other NPS systems 
 Transition of Python-related e-mail requests from the Python support team to the 
Technology Assistance Center (TAC) 
 Campus-wide implementation of SharePoint capabilities which will assist collaboration, 
reduce need for paper copies, and reduce need for redundant storage of the same 
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INFORMATION RESOURCES DIRECTORY: 
Christine Cermak Executive Director of Information Resources 
and Command Information Officer 
Tom Halwachs Chief Technology Officer and ITACS 
Director 
Hank Hankins Director of Operations 
Joe LoPiccolo Director of ACS and NTIC 
Val Moule’ Director, ITACS Administration  
Terri Brutzman Information Assurance Manager 
Vacant Special Assistant to the CIO; Director of 
Corporate Relations; Program Manager, 
NMCI 
Tracy Hammond Director of Instructional Technology 
Fran Horvath Director of Institutional Research 
 
 
IT TASK FORCE: 
Alex Bordetsky, Information Science Joe LoPiccolo, ITACS 
Edward Bosque, Deputy Dean of Students Greta Marlatt, Library 
Doug Brinkley, GSBPP Don McGregor, MOVES 
Terri Brutzman, IAM Val Moule, ITACS 
Christine Cermak, CIO Rudy Panholzer, Space Systems 
Peter Denning, Computer Science Alan Pires, ITACS 
Douglas Fouts, Electrical Engineering Megan Reilly, CFO 
Tom Halwachs, CTO Amela Sadagic, MOVES 
Tracy Hammond, Instructional 
Technology 
Judit Sedillos, Library 
Hank Hankins, ITACS Lonna Sherwin, ITACS 
Dick Harkins, Physics Jack Shishido, Deputy CFO 
Jeff Knorr, Electrical Engineering Don Stark, HPC 
Robert Koyak, Operations Research Reese Zomar, NSG 
 
 
 
 
 
