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THE g-AREAS AND THE COMMUTATOR LENGTH
FRANC¸OIS LALONDE AND ANDREI TELEMAN
Abstract. The commutator length of a Hamiltonian diffeomorphism f ∈
Ham(M,ω) of a closed symplectic manifold (M,ω) is by definition the minimal
k such that f can be written as a product of k commutators in Ham(M,ω). We
introduce a new invariant for Hamiltonian diffeomorphisms, called the k+-area,
which measures the “distance”, in a certain sense, to the subspace Ck of all prod-
ucts of k commutators. Therefore this invariant can be seen as the obstruction
to writing a given Hamiltonian diffeomorphism as a product of k commutators.
We also consider an infinitesimal version of the commutator problem: what is
the obstruction to writing a Hamiltonian vector field as a linear combination
of k Lie brackets of Hamiltonian vector fields? A natural problem related to
this question is to describe explicitly, for every fixed k, the set of linear com-
binations of k such Lie brackets. The problem can be obviously reformulated
in terms of Hamiltonians and Poisson brackets. For a given Morse function f
on a symplectic Riemann surface M (verifying a weak genericity condition) we
describe the linear space of commutators of the form {f, g}, with g ∈ C∞(M,R).
Keywords : Hamiltonian diffeomorphism, commutator, Hofer norm, infinitesi-
mal commutator, cohomological equation
1. Introduction
Let (M,ω) be a closed symplectic manifold and Σg the real oriented compact
surface with boundary obtained by removing an open disc from the real compact
surface without boundary of genus g. So, in other terms, Σg is obtained by at-
taching g handles to the closed unit disk. Now let (M,ω) ↪→ (P,Ω) pi→ Σg be
a Hamiltonian fibration with fiber (M,ω) and base Σg. This means that P is a
smooth fibration with fiber M over Σg and structure group the group of Hamil-
tonian diffeomorphisms Ham(M,ω) of M , and the connection defined by Ω is
compatible with this structure group (see [8]). This is equivalent to asking that
the symplectic form Ω on P be ruled (which means that Ω restricts on each fiber
to a symplectic form isotopic to ω) with monodromy around any loop of the base
belonging to Ham(M,ω).
Recall that Ham(M,ω) is simple, so the subgroup generated by all products of
commutators in Ham(M,ω) must be the whole group, which means that every
Hamiltonian diffeomorphism of M can be written as a product of commutators.
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The commutator length of f ∈ Ham(M,ω) is by definition the smallest k such that
f can be written as a product [φ1, ψ1] . . . [φk, ψk] of k commutators.
Now let (P,Ω)
pi→ Σg be a ruled symplectic manifold with Hamiltonian mon-
odromies. Because Ω is non-degenerate on the fibers, the kernel K of the re-
striction Ω|∂Σg of Ω to the boundary ∂Σg ' S1 is transversal to the fibers of the
projection pi−1(∂Σg) → ∂Σg. If b0 is a base point belonging to ∂Σg, the mon-
odromy of K round ∂Σg defines a symplectic diffeomorphism of (Mb0 , ωb0) which
is Hamiltonian by hypothesis. Conversely, any Hamiltonian diffeomorphism f of
(M,ω) ' (Mb0 , ωb0) can be obtained as monodromy of a ruled symplectic fibra-
tion (M,ω) ↪→ (P,Ω) pi→ Σg. This can be easily seen by first representing f as
monodromy of a ruled (M,ω)-fibration (P,Ω) over Σ0, then by trivialising (P,Ω)
over a small neighbourhood U of an interior point b of Σ0 and by replacing finally
P |U by (M,ω)× Σg.
We define the g+-area ‖f‖+g as the infimum of the quotient
vol(P,Ω)
vol(M,ω)
when (P,Ω) runs over all Hamiltonian fibrations
(M,ω) ↪→ (P,Ω) pi→ Σg
whose monodromies round ∂Σg equal f . Similarly, we define ‖f‖−g as ‖f−1‖+g ,
which means filling P |∂Σg from the other side with a copy of Σg. Finally, we set:
‖f‖g = ‖f‖+g + ‖f‖−g .
It is easy to see that ‖f‖0 is less or equal to the positive Hofer norm of f (see
[7, 11] for details on the Hofer norm).
The first result of this article is the following:
Theorem 1.1. If f is a product of k commutators f = [φ1, ψ1] . . . [φk, ψk], then
‖f‖+g = 0
for all g ≥ k.
Actually, we will prove more. Let us denote by Ck the subset of Ham(M,ω) of
all products of k commutators of Hamiltonian diffeomorphisms. By convention, C0
contains only the identity. Then obviously C0 ⊂ C1 ⊂ . . . , ∪k≥0Ck = Ham(M,ω)
and the following theorem holds:
Theorem 1.2. For all f ∈ Ham(M,ω),
‖f‖+k ≤ d+0 (f, Ck)
where d+0 (f, Ck) is the infimum over h ∈ Ck of d+0 (f, h) and where d+0 (f, h) is
‖fh−1‖+0 .
The first theorem is clearly a corollary of the second one. It will therefore be
enough to establish the latter one. Note that the positive 0-area appearing in the
right hand side of the above theorem is smaller or equal to the positive Hofer norm
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‖ · ‖+H . Thus we get the following corollary that relates our g-area to the positive
Hofer norm :
Corollary 1.3. For all f ∈ Ham(M,ω),
‖f‖+k ≤ d+H(f, Ck)
where d+H(f, Ck) is the infimum over h ∈ Ck of d+H(f, h) and where d+H(f, h) is
‖fh−1‖+H .
It is clear that the positive g-area is far from being a norm on the group of
Hamiltonian diffeomorphisms. However, the natural object to consider is the
following polynomial, that we call the positive total Hofer norm defined by:
‖f‖+T =
∑
k≥0
‖f‖+k tk.
We define in a similar way the total negative norm. Let us denote by ? the
operation on polynomials obtained from the ordinary product by replacing in each
coefficient the sum by the minimum and the product by the sum. Explicitely, set
(
∑
akt
k) ? (
∑
bkt
k) =
∑
ckt
k
where
ck = min
k1+k2=k
(ak1 + bk2).
Proposition 1.4. For any f, h ∈ Ham(M,ω),
‖f ◦ h‖+T ≤ ‖f‖+T ? ‖h‖+T .
Let f ∈ Ham(M,ω), and consider by abuse of notation ‖f‖+T : N → R the
application assigning to each integer n the coefficient ‖f‖+n . Then ‖f‖+T is evidently
a non-negative and non-increasing application.
The following question is the principal conjecture concerning the behaviour of
g-areas.
Conjecture 1.5. For all f ∈ Ham(M,ω), the application ‖f‖+T : N → R is
convex, that is to say: for all g > 0,
‖f‖+g+1 − ‖f‖+g ≤ ‖f‖+g − ‖f‖+g−1
Before giving the proofs of our theorems below, let us examine the infinitesimal
version of these results.
We have seen that, since the group of Hamiltonian diffeomorphisms of a closed
symplectic manifold (M,ω) is simple, any Hamiltonian diffeomorphism of M can
be written as a product of a finite number of commutators. Moreover we show
in the above theorem that the g+-area of a Hamiltonian diffeomorphism f can be
regarded as the obstruction to writing f as a product of g commutators. It is
natural to ask whether there exist infinitesimal versions of these results and con-
structions. First of all note that, by a well known theorem due to Lichnerowicz
(and also to Calabi and Rosenfeld) (see Theorem 1.4.3 in [1]) the Lie algebra of
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Hamiltonian vector fields is perfect, so any Hamiltonian vector field can be written
as a linear combination of Lie brackets of Hamiltonian vector fields. Therefore it
is natural to ask
Question: Can one define for every k ∈ N an invariant for Hamiltonian vec-
tor fields which can be interpreted as the obstruction to writing the given vector
field as a linear combination of k Lie brackets of Hamiltonian vector fields?
It is convenient to replace Hamiltonian vector fields by smooth functions (mod-
ulo constants) using the correspondence f 7→ Xf , and the Lie bracket by the
Poisson bracket. The two questions above have obvious reformulations in terms
of Hamiltonians.
We believe that the first step in studying these questions is to describe explicitly
the cone of infinitesimal commutators {{f, g}| f, g ∈ C∞(M,R)} in C∞(M,R),
but we realized that this question is already quite difficult. In Sect. 3 we will
make progress in this direction which, although modest, shows that the problem
is interesting and difficult: we will fix a Morse function f (satisfying a weak
genericity condition) on a closed symplectic surface (M,ω) and we will describe
explicitly the space of functions u ∈ C∞(M,R) which can be written under the
form u = {f, g} (or, equivalently, u = Xf (g), where Xf is the Hamiltonian vector
field of f) with g ∈ C∞(M,R).
The referee kindly informed us that our problem is often called in the litera-
ture ”the cohomological equation for flows” and there exists an ample literature
dedicated to this problem for an interesting class of Hamiltonian vector fields on
higher dimensional manifolds, for instance for Hamiltonian fields defining Anosov
flows. The so called Livsic theory (see [12]) deals with this problem. A special
example of such a flow is the geodesic flow on a hyperbolic surface, which has been
investigated by many authors (see [2], [4], [9], [10]). Further important results ded-
icated to Livsic’s cohomological equation concern the ”locally Hamiltonian flows”,
or area-preserving flows (on surfaces of higher genus) with canonical saddle-like
singularities and their return maps (interval exchange transformations) [5], [14].
Acknowledgements. We are very grateful to Michael Entov for pointing out
the relation between his notion of size and the invariants introduced in this paper.
We are also grateful to the referee for his pertinent comments and interesting
bibliographic references.
2. Proof of Theorem 1.2
We begin by constructing, for f = [φ, ψ] ∈ Ham(M,ω) and  > 0 given, a
ruled symplectic fibration (M,ω) ↪→ (Pf ,Ω)→ Σ1 with fiber (M,ω) and base the
punctured torus, that satisfies:
1) the monodromy of Pf round the boundary of Σ1 is equal to f , and
2) A(Pf ,Ω) ≤ 
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where A(Pf ,Ω) is the area of Pf defined as the quotient of the volume of (Pf ,Ω)
by the volume of (M,ω).
To achieve this, let us take two copies A1, A2 of the annulus R/3Z× [0, 1]. Let
us glue A1 to A2 by the rotation
R : [0, 1]× [0, 1](⊂ A1)→ [0, 1]× [0, 1](⊂ A2)
of angle equal to pi/2. The space A = A1∪RA2 is a thickening of the 1-squeletton,
homeomorphic to the punctured torus Σ1. Consider now the direct product
(A, σ) × (M,ω) where σ is the obvious induced area form from the two copies
of R/3Z × [0, 1]. Cut A ×M over the segment B1 = {2} × [0, 1] ⊂ A1 and glue
B−1 = {2−}× [0, 1]×M to B+1 = {2+}× [0, 1]×M using φ. Similarly, cut A×M
over the segment B2 = {2} × [0, 1] ⊂ A2 and glue B−2 = {2−} × [0, 1] ×M to
B+2 = {2+} × [0, 1]×M using ψ.
It is clear that the monodromy of the resulting fibration (M,ω) ↪→ (Pf ,Ω) →
A ' Σ1 over the boundary ∂A is ψ−1 ◦ φ−1 ◦ ψ ◦ φ = [φ, ψ]. On the other hand,
the area A(P,Ω) can be chosen as small as one wishes.
Now, let a product of k commutators f = [φ1, ψ1] . . . [φk, ψk] be given. Let p0 be
the base point on the boundary of the base and for each 1 ≤ i ≤ k let Pfi=[φi,ψi] →
Σ1,i be the symplectic fibration constructed above with arbitrary small area and
monodromy equal to fi = [φi, ψi]. We glue together the k fibrations by first
glueing the base near the base point and then by identifying the corresponding
fibers over a small neighbourhood of p0 where the fibrations are trivial. This
construction shows that each handle can be used to produce, and therefore to kill,
a commutator.
To prove Theorem1.2, we must find for each f ∈ Ham(M,ω), h ∈ Ck and  > 0,
a fibration (M,ω) ↪→ (P,Ω) → Σk whose monodromy is f and whose area is
bounded above by ‖f ◦ h−1‖+0 + . Let (M,ω) ↪→ (P ′,Ω) → Σ0 be a fibration
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whose area is bounded above by ‖f ◦ h−1‖+0 + /2 and whose monodromy is equal
to f ◦ h−1. This exists by the definition of the 0-distance between f and h. Since
h belongs to Ck, there is also a fibration (M,ω) ↪→ (P ′′,Ω)→ Σk of area bounded
above by /2 and monodromy h. The connected sum of both fibrations P ′ and P ′′
near the base point p0 of the boundary gives a fibration P over Σk of area bounded
above by ‖f ◦ h−1‖+0 +  with monodromy f ◦ h−1 ◦ h = f . This completes the
proofs of Theorems 1.1 and 1.2.
2.1. The relation with Entov’s article. Let us fix an area form σ of total area
1 on the surface Σg.
Since a surface with boundary is homotopy equivalent to its 1-skeleton and
the structure group Ham(M,ω) is connected, all our Hamiltonian fibrations are
topologically trivial. This means that the (relative, modulo the boundaries) coho-
mology classes of the forms are related as follows:
[Ω] = [pi∗1ω] + τ [pi
∗
2σ]
for some real positive τ , where pi1 and pi2 are the projections of P to M and Σg
respectively under a trivialization of the fibration. Thus
vol(P,Ω) =
∫
P
[Ω]n+1 = τ
∫
P
[ω]n[σ],
vol(M,ω) =
∫
M
[ω]n
and the ratio vol(P,Ω)/vol(M,ω) is τ .
In other words, our g+ area is the infimum of all positive τ for which one can
find a ruled symplectic form Ω on P representing the class [ω] + τ [σ] and having
the prescribed holonomy over the boundary.
Now 1/g+ is more or less the notion of sizeg appearing in Entov’s paper [3]
in Section 5 (its analog for Hamiltonian fibrations over S2 had appeared before
in Polterovich’s papers cited there). One of the main differences with our setup
is that we work with the group Ham while in Entov’s paper, sizeg is defined for
elements of the universal cover of Ham.
Then Proposition 5.0.9 in Entov’s paper (with ` = 1), translated to our setup
and proved by the same methods as in Polterovich’s previous papers for the case
of fibrations over S2, would say that:
g+ − area(f) = 1/sizeg(f) ≤ the Hofer distance from f to the set of elements
of Ham(M,ω) which are products of at most g commutators.
This is weaker than our Theorem 1.2 : indeed in our Theorem, we distinguish
between the positive and negative Hofer norm, yielding a finer result. In fact, our
proof is completely different from Entov-Polterovich.
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3. The space of infinitesimal commutators on a closed symplectic
surface
Let (M,ω) be a closed symplectic manifold. Our goal is to determine explicitly
the space of infinitesimal commutators
Cω :=
{{f, g} f, g ∈ C∞(M,R)} .
Recall that {f, g} := ιXfdg, where Xf is the Hamiltonian vector field associated
with f . The first step is to compute, for a fixed smooth function f ∈ C∞(M,R)
the space
Cω,f :=
{{f, g} g ∈ C∞(M,R)} .
A pair s = (σ, ξ) consisting of a connected 1-dimensional manifold and a nowhere
vanishing vector field ξ ∈ X (σ) of σ will be called framed 1-manifold. A framed
1-manifold s = (σ, ξ) will be called framed circle if σ is a circle; in this case ξ is
induced by a periodic map λ : R → σ, which is well defined up to reparametri-
sation given by a translation, so the period τ(s) ∈ (0,∞) of λ is well defined (it
depends only on the pair s). Such a parametrisation λ will be called compati-
ble. For a compact framed 1-manifold with non-empty boundary, a compatible
parametrization will be a diffeomorphism λ : [t, t+ τ(s)]→ σ inducing ξ.
Let s = (σ, ξ) be a compact (closed or compact with boundary) framed 1-
manifold, and denote by µξ the 1-form on σ defined by 〈µξ, ξ〉 ≡ 1. For a contin-
uous function f on σ we put∫
s
f :=
∫
σ
fµξ =
∫ t+τ(s)
t
(f ◦ λ)λ∗(µξ) =
∫ t+τ(s)
t
f(λ(t))dt ,
where λ is a compatible parametrisation of s.
Note that any integral circle (non-constant periodic orbit) of a vector field X
on a manifold can be regarded naturally as a (closed) framed circle.
Remark 3.1. Let (M,ω) be a symplectic manifold, f , g ∈ C∞(M,R) smooth
functions on M . Then
(1) {f, g}(p) = 0 for any critical point p of f .
(2)
∫
s
{f, g} = 0 for every integral circle of the Hamiltonian vector field Xf .
Therefore
(3.1) Cω,f ⊂
{
u ∈ C∞(X,R) u Crit(f) ≡ 0∫
s
u = 0 ∀s integral circle of Xf
}
.
Theorem 3.2. The inclusion (3.1) is an equality when M is a closed surface and
f is a Morse function with the property that any connected component of a level
set of f contains at most one index 1 - critical point.
Proof. Let u ∈ C∞(M,R) such that
(3.2)
∫
s
u = 0 ∀s integral circle of Xf .
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We will show that the differential equation {f, g} = u has a smooth solution
g ∈ C∞(M,R).
Step 1: Local solvability.
The interesting part of the proof is to show that condition (3.2) which has a
global character (it concerns the behavior of u on certain curves contained in M)
implies the local conditions which are necessary to assure the local solvability of
our equation around the critical points. Whereas this is not surprising for critical
points of index 0 and 2 (because there exists integral circles which are arbitrary
close to such a point), for critical points of index 1 passing from (3.2) to the needed
local solvability conditions is not obvious at all. The argument is based on the
solvability Theorem 3.5 stated at the end of the section and a geometric remark.
Suppose that p0 is a critical point of f , and let p0 ∈ U h−→ V ⊂ R2 be a Morse
chart around p0 for f , i.e. a chart such that h(p0) = 0, f U(x, y) =
1
2
(±x2 ± y2),
and write ω U = adx∧ dy. We may suppose that our chart is compatible with the
symplectic orientation, so a is positive on U . Therefore
Xf =
1
a
[
∂f
∂y
∂
∂x
− ∂f
∂x
∂
∂y
]
, ιXfdg =
1
a
[
∂f
∂y
∂g
∂x
− ∂f
∂x
∂g
∂y
]
.
A. Suppose p0 has index 0, i.e. it is a local minimum and f(x, y) =
1
2
(x2 + y2),
ω U = adx ∧ dy. In this case {f, g} = 1a(y ∂g∂x − x∂g∂y ) and the condition {f, g} = u
becomes PXg = −au, where X = −y ∂∂x + x ∂∂y is the vector field whose associated
first order differential equation is dealt with in Theorem 3.4 below. The same
arguments applies around index 2 - critical points.
B. Suppose now that p0 has index 1. Using a linear change of coordinates we
may suppose that f U(x, y) = xy, so Xf =
1
a
(x ∂
∂x
−y ∂
∂y
), which, up to the factor 1
a
is just the vector field whose associated differential equation is studied in Theorem
3.5 below.
We will prove that the equation PXfg = u is locally solvable around p0. Let Z be
a vector field on M\Crit(f) such that df(Z) ≡ 1. Let (Ψt)t∈R be the corresponding
1-parameter group, every Ψt being considered as usual on its maximal domain.
Let c0 be the connected component of the level set f
−1(f(p0)) containing p0.
Taking into account our assumption about f , p0 is the only critical point belonging
to c0. Let γ0 ⊂ c0 be a singular circle containing p0, i.e. the closure of a non-
compact integral line of Xf converging in both directions to p0. Let p
′
0, p
′′
0 ∈ γ0 be
two points close to p0 belonging to the two branches which intersect transversally
in p0. These points cut γ0 in two segments µ0, ν0, where the notations were chosen
such that p0 ∈ ν0.
Consider the image Ψt(γ0 \ {p0}) for t ∈ (−, ). The point is that, either for
positive or for negative t, the image Ψt(γ0\{p0}) can be written as γt\{pt}, where
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1
γt is a smooth circle (containing no critical points) converging to γ0, and (pt) is a
smooth path converging to p0 as t → 0. Suppose that this occurs for positive t.
We put p′t := Ψt(p
′
0), p
′′
t := Ψt(p
′′
0), µt := Ψt(µ0) for t ∈ (−, ), and νt := γt \ µt
for t ∈ (0, ). All the segments µt, νt are naturally framed by the field Xf .
The argument is now very simple: since γt is an integral circle of Xf our hy-
pothesis implies 0 =
∫
γt
u =
∫
µt
u+
∫
νt
u for any t ∈ (0, ), so for positive t one has∫
νt
u = − ∫
µt
u, which extends smoothly for t ≤ 0, because the segment µt does.
This shows that one of the functions φ++u , φ
−−
u , φ
+−
u , φ
−+
u appearing in Theorem
3.5 below extends smoothly at 0, which, by this theorem, implies that the equation
PXfg = u is locally solvable around p0.
Step 2: Global solvability. Let K be the sheaf of germs of (locally defined)
smooth functions κ satisfying the equation PXfκ = 0 associated with the vector
field Xf . According to the first step, there exists an open cover (Ui)i∈I of M and
local solutions gi : Ui → R of the equation PXfg = u. The system κij = gj − gi ∈
K(Ui∩Uj) defines a 1-cohomology class O(u) ∈ H1(M,K), which is the obstruction
to the construction of a global solution.
According to Lemma 3.3 below, the space H1(M,K) can be embedded in the
space of smooth functions H1 → R which are fibrewise linear, where H1 is the
union of the 1-homology groups of the connected components of the level sets of f ,
endowed with a natural topology and differentiable structure (see the construction
below). For an integral circle s of Xf it is easy to prove that O([s]) =
∫
s
u.
Therefore our assumption implies that O vanishes on the 1-homology of every
smooth 1-dimensional component of a level set. If c0 is a singular 1-dimensional
component, it will contain only one index 1 - critical point, and H1(c0) ' Z2 is
generated by the fundamental classes of two singular circles. But these circles are
limits (in H1) of smooth integral circles, so our assumption implies O = 0.

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The cohomology of K.
Let K be the sheaf of germs of (locally defined) smooth functions κ satisfying
the equation PXfκ = 0 on M and let C be the space of connected components of
level sets of f , endowed with the quotient topology. This space comes with two
obvious continuous surjections
M pi−→ C f−→ [a, b] := f(M) .
C has naturally the structure of a connected 1-dimensional CW complex, whose
0-cells correspond to the critical points of f and whose 1-cells are mapped home-
omorphically on sub-intervals of [a, b] connecting two critical values. We will
compute the cohomology of the sheaf K on M using the Leray spectral sequence
associated with the projection pi : M → C (see [6] Theorem 4.17.1, p. 201).
Every point t ∈ [a, b] has a neighborhood Jt ⊂ [a, b] such that the inclusion
f−1(t) ↪→ f−1(Jt) is a homotopy equivalence.
The disjoint union H1 := ∪c∈CH1(c) comes with a natural surjection χ : H1 → C
and has a natural structure of 1-manifold with boundary such that f ◦ χ : H1 →
[a, b] becomes an immersion. A section [a, b] ⊃ J 3 t 7→ h(t) is smooth with
respect to this structure if for every t ∈ J and t′ ∈ Jt ∩ J the classes h(t′), h(t)
coincide in H1(f
−1(Jt)).
Let U ⊂ C open. A continuous function β : U → R will be called smooth if for
every c ∈ U and section γ : V → U ⊂ C of f defined on an open neighborhood V
of f(c) in [a, b], the composition β ◦ γ is smooth on V .
Lemma 3.3. With the assumptions and the notations above:
(1) For an open set U ⊂ C the space R0(pi∗)(K)(U) can be embedded in the
space of smooth functions on U . This sheaf if fine.
(2) For an open set U ⊂ C the space R1(pi∗)(K)(U) can be embedded in the space
of smooth functions on χ−1(U) ⊂ H1 which are fibrewise group-morphisms.
(3) The sheaves Ri(pi∗)(K)(U) vanish for i > 1.
(4) The cohomology group H1(M,K) can be embedded in the space of smooth
functions H1 → R which are fibrewise linear.
Proof. The proof is straightforward, so the details will be omitted. The only
difficulty is to describe explicitly the stalk Ri(pi∗)(K)c0 at a point c0 ∈ C, which
contains an index 1 - critical point p0. Using the general theory of Leray spectral
sequences (see [6] p. 201) we see that Ri(pi∗)(K)c0 = H i(c0,K0), where K0 := K c0
is the restriction of the sheaf K to c0, i.e. the sheaf whose stalk at a point p ∈ c0
coincides with the stalk Kp. The point is that c0 is a CW complex, and K0 a
cellular sheaf in the sense of [15], i.e. a sheaf whose restriction to every cell is
constant. The obvious CW structure of c0 has a 0-cell, namely {p0} and two 1-
cells, denoted µ0, ν0 (the connected components of c0 \ {p0}). According to the
main result of [15], the cohomology of a cellular sheaf can be computed using a
cochain complex constructed in a similar way as the usual cellular cochain complex
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which computes the singular cohomology. Using this result we obtain (2) and (3).
The last statement is obtained using the Leray spectral sequence associated with
the projection pi : M → C 
Local solvability theorems:
We could not find in the literature the local solvability results used above, so
we state them here for completeness, indicateing only briefly the method of proof:
Theorem 3.4. Let X = −y ∂
∂x
+ x ∂
∂y
and r ∈ (0,∞]. A function u ∈ C∞(Br,R)
belongs to im(PX : C∞(Br,R)→ C∞(Br,R)) if and only if
(3.3)
∫ 2pi
0
u(ρ cos(t), ρ sin(t))dt = 0 ∀ρ ∈ [0, r) .
The condition is obviously necessary. In order to prove that it is also sufficient,
we use polar coordinates and we solve the equation ∂
∂θ
g = u on the circles C(0, ρ)
(0 ≤ ρ < r) with the condition∫ 2pi
0
g(ρ(cos(t), sin(t)))dt = 0 ∀ρ ∈ [0, r) .
Explicit computations show that the function g : B(0, r)→ R is smooth and solves
the equation Xg = u.
For the vector field X = x ∂
∂x
− y ∂
∂y
the solvability problem has a completely
different answer. This germ of this vector field at 0 is hyperbolic, so the corre-
sponding flat problem (see [13], sections I.2.2, II.2.1)) is always solvable. Using the
method explained in the introduction of [13] (page 15), we see that the equation
X(g) = u has a C∞ solution around 0 if and only if it has a formal solution. The
first order operator PX associated with X commutes with the hyperbolic order
2-operator Q := ∂
2
∂x∂y
, and we see easily that a formal solution exists if and only if
(3.4) (Qnu)(0) = 0 , ∀n ∈ N .
Therefore (3.4) is the C∞ solvability condition around 0 for the equation X(g) = u.
In the proof of Theorem 3.2 we need a simple consequence of this criterion. Let
u ∈ C∞(R2,R). We define the functions φ++u , φ−−u : (0, 1) → R , φ+−u , φ−+u :
(−1, 0)→ R by
φ++u (ρ) =
∫ 0
ln(ρ)
u(et, ρe−t)dt , φ−−u (ρ) =
∫ 0
ln(ρ)
u(−et,−ρe−t)dt ,
φ+−u (ρ) =
∫ 0
ln(−ρ)
u(et, ρe−t)dt , φ−+u (ρ) =
∫ 0
ln(−ρ)
u(−et,−ρe−t)dt .
Note that, for ρ ∈ (0, 1) (respectively ρ ∈ (−1, 0)) φ++u (ρ) and φ−−u (ρ) (respec-
tively φ+−u (ρ) and φ
−+
u (ρ)) are defined by integrating u along the two arcs obtained
by intersecting the hyperbola Hρ := {(x, y) ∈ R2| xy = ρ} (parameterized as in-
tegral curve of X) with the square [−1, 1] × [−1, 1]. Since these parameterized
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arcs do not have a limit as ρ→ 0, we cannot expect the four functions to extend
continuously at 0. But the geometric interpretation of the four functions (as inte-
grals along integral curves of X) shows that, if u = PXg for a smooth function g
defined around this square, we will have
(3.5) φ++u (ρ) = g(1, ρ)− g(ρ, 1) , φ−−u (ρ) = g(−1,−ρ)− g(−ρ,−1) , ρ ∈ (0, 1) ,
φ+−u (ρ) = g(1, ρ)− g(−ρ,−1) , φ−+u (ρ) = g(−1,−ρ)− g(ρ, 1) , ρ ∈ (−1, 0) .
Therefore, if u = PXg for a smooth function g defined around [−1, 1] × [−1, 1],
then the functions φ++u , φ
−−
u , φ
+−
u , φ
−+
u extend C∞ at 0. The same is true when u
can be written as PXg on a smaller square [−r, r]× [−r, r] with r > 0, so when the
equation PXg = u is locally C∞-solvable around the origin. The following theorem
states that the converse is also true.
Theorem 3.5. Let u ∈ C∞(R2,R). The following conditions are equivalent:
(1) The functions φ++u , φ
−−
u , φ
+−
u , φ
−+
u extend C∞ at 0.
(2) One of the four functions φ++u , φ
−−
u , φ
+−
u , φ
−+
u extends C∞ at 0.
(3) The derivatives of u ∈ C∞(R2,R) at 0 satisfy (3.4)
(4) The equation PXg = u has a C∞-solution around 0.
References
[1] A. Banyaga, The Structure of Classical Diffeomorphism Groups, Kluwer Academic Pub-
lishers (1997).
[2] P. Collet , H. Epstein , and G. Gallavotti, Perturbations of Geodesic Flows on Surfaces
of Constant Negative Curvature and Their Mixing Properties, Commun. Math. Phys.
95(1984) 61–112.
[3] M. Entov, Commutator length of symplectomorphisms, Comm. Math. Helv. 79 (2004)
58–104.
[4] L. Flaminio, G. Forni, Invariant distributions and time averages for horocycle flows, Duke
Math. J. 119 No. 3 (2003) 465-526.
[5] G. Forni, Solutions of the cohomological equation for area-preserving flows on compact
surfaces of higher genus, Annals of Mathematics 146 (1997) 295–344.
[6] R. Godement, Topologie alge´brique et the´orie des faisceaux, Hermann (1960).
[7] H. Hofer, Estimates for the energy of a symplectic map, Comm. Math. Helv. 68 (1993)
48–72.
[8] F. Lalonde and D. McDuff, Symplectic structures on fiber bundles, Topology 42 (2003),
309–347.
[9] R. de la LLave, Analytic regularity of solutions of Livsic’s cohomology equation and some
applications to analytic conjugacy of hyperbolic dynamical systems, Ergodic Theory and
Dynamical Systems, 17 Issue 3 (1997) 649-662.
[10] R. de la LLave, J. M. Marco, R. Moriyon, Canonical perturbation theory of Anosov
systems and regularity results for the Livsic cohomology equation, Ann. Math. 123,
537–611 (1986)
[11] F. Lalonde and D. McDuff, Hofer’s L∞-geometry: energy and stability of Hamiltonian
flows parts I and II, Inventiones Mathematicae 122 (1995) 1–69.
[12] A. Livsic, Some homology properties of U -systems, Mat. Zametki, 10, (1971) 555–564.
[13] R. Roussarie, Mode`les locaux de champs et de formes, Aste´risque 30 (Socie´te´
Mathe´matique de France, Paris, 1975).
THE g-AREAS AND THE COMMUTATOR LENGTH 13
[14] S. Marmi, P. Moussa, J. C. Yoccoz, On the cohomological equation for interval exchange
maps, C. R. Math. Acad. Sci. Paris 336 (2003), no. 11, 941– 948.
[15] K. Teleman: Faisceaux cellulaires, Rev. Roumaine Math. Pures Appl. 28 (1983), 637–
639.
De´partement de Mathe´matiques et de Statistique, Universite´ de Montre´al,
C.P. 6128 Succ. Centre-ville, Montre´al (Que´bec) H3C 3J7, Canada
E-mail address: lalonde@dms.umontreal.ca
UMR-CNRS 6632 (LATP) CMI, Aix-Marseille Universite´, 13453 Marseille Cedex
13, France
E-mail address: andrei.teleman@univ-amu.fr
