Reinforcements and punishments facilitate adaptive behavior in diverse domains ranging from perception to social interactions. A conventional approach to understanding the corresponding neural substrates focuses on the basal ganglia and its dopaminergic projections. Here, we show that reinforcement and punishment signals are surprisingly ubiquitous in the gray matter of nearly every subdivision of the human brain. Humans played either matchingpennies or rock-paper-scissors games against computerized opponents while being scanned using fMRI. Multivoxel pattern analysis was used to decode previous choices and their outcomes, and to predict upcoming choices. Whereas choices were decodable from a confined set of brain structures, their outcomes were decodable from nearly all cortical and subcortical structures. In addition, signals related to both reinforcements and punishments were recovered reliably in many areas and displayed patterns not consistent with salience-based explanations. Thus, reinforcement and punishment might play global modulatory roles in the entire brain.
INTRODUCTION
Adaptive behavior depends on making choices that lead to positive outcomes and avoiding choices that lead to negative outcomes (Thorndike, 1911) . Thus, understanding the neural basis of reinforcement and punishment processing is of paramount importance to cognitive neuroscience. Most research in this field rests on the assumption that perceptual and cognitive functions are subserved by discrete brain structures, which motivates a divide-and-conquer approach to understanding brain function. For example, research on reward processing has largely focused on the basal ganglia and its dopaminergic projections (Berridge, 2007; Schultz et al., 1997; Wise, 2004 Wise, , 2006 . In particular, interest has centered on the relationship between basal ganglia activity and errors in prediction of rewards (Glä scher et al., 2010; Schultz et al., 1997; Sutton and Barto, 1998) or punishments (Delgado et al., 2008; Seymour et al., 2004) . Although reward processing is not confined strictly to dopamine neurons, prior observations of reward signals in cortex overlap largely with portions of frontal and cingulate cortex that are primary recipients of dopaminergic projections (Haber and Knutson, 2010) . For instance, single-neuron recording studies in nonhuman primates have examined cortical reward signals in medial and dorsolateral prefrontal Kim et al., 2009; Leon and Shadlen, 1999; Matsumoto et al., 2007; Watanabe, 1996) , orbitofrontal (Kennerley and Wallis, 2009; Padoa-Schioppa and Assad, 2006; Wallis and Kennerley, 2010) , anterior cingulate cortex (Niki and Watanabe, 1979; Seo and Lee, 2007; Hayden and Platt, 2010) , and lateral intraparietal cortex (Dorris and Glimcher, 2004; Platt and Glimcher, 1999; Sugrue et al., 2004) , while human neuroimaging studies have reliably located rewardrelated signals in similar regions, e.g., ventromedial and dorsolateral prefrontal, orbitofrontal, cingulate, and parietal cortex (Elliott et al., 2000; Glimcher, 2007, 2009; Kahnt et al., 2010; Knutson et al., 2003; Montague et al., 2006; Rushworth and Behrens, 2008; Vickery and Jiang, 2009 ). Punishments are intimately associated with reinforcement processing, but they are less widely studied in isolation from rewards, per se, and generally elicit more confined BOLD activity than rewards (O'Doherty et al., 2001) . In addition to the basal ganglia, the amygdala (Kahn et al., 2002) , orbitofrontal cortex (O'Doherty et al., 2001) , and lateral habenula (Matsumoto and Hikosaka, 2009 ) have particularly been singled out as related to punishment processing. Despite the volume of research on these topics, single-neuron recording studies are necessarily limited in scope, and neuroimaging studies have implicitly assumed that representations of rewards and penalties will manifest as a correlation with overall signal strength, so the true extent of a reinforcement or punishment's representation in the brain may be underestimated. The overlap between reward and penalty representations is also poorly understood (Liu et al., 2007; Seymour et al., 2007; Wrase et al., 2007) .
In this study, we tested whether signals related to decision outcomes, encompassing both reinforcement and punishment, may be represented more extensively beyond the traditional reward-and penalty-processing areas mentioned above. We also examined the degree to which these signals might be specific to reinforcement or punishment. To evaluate distributed signals, we employed multivariate pattern analyses (MVPA), in which a classifier is trained to distinguish brain responses within a region that correspond to different experimental manipulations. MVPA can reveal representations that are not visible when overall BOLD responses across different conditions are simply compared. Our results revealed that both reinforcement and punishment representations are surprisingly ubiquitous throughout cortex, and therefore may have an influence on a much broader range of cognitive and perceptual processes than previously thought. These ubiquitous signals may have gone undetected previously, because they often manifest as distributed patterns of activity, rather than as a change in the gross neural activity.
In the present study, participants played a matching-pennies game (Experiment 1; Barraclough et al., 2004) or a rock-paperscissors game (Experiment 2; Lee et al., 2005; Abe and Lee, 2011 ) against a computer opponent. Both of these tasks have the advantage of providing rewards or penalties that are not directly linked to a specific stimulus or motor response, and participants encountered different outcomes with roughly equal frequency. Thus, any ability to decode positive or negative outcomes is likely to reflect genuine reinforcement-related signals rather than modified representations of motor responses or visual stimuli. Furthermore, each task was simple and always played by the same rules, reducing the likelihood of differences between task-understanding or working memory requirements following wins and losses. The competitive algorithm employed by the computer also guaranteed that participant's choices and outcomes change stochastically over the course of the experiment. Thus, decoding of reinforcement or punishment is unlikely to reflect a particular strategic response following different outcomes. In addition, the task naturally induces tracking of choices and their outcomes, as evidenced by the effect of prior outcomes on participants' choice. Finally, the presence of three distinct outcomes in the rock-paper-scissors task made it possible to distinguish the signals related to valence of the feedback stimulus from the signals related to feedback salience or attention confounds (Maunsell, 2004; Bromberg-Martin et al., 2010; Chun et al., 2011; Litt et al., 2011) . The results from the present study demonstrated that neural signals related to reinforcement and punishment are more broadly distributed throughout the entire human brain than previously thought.
RESULTS

Behavioral Performance
In Experiment 1, the participants played a matching-pennies game against a computer opponent (see Experimental Procedures). Data were collected from 300 trials per participant, equally split into six scanning runs. Consistent with results from previous studies on competitive games , participants lost more often than they won (win percentage 48%, p < 0.01, one-sample t test versus 50%), and they were reliably biased toward a win-stay-lose-switch strategy (p < 0.00001; Figure 1C ; see Supplemental Experimental Procedures available online). During Experiment 2, in which participants played a rock-paper-scissors task against a computer opponent ( Lee et al., 2005) , data were collected from 318 trials per participant, split into six scanning runs. Participants in this game lost on 35.3% of scanned trials (p = 0.053, one-sample t test versus chance of 1/3), tied on 31.2% of trials (fewer than chance, p < 0.02), and won on 33.5% of trials (not significantly greater than chance, p = 0.85). Participants also tended to play a win-stay, lose-switch strategy (see Supplemental Experimental Procedures). Thus, the computer was a challenging opponent in both studies, and participants dynamically adjusted strategies according to wins and losses resulting from their choices.
MVPA of Wins and Losses during Matching Pennies
We sought to identify brain regions that represent reward (win/ loss) with changes in distributed patterns of activity that do not necessarily entail a change in their overall activity levels, to test the possibility that representations of reinforcement and punishment signals are not adequately exposed by conventional analyses that contrast BOLD response magnitudes between two different outcomes. We conducted a set of multivoxel pattern analyses (MVPA; Hanke et al., 2009; Kahnt et al., 2010) , The experimental task was a simple two or three choice competitive game against the computer. Each frame represents a volume collected by the scanner (TR = 2 s). Participants had 2 s to register their choice once the green fixation dot appeared; the dot turned yellow after receiving a response. Two seconds after choice cue onset, the computer opponent's choice was presented for 2 s as a simple image of the heads or tails side of a penny (A, Experiment 1) or a hand forming rock, paper, or scissors (B, Experiment 2). (C) Beta weights from logistic regression analysis of behavior in Experiment 1. Average regression coefficients for logistic regression model of human choice behavior. Choice behavior was modeled as a function of prior choice, outcomes, and the interactions between prior choices and outcomes. Error bars represent SEM.
considering trial-by-trial voxel values within a given anatomical region of interest (ROI) as a pattern (Experimental Procedures). For Experiment 1, we trained linear support vector machine classifiers to recognize wins and losses during matching pennies, and evaluated how well they transfer in classifying untrained samples in a leave-one-run-out cross-validation procedure. Above-chance performance for a given ROI across the sample implies the presence of information about rewarding outcomes, even in the absence of significant differences in mean activation.
MVPA can be susceptible to imbalance in the numbers of samples across different classes within a training set. To avoid such undesirable effects, we separately balanced training sets for each fold, and the transfer set as a whole, to have equal numbers of trials in each class of interest by discarding trials before analysis (see Experimental Procedures). In Experiment 1, strict balancing constraints resulted in an average of 189 training trials and 230 total transfer trials.
For our first analysis of reward signals (win versus loss classification) in matching pennies (Experiment 1), we tested 43 bilateral anatomical ROIs defined using automated cortical and subcortical parcellation routines (Desikan et al., 2006; Fischl et al., 2004) . Reward was reliably decoded in 37 of these 43 regions (p < 0.0012, one-tailed test for above-chance performance; all p < 0.05 with a conservative Bonferroni correction for multiple comparisons; see Figure 2A and Table S1 ). Of the six remaining regions, postcentral, parahippocampal, and entorhinal regions were marginally significant (all p < 0.0018), while temporal pole, transverse temporal, and frontal pole regions did not reach significance after correction for multiple comparisons (p < 0.05; temporal and frontal pole were notable as regions with high signal dropout due to our sequence parameters).
By contrast, a conventional general linear model (GLM) analysis based on differences in average BOLD response magnitude between wins and losses revealed reward signals in substantially more limited areas. Two models (an FIR model and an HRF model; Experimental Procedures) produced significant (p < 0.05, corrected) results in only 9 (FIR) and 7 (HRF) of 43 regions. Even at an uncorrected threshold, only 20 (FIR) and 25 (HRF) regions showed significant reward-related changes (compared with 43 of 43 for MVPA; Figure 2A ). The HRF model likely outperformed the FIR model due to the FIR model's restriction to the same four time points that MVPA analyses employed. Regions significant in GLM analysis included ACC, orbitofrontal and dorsolateral prefrontal cortex, and expected subcortical regions (nucleus accumbens and putamen). Areas identified by MVPA included additional regions normally associated with primary motor and sensory functions, such as postcentral, lingual, pericalcarine, and cuneus regions, as well as areas implicated for visual and memory functions, such as fusiform, inferior temporal, and superior parietal areas. None of these regions even approached significance when tested with the GLM applied to overall BOLD activation.
Some regions (e.g., rostral ACC and nucleus accumbens) showed strong reward discriminability in MVPA and GLM, while others (supramarginal, precuneus, precentral gyrus, caudal ACC) showed marginal or insignificant modulation by GLM, but were among the ten best regions for MVPA (Table 1 and Table  S1 ). Thus, MVPA should not be viewed as equivalent to simply lowering the threshold in a GLM analysis.
Searchlight MVPA of Reward Signals during Matching Pennies
An alternative way to quantify reward representation is via a ''searchlight'' procedure (Kriegeskorte et al., 2006) . We examined patterns in the immediate neighborhood of individual voxels (a 27 voxel cube centered on that voxel) and tested the classifier's ability to discriminate wins versus losses, using MVPA Table S1 and Table S2. based on patterns within these local windows. For each searchlight, we assigned the classifier's performance measure to the central voxel, and then tested each voxel against chance performance across subjects (one-tailed, p < 0.001 for above-chance performance). For comparison, a GLM contrast of wins versus losses was determined at every brain voxel, which incorporates local information by averaging (smoothing) data from nearby voxels, and considers only estimated response magnitudes (two-tailed contrast between conditions, p < 0.001).
Searchlight MVPA again revealed remarkably widespread reward signals-over 30% of all voxels within the brain mask showed a significant (p < 0.001) ability to decode reward in MVPA, whereas the GLM analysis resulted in significant effects in only 8% of voxels (uncorrected significance values shown in Figure 2B ; cluster-corrected results shown in Figure 3 ; cluster correction with k = 10 eliminated fewer than 1% of significant voxels for both MVPA and GLM analyses). Virtually every major cortical and subcortical division contained a significant cluster in one or both hemispheres ( Figure 3A ). This contrasted with the result from traditional whole-brain GLM analysis ( Figure 2B and Figure S1 ), which was based on an HRF model and a smoothing kernel of 10 mm. Voxels detected by GLM analysis were limited largely to frontal and parietal regions. A 10 mm smoothing kernel was chosen to approximate the size of searchlights, and served as a conservative comparison for MVPA. Reducing the size of the smoothing kernel greatly reduced the number of GLM significant voxels; at an uncorrected p < 0.001, smoothing kernels of 10, 5, and 0 mm produced 7.9%, 4.5%, and 2.1% significant voxels throughout the brain, respectively.
MVPA of Human and Computer Choices during Matching Pennies
The above results speak more to the ubiquity of reinforcement signals throughout the brain rather than the sensitivity of MVPA versus GLM. Importantly, other variables equally salient and central to the task showed much more localized representation, even when tested with MVPA (Tables S2 and S3 ). During matching pennies, computer's choice was indicated visually by presentation of either the heads or tails side of a coin, but this was decodable only from two anatomically defined regions: fusiform cortex (p < 0.00001), and lateral occipital cortex (LOC; p < 0.0001). In stark contrast to the broad distribution of reward signals, computer's choice decoding was highly localized despite the fact that peak average decoding accuracy was roughly the same for decoding computer's choice (66% in LOC) and for decoding reward (64% in superior frontal). Similarly, a searchlight MVPA on computer's choice ( Figure 3B and Table S3 ) revealed significant decoding only in a portion of occipital and ventral temporal visual regions, and four other small clusters (two in frontal cortex, one in temporal cortex, and one in cerebellum).
During matching pennies, humans always made choices using two fingers, one which always indicated ''heads'' and the other which always indicated ''tails.'' Among 43 ROIs used for MVPA on reward signals, these most recent motor responses were best decoded from temporal pole and postcentral regions (p = 0.005 and 0.007, respectively; Table S2 ), and not significantly decodable elsewhere. A searchlight MVPA on human choice ( Figure 3C and Table S3 ) showed significant decoding from small clusters in left postcentral gyrus, bilateral cerebellum, left inferior temporal gyrus, right parahippocampal gyrus, and right middle occipital gyrus. It may be somewhat surprising that human's choice could not be decoded from the precentral gyrus. However, the human's motor responses were one of two adjacent fingers, so distinctions within motor cortex may be subtle. Further, analyses not presented here showed that decodability of human choice in precentral gyrus peaked on the volume subsequent to choice and declined steadily across the four volumes used to decode reward.
Prediction of Subsequent Choice during Matching Pennies
The most reliable strategic pattern detectable in our behavioral data set was a win-stay-lose-switch strategy ( Figure 1C )-we observed a tendency to change from heads to tails (or vice versa) following a loss, or to stick with the same choice on the next trial following a win. Since the above analyses did not balance the occurrence of wins and losses with respect to stays and switches in the participant's subsequent choice, one possibility is that reinforcement signals in some regions reflect decoding of strategic variables. However, only seven isolated voxels were significantly above chance at decoding switches and stays using the same trials and procedures employed above, making it unlikely that incidental decoding of switches and stays led to a significant decodability of reward in any region.
To further examine this issue, we introduced subsequent switches and stays as a new factor to our balancing scheme. Thus, the transfer set and each training set contained an equal number of wins from heads followed by a stay, wins from heads followed by a switch, loss from heads followed by a stay, and so on. In this case, because wins and losses are followed by equal number of switches and stays in the selected subset of trials, incidental decoding of switches and stays would not enable above-chance decoding of wins and losses. As expected, Table S1 . a Regions shared between these two lists.
Neuron
Ubiquitous Reward Signals compared with the original balancing scheme, these additional requirements greatly reduced the size of transfer and training sets. On average, 44 transfer trials (19%) were removed per participant, as well as an average of 38 trials per training cut (20%). Despite the power reduction, reward was decodable from a widely distributed set of voxels based on a searchlight analysis. 57,671 voxels (20.1% of all voxels) survived threshold (p < 0.001; k = 10 cluster correction), compared with 91,766 voxels (32%) in the original analysis. Therefore, reward was still decodable in regions that are broadly distributed, even when trials were additionally balanced for stay and switch (see Figure S2 ). We then classified switches versus stays based on this new balancing scheme. Five small clusters were able to predict switches and stays above chance (p < 0.001; k = 10 cluster correction; see Table S3 and Figure 4) . One cluster spanned right cingulate and medial frontal cortex (near BA6) and a region of left ACC. Other regions that could be used to decode switches versus stays were a more anterior medial frontal region (BA9), right caudate, and right inferior parietal cortex. The total number of voxels contained within these clusters (161) constituted a tiny fraction of voxels capable of decoding wins versus losses (0.28%) under the same constraints. Therefore, it is extremely unlikely that incidental decoding of switches and stays could explain the ubiquitous spread of decodable reinforcement signals.
Regions Decoding Both Human Choice and Reward Outcomes during Matching Pennies
We also examined where reward and choice information may be combined, by identifying overlay between choice (heads or tails, and switch or stay) and reward representations. Such regions may be important for integrating reward and choice representations and guiding future decisions Hayden and Platt, 2010; Abe and Lee, 2011) . Both reinforcement and human choice could be discriminated in the postcentral and temporal pole regions of our ROI analyses (though reward was only decodable at uncorrected p < 0.05). Examination of significant searchlight clusters revealed further overlap between these dimensions. Voxels contained in four clusters decoding human's choice also appeared in clusters decoding wins/losses: right middle occipital cortex (BA19), two nearby regions of left postcentral cortex, and left cerebellum (see Table S3 for coordinates).
An examination of the switch/stay analyses also revealed overlap between strategy and reward representations. Of five significant clusters in discriminating switches and stays, there were four points of overlap with searchlight results for wins versus losses. Those regions were right cingulate/right medial frontal (BA24, BA6), right caudate, right medial frontal gyrus (BA9), and left/medial ACC (BA24). The only cluster showing no overlap with win/loss discrimination was the left inferior parietal cluster.
MVPA of Outcomes and Choices during Rock-Paper-Scissors
In Experiment 2, we conducted ROI-based and searchlightbased three-class MVPA to determine regions in which wins, losses, and tie outcomes were differentiated during the rockpaper-scissors task. Similar to the analysis in Experiment 1, we balanced the number of trials in different choice-outcome pairs.
Due to the increased number of distinct choices and outcomes, power was reduced even further, with an average of 136 training trials and 169 transfer trials. Despite reduced within-subject power due to balancing constraints, we once again observed very widespread representations of reinforcement/punishment signals (Figures 5 and 6A ; Table S5 ). Of 43 ROIs, accuracy of the three-way (win-tie-loss) classification was above chance in 23 regions at the stringent criteria of p < 0.0012 (Bonferronicorrected p < 0.05). At a looser threshold (p < 0.05, uncorrected), 38 of 43 regions showed significant win-tie-loss decodability.
Regions showing no significant ability to discriminate these classes were pallidum, entorhinal, parahippocampal, temporal pole, and transverse temporal regions.
In contrast, computer's choice and human's choice could only be decoded in more limited regions. Computer's choice (a visual image of a hand forming rock, paper, or scissors symbols) was decodable from two regions at the Bonferroni-corrected significance level: lateral occipital and pericalcarine (both visual regions). At the loosest criterion (p < 0.05, uncorrected), only three additional regions classified computer's choice above chance: lateral orbitofrontal, lingual, and superior parietal. Human choice was decodable nowhere at the most stringent threshold and in four regions when uncorrected significance level was used (p < 0.05): hippocampus, fusiform, isthmus cingulate, and postcentral regions.
Searchlight analyses showed similar outcomes ( Figure 5B and Figure 6 ), with widely distributed above-chance voxels. Overall, win-tie-loss was discriminable (p < 0.001, uncorrected) in 34,914 of 270,711 searchlights (12.9%) (see Figure 6A ). Classification of computer's choice and human's choice were confined to many fewer searchlights ( Figures 5B, 6B , and 6C). Excluding tie outcomes, two-class MVPA focusing on wins and losses showed similar results, though slightly less ubiquitously due to the further reduction in power. ROI-based classification (Figure 5A) showed that 18 regions exceeded the strictest threshold (p < 0.05, Bonferroni-corrected) while 36 of 43 regions exceeded the uncorrected threshold (p < 0.05). Searchlight results showed similar effects ( Figure 5B ).
When GLM was applied to ROIs (Table S4) , 15 regions reliably distinguished wins and losses (p < 0.05, corrected), compared with 18 for MVPA, whereas the number of such areas increased to 27 for GLM and 36 for MVPA, respectively, when the uncorrected criterion was used. The overall number of voxels exceeding threshold (p < 0.001, uncorrected) for win versus loss contrast in the GLM search-light analysis (48,989 or 18.10% at p < 0.001, uncorrected) was greater than the number of voxels in the two-class MVPA searchlight analysis significantly decoding wins versus losses (24,783 voxels or 9.2% at p < 0.001, uncorrected; Figure 5B ). However, the overall dispersion of the significant voxels in the GLM analysis was more limited than in MVPA, as reflected by the ROI analysis (see also Figure S1B ). Nevertheless, GLM performed somewhat better in Experiment 2 than Experiment 1. This difference may have arisen because traditional GLM is less sensitive to loss of power on an individual-subject basis than MVPA, and benefits more from the additional power afforded by additional subjects. The effects of a broad smoothing kernel used in our GLM analyses may compensate for the reduction in power at the individual-subject level, which disproportionately affects MVPA. Regardless, the GLM results of Experiment 2 still speak to the ubiquity of reward information, and demonstrate that MVPA is not simply a more sensitive measure than GLM under all circumstances.
Win-Specific and Loss-Specific Representations during Rock-Paper-Scissors To test the extent to which decision outcome signals were common or specific to reinforcement and punishment, we trained classifiers to discriminate only wins and ties, or only ties and losses, within two separate two-class MVPA analyses. Consistent with the reduction in power due to moving to twoclass problems, and with the reduced separation in value between win-tie and tie-loss outcomes, these dimensions were slightly less discriminable than outcomes in the three-class analysis, and between just wins and losses. Nevertheless, at the most stringent threshold (p < 0.05, Bonferroni-corrected), we observed reliable win-tie decoding from 14 regions, and tieloss decoding from 13 regions. At the loosest threshold (p < 0.05, uncorrected), 31 and 36 regions showed this ability for wins-ties and ties-losses, respectively ( Figure 5A ).
These results imply that reinforcement and punishment signals were approximately equal in their influence on brain activity, and that many regions may encode both. The overall count was similar across the two classification problems, but did any regions represent wins or losses exclusively? We compared decoding rates in each region across the two problems by applying a paired t test to the binomial Z-scores for In a similar searchlight analysis, we contrasted the ability of each voxel to decode wins-ties and ties-losses. We found eight small clusters that differed significantly in their ability to perform these two classifications (Table S6; figures not shown because these small clusters did not show up well when projected to Figure S1 and Table S4 .
the surface). Regions that did better on win-tie than tie-loss (p < 0.001, k = 10) were in the right basal ganglia (medial globus pallidus), the left ACC, and left middle frontal gyrus. Regions performing better on ties-losses were the left amygdala and regions in the right IPL, left medial temporal, left fusiform and left middle temporal gyrus. In total, clusters showing these differences only encompassed 136 voxels, far fewer than those with significant three-way win-tieloss classification (equal to only 0.4% of the number of voxels able to decode win-tie-loss). Of 34,520 above-chance voxels in threeway win-tie-loss classification, only 25 voxels showed a significant difference between wintie and tie-loss classification (42 without cluster correction). Therefore, signals related to both reinforcements and punishments were remarkably ubiquitous, and there was very little difference between encoding of the two.
Evaluating the Salience Hypothesis Using Classifier Confusion Rates
The addition of tie outcomes in Experiment 2 afforded the ability to distinguish signals related to reinforcement and punishment from those related to salience. One possible explanation for the ubiquitous reward signals in Experiment 1 is that one of the two outcomes in the matching pennies game is more attention-demanding or salient (Maunsell, 2004; Bromberg-Martin et al., 2010; Chun et al., 2011; Litt et al., 2011) . By contrast, during rock-paper-scissors, the ''tie'' outcome should be less salient and arousing than both wins and losses. We evaluated the salience hypothesis by using a pair of classifiers. First, we trained classifiers to discriminate wins from ties (win-tie classifier), then evaluated whether they tended to classify unseen losses as wins or ties. Next, we also trained classifiers to discriminate ties from losses (tie-loss classifier), then evaluated whether they tended to classify unseen win trials as ties or losses. The hypothesis that wins and losses are differentiated from ties based on salience, arousal, or attentional demands predicts that in many regions, win-tie classifiers would classify losses as wins more frequently than ties, and tie-loss classifiers would classify wins as losses more frequently than ties.
Contrary to the predictions of salience hypothesis, no regions in our ROI analysis (see Table S6 ) showed evidence that losses were treated as wins by win-tie classifiers or wins were treated as losses by tie-loss classifiers even at a liberal uncorrected significance level (two-tailed p < 0.1, binomial Z score compared with chance). Instead, Accumbens showed evidence of classifying losses as ties more often than predicted by chance (t[21] = À3.54, p = 0.002), but no other region showed a significant bias (p < 0.05, uncorrected). For the tie-loss classifier, seven regions showed a significant tendency to classify wins as ties (p < 0.05, Bonferroni corrected), and at a looser threshold (p < 0.05, uncorrected) 28 regions showed this tendency.
Searchlight analysis for the win-tie classifier showed very few clusters that significantly tended to classify losses as either wins or ties ( Figure 7A ). Only 8 clusters survived threshold (p < 0.001, k = 10 cluster-corrected; see Table S5 ). Of these, only one cluster of 16 voxels showed the pattern predicted by the salience hypothesis (a portion of right middle occipital gyrus, BA19). The remaining seven clusters (Table S6 ) had a tendency to classify losses as ties. As shown in Figure 7B , searchlight analysis showed widespread tendency for the tie-loss classifier to clas- Table S5 and Table S7. sify wins as ties, rather than losses. Clusters surviving threshold (p < 0.001, k = 10) are too numerous to list (116 clusters encompassing 7658 voxels), but none of these clusters showed a tendency to classify wins as losses. Therefore, the results of two way classification analyses were not consistent with the salience hypothesis.
DISCUSSION
Winning or losing in a simple competitive game reliably led to different states in widely distributed neural regions, including regions not often implicated in reward or penalty processing. These states were distinct and stable enough across the course of the experiment to be decodable via MVPA based on training from separate runs, despite strategic shifts and stochastically changing reward expectations to individual stimuli or motor choice throughout the experiment. Widely distributed reward signals were observed in the four volumes (8 s) following the outcome offset. While the primary source of reinforcement and punishment signals may still be a limited and specialized set of neural regions, our findings suggest that whatever the generating source signals related to decision outcomes are almost ubiquitously distributed in the brain.
Ubiquitous reward signals cannot be attributed to computer's recent choice (the visual stimulus), human's recent choice (the motor response), and strategic variables (switches versus stays). Activity patterns related to these additional variables were carefully separated from the reward signals by balancing the number of trials along multiple dimensions in the classification analyses. Decoding of these nonreward variables also indicates that MVPA did not result in excessive false-positives compared with GLM analyses. For example, regions containing sufficiently strong patterns related to computer choices were specialized visual regions and were not widespread elsewhere despite equivalent power to our reward decoding analyses. Regions with sufficient information to decode recent human choices were similarly isolated. Switches and stays were not decodable above chance in any region without further balancing of the data set. Even when the data set was constrained to have equal proportions of wins followed by stays and switches, and losses followed by stays and switches, wins and losses were still decodable ubiquitously. Under this more strict balancing scheme, a small subset of regions were able to decode both reinforcement signals and predict subsequent stay or switch behavior, including portions of ACC (Shima and Tanji, 1998; Bush et al., 2002) , medial frontal cortex , and caudate. Given this overlap, it is possible that these regions are involved in incorporating outcome information in making a decision to switch or stay.
Reward-based learning has previously been shown to have effects on multiple cortical regions, although not as widely as in the present study. For example, reliably associating a visual stimulus with a reward can alter activity in the visual cortex of rats (Shuler and Bear, 2006) and humans (Serences, 2008) , and low-level reward-related visual learning can take place even in the absence of conscious perception (Seitz et al., 2009 ). However, some of these studies repeatedly associated a certain visual stimulus with a given reward over time (Shuler and Bear, 2006; Seitz et al., 2009) . This leaves open the possibility that the reward-related activity in visual regions might develop slowly and have a strong dependence on the previously learned association of stimulus with reward. Other studies presented multiple stimuli simultaneously, while value associations varied through the experiment, and examined how activity in visual regions to each stimulus varied based on present value (e.g., Serences, 2008) , leaving open the strong possibility that reward-related responses reflected a spatial attention bias toward more valuable stimuli. These same issues pertain to many other studies showing reward modulation in other regions, such as parietal cortex (Dorris and Glimcher, 2004; Platt and Glimcher, 1999; Sugrue et al., 2004) . The results from our study demonstrated that reward signals are distributed broadly in the brain even when reward is not paired with a specific (A) Classifiers trained to recognize wins versus ties were tested on losses. Shown in warm colors are regions that classified losses as wins significantly above chance (p < 0.001, k = 10, two-tailed). Shown in cool colors are regions that classified losses as ties significantly above chance. (B) Classifiers trained to recognize ties versus losses were tested on wins. Shown in warm colors are regions that classified wins as losses significantly above chance (p < 0.001, k = 10, two-tailed). Shown in cool colors are regions that classified wins as ties significantly above chance. See also Table S6. visual stimulus or motor response. The ubiquity of such abstract reward signals was not anticipated by prior studies.
The precise nature of these signals remains unknown, but they are unlikely to reflect indirect consequences of reward, such as increased arousal or attention. For instance, during the matching-pennies task, wins may be more arousing or salient than losses, leading to a difference in signal. To examine this issue more closely, we also examined the neural representation of tie outcomes during a rock-paper-scissors game. We reasoned that both wins and losses should be more salient and arousing than neutral tie outcomes and found very little evidence that reward representations merely reflected salience signals. Further, while the participant always won when there was a ''match'' in matching pennies, matches between the human and computer choices were ties in rock-paper-scissors. However, win-loss discrimination was better in rock-paper-scissors than either win-tie or tie-loss, which confirms that win versus loss discrimination was not due to a ''match'' versus ''mismatch'' discrimination in Experiment 1.
The rock-paper-scissors task also demonstrated that neural representations of reinforcement and punishment were both widespread and overlapping in many brain areas. While we could not differentiate on the basis of Experiment 1 whether our classifiers decoded a win-related response or a loss-related response, or a combination of the two, very few regions showed a strongly win-specific or loss-specific representation of outcomes in Experiment 2. Thus, though some reward signals observed in Experiment 1 may be driven by losses rather than gains, or vice versa, the vast majority are likely to reflect both. This contrasts with prior studies that found rather limited sets of regions encoding punishments compared with rewards (e.g., O'Doherty et al., 2001; Seymour et al., 2007; Wrase et al., 2007) . Our findings suggest that the distribution of punishment signals might in fact largely be similar to that of reinforcement signals. Future work should examine more specifically the nature of these signals related to reinforcement and punishment in various brain areas, including whether they are modulated by the magnitude of gains and losses.
Both of our tasks naturally induced tracking of outcomes and choices, as participants sought to estimate the best choice on every trial. An open question is whether the ubiquitous distribution of reward signals requires that choice outcomes be tracked by the participant and act as reinforcements and punishments during a strategic decision-making task. It is possible that reward information is not ubiquitously distributed when these task requirements are not in place, since outcomes resulting from nonchoice events may not be deemed as important as those that do (Tricomi et al., 2004; O'Doherty et al., 2004) . This needs to be tested in further investigation, but it does not diminish the important implications of ubiquitous reward signals during ecologically valid and pervasive strategic decisionmaking.
Whatever the mediating factors or precise role of reward in these brain regions might be, our results provide evidence that the functional neuroanatomy exists for positive and negative outcomes to directly influence neural processing throughout nearly the entire brain. This suggests an imperative to study the effects of reinforcement and punishment in domains where they are not usually considered as important factors-from low-level sensory systems to high-level social reasoning. Such distributed representations would have adaptive value for optimizing many types of cognitive processes and behavior in the natural world.
EXPERIMENTAL PROCEDURES Participants
For Experiment 1, 19 human subjects were scanned with fMRI while performing the matching-pennies decision-making task; one subject was excluded due to incomplete data and another for excessive head motion during scans. The 17 included participants were 9 male and 8 female, mean age 22.4 years (range: 18-30 years), and all were right handed.
In advance of Experiment 2, we knew balancing would be more stringent than for Experiment 1, and therefore power would be reduced. Thus, we increased our sample size to 24 human subjects, who were scanned while playing a rock-paper-scissors (RPS) game. Two subjects were excluded for excessive numbers of missed responses (greater than 40 misses over the course of the experiment). The 22 included participants were 17 male and 5 female, mean age was 23.1 years (range: 19-37) , and all were right handed.
Task Procedures and Behavior Analysis
Prior to the scans in both experiments, participants completed 2 blocks of 50 practice trials (Experiment 1) and 53 trials (Experiment 2) outside of the scanner for practice (due to time constraints, in Experiment 1, three participants completed only 1 practice block). During practice, intervening fixation times were half as long (4 s) compared with scanner blocks. Following practice and a high-resolution structural scan, participants completed six total runs of the matching-pennies (Experiment 1) or RPS (Experiment 2) tasks in the scanner. Each run consisted of 50 trials (Experiment 1) or 53 trials (Experiment 2) and began with a 10 s long fixation period followed immediately by the first trial (always discarded from analysis). Trials consisted of a 2 s choice phase and a 2 s reward phase. In Experiment 1, responses were made on a two-button response box in the right hand, with one button (index finger) consistently representing a ''heads'' response and the other (middle finger) a ''tails'' response. In Experiment 2, responses were made on a four-button response box in the right hand, with the index-finger response indicating ''rock,'' the middle-finger ''paper,'' and the ring-finger ''scissors.'' Fixation between reward phase offset and the next choice cue onset was 8 s (four volumes). The final trial was followed by 20 s of fixation, after which feedback for the run was supplied in the form of the score and bonus amount for that scan. Stimuli were presented and responses acquired using MATLAB and Psychophysics Toolbox 3 (Brainard, 1997; Pelli, 1997) .
Reward Schedule
Since we expected the computer to win more times than it lost (see below), in Experiment 1 we gave a maximum of $4 reward whenever the participant won on 50% or more of that run's trials (33% of runs); $2 whenever the participant won on 45% or more trials (31% of runs); and $1 whenever 40% or greater trials were wins (15% of runs). No money was rewarded for runs with fewer than 40% wins (21% of runs). In Experiment 2, we based rewards on a score computed as the difference between number of wins and number of losses on that run (ties did not change the score). Missed responses were automatic losses. A maximum reward of $4 was given for scores of R0 (45% of runs), $2 for scores of À3 to À1 (17% of runs), $1 for scores of À6 to À4 (10% of runs), and $0 otherwise (27% of runs).
Computer's Algorithm
In both experiments, the computer played adaptive strategies using algorithms previously employed in monkey Lee et al., 2004 Lee et al., , 2005 and human studies (Vickery and Jiang, 2009) . The algorithm maintained a history of all human choices and outcomes (wins/losses) in the game, and attempted to make the best response based on the last four choices and outcomes. For details, see Supplemental Experimental Procedures. In both experiments, participants were told that ''The computer algorithm was written to approximate a good human opponent. The computer will use past experience to predict what you will do, and use this information to try to win the trial.'' We also emphasized that ''The computer has already chosen before you make your choice.'' fMRI Procedures fMRI Sequence Parameters fMRI data were acquired by a 3T Siemens Trio scanner and a 12 channel head coil. We acquired a high-resolution T1-weighted MPRAGE structural image (1 mm 3 resolution), which was used for anatomical reconstruction, cortical and subcortical labeling, and participant coregistration. Functional scans were T2*-weighted gradient-echo EPI sequences, consisting of 34 slices with an oblique axial orientation and acquired with a resolution of 3. 
Structural Preprocessing
In order to determine location of subcortical and cortical ROIs, we employed Freesurfer's (http://surfer.nmr.mgh.harvard.edu/) automated cortical labeling and subcortical parcellation routines. Using these tools we formed 43 bilateral cortical and subcortical ROI masks, used in both MVPA and GLM analyses (see Supplemental Experimental Procedures).
Functional Preprocessing
Functional data for all analyses were motion-corrected to the first volume of the first functional scan and slice-time corrected. Specific to MVPA analyses, the data were not smoothed, but each voxel's activity was corrected for linear drift, and then each voxel's time course was Z-normalized separately for each run. Specific to the GLM analyses, following convention, the data were smoothed using Gaussian spatial smoothing; 10 mm full-width-at-halfmaximum smoothing kernels were applied for whole-brain GLM comparison with MVPA searchlight analysis; 5 mm smoothing was employed for the GLM ROI analyses. Trial Balancing for MVPA Analyses Both of our experiments employed event-related designs, where events were determined jointly by the actions of both the human and computer opponent. The use of competitive games in which the optimal (i.e., Nash-equilibrium) strategy was to choose the two (matching pennies) or three (RPS) alternative options with equal probabilities, and in which all outcomes were almost equally likely, tended to equalize the frequencies of event sequences (e.g., tails choice with a win followed by heads with a loss). Nevertheless, event sequences were still not completely balanced in the data. To avoid confounds in the analysis, we balanced training and transfer sets by removing random trials for each subject to ensure that the results did not depend on a learned bias of the classifier. We then decoded choices and outcomes (separately) for trial N based on the four fixation volumes following that trial and immediately preceding trial N+1. The factors that were balanced for the primary analysis of Experiment 1 were the outcome and computer's choices for trial N. Four classes were equalized: Win-Heads, Win-Tails, Lose-Heads, and Lose-Tails (this also balanced human choice). Thus, significant decoding of wins/losses could not be attributed to decoding of computer or human choice, and vice versa. All six cross-validation training sets were balanced independently to prevent bias acquisition. The transfer set was balanced as a whole to ensure that high accuracy was not due to the expression of a bias in the classifier. Due to these strict balancing constraints, training sets in each cross-validation cut contained an average total of 189 trials (min = 124), while on average, the total transfer set contained 230 trials (min = 160). For Experiment 2, we balanced across nine bins (win-rock, lose-rock, tierock, win-scissors, and so on). This imposed even more severe constraints. Training sets contained an average total of 136 trials (minimum subject average = 38). On average, transfer sets were composed of 169 trials (min = 45). MVPA Analyses MVPA was implemented using PyMVPA (Hanke et al., 2009) , and a support vector machine (SVM) algorithm. In all cases, we used a linear kernel and penalty parameter (C) of 1. Linear SVM treats a pattern as a vector in a highdimensional space, and tries to find a linear hyperplane that optimally separates the two trained categories, by maximizing the accuracy of the split in the training data as well as maximizing the margin between the hyperplane and the nearest samples (referred to as support vectors).
For Experiment 1, we evaluated statistical significance of MVPA by calculating the accuracy of the classifier within a given ROI or particular searchlight for each subject. Decoding accuracy was converted to a binomial Z-score, based on the number of transfer samples for that subject to correct for varying levels of power due to missed and discarded trials. For ROI analysis, Z-scores were compared with 0 (chance) for the sample using a one-sample, one-tailed t test. For searchlights, each Z-score was assigned to the searchlight's center voxel. Whole-brain Z-maps formed by this procedure were normalized to a common space (MNI; 2 mm resolution), and each voxel's Z-score was subjected to a one-sample t test (versus 0) across participants. Although we reported only values that exceeded chance levels, it should be noted that our procedure yielded no worse-than-chance values that exceeded p < 0.001 for two-tailed versions of the win versus loss tests.
For Experiment 2, we employed the same procedures as in Experiment 1 for two-class MVPA. Additionally, we conducted three-way classifications (wintie-loss or rock-paper-scissors). For these problems, we employed linear SVM and a one-against-one max-wins voting scheme (Hsu and Lin, 2002;  this procedure is the default LibSVM implementation for greater than two classes). This algorithm trains all possible two-class splits (e.g., win versus loss, win versus tie, and tie versus loss) on the training data, then tests transfer by allowing each classifier to ''vote.'' If two classifiers select the same class, that class ''wins'' and is selected by the classifier. Three-way ties are broken by choosing a fixed category (one with the lowest index). Given that our decoded classes were always balanced, this did not influence accuracy.
GLM Analyses
For comparison to the MVPA ROI analyses, we conducted standard GLM analyses using both ROIs and a whole-brain GLM approach. Both were based on a first-level regression analysis that either modeled events by means of a standard hemodynamic response model (double gamma with 2.25 s delay, 1.25 s dispersion) or a finite-impulse-response (FIR) model for each subject. The FIR analysis modeled each voxel's activity at each of 12 time points (24 s total) following the start of the trial. Two experimental conditions were included in the GLM, based on the trial's outcome (win or loss). A third trial regressor was a dummy variable that modeled excluded trials (the first and last trial of each run, plus the same random selection of trials that were excluded in order to balance the data set for MVPA). The first-level analyses also included temporal whitening by a second-order polynomial, motioncorrection regressors, and intensity normalization. For Experiment 2, we conducted ROI and whole-brain analysis using the HRF model. We only conducted the HRF analysis for Experiment 2, since it performed best in Experiment 1. ROI analyses were accomplished by extracting average percent signal change corresponding to each condition (i.e., the three HRF regressors; or the 36 total regressors for the FIR model) for all voxels within each ROI mask for each subject. For the HRF model, the values corresponding to wins and losses were extracted and compared. For the FIR model, values corresponding to wins and losses were averaged separately over four fixation volumes following the outcome of interest (the same volumes averaged for MVPA), and then compared. Random-effects analyses (i.e., a t test comparing win versus loss responses) were performed on the resulting tables.
Whole-brain GLM was restricted to the HRF model. For whole-brain analyses, contrast maps were produced from the first-level analysis described above. The resulting statistical maps were normalized and sampled to a standard (MNI) space with 2 mm resolution, and then each voxel was subjected to a random-effects contrast of the voxelwise response to wins versus losses.
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