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ABSTRACT 
The main purpose of the paper is to discuss splitting methods for par-
abolic equations via the method of lines. Firstly, we deal with the formu-
lation of these methods for semi-discrete equations 
dy_ = f(y), f non-linear, 
dt 
k 
f satisfying a linear splitting relation f(y) = iil fi(y). A class of one-
step integration formulas is defined, which is shown to contain all known 
splitting methods, provided the functions f. are defined appropriately. For 
i 
a number of methods stability results are given. Secondly, attention is paid 
. to alternating direction methods for problems with an arbitrary non-linear 
coupling between space derivatives. Numerical results of these methods are 
compared with results obtained by a hopscotch method. 
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I • INTRODUCTION 
A flexible approach in the numerical solution of time-dependent par-
tial differe!ntial equations is obtained by applying the so-called method 
of lines. He!rewith the numerical solution nrocess may be considered as to 
consist of two narts, viz. semi-discretization and time-integration. In the 
semi-discretization the partial differential equation is converted into a 
system of ordinary differential equations by discretizing the space vari-
ables, while!· the time variable is left continuous. Usually, the semi-dis-
cretization is obtained, either by the finite difference method [14], or 
by the finite element method [6]. In the time-integration the resulting 
system of ordinary differential equations is integrated by a numerical 
integration method [11] to obtain an approximate solution of the original 
differential equation. If the discretizations of the space variable(s) and 
the time variable are considered as if they were performed simultaneously, 
the solution of the time-dependent partial differential equation is said 
to be approximated via the so-called direct grid approach. 
Both approaches are essentially the same, i.e. every method obtained 
via the lines approach may in the end be considered as a direct grid method, 
and both are followed in literature. A difference is lying in the presen-
tation and j~rmulation of methods. To this purpose the method of lines ap-
proach is more suited than the direct approach. It generally leads to a 
more general formulation and a more unifying treatment of methods for time-
dependent equations. It is the purpose of this paper to discuss splitting 
methods for parabolic equations via the method of lines, and in particular 
the time integration. 
In the numerical solution of partial differential equations splitting 
methods have been introduced to avoid the solution of large and complicated 
systems of non-linear equations, which arise when applying fully implicit 
integration formulas to multi-dimensional problems. More generally, the 
idea of splitting is to break down a complicated (multi-dimensional) pro-
cess into a series of simple (one-dimensional) processes~ The aim of split-
ting is always to obtain a feasible computational process. Well-known split-
ting methods (also referred to as fractional step methods) are the alternat-
ing direction methods [2,3,13], the locally one-dimensional methods [19], 
2 
and the hopscotch methods [7,8]. In the literature these methods are usual-
ly formulated and analyzed as direct grid methods. 
We consider the numerical integration of non-linear, semi-discrete 
parabolic equations of the general type 
(I. 1) :: = f(y), 
N N £: ]R. + ]R. , 
where the vector function f can be linearly split into k terms, k > 1, i.e. 
( 1 • 2) 
k 




The functions f are called splitting functions and depend on the origi-
nal partial differential equation and the type of semi-discretization. 
In section 2 of this paper, we define a general class of one-step integra-
tion formulas for systems (1.1)-(1.2), which we shall call splitting for-
mulas. In this definition no a priori knowledge of the function f. is as-
1. 
sumed, except that they define a meaningful splitting, i.e. a splitting 
which admits a feasible computational process for a certain problem class. 
In our discussion we thus distinguish between splitting functions and split-
ing formulas, while a combination of both leads to a splitting method. This 
distinction is an immediate consequence of the method of lines approach, 
and it shows clearly that a certain type of splitting functions can usually 
be combined with more than one type of splitting formulas, and vice versa. 
Several examples of known splitting methods, considered in this way, are 
discussed in section 3. Because these methods are based on a linear split-
ing (1.2), we refer to them as linear splitting methods. In &ection 4 we 
pay attention to splitting methods of the alternating directio~ type for 
problems with an arbitrary non-linear coupling between space derivatives. 
For such problems relation (1.2) is too restrictive if one wants to apply 
alternating direction methods. Some numerical results of these non-linear 
splitting methods are discussed in section 6 and compared with results ob-
tained by a hopscotch method. Section 5 is devoted to a discussion of sta-
bility properties of splitting methods. Using matrix theory, results are 
given for the greater part of the methods discussed in the examples. These 
results are presented in a uniform way and are based on two basic theorems, 
viz. a theorem due to KELLOG [12], and a theorem given by WACHSPRESS [18]. 
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In the following, our considerations are restricted to equations in 
autonomous form. This is done for notational convenience and is not essen-
tial, i.e. results can be easily extended to systems of the non-autonomous 
form 
( 1.3) _!!r = f ( ) N N dt t,y , f: lR X lR + lR • 
This paper is based on two institute reports [16], [17]. For the 
preparation of these reports the book of YANENKO [19] and the survey of 
GOURLAY [10] were very useful. 
2. LINEAR SPLITTING FORMULAS 
Consider them-th stage, one-step integration formula 
(O) 
Yn+l = Yn' 
(2. I) 
(j) 
j k (l) 




where y denotes the numerical approximation at t = t and T = t -t. n n n n+l n 
Each formula from class (2.1) is called a linear splitting formula. The 
parameters A. 0 • serve to make this scheme a consistent and stable approxi-
J.{..1 
mation to the differential equation (I.I). In particular, however, they 
should be used to exploit the splitting property (1.2) in order, to obtain 
an attractive computational process. For example, if the Jacobian matrix of 
each f. is tridiagonal, they should be chosen in such a way that each inter-
mediat~ approximation y(j)l can be obtained from the solution of a system of n+ 
non-linear equations with a tridiagonal Jacobian too. In that case Newton 
iteration is easy to apply. 
Observe that if A, .. = O, the resulting scheme is explicit. In the 
JJ1 
theory of splitting methods this case does not occur. Observe that for k = I, 
i.e. when no splitting is performed, scheme (2.1) reduces to an m-th stage, 
semi-explicit Runge-Kutta scheme [1]. In most applications the number of 
stages m equals the number of splitting functions k. 
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Let <I>(T ,y ,y 1) denote the increment function of the one-step for-n n n+ 
mula (2.1), i.e. 
(2.2) Y = y + T ~(T y y ). n+I n n n' n' n+I 
We employ the following definition of order of consistency: 
DEFINITION. The formula is said to be consistent of order p if pis the 
largest inteiger for which 
(2.3) P
+I 
y(t+T) -y(t) - T~(T,y(t) ,y(t+T)) = O(T ) , T + 0, 
holds, where y(t) denotes a sufficiently differentiable solution to the 
differential equation. 
The consisteincy conditions can be derived through a formal Taylor expansion 
of~. Splitting formulas are usually of order I or 2. Conditions up to order 
3 are listed in table 2.1. The derivation of these conditions is straight-
forward and is given in [16]. 
We do not give a special convergence proof of (2.1), as convergence 
results for one-step formulas defined by general increment functions~ are 
well known (see e.g. [II] or [15]). 
Table 2.1 Consistency conditions for (2.1) 
m 
p = I Amti = I ' 1. = l(I)k, 
l=O 
m ,t 
p = 2 I I Amt. \e, . = ! 1.,J = l(l)k, 2 ' 
l=I r=O 1. r J 
,e_ 
p = 3 I A,e_ . = c,e_, j = l(l)k, 
r=O rJ 
m 
2 I Amti C,e_ = 3' 1. = l(l)k, l=I 
m ,e_ r 
I I I A ,e_·A,e_ .A = 6' i 'j 't = l(l)k. l=I r=I s=O m 1. rJ rst 
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3. SURVEY OF IMPORTANT LINEAR SPLITTING METHODS 
In this section we list a number of linear splitting formulas of type 
(2.1), which all can be associated to splitting methods already given in 
the literature as direct grid methods. 
At this place it should be noted that the treatment of boundary con-
ditions is part of the semi-discretization process. The splitting formulas 
are defined for systems of ordinary differential equations. The only re-
quirement for those systems is that they admit a linear splitting leading 
to computational feasibility. 
3.1 Two-term splitting methods 
Let k = 2, i.e. let 
(3.1) 
and consider the 2-th stage formula 
(3.2) 
A still being a free parameter. It is easily verified that for each split-
ting (3.1) this formula is second order consistent. This simple .formula 
represents several known splitting methods. We will show this in the fol-
lowing subsections by identifying f. and substituting special values for 
1 
the free parameter A. 
3.1.1 Two alternating direction implicit methods 
Let Q denote a bounded and path-connected region in the two-dimensional 
(x 1,x2)-space with sides parallel to the coordinate axes. Let oQ denote the 
boundary curve of n, and consider a parabolic equation of the non-linear type 
(3.3) 
6 
defined in the cylinder n x [O,T]. Further, assume the boundary conditions 
on on x [O,T] of the form 
(3.3') 
Superimpose a rectilinear grid on n with grid lines parallel to the coordi-
nate axes, and semi-disaPetize equations (3.3)-(3.3') using standard finite 
differences. This yields a system of ordinary differential equations 
(3.4) 21: -dt - f(y), f being 5-point coupled. 
Each component of y and f is associated to a grid point belonging to the 
interior of n, while a dependency exists only between nearest neighbours 













fig.3.1 A set of internal grid points 
Next define the functions f 1 and f 2 to be the semi-discretized opera-
tors G1 and G2• We shall call this splitting 
(3.5) 
of (3.4) the diffePentiaZ opePatoP splitting. By substituting these functions 
into formula (3.2) with A=½ we obtain an alternating direction implicit 
method of the type of PEACE!1AN & RACHFORD [ 13] : 
(3.6) 
The choice A= 1 then leads to an alternating direction implicit method of 
the type discussed by DOUGLAS & RACHFOPJ) [3]: 
(3. 7) 
(I) 
Yn+l = y + L [½fl(y) + ½f (y(l)) + fz(Yn)J, n n n 2 n+t · 
h . d. . . (I) . (3 6) . f. d . Te interme iate approximation y 1 in • is a irst or er consistent n+ 
approximation at the intermediate point t = t +½• , whereas in (3.7) y(l)I n n n+ 
is first order consistent at the point t = t + •• 
n n 
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Because of the 5-point coupling and the absence of partial derivatives 
with respect .to x 2 in G1 and x 1 in G2 , the Jacobian matrices of f 1 (y) and 
f 2 (y) are tridiagonal. This makes the methods computationally attractive. 
The calculation of y~!~ requires the solution of a system of non-linear 
equations with a tridiagonal Jacobian for each grid line along the x 1-axis. 
By using a Newton iteration process this calculation is easy to perform. 
The same holds for the calculation of y 1, but now for grid lines along n+ 
3.1.2 The odd-even hopscotch method 
Again we consider a 5-point-aoupZed system, but now we assume that 
the coupling between its components is fully non-linear: 
(3. 8) :i = f(y), 5-point coupling, fully non-linear. 
Such a system may arise when semi-discretizing a non-linear parabolic 
equation of the type 
(3. 9) ut = G(xl,xz,u,u ,u ,u X ,ux X ), 
xi Xz xi I 2 2 
with boundary conditions like (3.3'). For such a system the Zinear alter-
nating direction splitting of the preceding section can not be realized. 
In section 4 a non-linear alternating direction splitting will be consid-
ered which can deal with this type of equation. In the class of linear 
splitting methods however, it is also possible to deal with (3.8), viz. 
by hopscotch methods. 
As in the preceding section, each component of (3.8) is associated 
to a grid point of a two-dimensional grid. In our formulation it is now 
convenient (see also section 4) to introduce vector functions f ,f ,f 
0 • + 
8 
and f , such that 
X 
(3.10) f(y) = f (y)+f (y)+f (y)+f (y), 
0 e + X 
and similarly for y, which are defined by the PRESCRIPTION: divide the set 
of grid points into 4 subsets, say n ,n ,n+ and Q, as shown in figure 3.2; 
0 e X 
let the symbol A be generic and let f~i](y) denote the i-th component of 
fA(y); then 
(3.11) 
= r[i](y), if corresponding 
~, otherwise, 
grid point E QA 
• 0 • 0 • 0 
+ X + X + X + X 
• 0 • 0 • 0 
+ X + X + X + X 
• 0 • 0 • 0 
Fig.3.2 Four subsets of gridpoints 
Next define the splitting functions f 1 and f 2 for equation (3.8) by 
(3.12) 
f2(y) = f (y)+f (y). e X 
By substituting these functions into formula (3.2) and putting A=~ the 
odd-even hopscotch method is readily recognized. By computing y~!~ first 
at the grid points E Q u Q, and then at the points E Q u Q , only scalar 
e X O + 
equations are to be solved, The same holds for y 1 when the computing order n+ 
is reversed. This property makes the method attractive with respect to compu-
tational effort per integration step. 
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3.1.3 The line hopscotch method 
Instead of 5-point coupled systems we now consider 9-point coupled 
ones, and again assume that the components are fully, non-linearly coupled: 
(3. I 3) * = f(y), 9-point coupling, fully non-linear. 
Such systems usually arise by semi-discretizing parabolic equations con-
taining a mixed derivative, i.e. equations of the type 
(3. 14) ut = G(x.,xz,u,u ,u ,u X ,ux X ,ux X ), 
x1 x2 x1 1 1 2 2 2 
with boundary conditions (3.3'). They may also arise from semi-discretiza-
tion of equations without a mixed derivative (e.g. (3.9)), viz. by using 
non-orthogonal grid lines. To nine-point coupled systems the line-hopscotch 
method can be applied [7,8]. Using the notation of the preceding section 
the corresponding splitting functions f 1 and f 2 read 
= f (y)+f (y), 
0 • 
(3.15) 
By substituting these functions into formula (3.2) and putting A=½ the 
line hopscotch method is easily recognized, By computing y~!~ first at the 
grid points E Q u Q , and then at the points E Q u Q , only systems of 
+ X O e 
non-linear equations with a tridiagonal Jacobian matrix are to be solved; 
the same holds for the computation of y 1. The function (3.15) define the n+ 
splitting along horizontal grid lines. In a similar way the splitting may 
be defined for vertical lined. It is observed that the present method re-
quires half the number of tridiagonal inversions as required by the Peaceman-
Rachford method. In addition, it can be applied to fully non-linear equa-
tions possessing a 9-point, as well as a 5-point, coupling, These advantages 
make the method attractive from a computational point of view. 
REMARK 3.1. For non-autonomous equations (1.5) and corresponding splittings 
of the type 
(3. I ') 
formula (3.2) may be reformulated to obtain the second order family 
y +T [(A-!)f 1(t +aT ,y) + n n n n n 
(3.2 1 ) + ½fl(tn+STn,y~!~) + H2(tn+YTn,Yn)J, 
2A-1 1 (1) 
= yn+Tn[(~):1(tn+oTn,yn) + 2Afl(tn+STn,Yn+l) + 
+ ½f2(t +yT ,y) + ½f 2(t +(1-y)T ,V 1)], n n n n n · n+ 
where the new parameters o,8 must satisfy (2o-l)A + 8-o = 0 for a given A. 
It should be observed that other choices of the time increments are possible. 
3.2 Multi-term splitting methods 
Consider the k-dimensional, non-linear parabolic equation (see (3.3)) 
k 
(3. 16) I G.(x1, ••• ,xk,u,u ,u ) . 1 1 x. x.x. 
1= 1 1 1 
u = t 
with boundary conditions of the type given in section 3.1.1. Assume that 
standard finite differences are applied to obtain the semi-discrete system 
~-
k 
(3. 1 7) dt - f(y), f(y) = I f.(y), (2k+l)-coupling 
i=l 1 
where each f. denotes the semi-discretize operator G., i.e. we assume the 
1 1 
differential operator splitting (see section 3.1.1). 
3.2~1 A method of Gourlay and Mitchell 
Let k = 3, and consider the three stage formula 
(t) 
Yn+l = yn + 
(1) 
½Tn[fl(yn)+f2(yn+l)], 
(3. 18) (2) Yn+l = 
(1) 
Yn+l 
1 (1) (2) 
+ 2 Tn[f3(Yn+l)+f3(Yn+l)], 
Yn+l = 
(2) 
Yn+l + ½Tn[f2(y~:~)+fl(yn+l)]. 
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It is easily verified that (3.18) is second order consistent. This type 
of splitting method has been suggested by GOURLAY & MITCHELL [9]. These-
cond stage only contains the function f 3 , whereas f 1 and f 2 occur at both 
the first and the third stage. The method is based, partly on the principle 
of alternating directions, and partly on the principle of the locally one-
dimensional method discussed in the next subsection. 
3.2.2 The locally one-dimensional method of Yanenko 
Consider the k-th stage formula 
(3. 19) = (j-l) + T [(1-a)f.(y(j-l)) + af.(y(j))J 
Y n+ 1 n J n+ 1 J n+ 1 ' j = l(l)k, 
where a is still a free parameter. For every a the method is first order 
consistent. This type of splitting method emanates from YANENKO [19]. The 
method is called locally one-dimensional, because of the fact that at the 
j-th stage only the semi-discretized one-dimensional operator G. is used. 
J 
In applications the free parameter a usally equals! or I. 
3.2.3 The method of approximation corrections of Yanenko 
Consider the (k+l)-th stage formula 
(3.20) (j-1) = Yn+l j = I (I )k, 
Y - y + T f(y(k)). n+I - n n n+l 
This type of splitting method also emanates from YANENKO [19], who called 
it the method of approximation corrections. In the preliminary, locally 
one-dimensional stages stability (see section 5) is achieved, while the 
last stage serves to make the method second order consistent. 
I 2 
3.2.4 The method of stabilizing corrections of Douglas and Gunn 
Consider the k-th stage formula 
(3.21) (j-1) + = Yn+l f. (y ) J' J n 
J = 2(1)k, 
Fork~ 3 this splitting method was introduced by DOUGLAS & RACHFORD [3] 
and later, in its general form, formulated by DOUGLAS & GUNN [3] (see also 
YANENKO [19]). At the first stage, a consistent approximation is evaluated, 
while all succeeding stages serve to improve the stability. Therefore it 
is called the method of stabilizing corrections. It is only first or•der 
consistent. 
3.2.5 The method of stabilizing corrections of Douglas 
Consider the k-th stage formula 
(I) = y T [f(y) - lf (y) + lf (y(l))] 








This splitting method is a second order analogue of (3.21). Fork= 2 we 
obtain the earlier mentioned Douglas-Rachford method (3.7). The case k = 3 
originates from DOUGLAS [4], whereas the general case has not been discussed 
in the literature. 
4. NON-LINEAR SPLITTING :METHODS 
In sections (3.1.2) and (3.1.3) we discussed two hopscotch methods for 
fully non-linear equations (such as (3.9)) with an arbitrary coupling between 
space derivatives. To these equations alternating direction implicit methods 
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based on linear splitting formulas (such as (3.6),(3.7)) cannot be applied. 
In this section we introduce non-linear splitting formulas and functions, 
by which alternating direction implicit methods can be defined for fully 
non-linear equations of the type (3.9). In particular, we give two methods 
which may be considered as generalizations of (3.6) and (3.7). 
We introduce the non-linear function F: ]RN x ]RN -+ ]RN, F still to be 
specified, such that 
( 4. 1) f(y) = F(y,y). 
Next we consider the one-parameter class of integration formulas 
(1) 
= Yn + L [
1F( (1) ) + (A-!)F(y ,y )], Yn+l n 2 Yn+l ,yn n n 
(4.2) 
T [lF(y(l) y) 2A-1 1-A (1) Yn+l = Yn + + --rr-- F(yn,Yn+l) + 2I""° F(yn+l'Yn+l)]. n 2 n+l' n 
Formula (4,2) is a one-step formula of the form (2.2) to which the usual 
definitions of consistency and convergence apply. A straight-forward Taylor 
expansion yields that (4.2) is consistent of order p = 2 for every splitting 
function F satisfying (4.1). Observe that this formula is implicit in the 
first argument of Fat the first stage and in the second argument at the 
second stage. 
Now assume for a moment that f(y) can be written as in (3.1), i.e. 
f(y) = f 1(y)+f 2(y). By defining 
and substituting into (4.2), we recover the one-parameter class of linear 
splitting formulas (3.2), which, in turn, contains the underlying formulas 
for the alternating direction implicit methods (3.6) and (3.7). Hence, for 
5-point coupled equations satisfying a linear differential operator split-
ting, like (3.5), the A=½ and A= 1 formulas of class (4.2) can innnediate-
ly be identified with the formulas of Peaceman-Rachford and Douglas-Rachford. 
Next, let f(y) be defined by (3.8), i.e. f does not satisfy a linear 
differential operator splitting. Using the notation of section (3.1 .2), we 
define the function F(u,v) by 
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(4.4) F(u,v) = f (Du +u +v +(I-D)v) + 
0 0 e X 0 
f (Du +u +v +(I-D)v) + 
X X + 0 X 
f (Du +u +v +(I-D)v) + 
• • 0 + • 
f (Du +u +v +(I-D)v+), 
+ + X e 
where I denotes the unit matrix and D a diagonal matrix whose elements are 
still free. Let us substitute this function Finto formula (4.2). Because 
of the special character of the function f(y) defined by (3.8), we have 
that the calculation of y(l)l requires the solution of a system of non-linear n+ 
equations with a tridiagonal Jacobian for each grid line from Q u Q and 
0 • 
Q+ u Qx' respectively. A similar observation can be made for the calcula-
tion of y 1, but now for grid lines in the other direction. We thus see n+ 
that (4.2),(4.4) defines a family of alternating direction implicit methods 
for the fully non-linear partial differential equation (3.9). The choice 




y + 1. 
n 2 n 
is innnediately recognized as a method of the Peaceman-Rachford type, while 
the choice A = I, i.e. 
(4.6) 
delivers a Douglas-Rachford type method. 
A difficulty in the application of these non-linear methods is the 
choice of the diagonal matrix D, whose elements serve as weight factors for 
the elements of the main diagonals of the Jacobians of the systems of non-
linear equations. The most obvious choice is D = ½I; the~ the original 
Peaceman-Rachford splitting is obtained if the original partial equation 
would be u =u +u • In other cases,however, e.g. for u =u +au , 
t XI XI x2x 2 t XI XI x2x2 
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a j 1, this choice may lead to instabilities (see section 5). 
REMARK 4.1. The idea of non-linear splitting for fully non-linear problems 
is not restricted to two dimensions. The Douglas formulas (3.22), k ~ 2, 
are easily generalized fork-argument splitting functions F(y, ••• ,y). For 
example, fork= 3 we then obtain 
(4. 7) 
For a definition of the splitting function F(y,y,y) in this case, we refer 
to [17]. 
REMARK 4.2. For non-autonomous equations y' = f(t,y) and the corresponding 
splitting f(t,y) = F(t,y,y), formula (4.2) is easily reformulated to obtain 
the family of second order formulas 
(1) 
Yn+l = y + T [½F(t + aT ,Y(+l)l,y) + (A-!)F(t ,y ,y )], n n n nn n nnn 
(4.2 1 ) 
1-A (1) 
+ -2' F ( t + (1-a )T 'y I , y I ) . 
A n n n+ n+ 
For a given A the parameter a must satisfy (2A-l)a = O. For A E {½,I} and 
functions F satisfying F(t,u,v) = f 1(t,u)+f2(t,v), the corresponding formulas 
belong to family (3.2'). 
5. STABILITY PROPERTIES 
Splitting methods find their interest, next to the computational feasi-
bility, in possessing unconditional stability properties 'for interesting 
problem classes. In the direct grid approach such properties are usually 
investigated by making use of harmonic analyis [14]. In the method of lines 
approach it is more convenient to make use of matrix theory. In this way 
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unconditional stability properties can be shown for all splitting formulas 
previously discussed. These results will be based on two basic theorems, 
viz. a theorem due to KELLOG [12] and a theorem given in WACHPRESS [18]. 
5.1 The amplification matrix and the stability function 
With respect to stability we confine ourselves to the first order 
variational equation of the integration formula under consideration. This 
approach is w_idely accepted in the literature and has proved to be satis-
factory. For our formulas this first order variational equation is always 
of the form 
(5.1) 
A denoting the amplification matrix. Let us first consider formula (2.1). 
n 
Then A is defined by 
n 
(5. 2) A = R(T J 1, ••• ,T Jk), n n n 
where J. denotes the Jacobian af./ay at y = y, and where Risa matrix-
i i n 
valued function defined by the formal relations 
(5.3) 
[o] 
R (Z 1 , ••. ,Zk) = I, I the unit matrix, 
[. J j k [lJ 
R J (z 1, ••• ,Zk) =I+ l l A-,e· ZiR (Z 1, ••• ,Zk), j = l(l)m, 
l=O i=l J i 
This function is completely determined by the splitting formula, and is 
therefore ·called the stability function of the formula. The value of the 
stability function, obtained by substituting the Jacobian matrices J. of 
i 
the particular problem to be integrated, is the amplification matrix (5.2). 
Thus, the amplification matrix depends both on the splitting formula and 
the splitting functions, and therefore on the problem to,be integrated. The 
reader should be aware of the fact that the matrix arguments of R may be 
non-co11lllluting. 
Expressions (5.1)-(5.3) can be obtained in a more direct manner by 
applying formula (2.1) to the linear equation 
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(5.4) ~= Jy, dt 
where 
k 
(5.5) J = l Ji. 
i=l 
In fact, it is usally more convenient to start from the linear equation 
(5.4). This equation, with additional restrictions on the matrices Ji, is 
then considered as a test-model for stability. 
Next we .consider the class of non-linear splitting formulas (4.2). As 
observed in section 4, this class is reduced to class (3.2) if F(v,w) sa-
tisfies a linear splitting relation like (4.3). For linear equations (5,4), 
such a linear relation does always exist. Because (3.2) is a special case 
of (2.1), it is not necessary to give the stability function of class (4.2) 
at this place. In this special case the matrices J., i = 1,2, should be 
1 
interpreted as the derivatives aF/av and aF/aw, respectively. 
5.2. The test-model and two basic theorems 
For the derivation of stability criteria one must make assumptions 
on the matrices J and J 1. Restrictions which are usually imposed are [5]: 
1° The matrices J. are synnnetric and negative definite. 
1 
(5.6) 
2° The matrices J. connnute. 
1 
To interpret these restrictions, consider the k-dimensional equation 







on the unit cube with zero Dirichlet boundary conditions. If we impose a 
uniform grid and semi-discretize using standard finite differences, we ob-
tain a linear system of type (5.4). If we further assume the differential 
operator splitting, i.e. the matrices 
a2/ax~, then properties (5.6) hold. 
1 
The linear equation (5.4), whose 
J. are associated to the operators 
1 
matrices Ji satisfy conditions (5.6), 
is usally considered as a test-model for stability. In some situations, how-
ever, equations are considered of which the conditions imposed are less 
18 
restrictive (see e.g. section 5.3). 
For thei derivation of the stability criteria - when using matrix 
theory - it is of importance whether the stability function R is factorized 
or not. We shall distinguish these two cases and treat them separately. 
5.2.1 A useful theorem for factorized stability functions 
The following theorem of KELLOG [12] may be used in many cases where 
we have factorized stability functions: 
T THEOREM 5.1. Let B be a given matrix. Let B denote the transposed of B, 




pI - Bis non-singular 
-I -I 
II (pI - B) 11 2 s p , 
-I 
ll(pI+B)(pI-B) 11 2 s I. 




II (pI - B) II 2 < p 
-I 
ll(pI+B)(pI-B) 11 2 < 1. 
This theorem enables us to obtain stability results of the type 
or 
n 
IIA 11 2 s C, n ~ I, Ca constant, 
where A and A represent amplification matrices. Further, this theorem can 
n 
be used to obtain results under less restrictive conditions than imposed 
by (5.6). 
5.2.2 A useful theorem for non-factorized stability functions 
The following theorem, given in WACHSPRESS [18], is useful when we 
have to deal with a non-factorized stability function: 
THEOREM 5.2. Let B be a symmetric., 
non-singular• matrix and de fine C = 
definite., then the spectral radius 
negative definite matrix. Let M be a 
I + PM-I B. If MT M B . . • + + p bS posbtbve 
a(C) < I for all positive scalars p. 
This theorem enables us to obtain stability results of the type 
cr(A ) < 1, n 
An again denoting an amplification matrix. An always depends Qn the step 
length T • If T = T, T constant, A = A, A constant. This result then n n n 
implies that An tends to the zero-matrix as n + ~. 
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WACHSPRESS [18] also gives a corollary to theorem 5.2: Let C = TT C., 
i=l 1 
is positive definite, then cr(C) < 1 for 
-1 T 
C. = I+p.M. B. If M. + M. + p.B 
1 1 1 1 1 1 
all p. > O. Hence, when assuming a finite set of non-constant stepsizes T , 
i n 
this corollary can be used to show that the spectral radius of the resulting 
amplification matrix is smaller than one. We shall confine ourselves to the 
application of theorem 5.2. 
5.3 Stability theorems 
In the present section we list stability theorems for the greater part 
of the splitting formulas previously discussed. All these theorems deal with 
unconditional stability. The reader should be aware of the fact that the re-
sults are stated for the splitting formulas. To interpret a result for a 
splitting method based on a certain splitting formula, the type of splitting, 
as well as the underlying class of partial differential equations, has to be 
taken into consideration (see section 5.2). 
5.3.1 Theorems for factorized stability functions 
THEOREM 5.3. 
The stabiZity function of the forrrruZas (3.2),(4.2) reads 
(5.8) 
2°. Let conditions (5.6) be satisfied and Zet k = 2, then IIR(TnJ 1 ,TnJ2 11 2 <1 
for aU T > O. 
n 
. 3°. Let T = T,. constant. If J.+J'., i = 1,2, is non-positive definite, n i i 
Rn(TJ 1,.J2) is uniformZy bounded inn for aii T > 0. 
PROOF. The derivation of the stability function (5.8) is' straightforward. 
Part 2° is easily proved by making use of the commutativity and by applying 
part e) of theorem 5.1. To prove the last result we rewrite R(TJ 1 ,TJ2) as 
20 
with 
From part c) of theorem (5.1) it follows that 
n The uniform boundedness of R (,J1,.J2) is now obtained from the relation 
and part b) of theorem 5.1. D 
Function (5.8) is the stability function of the underlying splitting for-
mulas for the implicit alternating direction methods of Peaceman-Rachford 
and Douglas-Rachford, discussed in section 3.1.1. As these methods are based 
0 on a differential operator splitting, part 2 of the preceding theorem shows 
unconditional stability of the methods for the 2-dimensional version of equa-
tion (5.7). Further, part 3° of the theorem shows that under less restrictive 
conditions than (5.6), a somewhat weaker form of unconditional stability is 
preserved. 
The hopscotch methods, discussed in sections 3.1.2, 3.1.3, are based 
on the same splitting formula as the method of Peaceman-Rachford. It is 
beyond the scope of this paper to interpret the results of theorem (5.3) 
for hopscotch splittings. A nice stability result has been given by GOURLAY 
[7]. 
THEOREM 5.4. 
1°. The stability function of the splitting forrrrula for the alternating 
direction locally one-dimensional method (3.18) is 
(5.9) ) = ( 1 )-]( I )( I )-1 R(Zl,z2,z3 I-2Z1 I+2Z2 I-2Z3 
(I+½z3)(I-!Z 2)-l(I+½z 1). 
2°. Asswne that conditions (5.6) with k = 3 hold, then 
IIR(,nJI ''nJ2''nJ3)112 < 1 for aU 'n > O. 
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PROOF. Part 1° follows from a trivial calculation. Part 2° is proved by 
making use of the commutativity and by applying part e) of theorem 5.1. 0 
Applying this theorem to the integration of the 3-dimensional version of 
equation (3.7) by formula (3.18) with differential operator splitting re-
veals the unconditional stability of the integration process. 
THEOREM 5.5. 
1°. The stability function of the splitting formula for the locally one-
dimensional method (3.19) is 
1 -1 
R(Z 1, ... ,Zk) = .TT (I-aZ.) (I+(l-a)Z.). i=k i i 
(5. 10) 
2°. Let a=½ or a= 1. Assume the matrices J.+J: to be non-positive de-
i i 
finite, then IIR(.nJI, ••• ,.nJk)U 2 ~ 1 for aU •n > O. 
3°. Let a=½ or a= 1. Assume the matrices J.+J; to be negative definite, 
i i 
then IIR(.nJ1, .•• ,.nJk)ll 2 < 1 for aU •n > O. 
PROOF. Part 1° follows again from a trivial calculation. Result 2° and 3° 
are immediate consequences of theorem 5.1. D 
We see that the locally one-dimensional method is stable under less res-
trictive conditions than those of (5.6). For example, no commutativity is 
required • 
. 5.3.2 Theorems for non-factorized stability functions 
THEOREM 5.6. 
1°. The stability function of the splitting formula for the method of 
approximation corrections (3.20) is 
1 -1 
R(Z 1, ... ,Zk) =I+ Z TT (I-½Z.) . i=k i 
(5. 11) 
2°. If conditions (5.6) are assumed, we have cr(R(.nJ 1, •.• ,.nJk)) < 1 
for aU • > O. n 
PROOF. The proof of part 1° is again trivial. To prove the second part we 
apply theorem 5.2. Let An= R(.nJ 1, ••• ,.nJk) and 
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k 





then A = l + T JM • Because of the commutativity, A may be written as n n n 
A = l + T M-IJ, and 
n n 
k k 
MT+ M +. J = 2 n (1+½, J.) - • l J., 
n i=I n l. n i=I l. 
-where Ji= -Ji is symmetric and positive definite. This expression may be 
rewritten as 
MT+ M + T J = 21 + P, 
n 
P being a sum of products of symmetric positive definite, commuting ma-
trices. As a product of such matrices is also positive definite, 21 +Pis 
positive definite, which proves part 2° of the thorem. D 
THEOREM 5.7. 
1°. The stability function of the splitting forrrrula for the method of 
stabilizing corrections (3.21) is 
(5. 12) 
I 





2°. If conditions (5.6) are assumed, we have o(R(.nJ1, ••• ,.nJk)) < I for 
aU • > o. 
n 
PROOF. When applied to equations (5.4)-(5.5), the intermediate values 
. (i) 
Yn+l' i = 2(1)k, of formula (3.21) satisfy 
(5.f3) y(i)I = (l-T J.)-l[y(i-11) - • J.y ]. n+ n 1. n+ n 1. n 




I -1 i 
TT (l-, J.) [ TT (l-T J.) + T J]y, 
j=i n J j=I . n J n n 
From (5.13) it follows that 
By assuming that (5.14) is valid, we obtain 





1 -l i 
[ TT (I--r J.) { TT (I--r J.) + -r J} - 'nJ1.'+l]yn = 
j=i n J j=l n J n 
-1 




. . n J • 1 
( I--r J.) + -r J - TT ( I --r J. )-r J . + l} ]y = 
n J . n j=l n J n 1. n J=l. J= 
= 
1 -1 i+l 
TT (I--r J.) [ TT 
• • 1 n J • 1 
(I--r J) + -r J]y. n n n 
J=l.+ J= 
For i = 2 relation (5.14) follows from an easy calculation, which completes 





(I--r J.) -r J]y' n J n n 
the proof of part 1° is completed. The proof of part 2° is analogous to that 
of part 2° of theorem 5.6. This is easy to see after inspection of both ex-
ressions for R. D 
THEOREM 5.8. 
1°. The stability function of the splitting formula for the method of 
stability corrections (3.22) is 
(5.15) 
1 
R(Z 1, ••• ,Zk) =I+ TT 
i=k 
-1 
(I-½Z.) Z, l. 
2° •. If properties (5.6) are assumed, we have cr(R(-rnJ 1 , ... ,-rnJk)) < I 
for aU -r > 0. n 
PROOF. The proof of part 1° is analogous to that of the preceding theorem. 
0 For the proof of part 2 we refer to theorem 5.6. D 
When the formulas (3,20)-(3.22) are applied to equation (5.7) with a differ-
ential operator splitting of the right hand side, the theorems of this sec-
tion show unconditional stability of the integration processes. Note that 
the stability function (5.15) fork= 2 is precisely function (5.8). Fur-
ther, note that in case of conunuting arguments function (5.15) equals func-
tion (5.11). 
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6. NUMERICAL EXAMPLES 
The purpose of this section is to show the behaviour of ADI-type 
splitting methods when we change from problems with linearly coupled space 
derivatives to equations with non-linearly coupled derivatives. In order to 
draw conclusions from the numerical results we also give the results deliv-
ered by a line hopscotch method which can directly be applied to linear as 
well as to fully non-linear problems. 
6.1 Methods used 
In our numerical experiments we concentrated on the non-ZineaP Peaceman-
Rachford and Douglas-Rachford formulas which arise from (4.2') by choosing 
(a,A) = (½,½) and (a,A) = (0,1), respectively. It is easily verified that 
when applied to equations with linearly coupled space derivatives, the re-
sulting splitting formulas belong to class (3.2'). The splitting function 
F was defined bv (4.4) with 
D = !I. 
Together with these two ADI-type methods we applied the line hopscotch 
method generated by (3.2') and (3.15) with A= S = y = ~-
In all experiments the Jacobian matrices used to solve the implicit 
equations were numerically evaluated by means of differences of right hand 
side evaluations and updated (if necessary) at the beginning of each Newton 
iteration process. Most of the examples were chosen in such a way that the 
implicit equations, to be solved at the first and second stage of the integ-
ration formulas, are linear, so that one Newton iteration suffices. The ad-
vantage is that we are not bothered by iteration strategies. But, to see 
the behaviour of the methods when several iterations are involved, we includ-
ed one examp~e where non-linear implicit equations are to be solved. The 
iteration process was stopped when two iterates differed less than 
in each gridpoint. When this criterion was not satisfied within 10 itera-
tions the integration process was broken off (in the tables indicated by 
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~). As predictor formula to start the Newton iteration we chose an extra-
polation formula which guarantees second order accuracy after one iteration 
(cf. [20]). 
In order to compare the computational effort of the various methods 
we have listed the average number of evaluations of the splitting function 
F(t,u,v) per integration step. In the tables this number is denoted by the 
letter E. 
In the line hopscotch method the "implicit direction" was alternated 
after each integration step being horizontally implicit in all even-indexed 
steps and vertically implicit otherwise. (This implies that the computational 
effort involved to calculate Jacobian matrices is half that needed in the 
ADI type methods.) 
In the tables given below we listed for each method, in addition to 
the number E, the accuracy obtained in terms of the number of correct digits, 
i.e. the number 
10 A= - log ma.xirman (relative error in the end point) I. 
When we draw conclusions from the (A,E)-values produced by the various 
methods, we have to bear in mind that the computational effort involved to 
compute Jacobian matrices, to perform LU-decompositions, etc, is not taken 
into account. This part of the integration process, however, is strongly 
related to error and stepsize control, and is completely left out of con-
sideration in this paper. Thus, the tables in the next sections only eval-
uate the (iteration and) accuracy performance of the methods. 
6.2 Linearly coupled space derivatives 
Our first example is given by the equation 
( 6. 1) 
;?u 
- 2 - 2t(sin(10Tit) + 
clx2 
where m = 0 and n is given by the L-shaped region 
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(6.2) 
Initial and Dirichlet-boundary conditions are prescribed and are chosen in 
such a way that (6.3) is the exact solution of the initial-boundary value 
problem: 
(6.3) 
The problem is converted into a system of 24 ordinary differential equations 
by replacing n with a grid r of square meshes with sides 1/7, by semi-dis-
cretizing (6.1) on this grid using standard synnnetrical differences, and by 
substituting the boundary conditions where boundary values of U occur in the 
difference formulas. Note that the exact solution of this system is still 
given by (6.3) when (x1,x2) is restricted to the grid points of r. 
Irt table 6.1 results are presented for equation (6.1) with m = O. 
Table 6.1 (A,E)-values for problem (6.1) with m = 0 
and mesh side 1/7 
Splitting method ,: = .02 T = • 01 T = .005 n n n 
Peaceman-Rachford (-.58,2) ( .03, 2) (.63,2) 
Douglas-Rachford (-.56,3) (.04,3) (.65,3) 
Line hopscotch (-.44,2) ( .31 ,2) (.98,2) 
These results show that the ADI-methods have a similar accuracy behaviour, 
the Peaceman-Rachford method being cheaper; the line hopscotch method is 
considerably more accurate in this case. 
Our second example is again given by the equation (6.1) but now with 
m = which makes the problem non-linear although the space derivatives are 
still linearly coupled in the right hand side. The results given in table 
6.2 reveal that this non-linear case the ADI-methods are both reliable and 
more efficient than the line hopscotch method. Again the Peaceman-Rachford 
method is preferred to the Douglas-Rachford method. 
Table 6.2 (A,E)-values for problem (6.1) with m = 1 
and mesh side 1/7 
Splitting method 1" = ~02 1" = • 01 1" = .005 n n n 
Peaceman-Rachford 00 (.81,8.5) (1.41,6.8) 
Douglas-Rachford 00 (.72,9.6) (1.30,7.8) 
Line hopscotch 00 00 (1 .04,5.0) 
6.3 Non-linearly coupled space derivatives 
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We now consider examples where the space derivatives are non-linearly 
coupled. Firstly, we solved 
(6.4) 
with w = 1 and Q given by (6.2). Initial and Dirichlet-boundary conditions 
are determined by choosing (6.5) as the exact solution of the initial-
boundary value problem: 
(6. 5) 
In the same way as done for the preceding examples this problem is converted 
into an initial value problem for a system of 24 ordinary differential equa-
tions by choosing the mesh sides equal to 1/7. 
In table 6.3 the results are presented showing a similar behaviour for 
the ADI-methods as in the preceding examples: the Peaceman-Rachford method 
is more accurate and requires less computational effort than the Douglas-
Rachford method. The line-hopscotch method is competitive for small integ-
ration steps but less efficient for larger step sizes. 
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Table 6.3 (A,E)-values for problem (6.4) with w = 


















Let us increase the non-linearity of the coupling of the space deri-
vatives by choosing w = 5 in equation (6.4). The same methods now produce 
the results listed in table 6.4. The difference in performance of the three 
methods, already observable in the case w = 1, is more pronounced and shows 
that the Peaceman-Rachford method is the superior one in this example. 
Table 6.4 (A,E)-values for problem (6.4) with w = 5 





7. CONCLUDING REMARKS 













As already observed in the introduction, each splitting method dis-
cussed in this paper consists of two components, viz. the splitting func-
tions and the splitting formula. To some extent these two components are 
independent of each other. The splitting functions largely depend on the 
class of problems under consideration, so that we are not completeiy free 
in choosing them. Once a splitting has been found, which is appropriate 
to the problem to be solved, usually more than one splitting formula can 
be chosen to obtain a computationally attractive process. Since the order 
of consistency and the stability function of the splitting formulas do not 
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depend on the splitting functions, a suited splitting formula can be selected 
on the ground of accuracy and stability considerations. 
In the paper the emphasis has been on the presentation and formulation 
of existing splitting methods. There is an abundant literature on this sub-
ject. For ease of survey we confined the discussion to the most important 
methods. Sections 4 and 6 has been added to illustrate the applicability of 
implicit alternating direction methods to non-linear problems with an ar-
bitrary coupling between space derivatives. It should be noted that the 
numerical results of these methods, given in section 6, are still very 
tentative. 
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