Introduction
In a recent paper [7] we investigated the nonlinear problem under additional hypothesis that V (t, ·) is convex. We were looking for solutions of (1. We applied variational method, i.e., we treated (1.1) as the Euler-Lagrange equation of the functional
d dt k(t)x (t) + V x t, x(t)
considered on the space A 0 of absolutely continuous functions x : R → R n , x(0) = 0. A subspace of A 0 of functions satisfying (1.1a) we shall denote by A 0b . In some points we extended the paper [3] ; in particular, we consider n-dimensional case, while in [3] x is a real-valued function.
In this paper we intend to weaken our convexity assumption and to prove that our boundary value problem can admit a countable family of positive solutions.
Problem like (1.1), (1.1a) was studied by many authors (motivated by [1, 2] ), mainly in one-dimensional case (n = 1). This is widely discussed in [3] and [4] , where V has the special form V x (t, x) = q(t)f (x), for some functions q : [0, 1] → R, f : R → R, where q, f are continuous, f is nonnegative for x > 0, quiet at infinity and sup x∈ [0,v] f (x) θv (1.3) for some v > 0 and θ > 0. Moreover, it is assumed there that g(η+) > 0. The methods used in [3, 4] and in most of papers treated the problems like (1.1), (1.1a) are of topological type. They are based among other on the fixed point theorem in cones due to Krasnosielski. We consider the general case when V satisfies hypothesis (H) and a condition analogous to (1.3), so that V x (·, x) is measurable only and V x (t, ·) is not, in general, quiet at infinity; in consequence, our assumptions are not strong enough to use the above theorem. Moreover, in this paper t and x are not separated and x ∈ R n , n 1 in consequence, (1.1) is the system of ODE and we do not assume that g(η+) > 0. However, we believe that our paper may contribute some new look at this problem. This is because we propose to study (1.1), (1.1a) by duality methods in a way, to some extend, analogous to the methods developed for (1.1) in sublinear cases [5, 6] . It seems to us that variational methods are used to study problem (1.1), (1.1a) for the first time.
Let us denote by P positive cone in R n , i.e., P = {x ∈ R n : x i > 0, i = 1, . . . , n}, and byP = {x ∈ R n : x i 0, i = 1, . . . , n}. We say that x y for x, y ∈ R n if x − y ∈P . Let
be the vector of integrals
We set the basic hypothesis we need:
(H1) the function k is absolutely continuous and positive and V x (t, ·) is continuous and
. . n, are increasing and such that g(η) = 0 and
for all i = 1, . . . , n; (H3) for a given θ ∈ P , there exists v ∈ R n , v ∈ P such that
and for a given ρ ∈ P , there exist t 0 ∈ (0, T ) and u ∈ P , uγ < βv such that
Through the paper we shall assume hypotheses (H) and (H1)-(H4).
Having the type of nonlinearity of V fixed we are able to define nonlinear subspace X, X and X as follows.
Taking into account the structure of the space X we shall study the functional
on the space X. We shall look for a minimum of J over the set X, i.e.,
To show that elementx ∈ X realizing minimum is a critical point of J we develop a duality theory between J and dual to it J D , described in the next section, where the functional J D has the following form:
To construct the set X first we put
where A is the space of absolutely continuous functions x : [0, T ] → R n with x ∈ L 2 and t 0 is given in (H3). We reduce the space X to the set
Now we construct an operator A in a way similar as it is done in [3] . Thus we calculate from (1.1)
Taking into account (1.1a) we obtain
Then, from (1.1a) we get
Thus the operator A we define as
The set X is defined as a subset ofX having the property AX ⊂ X, i.e., for each x ∈ X there exists w ∈ X such that w = Ax. Lemma 1.1.X has the following property and, in consequence, we can take X =X.
Proof. We easily see that if x ∈X then Ax(t) 0 and (Ax(t)) 0. We show thatX = X. Thus to end the proof it is enough to prove that if x ∈X then Ax(t) βv for all t ∈ [0, T ] and Ax(t) γ u for all t ∈ [t 0 , T ]. We have
To prove the second assertion we use two facts; x ∈ U and for all i ∈ {1, . . . , n}, Ax i :
This ends the proof. ✷
As the dual set to X we shall consider the following set:
Remark 1.1. From the definition of A and X we derive that for each x ∈ X there exists
It is clear that X d ⊂P . Just because of the duality theory we are able to avoid in our proof of an existence of critical points the deformation lemmas, the Ekeland variational principle or PS type conditions. One more advantage of our duality results is obtaining a measure of a duality gap between primal and dual functional for approximate solutions to (1.1) (for the sublinear case see [6] ).
The main result of our paper is the following:
Theorem (Main). Under hypothesis (H) and (H1)-(H4) there exists a pair (x,p),x ∈ X, p ∈ X d being a solution to (1.1) and such that
We see that our hypotheses on V concern only convexity of x → T 0 V (t, x(t)) dt in U and that this function is rather of general type. We do not assume that V (t, x) 0.
Duality results
In the following we shall present a duality theory describing the links between critical points of the functional J and the dual one-J D . To this effect we need a kind of perturbation of J and convexity of a function considered on a whole space. Thus define for each x ∈ X the perturbation of J as
for y ∈ L 2 , a ∈ R n , wherȇ
It is clear thatV (t, x) = V (t, x) for all x ∈ X, t ∈ [0, T ]. Taking into account facts that our all investigation reduce to the set X and that we need this notation only for the purpose of duality we will not change a notation for the functional J containing V orV . Of course,
t, x(t) + y(t) dt

+ sup a∈R n a, p(T ) + a, k(T )x (T )
and further
p (t) dt − x(T ), k(T )x (T ) + l k(T )x (T ) + p(T )
= T 0
x (t), p(t) dt − x(T ), p(T )
+ 1 2 T 0 k(t) x (t) 2 dt + T 0 V * t,
p (t) dt − x(T ), k(T )x (T ) + l k(T )x (T ) + p(T ) , (2.2)
where l : R n → {0, +∞},
Now we take minimum from J # x (p) with respect to x ∈ X and calculate it. Because X is not a linear space we need some trick to avoid calculation of the conjugate with respect to a nonlinear space. To this effect we use the special structure of the sets X d and X.
Lemma 2.1. For all
On the other hand, an easy calculation leads to the following chain of relations:
and actually all inequalities above are equalities. Finally we obtain for p ∈ X d
which is our claim.
To prove the other assertion, fix x ∈ X. From Remark 1.1 we infer that there exists
Therefore we state what follows:
As a consequence of the above lemma we obtain the following duality principle 
Proof. From (2.5) and (2.4) we obtain the below chain of equalities:
Denote by ∂J x (y) the subdifferential of J x . In particular,
Our task is now to prove a variational principle for minimum arguments. ✷
Proof. We begin our prove from the observation that J (x) J D (p). Indeed, by Remark 1.1 we can assert that forx there existsp ∈ X d such thatp
Combining (2.11) and (2.8) we get the inclusion −p ∈ ∂Jx (0). Therefore, by
denotes the Fenchel transform of Jx at −p ) we infer (2.9). It follows that
where the last equality is due to (2. 
Proof. (2.13) are a direct consequence of Theorems 2.1 and 2.2. To prove (2.12) we apply (2.9) and (2.10) to obtain
and finally (2.12) holds. ✷ 
Variational principles and a duality gap for minimizing sequences
In this section we present that a statement analogous to Theorem 2.2 is true for a minimizing sequence of J . Theorem 3.1. Let {x j }, x j ∈ X, j = 1, 2, . . ., be a minimizing sequence for J and let
Furthermore,
and for all ε > 0 there exists j 0 ∈ N such that for all j j 0 the below inequalities hold:
Proof. From the assumptions made on V we have that ∞ > inf j ∈N J (x j ) = a > −∞, which means that for a given ε > 0 there exists j 0 such that J (x j ) − a < ε, for all j j 0 . Further, the proof is similar to that of Theorem 2.2, so we only sketch it. First we observe that for each j ∈ N there exists p j ∈ X d such that p j (t) = −V x (t, x j (t)) a.e. on [0, T ], which implies, for all j ∈ N , −p j ∈ ∂J x j (0) and
Hence analysis similar to that in the prove of Theorem 2.2 gives the inequality
which together with Theorem 2.1 implies (3.1). Applying again Theorem 2.1 we have
From the above theorem we obtain the following corollary. also in X. Therefore there exists a sequence {x n } , x n ∈ X, such that x n x weakly in A 0b withx ∈ A 0b (we use the fact that {x n } is uniformly convergent tox and formula (1.6)) and lim inf n→∞ J (x n ) J (x). Moreover, the uniform convergence of {x n } tox implies that x(t) βv for all t ∈ [0, T ] andx(t) γ u for all t ∈ [t 0 , T ]. In order to finish the proof we must only show thatx ∈ X.
To prove that we apply the duality results of Section 3. To this effect let us recall from We easily check that {p n (T )} is a bounded sequence and therefore we may assume (up to a subsequence) that it is convergent. From (4.2) we infer that {p n } is a bounded sequence in L 1 norm and that it is pointwise convergent tō p (t) = −V x t,x(t) , so {p n } is uniformly convergent top wherep(t) =p(T ) − T tp (s) ds. By Corollary 3.1 (see (3.4)) we also have (taking into account (4.2)) that for ε n → 0 (n → ∞) 
p(t) = k(t)x (t).
Thus, asx ∈ A 0b ,x(t) βv for all t ∈ [0, T ] andx(t) γ u for all t ∈ [t 0 , T ],x ∈ X and so the proof is completed. ✷ A direct consequence of Theorem 4.1 and Corollary 2.2 is the following main theorem.
Theorem 4.2. Assume hypotheses (H), (H1)-(H4). Suppose additionally that
(1) there exist three sequences {ρ k } k∈N ⊂ P , {θ k } k∈N ⊂ P , {v k } k∈N ⊂ P , {u k } k∈N ⊂ P such that for all k ∈ N
