Abstract With statistical testing, corrections for multiple comparisons, such as Bonferroni adjustments, have given rise to controversies in the scientific community, because of their negative impact on statistical power. This impact is especially problematic for high-multidimensional data, such as multi-electrode brain recordings. With brain imaging data, a reliable method is needed to assess statistical significance of the data without losing statistical power. Conjunction analysis allows the combination of significance and consistency of an effect. Through a balanced combination of information from retest experiments (multiple trials split testing), we present an intuitively appealing, novel approach for brain imaging conjunction. The method is then tested and validated on synthetic data followed by a real-world test on QEEG data from patients with Alzheimer's disease. This latter application requires both reliable type-I error and type-II error rates, because of the poor signal-to-noise ratio inherent in EEG signals.
time, the family-wise error rate is artificially increased. This effect requires the adjustment of significance level thresholds. Adjustment techniques are widely known, the most commonly used being the Bonferroni (1936) and Sidak et al. (1967) corrections, along with their extensions such as step-down methods (Holm 1979; Hochberg et al. 1988) . For weaker control of family-wise Type-I errors, the false discovery rate is used (Benjamini et al. 1995) . One disadvantage of statistical correction methods, however, is that there is a greater risk of rejecting significant results. Due to this side effect and to the counterintuitive aspects of adjustment techniques, correction methods have been criticized, prompting controversy in the scientific community (Perneger et al. 1998 ). In the context of the statistical analysis of images, which are continuous processes, topological inference, based on random field theory has now become a standard in brain imaging (e.g., fMRI, SPECT, quantitative EEG). This is the control of family-wise error adopted in techniques like statistical parametric mapping. Topological inference controls the false-positive rate of topological features such as peaks and the size of local excursion sets.
In brain imaging experiments, one seeks to identify relevant differences that are related to specific stimuli or conditions. However, due to the high dimensionality of brain imaging data, the impact of the conservativeness of Bonferroni-like corrections needs to be reduced. One solution for limiting the loss of power would be to increase considerably the number of subjects to be compared. Yet, this is often not possible or practical. An alternative is to increase the number of trials or select several independent periods (time sub-windows) of recording. The approach we advocate in this paper is based on collecting additional data from the same subjects under the same experimental conditions. Resampling has already been used for multiple comparisons using bootstrap or permutations (Westfall et al. 1993) . However, our approach is different in that we simply collect new sets of observations from the same subjects instead of collecting observations from subgroups of new subjects. Here we propose a conjunction-based correction method that takes into account the consistency of effects within each period in order to improve the power of statistical tests. This method is related to previous approaches (Friston et al. 1999 Kilner et al. 2005) in which a conjunction test is defined by rejecting the global null over all B split tests. 1 By contrast, the approach of Nichols et al. (2005) suggests a "logical AND" conjunctive test in which each individual test of the conjunction hypothesis must be significant. 2 Both of these approaches use split testing but with different perspectives.
In the present paper, we present a complementary aspect to the approach of Friston et al. (2005) , one that is based on rejecting the global null, while at the same time, on controlling the balance of each conjunction's contribution. Thus, our test is not to be confused with a "logical AND" conjunction test. Achieving this balance allows us to confidently identify brain regions where a significant effect occurs. The goal of this approach is to detect, in the most pragmatic and satisfying way, regions activated either because of highly significant activity in a few number of split tests, or because of highly consistent activity along each separate split test. Balance implies that the same contribution to the type-I error rate occurs in each case.
More specifically, in quantitative EEG (QEEG) (Drohocki et al. 1956; Nuwer et al. 1988) , one seeks to evaluate the quantitative impact of an effect or state on the topological distribution of the EEG, depending on the frequency ranges of interest. QEEG studies involve comparing either directly (dB power to dB power) or indirectly (Z-score statistics) brain maps obtained under different conditions. However, to prove that a statistically significant effect occurs, several pairedtest comparisons must be performed on data collected from each electrode location. However, correcting the significance level would lower the power of the test. Moreover, scalp EEG signals have a rather poor signal-to-noise ratio. Therefore, for these situations high statistical power is mandatory.
After explaining the correction method and assessing its utility on artificial data for type-I and type-II errors, we provide a practical demonstration of our method by applying it to the statistical analysis of QEEG data collected from patients with Alzheimer's disease (AD).
1 The overall test is significant if and only if k > 0 split tests are significant. 2 The overall test is significant if and only if k = B split tests are significant.
Bonferroni correction with split testing

Preliminary considerations for split testing
Split-testing approaches are known to reduce the power of a statistical test. According to the Neyman-Pearson lemma, conjunctions are not as sensitive as is a single contrast testing for the average effect over all contrasts. However, conjunctions are valuable if one is interested in consistency, but to obtain consistent results, we may have to reject isolated significant results that would have been significant with a global contrast test. Splitting a dataset reduces the power of the test. Usually, dataset splitting is used when the goal is to obtain results that are both significant and consistent (as for instance, in the approach described by Friston et al. (2005) , for fMRI conjunction tests). Now let us consider the case of conjunctive tests applied to brain signals. Our objective is to compare brain activity maps from two populations of subjects and to search for significant differences in consistent locations. Therefore, we need to compare activity at several locations (this is a typical multiple comparison problem) to search for significant differences. Activity is compared again in new samplings of the signals, which are sufficiently distant in time, obtained under similar experimental conditions. Finally, we check the consistency of statistical effects.
The following two problems will have to be solved.
1. The Bonferroni correction is too conservative and does not take into account information about the consistency of the data. Therefore, the following question arises: What is the relationship between consistency and significance? 2. The Bonferroni correction is based on the number of independent comparisons performed. However, because of spatial correlation, the brain map dimension is not equivalent to the actual brain signal dimension. Hence, a correction must be applied by using an estimate of the number of independent sources of the actual brain signal. Therefore, we need a method to estimate this dimension.
To address the first problem (1), we first need detailed explanations about consistency. For the probability theory of split tests and conjunction analysis to hold, one assumes that the component tests are on independent data. This requires the random effects to be uncorrelated between repeated samples of the same subject. If brain signals are stationary (i.e., if signals were correlated over time), then re-sampling the same subject would not be reasonable. Fortunately, brain signals are highly non-stationary (see e.g., Freeman 1988 ). In our application this can be confounded by slow fluctuations in the power expressed in the EEG within a subject (see below). Put simply, it is important to ensure that the repeated samples are acquired in a way that avoids serial correlations among the random errors-we describe in Sect. 2.3 one approach to achieve this goal, based on correlation coefficient in the context of time frequency analysis of QEEG data. If we assume that signal values are not correlated over time (later on, we will discuss conditions allowing this hypothesis to be relaxed), then can we pool together results from the same subjects after a certain period of time? If just two subjects from two different populations are sampled 100 times each, and these variables are pooled together, it is obvious that the two sample sets obtained will not be representative cross-sections of their general populations. That is, this test will show whether the two sets differ but will not show whether the two populations differ. Indeed, this type of test would be too much sample dependant, thereby violating the premises underlying statistical testing.Finally, to obtain reliable results, we would need to compare the separate time samples within each group either by using a model that considers perturbations induced by the repetition of similar subjects in the group, or by using independent splitting tests for each period of time. Our goal is to develop an alternative solution-a split testing and conjunction approach-which we describe in detail in Sect. 2.2.
To address the second problem (2), we will use either a priori or a posteriori solutions, which we describe in detail and compare in Sect. 2.3.
-Estimating the dimensionality of brain sources using either resel estimation (Kilner et al. 2005) or PCA source evaluation (Friston et al. 1993 ) will allow the definition of an a priori threshold. The estimated dimension is then used to establish a classical Bonferroni correction. -Using a randomization approach based on randomization of labels, the correction N can be estimated a posteriori from the data (Holmes et al. 1996) .
Bonferroni correction with conjunctions
When N individual, independent statistical tests are performed, each with the same significance threshold α (typically 0.05 or 0.01), the probability α Ω that at least one test is labeled significant (rejects H0) becomes
This correction is valid for some restricted conditions (Schaffer 1995). However, when α is small (less than 0.05), this equation can be approximated without restrictions as
To keep the type-I error low, one must change either the threshold, or equivalently, the P values to the same degree. The above formula leads to the Bonferroni correction (Bonferroni 1936) 
, that the type-I error (see Table 1 ) probability remains α. Despite its simplicity, Bonferroni's correction increases type-II errors (correspondingly lowers the power of the test). In order to reduce the influence of the correction on type II errors, we will exploit the possibility of reproducing the test on new samples. Let us consider the simple case when only one test is performed on the same data at different intervals of time. At each step, using a given threshold α k , the hypothesis is accepted with probability α k or rejected with (1 − α k ) probability, and thus follows the Bernoulli law. Therefore, if this test is executed B times, considering the tests to be independent, the number X of significant results obtained will follow a Binomial law. Under the null hypothesis, the overall probability P(X = k) of accepting k tests becomes
The goal is to design a test that will be true only with a desired type-I error α * . Starting from k = B, we check whether P(X = k) using a threshold α k . α k is the threshold applied to each split test in order to obtain the desired overall threshold α * . If k tests are significant, the overall test is significant at the α * level. If it is not, then k is decreased until k = 0. When k = 0, the overall test is not significant. Finally, the overall probability of considering a test significant when k independent tests are significant will be
where
Hence
with the relationship α B (k) = (α k ) k to the thresholds α k . 
We need to define appropriate α B (k)values, i.e., to find the best relationship between α B (k) values. This relationship can be considered to be an a priori weighting of each conjunctive possibility (k=1 to B valid tests). For instance, if one chooses to define α B ([k = B]) = α * , then the overall test will be considered significant if and only if all the k tests are significant. Another approach would be to reject the global null by starting the computation from α B ([k = 0]) = 1−α * . Because our aim is to obtain a balanced result, we therefore choose to use α B (k) = α * /B instead. This means that each possible outcome has the same impact α * /B on the type-I error.
Therefore, we can solve Eqs. (2) to (4). For instance,
, and for k = B − 1, we have
which can be calculated or approximated by solving Table 2 contains an illustrative example, in which thresholds α k for a split test executed B = 3 times depends on the desired threshold α * (10 −5 approximation error).
In this new scheme, when N individual tests are performed and executed B independent times, an adjusted general significance threshold α r (k, N ) can be evaluated by combining this split-testing method with the Bonferroni correction Figure 1 illustrates the conjunctive testing algorithm obtained. Table 3 contains an example for N = 10 and α r (k, N ) thresholds (10 −5 approximation error).
If we choose B number of retests accordingly with N number of tests, the adjusted α r (k, N ) threshold is no longer reduced. This will be less likely when less than B tests are satisfied, as more conservative thresholds will be needed. However, this is to be compared to the thresholds of 0.0026 for α * = 0.05 and 5 * ×10 −4 for α * = 0.01 obtained from the usual Bonferroni's correction. This observation is, of course, even more valid if the difference is significantly consistent with the B retests (which is more than desirable from a scientific point of view). Using a Monte Carlo approach, we estimated the type-I error as follows.
1. For each of N paired populations, we drew 31 observations following a Normal law. 2. N tests were performed between these pairs (ANOVA Ftest, see e.g., Lindman 1974) and P values were retrieved. 3. Either Bonferroni threshold was used in which either steps (1) → (2) were repeated B times and the conjunctive threshold was applied. If one or more of the test's P value was below the chosen threshold, the draw was labeled false positive.
This procedure was repeated P = 10, 000 times; each time, one estimate p (with value 0 or 1) was obtained for the presence or absence of false positives. Finally the estimation of the type-I error was obtained with α = Σ p /P, as reported in Table 4 .
For type-II errors, we used a closely related procedure as follows.
1. For each of N paired populations, we drew 31 observations following a normal law. 2. A difference ∆ = 0.3, 0.5 or 1 was added to one population of each pair (N .B.: here σ = 1, thus a test with ∆ = 1 should give good performance). 3. N tests were performed between these pairs (ANOVA F-test), and P values were retrieved. 4. Either Bonferroni threshold was used in which either steps (1) → (3) were repeated B times and the conjunctive threshold was applied. We counted the R number of tests having P values that were above the chosen threshold, and the proportion of false negatives was estimated (R/N ). 3
This procedure was repeated P = 10, 000 times; and each time, one estimate p (with value in [0,1]) was obtained for the proportion of false negatives. Finally the estimation of the type-II error was obtained with α = Σ p /P, as reported in Table 5 .
It is obvious that the conjunctive test outperforms the standard Bonferroni correction in terms of type-II errors. 4
Multiple test correction for QEEG
The first issue to consider for QEEG analysis is the temporal correlation of variables: We must control for the data being uncorrelated. EEG data are nonlinear and non-stationary; therefore, samples distant in time should be uncorrelated. Otherwise the samples could no longer be considered to be independent. To control for the temporal correlation, Pearson's R statistic can be used to assess whether the data have sufficient time lags. As an illustrative example, we estimated the relative power of recordings from 15 subjects for periods of 2 s of spontaneous eyes-closed EEG signals every 5 s (Fourier power relative to the (1-25 Hz) range, with log[x/(1 − x)] normalization (Grasser et al. 1982) , Welch method, Hanning windows). Pearson R statistics between these periods are reported in Table 6 . The correlation decreases with respect to the time delay, and the α range (10-12 Hz) activity becomes uncorrelated after 15 s. At the same delay, the slower θ range (4-8 Hz) is still correlated (in this example, after 15 s α power can be used, but θ power needs a longer time delay). This observation depends on the experimental conditions. Furthermore, the relative power is more likely to be uncorrelated, since it depends less on the experimental conditions than the absolute power. 5 The second issue to consider for QEEG analysis concerns dimensionality: QEEG maps are generated from recordings of EEG performed with several electrodes. These electrodes are inter-correlated, meaning that they record mixtures of the actual EEG sources. The actual dimensionality is thus less than the number of electrodes. Next, we provide guidelines for estimating this dimension using a priori or a posteriori methods.
-One approach is to estimate a priori the actual dimensionality of the EEG signals. The parametric estimation approach developed by Kilner et al. (2005) for FMRI recordings could be applied to QEEG maps. However this application depends on the number of electrodes: Too few electrodes would result in a poor approximation. 
Thus, this approach is well suited for high density EEG. In a clinical context, however, the number of electrodes employed for EEG recordings is usually less than 64 electrodes. Thus, for this situation, a simpler non-parametric approach can be used to estimate the dimension of uncorrelated sources. Indeed, using singular value decomposition, one can estimate the contribution of eigenvectors and remove those components whose eigenvalues account for less than 5% of the power variance (Friston et al. 1993 ). These components are considered to be representative of redundant or noisy information; therefore, the number of remaining components are a good estimation of the recording dimensionality. By averaging this value across several recordings, the correction factor N can be easily retrieved a priori. -Another approach is to apply a non-parametric randomization type of estimation. By attributing iteratively random labels to each member of the two groups being compared, one performs a statistical estimation. Afterwards, because the labels were attributed randomly, the statistical test can be considered to be random. Therefore, one just needs to adjust the threshold α h so that this classification leads to the desired false positives rate (Holmes et al. 1996) . This procedure estimates a threshold α h . However, it can be easily adapted to our splittesting approach by deriving the correction N from the threshold α h to obtain N = α * /α h . For instance, if the procedure indicates that a threshold α h = 0.0027 would perform at a 5% false positive rate, then we can use N = 0.05/0.0027 = 18.5 for correction. The value N is an a posteriori estimator of the real dimensionality.
Both of these methods retrieve an estimate; therefore, it is advantageously more reliable when it is feasible to apply both methods.
In summary, we need to adjust the P values (that may or may not be based upon a split-test or a conjunction procedure) to control family-wise false-positive rates induced by analyzing multiple channels in EEG (or voxels in other imaging contexts). A useful heuristic here is the effective degree of freedom or independent samples that remain, having accounted for spatial correlations among the channels. These can be estimated parametrically using a parametric form for the correlations based upon random field theory. In this instance, the effective degrees of freedom correspond roughly to the number of resolution elements in the search manifold (i.e., volume). These have been called RESELS (Worsley et al. 1992) . Alternatively, using standard permutation or randomization techniques, a non-parametric estimate of the effective degrees of freedom can be obtained by comparing the uncorrected and non-parametrically corrected thresholds that control false-positive rate.
Finally, after determining the dimension, one can apply a statistical correction with the estimated dimension N . A higher statistical power can be obtained using the Holm stepdown correction (Holm 1979) rather than the Bonferroni correction. In the step-down method, the P values are sorted in increasing order and corrected using decreasing coefficients: The lowest P value is Bonferroni corrected by N s = N , the second lowest by N s = N − 1, etc.
In our context, the number N t of variables is more than N (the step-down method corrects independent variables), so that there is no straightforward way to apply it. A pragmatical adaptation could be to use fractional steps, i.e., the lowest P value is Bonferroni corrected by N s = N , the second lowest by N s = N − N /(N t + 1), until N s = N /(N t + 1) for the last variable. Another less conservative approach would be to correct with integral steps, i.e.,: N s = N the lowest P value, the second lowest with N s = N − 1 and so on, so that the last remaining variables (i.e., highest P value) are not corrected. Whatever the chosen solution, the reader must keep in mind that the correlation level of the rejected variable at the level N s to the other variables is not known. Therefore, results obtained with such a method can be informative, but should be regarded as an error-prone empirical approximation.
Combining the split-testing conjunction approach with the step-down correction approach occurs by recomputing each step with the new threshold α r that depends on N s .
3 Demonstration using real data: QEEG in subjects having Alzheimer's disease (AD)
As an illustration of our approach, we applied split testing to QEEG data obtained from AD patients. EEG provides valuable diagnostic information (Kowalski et al. 2001 ) about AD, and QEEG is a conventional tool used routinely by clinicians to diagnose AD (Besthorn et al. 1997; Leuchter et al. 1993; Van der Hiele et al. 2007) . QEEG recordings of subjects are obtained under resting conditions and when the subjects' eyes are closed. Topographical EEG power changes are supposed to reflect early signs of cortical atrophy and/or compensatory cortical reorganization that typically occur early on during the course of the disease (Hogan et al. 2003) . We compared recordings from two groups of subjects: AD patients (n = 23 subjects) and age-matched controls (n = 38 subjects). The EEG data and associated recording conditions have been described previously (Vialatte et al. 2005) . Recordings were performed in resting conditions and with the eyes of the subjects closed, while vigilance of the subject was controlled. It is well established that under such conditions, AD patients show a decrease of activity in the α range of EEG spontaneous rhythms, which are localized to posterior areas of the brain (Babiloni et al. 2004; Claus et al. 1998; Ihl et al. 1996) . EEG data were recorded from 21 sites on the scalp based on the 10-20 system, so that the original spatial dimension was 21.
In each group, two time-distant periods of 3 s were analyzed (no correlation was found between these two periods). Using singular value decomposition, we used the number of representative eigenvalues to evaluate EEG dimensionality, obtaining an average value (N = 10.1). However, using the randomization approach, we estimated an average value (N = 8.7). We kept the most conservative threshold (N = 10.1). For each signal, α (10-12 Hz) relative power (Welch method, Hanning windows) was computed with respect to the whole bandwidth (1-25 Hz) and log[x/(1 − x)] normalized (Grasser et al. 1982 ). This relative power was compared, using the Mann-Whitney U test (Mann and Whitney 1947) to compute statistical differences between AD and control groups (Z-score, together with non-corrected P values). Figure 2 shows the Z-scores obtained, together with results considered to be significant after Bonferroni or conjunctive statistical corrections were performed.
Discussion and conclusion
In this paper, we have presented a new approach for multiple test correction through split-testing conjunction. Our method combines several statistical maps, computed for the same subjects under similar experimental conditions, in order to test for common activations. Significant intersections of these maps were computed by estimating an optimal threshold corresponding to a specified alpha rate, depending on the number of statistical maps reporting the effect. The validity of the conjunction generally depends on inference(s) accepted as true. Our method is not a "logical AND" conjunction (Nichols et al. 2005) , which means that it considers effects to be significant, even when the effect varies between split tests. This less strict conception of conjunction is, however, considered to be preferable in the context of brain imaging (Caplan et al. 2004) . Generally, conjunctions are tested with the null hypothesis that no effect exists (i.e., k = 0) or that more than a minimal number of effects exist (i.e., k > u for a given u). Instead, we proposed a novel approach of testing together all possibilities of having a minimal number of effects (i.e., k = u for all u [1, B]), with a balanced contribution to the type-I error.
We deem that it is preferable to use balanced contribution, because we believe that an isolated strongly significant effect has the same importance several repeated weakly significant effect. Whatever, we remind the reader that our method gives a general framework, and allows the use of weighted contributions to the type-I error. This means that other solutions can be achieved by changing the weighting of α B (k) values.
We assessed the validity of our method by applying it to synthetic data. Its practical application was detailed for brain imaging in general, and more specifically, for QEEG statistics (alpha relative power topographical changes in AD). Finally, we summarize the value of our approach in the three arguments shown next.
-First, for experimental reasons it is usually much more feasible to reduce type-II errors by replicating the trials rather than by adding new subjects. Our method allows the study of experimental databases with a limited number of subjects on the condition that a sufficient amount of trials was collected. Usual Bonferroni correction would not allow a conjunctive approach, and would be too conservative in this context. -Second, our proposed method is intuitively closer to realworld conditions than are usual Bonferroni-like corrections. Indeed, the use of Bonferroni's corrections remains a frequent matter of debate between reviewers and researchers (e.g., Perneger et al. 1998 ), because they are counterintuitive and more mathematically based than experimentally based (mathematics is concerned with finding necessary truths, whereas in natural science the criterion for correctness is the available empirical evidence). -Finally, we showed using a Monte Carlo approach that type-I errors are regulated (i.e., correctly controlled) by applying this method. Type-II errors are lower when applying our method as opposed to the type-II errors obtained with more traditional Bonferroni corrections. This means that, compared to traditional Bonferroni correction, our method can be applied on small datasets with limited loss of power.
