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1. INTRODUCTION 
In this paper we consider a numerical algorithm originally suggested by 
studies of transport phenomena in media with periodic properties. Specifi- 
cally, it is applicable to questions involving particle transport in one-dimen- 
sional systems with these properties. Examples of periodic media are crystals 
and laminated materials. Since the case of one-dimensional wave propagation 
may be reduced to that of one-dimensional particle transport [2], our 
results are applicable to such problems as quantum mechanical scattering 
from periodic potentials. (See [4] f or some early results of a related 
nature.) 
While the origins of our procedure are as outlined above, the algorithm is 
actually applicable to a wide class of two-point boundary-value problems 
arising from second order differential equations with periodic coefficients. 
Formulas are obtained which allow the complete solution of any such problem 
involving an arbitrary number of such periods (not necessarily an integral 
number). Analytical or numerical integration is required over only one 
complete period, the remaining information being obtained through recur- 
rence relations. The algorithm seems very efficient and exceptionally stable. 
We give several numerical examples to illustrate this. 
It must be pointed out that in a sense our results are not new. They are 
all consequences of the Floquet theory. However, our approach does not use 
thii classical theory and is rather closely linked to the physical origin of the 
investigation. Indeed, the Floquet theory could be derived by our approach. 
While the algorithm is not dependent upon transport theory per se, we have 
found it convenient in the exposition to use the terminology of that theory. 
It seems unlikely, however, that the few terms used should deter any reader 
unfamiliar with transport phenomena. 
* Research supported in part under Project The&s and in part under NSF Grant 
GP-5967. 
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2. DERIVATION OF PRINCIPAL EQUATIONS 
We consider a system of ordinary differential equations of the form 
g = 4%) 44 + B(x) $4, (2.la) 
- 2 = C(2) u(2) + D(z) v(z), a<z<b, (2.lb) 
u(a) = u, , $4 = vb , (2.lc) 
where the functions A(z), B(z), C(z) and D( z are continuous in a and periodic ) 
of period P. For convenience in presentation, we shall take P = 1. 
Without further comment we shall assume that we are always working on 
aninterval~<z<6suchthatforanyaandb,~<a<b<b,andanyu, 
and %, the two-point boundary-value problem (2.1) has a unique solution. 
Subsequent manipulations, while they may appear at times somewhat formal, 
are actually all completely rigorous under this assumption. In Section 4 we 
shall comment on the possibility of greatly weakening this hypothesis. 
As in [I], we define functions R,(x, y), T,(x, y), R,(x, y), and T,(x, y) so 
that the problem (2.1) has a solution u(z), v(z) given by the linear algebraic 
system 
~(2) = u,T&, 2) + $4 &(a, 4, (2.2a) 
v(z) = ~(4 &(z, b) + vJ&, b). (2.2b) 
Solving equations (2.2) for u(z) and v(z), we obtain 
u(x) = uJda, 2) + %T& b) %(a, 2) 
1 - &(a, s) &(s, b) ’ 
v(2) = vbT,.(z, b) + Cf’da, 2) Rh b) 
1 - &(a, 4 &(z, 6) ’ 
(2.3a) 
(2.3b) 
Physically, the system defined by equations (2.1) may be thought of as 
governing a transport process in a rod geometry with the functions R, , T,. , 
R, , and Tt as transmission and reflection coefficients. Here R,.(x, y) is the 
reflection coefficient for a system extending from z = x to x = y, x < y, with 
unit input at z = y and zero input at z = X, and T7(x, y) is the transmission 
coefficient for a system extending from z = x to z = y with unit input at 
s = y and zero input at z = x. The subscript r indicates that the input is at 
the right end, z = y. The “left” relection and transmission functions, 
R,(x, y) and T,(x, y), are defined analogously. 
Knowledge of the R and T functions completely determines the solutions 
to the problem (2.1) as given by equations (2.3). The question as to whether 
FOR PERIODIC PROBLEMS 143 
one can use the periodicity to advantage in computing the R and T functions 
now arises. The answer is yes, as we shall see in the following development. 
In part A we derive expressions for R(a, z) and T(a, s) over one period, 
a f z < a + I. (Here the symbol R(a, x) represents both &(a, z) and 
&(a, z), etc.) In part B we extend the R and T functions to an integral 
number of periods using first order difference equations, i.e., we obtain 
expressions of the form 
R(a, a + i) = 4[R(a, a + I), T(a, a + I), R(u, a + i - I)], 
etc. Purely algebraic expressions for R(a, a + n + x), n a positive integer, 
and 0 < x < 1 are obtained in Part C. These are of the form 
R(a, a + n + 4 = &[R( a, a + 9, T(a, a + 4, R(a, a + 4, T(a, a + %)I, 
etc. 
In part D we present the analogues of parts A, B, and C for the functions 
R(z, b), T(z, b), a < z < b. 
Part A. 
We first examine the functions R(u, z) and T(u, z) over one period. In [5] 
it is shown that R,(u, a), T,(u, z), R,(u, x) and Tz(u, z) satisfy the following 
system of ordinary differential equations: 
& Rr@, 4 = B(z) + l?(z) + D(z)1 &(a, 2) + C(a) R,2(a, z), (2.4a) 
R&z, u) = 0; (2.4b) 
T&z, a) = 1; (2.5b) 
$ &(a, 4 = C(4 Tz(u, 4 T&, 4, (2.6a) 
R&z, a) = 0; (2.6b) 
$ T,@, 4 = T,(a, 4 [&I + CC4 R&J, 41, (2.7a) 
T&, a) = 1. (2.7b) 
Note that equations (2.4) through (2.7) form a system of initial value prob- 
lems; the solution may be easily obtained numerically. 
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By the assumed periodicity, it is clear that for n a nonnegative integer, 
R&, z + 1) = &(z + 12, z + 71 + l), (2.8) 
etc. Henceforth we shall write 
R&A 3 + 1) = PT(4, 
R& x + 1) = P&)9 
T&5 z + 1) = TV@), 
T&4 27 + 1) = Q). (2.9) 
Part B. 
Suppose b - a = n, n a positive integer. Assuming the R and T functions 
as known over one period, we derive expressions for R(a, a + k) and 
T(a, a + k), k = 2 ,..., n. In equations (2.2) let z = a + K. Then regarding 
our system-as extending from 2 + k - 1 to a + k + 1, we have 
u(a + k) = u(a + k - 1) T,(a + k - 1, a + k) 
+ o(a + k) &(a + k - 1, a + k), 
w(a + k) = ~(a + k) &(a + k, a + k + 1) 
+ v(a + k + 1) T,(a + k, a + k + 1). 
For notational convenience let 
@(a + k) = W, 
s(a + k) = 6(k). 
(2.10a) 
(2.10b) 
(2.11a) 
(2.11b) 
Using equations (2.10) with equations (2.9) and (2.1 l), we have 
fi(k) = G(k - 1) 4-4 + W p&4, 
W = W) da) + Q(k + 1) T&4. 
(2.12a) 
(2.12b) 
After some manipulation, equations (2.12) may be put into the form 
d(k) = d(a) d(k - 1) + l?(a) 8(k - l), (2.13a) 
- 6(k) = C(a) #(k - 1) + @a) 8(k - l), (2.13b) 
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where 
/qu) = 44 TM - I44 I44 
T&l 
, (2.14a) 
B(u) = f$, 
C(a) =f&, 
r 
B(u) = - J- . 
T?(a) 
(2.14b) 
(2.W) 
(That ~,.(a) TV # 0 follows from the structure of equations (2.5) and (2.7).) 
Equations (2.13) have been obtained without regard to boundary condi- 
tions. Suppose 
u(u) = G(O) = 0, (2.15a) 
v(b) = 6(n) = 1. (2.15b) 
Then, using the definitions of the T and R functions, 
u(b) = z?(n) = R,(u, a + n), (2.16a) 
v(u) = 6(O) = T,(u, a + n). (2.16b) 
Now define 
d(k) Es l?,(k) 6(k), (2.17) 
and convert equation (2.13) to 
a,(k) Q(k) = [A(u) &(k - 1) + B(u)] 8(k - l), (2.18a) 
- f?(k) = [e(u) l?,(k - 1) + @a)] 6(k - 1). (2.18b) 
Dividing equation (2.18a) by (2.18b), we obtain 
A (k) 
T 
= _ &, &k - 1) + &) 
e(u) l&(k - 1) + @a) ’ 
(2.19a) 
Equations (2.15a) and (2.17) imply that 
Q(0) = 0. (2.19b) 
If e(u) = 0, the solution to equation (2.19a) is given analytically by 
&)= ;;. ‘+%J (2.20a) 
a U 
Q4 
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(Note that &a) = - l/~,(a) # 0.) If e(u) # 0, we have, using the result 
of the Appendix, 
&(n) = P + B 1 --on’ - on + rs I--o 
(2.20b) 
where 
p = _ E&4 + ml If %4 + ml2 - 4&a) w , 
m4 
(2 20c) . 
lJ = - C(u) p + A(u) ’ 
c;<4 
y = e(u) /3 + A(u) * (2.20d) 
As ~~(a) T,(U) # 0, it may easily be shown that 
ecu> B + 44 # 0. 
The special case u = 1 can readily be cared for separately (see Appendix). 
From equation (2.18b) 
which yields 
W 
8(k - 1) 
= - [C(u) &k - 1) + &-4l, 
Recalling the boundary conditions given by equations (2.15) and the defini- 
tion (2.17), we infer that 
&(a, a + n) FE l&(n). (2.23) 
Thus from equations (2.15), (2.16), (2.19), (2.22), and (2.23) 
&(a,a+j)=- A(a) %(a, a + j - 1) + &a) 
&(u) R&z, a + j - 1) + B(u) ’ 
j = 1,2 ,..., IZ, (2.24a) 
wh Q) = 0, (2.2413) 
and 
(2.25) 
Hence we have found expressions for the functions &(a, z) and Tr(u, z) 
where I is of the form a + x, tz a positive integer. 
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We now proceed to find similar expressions for &(a, z) and T,(a, x). In 
our development it will be convenient to use b as a reference point instead of a. 
Then noting that 
u+i=b-((n-i)=b-j, i = 0, 1, 2 ,..., n, 
where j = n - i, we have, using equations (2.10) 
u(b-j)=u(b-j-l)T,(b-j-1,&--j) 
+ w(b -j) R,(b -j - 1, b -j), (2.26a) 
er(b-j)=u(b-j)R,(b-j,b-j+l) 
+ o(b -j + 1) T,(b -j, b -j + 1). 
Define 
zi( j) = u(b -j), 
E(j) = s(b -j), 
and note that 
(2.26b) 
(2.27a) 
(2.27b) 
R,(b -j - 1, b -j) = R,(b - 71 + i - 1, b - n + i) 
=R,(a+i-1,a+z) 
=&@,a + 1) 
= PA43 
etc. Next write equations (2.26) in the form 
GJ = c( j + 1) 44 + W ~~(4, 
%i> = ~(j)ph4 + 5t.i - 1)~,(4, 
or 
(2.28a) 
(2.28b) 
W = 6C.i + 1)+4 + WP~(~, 
c( j + 1) = C( j + 1) p&4 + C(j) T&). 
(2.29a) 
(2.29b) 
After some manipulation, equations (2.29) may be put into the form 
u’(j) = A(u) ti( j - 1) + B(a) 6( j - l), 
- G(j) = C(u) zi( j - 1) + D(u) a( j - 1), 
(2.30a) 
(2.30b) 
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where 
Now define 
Z(j) = f&(i) G(j), 
and consider the boundary conditions 
zi(n) = u(b - n) = u(u) = 1, 
C(O) = v(b) = 0. 
Again using the definitions of the R and T functions, we have 
e(n) = v(u) = R,(u, a + n), 
C(0) = u(b) = T&z, a + n). 
As in the previous development, it now easily follows that 
and that 
‘%4 + fb) &(a, a + j - 1) 
R'(u9 a +'I = - a(u) + .2)(u)Rl(u, a +j - 1) ’ 
R&z, a) = 0; 
T&, a + 4 = f&--l 
1 
PO [A(u) + B(u) &(a, a +.d ’ 
(2.31a) 
(2.31b) 
(2.31~) 
(2.31d) 
(2.32) 
(2.33a) 
(2.33b) 
(2.34a) 
(2.34b) 
(2.35) 
(2.36a) 
(2.36b) 
(2.37) 
An explicit solution for (2.36) may, of course, also be found using the results 
of the Appendix. 
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Part C. 
We next consider our problem for a non-integral number of periods. To 
accomplish this, we again write the fundamental functional equations (2.2) for 
Zl < x < z2 
44 = 44 T,(z, ,4 + $4 R&l 9 4, (2.38a) 
44 = 44 w? x2> + 7+2) T&B x2>* (2.3813) 
Consider the case where zr = a, z2 = a + n + X, 0 < x < 1, n a positive 
integer, u(zr) = 0, ZI(Z~) = 1. Then from equations (2.38), we have 
+> = 44 &(Q, 4, (2.39a) 
$4 = ~(2) &(z, a + n + 4 + T&h a + n + N, (2.39b) 
or 
&.(a, 4 T&4 a + n + x) 
‘(‘) = 1 - &(a, z) R,(z, a + n + ix) ’ 
(2.40) 
Now choose z = zr in (2.40) and z = a + n + x in (2.38a) to obtain 
u(a + n + x) = R& 4 TT(3 , a + n + x) T&I , a + n + x) 
1 - &.(a, 4 WII a + 12 + x) 
Since 
+ R.(z, a + n + x) $0 + n + 4. (2.41) 
and 
er(a+n+x)=v(z2)=1, 
u(a + n + x) = u(z2) = R(a, a + n + x), 
equation (2.41) becomes 
R,(a, a + n + x) = %(a, a + n) T,(a + n, a + n + x> T,(a + n, a + n + x) 
1 - &.(a, a + n) &(a + n, a + n + x) 
Using equations (2.8), this yields 
+ .&(a + n, a + n + 4. 
[ 
&(a, a + 4 [TT(a, a + x) T,(a, a + 4 
&(a, a + n + x) = - %(a, a + x) &(a, a + 41 + &(a, a + 4 I 
1 - &(a, a + n) &(a, a + x> 
(2.42) 
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In a completely analogous manner, one may derive the following equations 
for &(a, a + tl + x), Z’,(a, a + 1z + X) and T,(a, a + tl + X) respectively: 
&(a, a + 4 [T&G a + n) Tt(a, a + 4 
&(a, a + n + 4 = 
[ - R&, u + 4 R,(u, 11 + 41 + &(a, a + 4 I 
1 - R&, a + n) &(a, a + x> , 
(2.43) 
Tr(@, 0 + n + x> = TAG a + 4 T,(a, a + x) 1 - &(a, a + n) &(a, a+ x) ’ 
T&, a + n + x> = T,(a, a + n> Tl(U, a + x) 1 - %(a, a + 4 &(a, a+ x) ’ 
(2.44) 
(2.45) 
Part D. 
Here we shall give expressions for the functions R(z, b) and Z’(z, b) for 
a < x < b. One might refer to these functions as “backward” (the fixed 
reference point being b), while the previous development was for the “for- 
ward” functions R(u, a) and T(u, x). The details of the derivations for this 
case are similar to those of the forward case and hence will be omitted. We 
shall, however, state the resulting equations since they are necessary for any 
computations. For 0 < z < 1, the functions R&z, b), T,(x, b), R,(z, b) and 
T&z, b) satisfy the system of ordinary differential equations 
- & R&s b) = W4 TAX, 4 T,(G 4, 
R,(b, b) = 0; 
- $ T&, b) = W) + W4 R&, @I T,(z, 4, 
T,(b, b) = 1; 
- $ R,(z, 4 = C(z) + [44 + WI W, b) + W RzW, 61, 
R&b) = 0; 
- $ T&r b) = [W + W W, 41 5”&, 6, 
T,(b, b) = 1. 
(2&a) 
(2.4615) 
(2.47a) 
(2.47b) 
(2.48a) 
(2.48b) 
(2.49a) 
(2.49b) 
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For z = b - n, an integer number of periods, we have the equations 
R(b--j-1 b)=-a(b)R,(b--j,b)+B(b) 7 , 
e(b) Wb -i, b) + B(b) ’ 
R,(b, b) = 0; 
T,(b - 12, b) = n--l 
(- 1) 
fl [e(b) &(b -.L b) + B(b)1 ’ 
i=O 
R,(b -j - 1, b) = - e;(b) + &b) Wb -i, b) 
4b) + B(b) &(b -i, b) ’ 
R,(b, b) = 0; 
T,(b - n, 4 = n--l 
1 
,I=I [Ajb) + f@) &(b -i 41 ’ 
Finally, for 0 < x < 1 
(2.52a) 
(2.5213) 
(2.53) 
@.(b - x, b) [T,(b - n, b) T,(b - n> b) 1 
R,(b - n - x, b) = ’ 
- R,(b - n, b) R,(b - n, b)] + R,(b - n, b)l 
1 - R,(b - x, b) &(b - fl, b) 
(24 
T,(b - x, b) T,(b - 12, b) 
T~(b - ’ - x9 ‘1 = 1 - &(b - x, b) &(b - n, b) ’ (2.55) 
(2SOa) 
(2SOb) 
(2.51) 
R,(b - n - x, b) = 
[ 
R,(b - n, b) [T,(b - x, b) T,(b - ~9 b) 
- R,(b - x, b) &(b - x, b)] + &(b - XI b) I 
1 - R,(b - x, b) &(b - a, b) 
(2.56; 
T,(b - n - x, b) = 
T,(b - n, b) T,(b - x, b) 
1 - R,(b - x, b) R,(b - n, b) ’ 
(2.57) 
3. NUMERICAL RESULTS 
In this section we present three examples to illustrate the numerical 
technique described above. We begin with a few brief remarks concerning 
the numerical procedures involved in implementing this method. An IBM 360 
Model 40 computer was used for all computations. A fourth order Runge- 
Kutta scheme was employed for the numerical integration of equations (2.4) 
through (2.7) and (2.46) through (2.49). Here double precision arithmetic 
was used; all other calculations were performed in single precision arithmetic. 
In all cases the recursion formulas (2.24), (2.36), (2.50) and (2.52) were used 
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to compute the R-functions rather than the explicit solutions such as that 
given by (2.20). 
In some problems it was necessary or desirable to choose the period P 
different from unity. The necessary changes in the equations of the previous 
section are easily made and we shall not dwell upon them. 
The authors are indebted to Mr. Paul Mundorff who did much of the 
computer programming and calculations. 
EXAMPLE 1. Our first example is one that arises from a simple transport 
model: (see [B]) 
du 
-& = v, 
dv 
--=u, 
dx 
O<x<l, 
u(0) = 0, v(1) = cos(1). 
Observe that the period P is arbitrary and can be chosen for computational 
advantage. The analytical solution is given by 
U(Z) = sin x, v(z) = cos x. 
The numerical results are presented in Table I for the choice P = 0.1. 
TABLE I 
2 
Computed Values Correct Values 
44 v(4 sin 2 cos 2 
0.00 O.OOOOO 0.99998 O.OOOOO 1.OOOOO 
0.25 0.24740 0.96890 0.24740 0.96891 
0.50 0.47942 0.87757 0.47943 0.87758 
0.75 0.68163 0.73168 0.68164 0.73169 
1.00 0.84146 0.54030 0.84147 0.54030 
EXAMPLE 2. Here we consider the problem 
y” -y =o, Y(O) = 1, y’(x) = - e-2, o<z<x, 
which is equivalent to 
du 
- = 0, 
dz 
dv --z-u 
dz ’ 
o<z<x, 
u(O) = 1, v(x) = - e-“, 
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These equations have the analytic solution 
u(z) = e-z, w(z) = - ecz. 
This problem was selected especially to demonstrate the stability of our 
method. The solution y = ez of the second order differential equation is 
suppressed by the boundary conditions chosen, but it is a source of consider- 
able difficulty in many numerical schemes. That it causes no trouble with our 
algorithm is illustrated in Table II. There results are given for u at the mid- 
point of systems of different lengths x. The period was chosen as P = 0.125. 
TABLE II 
x 442) 
1.0 0.60653 
2.0 0.36788 
3.0 0.22313 
4.0 0.13534 
5.0 0.82086 x 10-l 
6.0 0.49788 x 10-l 
7.0 0.30198 x 10-l 
8.0 0.18316 x 10-l 
9.0 0.11109 x 10-l 
10.0 0.67382 x 1O-2 
20.0 0.45404 x 10-a 
30.0 0.30594 x 10-g 
40.0 0.20615 x 1O-8 
50.0 0.13891 x 10-l” 
60.0 0.93597 x 10-13 
70.0 0.63068 x lo-l6 
80.0 0.42496 x 10-l’ 
90.0 0.28635 x lo-l8 
100.0 0.19295 x 1O-21 
Computed Value Correct Value 
e-w 
0.60653 
0.36788 
0.22313 
0.13534 
0.82085 x 10-l 
0.49787 x 10-l 
0.30197 x IO-’ 
0.18316 x 10-l 
0.11109 x 10-l 
0.67379 x 1O-2 
0.45400 x IO-4 
0.30590 x 10-o 
0.20612 x 1O-8 
0.13888 x lo-lo 
0.93576 x lo-= 
0.63051 x lo-l5 
0.42484 x 10-l’ 
0.28625 x lo-l9 
0.19287 x lo-= 
EXAMPLE 3. Consider the system 
24’ = v, 
kab[b sin 62 + k cos bz] 24 
- d = k(1 + 
[a@2 + k2) sin bz + kZ] w 
a sin 62) - ab cos bz - k(1 + a sin bz) - ub cos bz ’ 
o<z<x, 
u(0) = 1, u(x) = ub cos bx. 
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The solution is 
u(z) = 1 + 4 sin bz, 
v(z) = ab cos bx. 
Again the boundary conditions have been chosen to suppress the solution 
u = ekx of the system of differential equations. We demonstrate the stability 
of our algorithm by solving the problem for several values of x and evaluating 
r&/2) and v(x/~). For K = 1, a = 1/(2~)~ and b = 27r, the results are pre- 
sented in Table III. Obviously the period is P = 1. 
TABLE III 
X 
Computed Value Correct Value 
4x/2) &42) 1 + ab sin (bx/2) ab cos (bx/2) 
1.0 
2.0 
5.0 
10.0 
40.0 
70.0 
100.0 
200.0 
300.0 
400.0 
500.0 
1.ooooO -0.15915 
1.00080 $0.15916 
1.OOOOO -0.15915 
uloooo $0.15916 
1.00802 -0.15916 
1.00002 +0.15916 
1.00003 -0.15916 
1.00006 +0.15917 
1.00009 +0.15917 
1.00011 +0.15918 
1.00014 $0.15918 
1.OOOOO 
1.00008 
l.ooooO 
l.OOOOO 
1.OOOOO 
1.00008 
l.ooooO 
1.ooooO 
1.00800 
1.OOOOO 
1.OOOOO 
-0.15915 
$0.15915 
-0.15915 
+0.15915 
-0.15915 
+0.15915 
-0.15915 
+0.15915 
i-o.15915 
+0.15915 
+0.15915 
4. REMARKS 
The results we have presented give rise to many conjectures and suggest 
various directions for further study. We wish to discuss several of these 
in subsequent sections. 
1. It is quite clear that our ideas may be rather easily extended to the case 
of matrix systems of ordinary differential equations. Due care must, of 
course, be exercised with respect to questions of commutativity and the like. 
Such an extension may prove very valuable in the numerical study of such 
systems. Similarly, generalization to the partial differential integral equations 
which arise in problems of transport in a slab seems quite feasible, although 
of less computational importance. 
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2. Example 1 of Section 3 has R and T functions given by 
R,(O, Z) = R,(O, Z) = tan Z, 
T,(O, z) = T&(0, z) = set z. 
As noted earlier, we may choose the period P arbitrarily. Equations (2.42) 
and (2.44) then yield 
tan(nP + X) = 
tan(nP) tan x 
1 - tan(nP) tan x ’ 
(4.la) 
1 1 
cos(nP + x) = cos(nP) cos nx - sin(nP) sin 72x’ ’ 
(4.lb) 
provided x < P and nP + x < a/2. The first condition was assumed in our 
derivation of (2.42) and (2.44). A n examination of the proof shows that it is 
quite unnecessary. Thus, nP = y and x may be quite arbitrary. The second 
restriction, nP + x = y + x < r/2, is essential since we assumed throughout 
Section 2 that all two-point boundary-value problems on a < a < z < b < 6 
are soluble. In the case at hand then, H = 0, 6 < r/2. 
The formulas (4.1) are legitimate for all nP = y and all x except where the 
tangent function has a singularity or the cosine has a zero, and even hold at 
such points provided appropriate interpretations are made. This observation 
suggests that our restriction on the interval [a; 61 is far too strong and that 
all of our results actually hold for all save a discrete set of points on the 
interval - co < z < 00. This set of points probably determines the critical 
lengths or eigenlengths of the problems (see [6]). We intend to study this 
matter further. 
3. We observe also in the light of (4.1) that equations (2.42) through 
(2.45) represent generalizations of the trigonometric addition formulas, Thus 
from a quite general second order two-point boundary-value problem with 
periodic coefficients there are generated in a natural fashion addition formulas 
associated with the solutions. 
4. Again noting that the restriction x < P in equations (2.42) through 
(2.45) is not essential, we choose 71 = 1 and x = P. This yields for the 
functions R, and T, the expressions 
[ 
R&z, a + P) [T&z, a + P) Tz(a, a + P> 
R&z, a + 2P) = - R,(a, a + I’) Rt(a, a + P)] + Rda, = + P) 
I 
1 - R&z, a + P) %(a, a + P) 9 
T,(a, a + 21’) = Tv2(a, Q + P) 
1 - W, Q + P) R,(a, a + P) ’ 
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etc. (Recall that in the derivation of equations (2.42) through (2.45), it was 
assumed that P = 1. If P # 1, n in these equations is replaced by nP.) 
It is clear that these results may be iterated to obtain the various R and T 
functions at a + 2”P. Similarly they may be found at b - 2”P. The advantage 
produced in computation time is obvious, and there may be a corresponding 
improvement in accuracy. We have here an extension of the “method of 
doubling,” first used by van de Hulst [7] in problems of radiative transfer 
through media with constant properties. 
5. Finally, we remark that our approach can probably be used to find 
conditions under which a unique solution to a two-point boundary-value 
problem of the form (2.1) actually exists. This idea has been used in [3]. 
There conditions were obtained for problems which had their origins in 
physical phenomena or could be so interpreted. Periodicity was not assumed. 
It seems likely that our R and T equations contain much information about 
existence of solutions of two-point boundary-value problems with periodic 
coefficients. 
APPENDIX 
In this appendix we shall derive the solution of the first order difference 
equation 
* 
n 
= _ Q-L1 + r 
sx,-, + t ’ 
s # 0. (A.11 
We require qt - sr # 0 to avoid the trivial case X, = - q/s. Applying first 
the translation 
and then the inversion 
put equation (A.l) into the form 
(as + q)zn + (sa + t) z,+, + s + [sa” + (t + q) a + y] z,x,-, = 0. (A.2) 
Choose a so that the coefficient of the z~z,+r term is zero, i.e., 
a = - (t + 9) T d(t + q)2 - 4sr 
2s 
. (A-3) 
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Now write equation (A-2) as 
zn = PG.-~ + S, 
where 
which has the solution, when Q f 1, 
Thus, 
Q" 1 -Q" -1 
Xo-a -i-s----- 1-Q ' 
If Q = 1 then (A.4) becomes 
z* = G-1 + s, 
whose solution is 
z, = z. + nS, 
so that 
! 1 x7&=,+ XOAN + nsy. 
(A-4) 
(A.51 
(A-7) 
Note that either sign in (A.3) may be used legitimately. 
Other exceptional cases, such as X,, = 01, may be cared for easily. 
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