Drone control systems are experiencing more and more challenges when integrating with more sensors. For example, the drone visual servoing systems often have a large sampling period due to limited on-board computing capability. Therefore, controllers that can tolerate a large sampling period are needed. Our previous work showed that a fractional order proportional-derivative controller (FOPD controller) can tolerate a larger sampling period than an integer order proportionalintegralderivative controller (IOPID controller). In this paper, we verified this conclusion using control system stability criteria to estimate the largest sampling periods and time-domain simulation.
INTRODUCTION
[1] talked about the challenges and bottleneck problems that UAS (Unmanned Aerial System) research is currently facing. Sensor signal processing is one of these challenges. [2] talked about the challenges the visual-based drone is facing.
In our previous work [3] , we compared the performance of a fractional order proportional-derivative (FOPD) controller and integer order proportional-integralderivative (IOPID) controller * Mentor.
† Joint Mentor.
for a drone visual-servoing application. At that time, we expected the FOPD controller to have a better performance in overshoot and rising time; however, we found that the FOPD controller can tolerate a larger sampling period than the IOPID controller in the simulation. We believe this is an important feature for drone visual-based control because the drones often have limited on-board computing capability.
A literature review has been done to prove that the FOPD controller can tolerate a larger sampling period than the IOPID controller theoretically. [4] discussed the maximum time delay of a control system for both fractional order controllers and integral order controllers. The author concluded that the fractional order controllers can be optimized to tolerate a larger time delay. Bhambhani's conclusion is similar to what we want, however, the difference is that they focused on the largest time delay, while we want to estimate the largest sampling period. Therefore, we believe we can use a similar method to estimate the largest sampling period. Bhambhani used Eriksson's tuning rule for varying time-delay systems [5] as an objective function of the formulated optimization problem.
We found some stability criteria that have taken the sampling period into account. [6] 's stability criterion is one of them, based on the small gain theorem. [7] further investigates the stability of a sampled-data system with variable sampling periods. Novel sampling-interval-dependent stability criteria are derived
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In this paper, we propose a method that can numerically estimate the largest sampling period that a controller can tolerate based on Kao's stability criterion and optimization method. By estimating the largest sampling period that a real-time visionbased control system can tolerate, we proved our previous supposition. Simulations have been done for both FOPD and IOPID controllers.
BASIC CONCEPT AND TERMINOLOGY 2.1 Real-time Vision-based Control System Model
This work is based on the control model in [3] , which ignored the time delay. The model is shown in Figure 1 . We considered the time delay in this article. 
FOPD Controller and Tuning Rules
The plant model is identified to be:
where K = 1.0263, τ = 0.71. The frequency model of the FOPD controller is:
where K p and K d are the proportional and derivative gain parameters of the fractional controller, respectively, and λ is the noninteger order of the integrator. The tuned FOPD controller is:
The tuned IOPID controller is: 
Sampled-data System Stability Criteria
For the drone vision-based control, the controller is a discrete system with a large sampling period. Therefore, the continuous model does not take the sampling into account. A CT-DT model (Continuous Time -Discrete Time model) can be more accurate in estimating the sampling period and taking the sampling into account. Theorem 2 in [8] gave us the following conclusion for CT-DT models.
For the closed loop system in Figure 1 , with continuoustime, strictly proper, and stable P(s), and discrete-time C(z) sampled with a period of h seconds, the system is stable for any timevarying delays defined by
For some integer N, if
where P ZOH (z) is the ZOH discretization of P(s), and
For the drone vision-based control system, the system has a working period as shown in Figure 2 .
PROBLEM FORMULATION
From Figure 2 , we know that the sampling period is nearly the same as the time delay. Therefore, we assume that the sam-pling period and the time delay are the same (N = 1).
We used the MATLAB function c2d [9] to compute the ZOH discretization of P(s)(Equation 1). When using c2d, a sampling period is selected. For example, when the sampling period T = 0.1s, the ZOH discretization is:
To get the maximum sampling period h, we need to get the maximum h when equation 6 is true. Because not only the h is used in P alias (ω) and the discretization of P ZOH (e jω ) and C(e jω ) but also the equation should be true for all ω ∈ [0, ∞], the mathematical relationship contains a lot of nonlinearity. Therefore, we formulated the process of computing the sampling period as an optimization problem, which can be solved by the MATLAB Global Optimization Toolbox [10] . The two input variables are frequency ω and sampling period h. Because we need to search for the maximum sampling period when the constraint ( Equation 5) is met, the objective function is set to:
The unequal constraint is:
The initial state:
The lower and upper bounds are:
Because the unequal constraint is difficult to calculate, we formulated the calculation of f (h) as a separate optimization problem. The objective function is:
MAXIMUM SAMPLING PERIOD ESTIMATION
Because the input variable can be nonintegral, we used the fmincon function in MATLAB to estimate the minimum value of the objective function O(ω).
IOPID Controller Maximum Sampling Period
Then, we plotted the objective function f (h) to estimate the maximum sampling period h as shown in 3. This plot took 70.3 s on a Dell workstation to calculate those eight points, so we did not plot more points in this figure. From Figure 3 , we can see that when the sampling period h is small, the f (h) is negative, which means the system is stable. When the sampling period becomes greater than a certain number, the f (h) goes positive very quickly and never goes back to negative. Therefore, we computed more points for h ∈ (0.5, 0.7) (Figure 4 ) to estimate the largest sampling period h max . We noticed that Figure 4 and Figure 3 same plotting method, we plotted Figure 5 to show the value of f (h) when h ∈ (0.5, 0.5571). From Figure 5 , we found the h max should be between 0.5408 s and 0.5489 s. Therefore, we plotted Figure 6 and finally found for the IOPID system, the maximum sampling period is:
FOPD Controller Maximum Sampling Period
For the FOPD controller, we used the Oustaloup method [11] to convert the fractional order part s 0.9694 to a high-order 
The parameters are selected as in Table 1 . We used a similar method to estimate the maximum sampling period of the FOPD control system. A MATLAB function c2d command was used to convert the plant model (Equation 1) and the fractional controller model (Equation 2) to a discrete transfer function. Then Equation (6) was used to calculate the unequal constraint function f (h).
The f (h) is plotted against different h ∈ [0.1, 10] (Figure 7 ) From Figure 7 , we found h max ∈ (0.1, 1.514). Then we plotted f (h) when h ∈ (0.1, 1.514) (Figure 8 ). From Figure 8 , we found h max ∈ (0.908, 1.11). Then, we plotted f (h) when h ∈ [0.908, 1.11] (Figure 9) .
From Figure 9 , we found the maximum sampling period of the FOPD system is:
Obviously, the FOPD system has a larger sampling period than the IOPID system. monly used [12] :
We used ITAE to compare the IOPID (4) and FOPD (3) con- FIGURE 10. Using simulation to calculate the ITAE index trollers. MATLAB SIMULINK was used to make a simulation system (Figure 10 ) for the IOPID and FOPD systems to get estimates of the ITAE values for different sampling periods. However, the formula to calculate the ITAE uses an infinite integral. Because the infinite integral in the ITAE formula is not realizable, we used a definite integral instead. where t end denotes the simulation length. The simulation time was set to 10 s. The ITAE SIMULINK model is from [13] . From Figure 11 , we notice the ITAE index of the IOPID system gets large rapidly after the maximum sampling period, which is around 0.55 s. From Figure 12 , we notice that the ITAE index of the FOPD system gets large rapidly after the maximum sampling period, which is around 0.92 s.
CONCLUSION & FUTURE WORKS
This paper analyzed the maximum sampling period of a real-time vision-based control system. The maximum sampling period of the system was estimated using stability criteria and an optimization method for both the integer order proportional-integral-derivative controller case and the fractional order proportional-derivative controller case. The fractional order controller is proved to have a larger sampling period than the integer order controller when maintaining the same performance.
Future work should employ sampling-interval-dependent stability criteria [14] to estimate the maximum sampling period, using a multiobjective optimization method to design fractional order controllers that can tolerate a larger sampling period [15] [16], compare sampling periods for more plants [15] [17] , and try to do real experiments to verify the estimated sampling period.
