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ABSTRACT
Data being used to understand today’s mechanical design spaces is both large and
complex. Design performance requirements continue to increase, while budgets to pro-
duce said performance are being diminished. This has resulted in increasingly higher
levels of design complexity, leaving designers with a great challenge in actually under-
standing what they are designing. Mentally grasping high-dimensional data, both in
general and in mechanical design, is thus becoming increasingly important to industry.
This thesis builds on prior work that introduced a novel way of looking at high-
dimensional design spaces using a single contextual self-organizing map (CSOM). Self-
organizing maps are first leveraged to find relationships amongst high-dimensional design
data. Techniques of the contextual self-organizing map are then leveraged to add a visual
interpretation of representative statistical properties of nodes residing within the SOM.
The first major contribution of this thesis then breaks up prior work’s single map into
four separate maps, each representing a different mathematical property. The new four-
map visual raises the level of understanding of these visualizations, and does away with
the difficulty and potential error in interpretation of the coloring scheme previously used.
Additional updates to the application’s user interface add further ease of use with the
software, and enhance the directed exploration of resulting maps. An investigator can
now filter or brush node properties to focus in on only those nodes matching preferences.
Supporting multiple resulting performance metrics additionally allows the investigation
of the broader impact of design space variables on design performance metrics.
Using CSOM results in transition to detailed investigation of data was difficult. There
was no mapping between the high-dimensional SOM space to physically interpretable,
xiii
three-dimensional space. Investigators desired the ability to “dive in” to resulting nodes
of the CSOM to make this mapping possible. The CSOM application alone did not allow
this. The second major contribution of this thesis, an immersive point cloud application,
provides this desired mapping.
The point cloud application was developed as a standalone, immersive data inves-
tigation tool. Using this tool, raw data sets can be visualized and interacted with on
hardware ranging from an immersive CAVETMenvironment to a single desktop monitor.
Additionally, a TCP-based server architecture was built into the core of the application
to support control “hooks” from external applications. An XML-based command struc-
ture was developed as the communication protocol between applications, and opens up
the point cloud to external control over a TCP connection. Using the developed com-
mand structure, a CSOM user is now able to “drive” any connected instances of the
point cloud application, thus allowing interaction with and exploration of data residing
within resulting nodes of the CSOM application.
Analyzing high-dimensional nodes of the CSOM in three-dimensional space of the
point cloud has shown to open up additional insights over the somewhat abstract CSOM
visualization alone. Through the use of the software environment developed in this thesis,
designers and investigators may now be capable of greatly reducing the dimensional
complexity of a given high-dimensional design space, furthering their understanding and
facilitating more robust designs.
1CHAPTER 1. INTRODUCTION
“Finding a solution to a problem is literally finding a pattern in the
world, or a stored pattern in your cortex that is analogous to the
problem you are working on.”
— Jeff Hawkins, On Intelligence
Data is defined by the Merriam-Webster dictionary as “factual information (as mea-
surements or statistics) used as a basis for reasoning, discussion, or calculation” [1]. It is
used in areas ranging from the science project of a junior high school student to under-
standing the flight dynamics of a newly designed aircraft. Being able to understand data
has potential broad implications in each of these and other fields. Unfortunately, data is
often found in raw forms which are incomprehensible to human beings. Techniques like
graphical plotting have been used to avoid this issue, but are relatively limited in the
level of complexity of the data they are capable of handling. Historically, two primary
techniques have been used to understand data: computational modeling and data visu-
alization. This thesis develops upon the latter of the two techniques with a focus in the
mechanical design industry.
1.1 Motivation
A major change in the previous century in the field of data analysis was brought
about by the personal computer. Its introduction allowed investigators to analyze more
data at much higher levels of complexity. Secondly, it lessened the difficulty of recording
2data. Because computers can run without human intervention, investigators were no
longer required to manually record information, but could allow the computer to do so
for them. This brought about unexpected implications. Today, data is being recorded
at rates higher than that which can be interpretted. Handling “big data” is becoming
a major problem [2, 3]. While this is a problem in itself, data is also being recorded
at a higher dimensionality. As opposed to looking at one variable vs. another (e.g.,
temperature vs. time), investigators are now attempting to understand any number of
dimensions, herein referred to as n-dimensional, and the corresponding interrelationships
between them [4]. Interpretation of this data by investigators is becoming increasingly
difficult. Data visualization shows promise in overcoming this difficulty.
1.2 Using visualization to convey information
To demonstrate the potential benefit of visualization, consider the partial three-
dimensional data set shown in table 1.1. In this raw form, very little information is
revealed outside the fact that it is organized into three columns or dimensions: x1, x2,
and f(x). Given an understanding of the overall structure, comparisons can be made
between dimensions. The key to the analysis is then to search for patterns amongst the
columns of data. One might look into whether increasing or decreasing values of x1 seem
to affect x2, or whether the columns appear to be in any specific ordering. As is often the
case with data in this form, no trends are immediately made apparent from this partial
data set from initial analysis.
Admittedly, data in its raw form is difficult to interpret. Methods must be used to
assist this difficulty. Visualization poses one option. By simply plotting f(x) versus x1 in
visual form as shown in fig. 1.1, the natural abilities of an investigator can be leveraged.
Overall characteristics like clustering, for example, stand out in this visual form in a
similar way that a group of people walking down the street might stand out. The main
3x1 x2 f(x)
-3.267644716 0.757885928 588.4398574
2.55159048 0.064479208 280.2227446
2.178087752 2.425768832 0.013533924
1.531473792 -0.338596756 62.17209169
3.35899814 -1.486893232 1383.633275
-0.518079444 3.519534328 301.4587472
. . . . . . . . .
Table 1.1 Three dimensional raw data.
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Figure 1.1 f(x) plotted against x1.
takeaway is that focus is allowed to shift from low level comparisons up to higher level
observation, thereby leveraging human insight.
The complementing graph of f(x) versus x2 is shown in fig. 1.2. Again, high level
characteristics of the data become apparent using the visual form. The figure shows
that there is very definite structure to the visual. The structure in this instance is a
positiviely concave curvature. This immediately stands out to the human visual system,
while in raw form, that would not be the case. By combining insights learned from this
graph and the previous shown in fig. 1.1, one can begin to obtain an overall feel for the
data set and its variable relationships.
The difficulty of added dimensions in the data begins to become apparent at this
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Figure 1.2 f(x) plotted against x2.
stage. The reader is now asked to attempt to visualize mentally what it would look like
if f(x) was plotted against both x1 and x2 in a 3D (instead of 2D) plot. Given the two
previous plots, this mental comparison is at least, at some levels, possible. That said,
this is not an easy task. While the two-dimensional graphs were effective at displaying X
versus Y type comparisons, going beyond this becomes difficult. A natural supplement
to the 2D graph comes in the form of a 3D graph.
The resulting surface from plotting f(x) versus x1 and x2 is shown in fig. 1.3. This
is not likely the same visualization expected from the prior mental test. Features like
the internal shape of the valley are very difficult to comprehend when viewing the 2D
graphs alone. Fortunately, using a simple 3D plot, an investigator can understand this
data with very little mental effort. Traits like curvature and slope caused by variable
relationships are made readily apparent. Considering this as opposed to viewing the raw
data alone, visualization poses great potential.
While this basic example demonstrates promise, there remains a large challenge to
overcome in data visualization largely stemming from human biology. The human visual
sense, supported by binocular eyes, is limited to three physical dimensions. This is not an
issue when using standard 2D or 3D plots like those used thus far. However, attempting
5Figure 1.3 f(x) plotted against x1 and x2.
to add a fifth, tenth, or nth dimension creates difficulties. New methods are necessary if
investigators are to understand high dimensional data.
1.3 Design Optimization
Requirements of mechanical systems today are demanding increasingly higher lev-
els of performance, while at the same time reducing the budgets allocated to produce
said performance. Achieving these requirements often results in highly complex designs.
Maintaining a full understanding of systems being designed is becomming more and more
difficult.
Designs can be made up of thousands of parts and systems. Each part must be
designed at the feature or design variable level. That is, things like the material, size,
or shape of each of the thousands of components must be determined by the designer.
He or she must then find how each design decision affects the design as a whole. For
example, when the designer of an aircraft adds an additional control system to the wing,
6understanding how the addition affects the flight dynamics of the aircraft is important
for the designer to understand.
Designing a mechanical system at the single system level as just described is difficult
enough, but the problem becomes much more complex with coupled system interaction.
Aspects of one subsystem (e.g., the dynamics) might interact with or otherwise affect
parts or assemblies inside additional subsystems (e.g., the structures). This coupled
interaction becomes difficult in design because understanding either of the systems alone
does not mean that the interaction between the systems is understood. Each time a single
system changes, the remaining systems may have subsequently changed. Understanding
these interactions is difficult.
Decisions to be made when designing aircraft and more generally mechanical systems
are thus numerous and complex. This process, or finding the best combination of design
variables that satisfy requirements of a design, is referred to as design optimization. An
entire research field is focussed on this topic in particular, therefore it will not be covered
in detail. This section is only a basic introduction to the overarching issues in hopes of
developing the necessity in the readers mind for the high dimensional visualization tool
created in this work.
1.3.1 Design and Performance Spaces
Designers of mechanical systems often investigate data in what are referred to as
the design and the performance spaces. The design space consists of all independent
variables (e.g., wing length or fuel capacity) that determine the performance or dependent
variables of the design. These can be visualized in many forms. One example design
space visualization is shown in fig. 1.4. In the figure, each of the points being displayed
represents a separate design being considered. Each of the X, Y, and Z axis is used to
show a particular design variable, while color of each point shows whether each of the
designs is feasible or infeasible. This example design space visualization can be used to
7Figure 1.4 Example three dimensional design space [5].
show a designer very quickly where clusters of infeasibility are occurring in a design space.
However, designs often have far more than three design variables, posing a problem to
this visualization. Consider the case that the design is actually made up of ten design
variables, rather than only the three that are visible. This leads to the question: Is it
the X, Y, and Z variables that are causing the infeasibility, the remaining seven hidden
variables, or a combination amongst all ten? One option for the investigator to go about
suggesting an answer to this is to view each of the
(
10
3
)
= 120 combinations of these ten
variables. Unfortunately, making any sense of the numerous combinations is likely to be
extremely challenging.
One technique used to avoid having to plot each and every design variable is to
plot data in what is called the performance space. In the performance space, each
design in the design space is evaluated for any performance objectives of interest. For
example, one of the design points in fig. 1.4 might be evaluated for two performance
metrics: overall weight and final cost. Once found, each of these objective values can
be plotted along its respective performance axis. This is useful because each of the
design variables has essentially been eliminated from the problem and no longer needs
consideration. Focus can shift to only the high level information (i.e. the performance
8Figure 1.5 Example Pareto front [6].
metric). For example, fig. 1.5 shows Objective 2 plotted against Objective 1. While
each objective may have been found by the evaluation of numerous design variables,
by displaying only the performance objectives, the visual remains two-dimensional and
directly interpretable. In this way, the complexity of the visualization can be greatly
reduced.
1.3.2 Optimization and Tradeoffs
In the performance space, it is often the goal of a designer to minimize these per-
formance metrics (e.g., minimizing cost or weight). When setup as shown in fig. 1.5, a
designers goal would then be to find the point closest to both axis. Unfortunately, it is
not often the case that a single best design exists. It is more often the case that many
designs will turn out to be equally optimal, resulting in what is known in optimization
as the Pareto Frontier, or the “best” designs to choose from. Designs along the Pareto
Frontier in fig. 1.5 are labeled in red. Selecting the best design from the Pareto Frontier
is a topic obtaining much research interest [7, 8].
9Figure 1.6 Example performance to design space mapping [9].
To compound the problem, it is additionally possible for each point found in the
performance space to be made up of multiple designs from the design space. Namely,
there may be more than one combination of design variables that result in the same
performance. For example, if one has a cement brick from which material cost is being
calculated as the performance metric, that brick will cost the same if width and height are
first 400mm x 200mm and are changed to 200mm x 400mm. While the design variables
are different, the resulting performance metric is the same. An example of this mapping
is shown in fig. 1.6, depicting two performance space data points being mapped to five
separate designs in the design space.
In this way, all equally optimal designs must be considered, and what are referred to
as tradeoffs must be performed in order to select the most desired design. This procedure
is called tradeoff or tradespace analysis. Visualization of tradespaces has received much
attention in the mechanical design industry, and is discussed in ch. 2.
While much can be said for design data analysis in the performance space, one down-
side lies in the fact that the designer loses his or her full understanding of the design’s
variable interrelationships. Design variables themselves are not being considered, possi-
bly causing loss of valuable insights into a design. Not only this, but often more than
three performance metrics are desired, thereby again bringing up the original problem
reached in the design space. In order to fully understand a design, it would be ideal
10
Figure 1.7 FireSat system. [10]
to provide a way to view all performance and design characteristics and their interre-
lationships at one instance in time, yet remain intelligible by humans. In this way, no
information about the design or its effect on performance would be lost. Work of this
thesis provides this ability.
1.4 Real-World Mechanical Design Example
While the issues developed thus far pose enough challenge to designers, an addi-
tional level of difficulty is often added in real-world systems by the coupled intereactions
between multiple subsystems of a single design. For example, recent literature in the
aerospace industry [10] shows work in robustness-based multidisciplenary design opti-
mization on a simplified version of the FireSat problem [11]. This problem consists
of designing a satellite capable of detecting, identifying, and monitoring fires in near
realtime. A schematic of the system to be optimized is shown in fig. 1.7.
In this work, investigators were allowed to manipulate nine design variables of the
satellite in an attempt to optimize both the mean power consumption and its standard
deviation. While this, as demonstrated in the previous section, would be challenging in
11
Figure 1.8 FireSat system coupling. [10]
itself, the system was coupled by three major subsystems: orbit, power, and attitude.
The arrows of fig. 1.8 show the coupling between each sub-system. According to these
couplings, changing a design variable affecting one sub-systems has downstream affects
on the other systems. This adds an additional level of difficulty when attempting to
visualize the system. The visual must be capable of displaying not only design and
performance information, but it also must show interrelationships between subsystems,
thus adding further dimensional complexity to an already difficult visualization.
Standard 2D and 3D plots can begin to pose difficulties to interpretatation with
as little as three dimensions. In this example, not only are nine design variables be-
ing considered, but sub-systems affected by those design variables must additionally be
considered and evaluated simultaneously. This is the case in many modern day design
problems. Methods are needed to obtain insight from high-dimensional data when ana-
lyzing these problems.
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1.5 Summary
Many applications within mechanical design attempt to optimize for certain perfor-
mance characteristics of a system. While this may seem tractable at the single system
level (even this is very naive for many mechanical systems), it becomes much more
complex when coupled with additional systems. Considering a design like a passenger
aircraft containing many thousands of components and hundreds of coupled systems, the
difficulty becomes apparent.
Data visualization continues to develop as a means by which to go about attacking this
prevelant problem in industry. By presenting information in a visual and interpretable
form, human insight can be leveraged. Recent developments in human computer inter-
action methods present additional potential. By immersing a designer into the data, and
allowing him or her to interact with it, further insights may be made apparent. The
combination of data visualization and human computer interaction presents promise for
the future of data investigation and more pointedly, mechanical design.
1.6 Thesis Organization
The remainder of this thesis will be structured as follows. First, Chapter 2 will present
some of the promising work that has brought data visualization, both as used in general
as well as in mechanical design to their current respective states. Chapter 3 introduces
the three foundational methods and corresponding literature that this work is based on.
First, it covers the self-organizing Map (SOM). Second, an addition to the SOM called
the contextual self-organizing map (CSOM) is introduced. The chapter then concludes
with n-dimensional data visualization using virtual reality (VR). Chapter 4 describes the
methodology used in developing this work, and ends with a conference paper that was
published in the Proceedings of the ASME 2011 International Design Engineering Tech-
nical Conference and Computers and Information in Engineering Conference. Chapter 5
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contains a journal article accepted for publication in the AIAA Journal in a special sec-
tion on multidisciplinary design optimization. Chapter 6 contains further developments
of this work leveraging virtual reality, and a paper that will be submitted to the AIAA
Aviation 2014 conference. Finally, a summary and discussion of the work and its future
potential close this thesis in Chapter 7.
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CHAPTER 2. REVIEW OF LITERATURE
Work of this thesis builds on ideas and methods from two core areas: n-dimensional
data visualization and visual trade space exploration. This review of literature presents
the novel work that is being done in each core area, while at the same time developing
the necessity for additional work.
2.1 n-Dimensional Data Visualization
While the primary motivation behind this thesis was based in mechanical design,
much work in the data visualization research field has come from outside this area [12–32].
Though these works were not focussed on understanding design variable realtionships and
corresponding performance metrics, many of the same issues are dealt with in general
data visualization as are dealt with in mechanical tradespace visualization. To name only
a few, both are attempting to understand high dimensional data. They are dealing with
large amounts of data, and both deal with the issue of having specific sets of dimensions
that directly affect other dimensions (e.g., coupled sub-systems of an aircraft). Because
of these and other similarities, a review outside the scope of mechanical design was
important for this research.
2.1.1 Further developments of the standard plot
As introduced in the previous chapter, 2D and 3D plots are often used effectively to
convey information about a data set. They convey data at the same dimension level as
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Figure 2.1 Example plot using data point radius as third dimension [33].
that which humans view the world, and thereby leverage the brain’s ability to extract
information from the world. This quality makes them a strong potential candidate for
understanding high dimensional data. Unfortunately, the main benefit of the standard
plot, namely, having similar layout to the physical world, is lost after the primary three
dimensions. Creating a plot containing a higher number of dimensions than is found
in the physical world is difficult, and is a primary problem that must be dealt with to
handle high-dimensional data.
Consider attempting to plot a three dimensional data set on a standard, two-dimensional
X-Y plot. This cannot be done with only physical dimensions, as only two are available.
An additional technique must be used to plot the third dimension. One example uses the
standard X and Y axis for the first two dimensions and sets the radius of the data point
to the value of the third dimension. In this way, more dimensions than are physically
available can be shown in visual form. An example of this comes from [33] shown in fig.
2.1. Murders and burglaries per 100,000 people are being plotted on the X and Y axis,
respectively. The third dimension, population of each respective state, is being displayed
by the varrying radius of the data point shown by the red dots. Three dimensions are
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Figure 2.2 Typical maize plant [35].
thus being shown using only two physical dimensions.
Anderson introduced the glyph plot [34], or the use of a plotted image or glyph as a
way to add dimensions to the standard plot. The work used an image representative of
the maize plant shown in fig. 2.2 to show up to seven additional dimensions on top of
the standard, two-dimensional X − Y plot in the investigation of maize plant growth in
Mexico. This work is shown in fig. 2.3.
Instead of radius as shown before, Anderson used varrying plant “rays” to show
information about specific qualities of the recorded maze plant leaves. Each of said
rays was capable of displaying the level of each quality (A,B,C,D, or E) depicted by a
specific ray. For example, medium was represented by displaying a short ray, while a low
was represented by the ray being removed entirely. By providing information in a more
natural form, Anderson argues that, once familiar with the technique, all information
can be taken in at a single glance. Expanding upon this work, Chernoff [36] considered
the use of faces in place of the maze plants analyzed by Anderson. Features like the
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Figure 2.3 Glyph plot with row number and kernel width on the X and Y axis, while
the dots themselves can be used to represent seven or more dimensions [34].
curvature of the mouth and length of the nose were used to represent k dimensions,
where k ≤ 18. Authors argue that in this way, human ability to discern facial structure
can be more effectively leveraged.
Recent work using a similar idea has been done in what is referred to as subplotting,
or creating a plot within another plot. An example of this is shown in fig. 2.4. The im-
portant idea to notice from the figure is the two levels of plotting. While the primary two
dimensions are being displayed normally on the major X and Y axis, seven dimensions
(D-J) are being added using the subplot in the form of bar charts.
While subplots and each of those mentioned previously are technically capable of
displaying a high number of dimensions, understanding these dimensions is very difficult.
For example, if asked of the subplot example in fig. 2.4, how a specific color (e.g., J shown
in pink) relates to increasing values along the x-axis, the result is relatively comprehesible.
However, when asked how the relationship between E and F changes as X, Y, and D
change, the answer is not so obvious.
18
Figure 2.4 Example subplot [37].
Many have approached the dimensionality problem from the opposite direction by
showing multiple plots containing a low number of dimensions instead of a single plot with
a high number of dimensions. The plots are then either compared side-by-side or over
time. An example of viewing plots side-by-side was shown in the previous chapter when
the reader was asked to mentally visualize the interrelationships of two separate two-
dimensional plots. It was thought that because each visual is separately interpretable, the
human brain could then be leveraged to make the relational mapping between separate
visuals. Unfortunately, mapping information found in one image to information found
in a separate image is very difficult for a high number of dimensions. Applications like
GGobi [38] have attempted to assist this by allowing a user to select only data point(s) of
interest, while filtering out the others in order to limit the shear amount of information
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requiring attention. Instead of analyzing an entire data set, the investigator is then only
required to interpret the behavior of a specific interesting cluster or point of data. While
beneficial, as the number of dimensions increases, the initial problem is soon brought
back up again. A significant amount of information must be mapped mentally.
To reduce the number of visuals requiring observation, [27] and [39] have built on
work in projection persuits [40], an intelligent way for extracting only those visual pro-
jections or dimensional subsets which are likely to provide insight. In [27], a system was
developed to automatically detect relevant clustering and other likely traits of interest
from the possible projections of a data set. In this way, the initial visual filtering effort
normally required of the investigator was entirely handled by the computer. Work of
the latter [39] introduced an interactive and “targeted” means to perform the projection
pursuit. An investigator in this work begins by searching through projections for inter-
esting traits or clusters. If any are found, he or she can then select the data point that
appeared interesting and move it in such a way as to “force” a projection, in this way
more effectively searching or driving the investigation toward interesting or useful visu-
alizations. It was thought that using this technique an investigator could more quickly
filter down to only those visual projections with valuable insights, where full detailed
analysis could then be performed.
Each of the previous techniques attempt to leverage tried and true methods of the
standard plot. The techniques do in-fact introduce visualization of high-dimensional
data, but rely on the brain to make comparisons amongst the dimensions to obtain
insight from these data. They do not avoid the difficulties brought up in ch. 1 in many
cases.
2.1.2 New techniques
The standard plot and its further developed supplements are helpful in many situ-
ations, but more work must be done before they can be effectively used to understand
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high-dimensional data. Limitations caused by mental overload present a great barrier
to these techniques, and will likely continue to do so. The remainder of this section
describes four works being done that break out of standard plotting methods and the
limitations caused by them.
Keim [41] described multiple information visualization techniques [42–44] used in
large scale data mining, ranging from dense pixel displays [45] shown in fig. 2.5 to
dimensionally stacked displays [46–50]. The focus of [41] discusses the use of pixel-based
displays, a technique that shows a single data value on each pixel of a computer monitor.
Considering the size, resolution, and extensibility of today’s computer monitors, work
described in this article provides the ability to see very large amounts of information on
a single visual, viewable at one instance in time. For example, fig. 2.5 shows twenty
years of daily stock prices of 100 different stock values on a single image. By presenting
information in this way, focus is invested in overall trend information, and mental burden
can be greatly reduced, as concern no longer resides in understanding detail, but is on
understanding the data as a whole. The idea of focusing the investigator on trends rather
than detail is a concept that work of this thesis attempts to leverage heavily.
Further work in dense pixel displays brought about stacked dimensional displays
capable of showing not only large amounts of data, but additionally showing a high
number of dimensions. Stacked dimensional displays essentially use a technique which
recursively adds a coordinate system within a coordinate system, very similar to the
subplotting method but allowing much larger amounts of data. Consider a standard
X - Y plot broken up into a grid of square sections. Using dimensional stacking, each
of the square sections would then have its own coordinate system, thereby creating a
grid of “internal” coordinate systems and creating four-dimensional space. An example
of dimensional stacking is shown in fig. 2.6. In this example, oil mining data is being
shown. The “outer”, or highest level X−Y coordinate system is displaying latitude and
longitude, while the “inner” cooridnate system is showing ore grade and depth. This
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Figure 2.5 Example dense pixel display [45].
Figure 2.6 Example of dimensional stacking [41].
technique can be carried out for any number of dimensions, but as authors note, doing
so creates a visual that is difficult to interpret. Because of this, dimensional stacking is
unlikely to pose a viable solution for visualizing high dimensional data.
Building off of Microsoft’s Pivot Table interface, [51] developed the Polaris multi-
dimensional relational database visualization tool. Polaris provides the investigator with
the ability to view information in many visual forms in a side-by-side, comparative fash-
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Figure 2.7 Polaris multi-dimensional relational database visualization tool [51].
ion. An example layout of Polaris is shown in fig. 2.7. This example displays each “pane”
of data in the form of side-by-side bar charts. The authors suggest that by exploring the
many interchangeable panes of the visual (e.g., bar charts, scatterplots, amongst others),
relationships and interesting features of the overall data structure may quickly be made
apparent. Work of this thesis uses a similar concept in posing information in more than
one visual in an effort to forego limitations of either, separately. This will be discussed
in depth in following chapters.
Inselberg [52] introduced parallel coordinates capable of displaying any number of
dimensions at one instance in time. An example five dimensional space displayed using
parallel coordinates is shown in fig. 2.8. Each of the five vertical lines depict a particular
dimension of data. Data inside each dimension is normalized as to interpolate along
the vertical line for its respective dimension. The jagged horizontal lines being shown
represent single data points, and cross all five vertical dimensions at their respective
vertical position or value for each dimension. For example, the cluster of lines passing
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Figure 2.8 Example five-dimensional space displayed using parallel coordinates [52].
through the top of the second vertical line from the left represents that each of these
data points has 8.0 cylinders. Using this concept, any number of dimensions can be
shown. This technique allows attention of an investigator to remain primarily on the
trends of data as a whole. The downside of this technique is that visual comparisons still
need to be made amongst all dimensions, meaning there is still a significant amount of
information to process mentally for high dimensional data.
2.2 Visual Trade Space Exploration
While much of the work in the previous section’s discussion lends itself to data vi-
sualization in general, there is much that can be done in addition to more specifically
suit the process of design. In mechanical design, it is often the case that an objective
for the design can be declared. For example, in the aerospace industry, requirements
may specify that a design must have a specific flight range while keeping costs under a
specific value. The designer would then be looking specifically for designs that fit these
requirements. This is often the case in mechanical design, and much work has gone into
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Figure 2.9 CVis optimization visualization tool [9].
attempting to leverage this more directed problem to better define tools to match the
needs of industry [7, 8, 53–67].
Cloud Visualization (CVis) [9] shown in fig. 2.9 allows side-by-side visualization
in both the design and performance spaces. By changing design variable values using
developed interaction methods, the designer can quickly view what affect said change
has on the performance space due to the side-by-side visualization being shown. This,
for example, may allow a designer to determine design variables with a large influence on
a specific performance objective. This feature is similar to that of the linked plots found
in [38]. An additonally interesting feature in CVis is the support for live generation of
previously un-sampled design points. If a designer finds an area that appears interesting
after initial investigations (e.g., a null space), he or she can add a new point in that area
to gain additional insights on the area. This interaction and ability to add new design
points is an area of interest for future work of this thesis.
The paradaigm of visual design steering was introduced by Winer and Bloebaum
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Figure 2.10 Example screenshot of visual design steering [66].
[66]. This project uses a developed technique called graph morphing to visualize an
n-dimensional design space, two to three dimensions at a time. Design tradeoffs are
visualized in the three-dimensional graph as shown in fig. 2.10 while the remaining
variables are assigned to graphical slider bars. The remaining design variables can be
adjusted and visualized in real time, showing designers what behavior resulted when
specific design changes were made. This technique showed that visualizing design infor-
mation could increase designer awareness and decrease optimization solution times. A
similar concept to the three-dimensional interactive visualization were used in the point
cloud visualization of this thesis work.
Stump et al. have developed the ARL Trade Space Visualizer (ATSV) [62]. ATSV
created a single interface by which to use scatterplots, glyph plots, and parallel coor-
dinates (amongst others) as well as a unique method of visualizing uncertainty in the
design variables. In this way, the designer is able to explore the data through many
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Figure 2.11 Extension to the ATSV [64].
unique visuals, each potentially providing further insights than any one separately. Yuk-
ish et. al. [64] supplemented the ATSV with the addition of an exploration engine used
to generate new concepts for exploration based on the users current preferences as they
explore designs using the previously developed methods. The work additionally dis-
plays the potential for linking model geometry with the process of design exploration,
something that has great potential when considering visual trade space exploration. A
screenshot of the new methods is shown in fig. 2.11.
2.3 Summary
The literature shows that attacking the problem of understanding high-dimensional
data often comes in two forms, reducing the number of dimensions needing consideration,
or increasing the number of visualizations needing consideration. Methods like principal
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components analysis have been used to reduce the dimensional complexity of data, but
its ability accurately do so is limited to linear problems, and results can be difficult to
map back to underlying data. Parallel coordinates and dimensional stacking methods
are technically capable of visualizing n-dimensions, but require the investigator to make
mental comparisons each of the potentially high number of variables involved.
Methods are needed to extract n-dimensional relationships amongst complex data
while maintaining the topological structure of the data itself. The methods must lend
themselves to visual presentation in such a form that is directly interpretable by inves-
tigators. Non-linear manifold learning techniques present a strong option to handle the
reduction of dimensional complexity, but lack direct visual interpretation of underlying
data. Additional methods are needed to provide this visual interpretation. The follow-
ing chapter describes the specific methods and corresponding relevant literature used to
achieve each of the mentioned needs in this thesis.
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CHAPTER 3. FOUNDATIONAL METHODS
This thesis builds on three previously developed methods:
1. Kohonen self-organizing maps
2. Contextual self-organizing maps
3. n-Dimensional data visualization using virtual reality.
The Kohonen self-organizing map (SOM) is first used in this thesis to form relationships
and structure from otherwise unintelligeable data. Methods of the contextual SOM
(CSOM) are then used to place a representative “label” onto the organized data to
provide an interpretation of results. Finally, methods of virtual reality (VR) are used to
allow detailed analysis following high level observation of CSOM results.
3.1 Self-Organizing Map
The core of this work develops upon Teuvo Kohonen’s self-organizing map (SOM) [68].
Considered a subset of neural networks, the SOM algorithm uses an unsupervised (i.e.
no investigator oversight), winner-takes-all learning strategy in combination with a time
varying, gaussian-based neighborhood update method in order to structure a lattice of
nodes to fit a data set under investigation.
An approachable means to understand the SOM algorithm is to first consider a baby’s
brain. When a baby sees an object, it is often thought that the memory of that object is
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being placed into a specific area of the brain through neurons firing in said area1. Under
this assumption, as a baby grows, he or she acquires more and more memories, further
defining the layout of the brain’s topological firing. Given many years of developing
memories, the toddler brain has developed in such a way that topologically similar areas
of the brain contain clusters of similar memory characteristics. For example, when a
toddler thinks of a cat, he or she may also think four− legged, furred, or even dog, all
due to characteristic similarities. The SOM attempts to leverage this concept to orga-
nize and make sense of complex data. This high level understanding, while admittedly
naive, shows the general technique by which the SOM operates. The detailed analytical
operations of the SOM will now be discussed.
3.1.1 Initialization
Before the algorithm can be executed, the neural network underlying the computation
must be defined. The layout of a standard neural network is shown in fig. 3.1. The key
point to note from this image is that there are three layers in the neural network used
for SOMs. The first layer, the input layer, handles the signal or data coming in to the
network. The second, computation layer, is used for calculating an activation function
for a given signal being received from the input layer. The computation layer then sends
results of the activation function to the output layer. The strength of neural networks
then comes in their ability to learn to compute proper activation function values for a
given input signal. In the case of SOMs, this learning is essentially how the self-organizing
map is capable of extracting useful information from high-dimensional data in the form
of input signals. For further explanation of neural networks in general and their relation
to the SOM algorithm, please refer to [70].
Each node making up the computational layer of the SOM is created containing a
1Whether the brain actually “stores” memories in this way has been under intense debate for some
time, but its accuracy is not important for the understanding of this example. See [69] for one side of
the argument.
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Figure 3.1 Basic neural network layout.
k-dimensional weight vector matching the number of dimensions making up the data
set to be investigated. The form of a k-dimensional weight vector(w) and corresponding
example input data point(x) are shown in eqns. 3.1 and 3.2, where j is the jth node
and k is the dimensionality of the data set. The overrarching goal of the algorithm is to
best use these weight vectors to statistically fit the data set being sent into to the map
throughout the iterative training process.
w =< wj,1, wj,2, ..., wj,k > (3.1)
x =< x1, x2, ..., xk > (3.2)
Weight vectors must each be initialized before any training occurs. Three techniques
are commonly used to initalize the map:
1. Statistical methods (e.g., Principal Component Analysis [71, 72])
2. Random data point selection and placement from the data set
3. Assigning random values
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The second option is used throughout this thesis. This method was selected for three
reasons: it makes no prior assumptions as to the ordering of the map, it initializes the
map to the same order of magnitude as that of the data, and it requires very little added
computation above the algorithm itself. All being desired characteristics.
3.1.2 Training
Initialization is followed by training, the core of the algorithm. The training phase
consists of two sub-phases:
1. Ordering
2. Convergence
It is during the ordering phase that overall topological structure of the map is trained.
This phase takes numerous iterations, and prepares the map for fine tuning. The con-
vergence phase then moves into finer map updates that attempt to statistically fit nodes
to the data set. The number of iterations in this phase is approximately 500 times the
numer of nodes in the map. Both phases use the same underlying steps to execute a
single iteration, but use different map parameter specifications, as will be discussed.
A training iteration begins by randomly selecting a data point from the data set.
The index of the the node with the strongest activation function result and therefore the
most similar to the selected data point is then found by determining the node of smallest
euclidean distance between itself and the data point using eqn. 3.3. This is referred to
as the “winning node”.
i(x) = min‖x− wj‖, j = 1, 2, ..., l (3.3)
A gaussian-based update is then performed on neighboring nodes surrounding the win-
ning node. The neighborhood influence formula is shown in eqn. 3.4. Nodes within the
neighbordhood (eqn. 3.5)are in this way “influenced” to be more like this input data
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point.
wj(n+ 1) = wj(n) + η(n) ∗ hj,i(x)(n) ∗ (x− wj(n)) (3.4)
During the initial ordering phase of training, the neighborhood’s width is set to the
entire map. Note that using this equation the further a node is from the winning node,
the less it is affected by the winner. If a map node is located outside this neighborhood
entirely, it will not be affected by the update. The neighborhood becomes exponentially
smaller with each iteration of the training according to eqn. 3.6. By the end of the
ordering phase, the neighborhood has decreased in size to only consist of the node’s
nearest neighbors. The convergence phase then begins at this same width, and continues
in this way until completion.
hj,i(x)(n) = exp(−
d2j,i
2σ2(n)
), n = 0, 1, 2, . . . (3.5)
σ(n) = σ0 exp(−−n
τ1
), n = 0, 1, 2, . . . (3.6)
Equation 3.7 is the time-varying learning rate which defines the amount that each
node inside this neighborhood will be influenced by each update (n). The learning
rate starts at a recommended 0.1 and becomes exponentially smaller throughout the
ordering phase while staying above 0.01 [70]. This value remains constant throughout
the remaining convergence phase.
η(n) = η0exp(− n
τ2
), n = 0, 1, 2, . . . (3.7)
A visual example of the neighborhood update is shown in fig. 3.2. The figure displays
four input data points being compared to each node. The black node of the SOM in
the center was found to have the strongest activation function result and is therefore
declared the winning node for one of the data points. The neighborhood shown in grey
are those computational nodes being trained to more closely represent the traits of this
input vector or data point.
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Figure 3.2 SOM training execution [73].
The two primary steps, finding the winning node and updating the node’s neigh-
borhood, are carried out for each data point in the data set during a single iteration.
Iterations are executed for the number of iterations originally decided during intializa-
tion. The decreasing size of the learning rate (eqn. 3.7) and neighborhood influence
(eqn. 3.5) cause the map to become more and more refined over the lifetime of the
iterations. Once complete, the map results in a pre-defined number of nodes containing
weight vectors which have attempted to fit the data through their iterative training.
In order to visualize extracted results of the trained neural network, a lattice of nodes
like that shown in fig. 3.3 is often used. It should be noted that the hexagon shape of
each node displayed in fig. 3.3 is of no particular importance for the algorithm, but is
often used to minimize the effects on vertical and horizontal visual relationships between
nodes [74]. The maps are generally created in this two dimensional structure due to its
ease of visual interpretation, but the technique does lend itself to the possibility of a
higher number of dimensions. The specific node layout making up the lattice must be
determined heurisitically by the investigator according to preference and data set size.
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Figure 3.3 Example 2D SOM Layout.
3.2 Contextual Self-Organizing Map
Further development of the self-organizing map brought about the contextual self-
organizing map (CSOM) [70]. The CSOM uses the same training mechanisms described
in the previous section, but adds on one important final step in the application of con-
textual labels to the trained map result. The final step in a contextual self-organizing
map again uses Euclidean distance (eqn. 3.3) to find a winning node, but instead of
updating the neighborhood surrounding the winning node using eqn. 3.4, a contextual
label representative of the input data point is placed into the winning node. Doing so
results in a trained map depicting clusters of contextual labels like images or names
instead of numerical weight vectors.
3.2.1 Example contextual self-organizing map
The following example comes from a data set used in the neural network text [74]
containing sixteen animals described by thirteen different attributes each. The data set
is shown in fig. 3.4.
In this example, the weight and input data vectors of the map take the following
forms:
wj =< [IS SMALL]j, ..., [LIKES TO SWIM ]j > (3.8)
x =< 1, 0, ..., 1 > (3.9)
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Figure 3.4 Animal trait data used to train CSOM [74].
Figure 3.5 Example CSOM trained on animal trait data [74].
Results of training the animal data set using a 10x10 node contextual SOM are shown
are shown in fig. 3.5.
To produce this result, the map was first trained using the SOM technique described
in the previous section. The contextual phase was then executed, passing each data
point (i.e. each animal) into the trained map one final time to find a winning node for
each. Once found, the animals photograph (e.g., the hen) was then placed into the node
producing the resulting visual. The reader may have noticed that in fig. 3.5, as pointed
out in [74], the map has clustered itself into three general groups: “birds”, “hunters”,
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and “peaceful species” even though the map has no concept of animal species and their
general behavior. The example shows the ability of the method to visualize thirteen
dimensional animal data in such a form that relationships are comprehensible to an
investigator.
To summarize, in certain applications the contextual SOM can provide a more useful
visualization than the SOM alone. In the previous example, being able to relate a
node with a particular physical label (i.e. the animal’s image) assists in understanding
the resulting map visualization. The work of this thesis uses similar concepts, first
training the SOM using mechanical design characteristics, then labeling each node using
performance characteristics. This will be discussed in-depth in ch. 4.
3.3 Review of Literature - Self-Organizing Maps Used in
Visualization and Optimization
The ability to reduce the complexity of visualizing potentially n-dimensional problems
to something directly interpretable is very powerful, and highly desired. There has been
a significant amount of research using self-organizing maps to do so [17, 75–84].
Su, Shao, and Lee introduced SOM-based optimization (SOMO) [85] as a method
for solving optimization problems using a modified self-organizing map. The difference
between SOMO and a traditional SOM is the modification made to the winning node
calculation. SOMO evaluates an objective function value for each of the map weight
vectors, taking the highest function evaluation value as the winning node. The same
input vector is sent to the map continuously throughout execution, thereby relying on
the winning node calculation and corresponding neighborhood updates to transform the
map into better and better estimates of the optimal value. This work also added the
ability to view the resulting map in three dimensions depicting the final objective function
evaluation value of the weight vectors. One potential issue with this work is that the
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Figure 3.6 Uniqueness view of four-class data set in CAVE-SOM. [32]
optimization function must be continuous, as the weight vectors can take on any number
of characteristics during training.
CAVE-SOM [32] is an immersive 3D application supporting visualization of self-
organizing maps in a Cave Automated Virtual Environment (CAVETM). Many intriguing
uses of the SOM are developed in this work including a uniqueness view, a hit count view
displaying the number of times a neuron was rated as the best matching unit (BMU), and
a selection view displaying how similar remaining neurons are to the currently selected
neuron. The uniqueness view in particular poses a promising method to determine
where tightly clustered neurons are located. Figure 3.6 shows the uniqueness view being
displayed on a resulting 3D map trained on a 10,000 point, 10D data set containing four
compact clusters with Gaussian distributions. The uniqueness view in this case is
able to very distinctly show the four clusters of data that reside within the 10D data.
Authors suggest that this feature may be helpful in detecting anomalies amongst data.
Visualization of performance information, and more broadly highly diverse contextual
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information does not appear to be supported by this work, deeming it relatively limited
in support for focus of this thesis.
Matthews [86] used self-organizing maps and applied them to conceptual design of
both gas turbines and aircraft wings. The work combines the use of SOMs with the
Tanimoto metric to automatically extract implicit relationships between visuals that each
separately depict only one variable or combination of variables making up the data set.
Matthews used component maps, the extraction of a specific variable from the trained
map, to analyze design space interaction. An example visual comparison of component
maps is shown in fig. 3.7. With the extraction of these variables into separate maps,
it was able to bring out implicit relationships that principle component analysis was
not able to detect. After the Tanimoto metric had identified potential areas of interest,
human intervention was required to verify. The comparison of component maps, as
was also possible in the work of Wijayasekara [32], presents an area for potential future
investigation of this thesis, but again poses significant mental burdon for a designer.
3.4 Virtual Reality (VR)
Virtual reality is the use of simulated environments to place a user in a scene that
does not physically exist. Properly conveying information in the virtual scene can result
in the user feeling a part of the scene, known as immersion. Creating the feeling of
immersion opens up the possibility of participating in virtual events that are impossible
to replicate in the physical world. For example, students can dive down into and explore
the biological stucture of plant life [87]; something not physically possible.
Virtual scenes and the feelings of immersion are created by computationally simulat-
ing sensory input on a users body. Simulated input in virtual worlds ranges from sight
and sound to touch and even smell. The primary aspect of the simulated environment,
and of this research work, is visual due to significant human reliance on visual sensory
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Figure 3.7 Example comparison of component maps. [86]
input [88]. Visuals can be created through many different mediums, ranging from a
stereoscopic desktop or fishtank display to a fully immersive, six-sided Cave Automated
Virtual Environment (CAVETM) [89].
Many potential benefits come from being able to immerse a user in a scene. In relation
to data visualization specifically, without the use of virtual reality, there is no effective
way to physically walk through and interact with numerical data. A fully tracked, six-
sided CAVETMenvironment allows this. Immersing an investigator into a data set allows
him or her to see the data in true three dimensional space, thus leveraging fundamental
human talents like depth perception more effectively than when using 2D displays alone.
Interaction techniques can then be used to allow the user to explore the data they are
physically immersed in, creating a stimulating environment to perform analysis.
40
3.5 Literature Review: n-D Data Visualization Using Virtual
Reality
A significant amount of work has been done investigating the effectiveness of virtual
reality in supplementing human abilities for analysis purposes [32,90–98]. Both positive
and negative aspects have been found in differing focus areas (display type, interaction
method, task, etc.). These results show that one must carefully consider how virtual
reality is to be used in development of applications, and that one should not simply
expect positive benefit because aspects of VR are being used.
Ware and Franck [99] investigated the benefits of stereo viewing, object motion, hand-
guided motion, and head tracking in information visualization. Subjects were tested on
their ability to trace paths on varying sizes (i.e. varying number of nodes) of connected
graphs using each of the technologies both separately and in combination. Notably, they
showed that head tracking alone can boost the size of interpretable graphs by 120%.
They additionally found that stereo alone can provide up to a 60% increase on the same
metric. Combined hand-guided motion with stereo executed the least amount of errors,
while passive object rotation with stereo was executed in the last amount of time.
XGobi [100] was developed initally as a desktop statistical analysis package, and
later added VR-Gobi shown in fig. 3.8, supporting display on the c2, a 3D immersive
environment at Iowa State University. [101] tested the two different applications in three
areas to determine the effectiveness of VR in statistical data analysis. Users were tested
on the ability to detect clusters, data dimensionality, and radial sparseness of data sets.
The immersive environment was found to show a slight benefit over the desktop system
in the radial sparseness tests, and significant advantage in the detection of data clusters.
Authors note that results of the dimensionality tests were similar to an extent that it
was felt the test must have been too easy for participants.
Kreylos et. al. [102] created methods in which to interactively create visual primitives
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Figure 3.8 Example screenshot from VR-Gobi. [101]
in the form of isosurfaces. Notably, the “seeded” isosurfaces use a fragment generating
routine that allows the investigator to generate partial isosurfaces in areas of interest
maintaining interactive frame rates. A similar visualization technique has been used to
create surfaces for pareto front visualization as in [103,104].
3.6 Research Issues
This literature review has again revealed that two techniques are generally used for
the visualization of high-dimensional data. The first is to view multiple visuals, relying on
human insight to extract relationships from amongst the visuals. The second technique
attempts to either reduce the number of dimensions, or create a structure by which a
higher number of dimensions can be displayed (e.g., parallel coordinates [52]). As was
shown in this chapter and the previous, work remains to forego issues with each of these
techniques. This has led to the following two research issues addressed in this thesis:
1. Does the extraction, separation and subsequent visualization of statistical charac-
teristics of resulting SOMs benefit a designer’s understanding of a design space?
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2. Does the ability to explore nodes of a self-organizing map using immersive virtual
reality provide additional designer insight to self-organizing maps alone?
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CHAPTER 4. THE CONTEXTUAL SELF-ORGANIZING
MAP FOR EXAMINING DESIGN SPACES
4.1 Prior work
This thesis builds on prior work by Nekolny et. al. [65], who introduced a novel way
of looking at design spaces using a single contextual self-organizing map (CSOM). The
work first trained design data using standard methods of the SOM, then colored nodes of
the map using design performance characteristics according to techniques of the CSOM.
The latter of which made up its primary contribution.
The final, contextual phase technique developed in the work used map nodes as
temporary storage containers in which to place each data point making up the data
set. Each data point was placed into a single node using the Euclidean distance metric
shown in eqn. 3.3 of ch. 3. Assuming there were more data points than nodes in the
map, multiple data points could be found within a single node after completion of this
process. Statistical evaluation of each node’s overall performance information were then
calculated using average, standard deviation, and minimum value as shown in eqns. 4.1,
4.2, and 4.3 where N is the number of design points in the node and y is the performance
metric(s) being evaluated. Results (i.e. average, standard deviation, and minimum value)
were shown using a hue, saturation, value (HSV) coloring scheme which mapped each
statistical value to a respective aspect of the color (i.e. either H, S, or V). A single color
was used in this way to show three values. An example resulting visualization is shown
in fig. 4.1.
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Figure 4.1 Example output from SOM Visualizer [65].
Avg =
1
N
N∑
i=1
yi (4.1)
StdDev =
√√√√ 1
N
N∑
i=1
(yi − y)2 (4.2)
Min = ymin (4.3)
The technique allowed investigators to obtain insights from n-dimensional data, some-
thing developed thus far in this thesis as very difficult to accomplish. Investigators were
allowed to focus attention on performance characteristics of the space as a whole while
relying on methods of the SOM to find relationships amongst the (n) variables making
up the design space. This allowed characteristics like modality and curvature of the
space to be quickly determined using a single, 2D visual.
The technique, while novel, was difficult to interpret. Specifically, deciphering the
HSV coloring scheme was challenging. Remembering what each aspect of the color stood
for, and applying this information back to the map proved difficult for investigators. A
review of the literature revealed [105] that when using color to show data dimensionality,
perceptual benefit can be gained by using multiple visualizations when color is the only
45
descriminating factor. This brought about the first contribution of this thesis; the four-
map visual.
4.2 Four-Map Visual
Each of the steps developed in prior work (i.e. standard SOM training, calculating
node bins for each data point, and calculation of statistical measures for each node)
is used in this thesis work, but a more interpretable visual was developed for analysis
purposes. The new visual breaks up each statistical measure into its own map, and adds
a fourth map to show the number of times each node was the winning node or best
matching unit (BMU). A screenshot of the new application is shown in fig. 4.2. This
technique has provided qualitatively more effective investigation of resulting information.
Breaking up the resulting map visual was the primary contribution introduced in a
paper accepted for publication at the 2011 ASME - International Design Engineering
Technical Conference, and is found in the final section (4.5) of this chapter. Details
regarding the technique and its application to three high-dimensional academic problems
can be found in the paper.
4.3 Further Development of Exploration Capabilities
Investigators often want to interact with data in such a way to “explore” it [106].
Doing so allows the investigator to use his or her expertice to guide the analysis and
potentially bring up insights that would otherwise remain hidden. Prior work noted
above only allowed two interaction techniques, removing nodes under a certain hit rank,
and graphically selecting a node to determin its numerical statistical values. Additional
functionality was built in this research work to allow more insightful exploration of
results. A heads up display (HUD) system was developed as the primary means to
control the investigative process. The developed HUD is shown in fig. 4.3.
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Figure 4.2 Layout of four-map SOM visual.
The HUD adds three primary features to the application. First, a color indication of
numerical results is added in the form of three interpolated color gradients. This provides
a mental mapping for what specific color values on the map mean for the three primary
statistical measures being used (Mean, Minimum, Standard Deviation). Second, the
investigator can now change the performance metric being visualized using the “Output
Variable” selection drop-down. Lastly, slider bars were added as a means to filter the
visual down to only nodes containing performance characteristics matching investigator
preference. Each feature will now be described.
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Figure 4.3 Heads up display control panel.
4.3.1 Interpolated statistical coloring
To provide the investigator with context on the values being represented in this
map visualization, three interpolated color values are shown in the top portion of the
HUD in the form of three color gradients: blue, green, and red representing mean,
minimum value, and standard deviation respectively. The numerical values listed under
each gradient display the representative limits that each color scale refers to according
to eqn. 4.4 where y is the color and x is the performance characteristic. Using the
three primary colors, a designer is provided a means to relate information back to the
proper map (e.g., the blue gradient corresponds to the blue map). Providing the color
mapping (as opposed to using greyscale, for example) reduces the cognitive effort of the
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investigator when comparing numerical values with the proper map display; something
of high importance.
y = ymin + (ymax − ymin) (x− xmin)
(xmax − xmin) (4.4)
4.3.2 Objective function selection
A selection drop-down was added below the interpolated statistical color gradients
and is labeled “Output Variable”. This drop-down allows an investigator to control
this output or performance value being displayed by the map. Changing this selection
changes the underlying performance metric upon which statistical measures of each node
are being calculated, but does not affect the training of the map. This is a simple and very
fast operation, as the data points have already been organized into best matching nodes
using Euclidean distance. Only the statistical measures must be recalculated using the
new performance values of each data point. This can be done in real-time, and therefore
does not delay the investigator.
The addition of this functionality opens up the ability for an investigator to analyze
relationships between different performance metrics, something that was not possible
in prior work. For example, if the data set being analyzed contained two performance
metrics, the investigator might be interested in how or whether said performance metrics
appear related. An example side-by-side comparison of changing this performance metric
is shown in fig. 4.4. An investigator would suggest from this result that there are very
obvious trends in both performance spaces, but they do not appear to be directly related.
Using the combination might, however, lead to an initial node to begin further analysis.
In this example, both maps contain relatively light colored nodes in the center of the
lattice, suggesting a potential area to begin detailed analysis.
Note: In the left half of each image, the count map is being shown. This is done only
to show that the underlying map training has not changed, as data point counts of each
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(a) Before
(b) After
Figure 4.4 Demonstration of changing between two performance metrics.
node remain the exact same in both. Only the performance metric used to calculate the
visual is being changed.
4.3.3 Filtering methods
A designer will often know what specific performance characteristics he or she is
looking for when performing data analysis. Prior work provided no way to leverage
this knowledge. Current work developed two filtering techniques to remove information
not matching designer preference. This is controlled by using the horizontal slider bars
making up the bottom of the HUD. The developed techniques allow filtering by objec-
tive function value and by standard deviation. Using the objective function filtering
technique, if a node contains any data points higher than that specified as the maximum
limit or vice versa, it will be hidden in both the mean and minimum maps. The standard
deviation works similarly in that nodes will disappear from the standard deviation map
if they do not fit within the standard deviation limits set. Figure 4.5 shows the resulting
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Figure 4.5 Reduction max objective function value.
display after the maximum objective function value limit has been decreased. Notice
that the map is no longer in an even, 10x10 lattice structure, but nodes on the top-right
and top-left of both the mean and minimum value maps have disappeared. Due to the
filtering, all points not matching the selected criteria have been removed.
It should read that after filtering, no points exist in these cells that meet the criteria.
In this example, there are two things to note. First, the standard deviation map has
not changed. Changing the objective function value limits has no affect on the standard
deviation or the count map and vice versa, therefore all nodes residing in these maps are
still shown in the figure. Secondly, note the structure of this reduced map in comparison
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Figure 4.6 Rosenbrock’s function being plotted as a surface.
with the three-dimensional function this was trained on shown in fig. 4.6. The stucture
of the function itself has been revealed by the layout of the reduced map. This can be
useful for investigating n-dimensional data of which the investigator knows very little. For
example, if reducing the maximum objective function value causes sporadic node removal
(i.e. similar to a checkerboard), an investigator might suggest that his or her problem
is likely to be very multimodal, something otherwise difficult to learn in n-dimensional
spaces.
4.4 Developing an interface for exploring results
The prior application implementing the CSOM work was developed very quickly as a
research effort and testbed for the method’s feasibility. It was difficult to use, supported
only a single operating system, and allowed minimal interaction with results. This section
describes the new interface that was developed to combat each of these issues.
The application was built using the open source Qt [107] graphical user interface
(GUI) software development kit (SDK) in the C++ programming language. Rendering
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of the resulting SOMs is performed using OpenGL [108] embedded into a Qt window
using Qt’s QGLWidget, which takes care of integrating the OpenGL pipeline inside a Qt
interface. Core development of the application took place on the Mac OS X operating
system, but was done in parallel on the Windows 7 operating system to broaden the user
base of the tool.
A primary contribution of the author to this work was the ability to interact with the
resulting visualizations, as was previously described. In addition, much of the previous
interface was re-vamped to improve investigator experience with the software. A side-by-
side comparison of the two applications is shown in fig. 4.7 with the previous interface
shown on top, and the new interface on bottom.
4.4.1 Choice to Use a Heads-Up Display
The first feature likely to be noticed by the reader is the change from standard toolbar
and dockable panel controls to HUD-style display controls. The decision to make this
change was based on two factors. First, screen real-estate was not being used effectively.
Much of the screen in the previous generation was taken up by unused grey space as
shown in fig. 4.7. Second, the hard edges and color theme in combination with its size
made the controls distracting to the interface.
This is a concern for the investigator’s experience with the software. It was decided
that an integrated HUD system could resolve both of these issues. Two primary features
of the new HUD lend to its effectiveness. The HUD is first and foremost much smaller.
It no longer takes up such a large portion of the investigator’s visual when analyzing
data. Second, the new interface uses a dark color theme, and soft and round edges. This
theme gives the HUD much less visual contrast, thereby reducing distraction from the
task at hand. Using a HUD system has made the application less visually distracting
and allows a larger view of the data being analyzed.
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(a) Old user interface.
(b) Updated user interface.
Figure 4.7 User interface comparison.
54
Figure 4.8 Updated training settings widget.
4.4.2 User interface improvements
Another primary goal of the new interface was to limit the amount of information that
the user must deal with. Doing so allows the investigator to keep focus on the data being
analyzed. This became relevant in the choice to remove training settings from the main
view of the application. Training settings often stay the same for the majority of user
sessions, and are therefore not suited for prime space of the main window. The training
settings were therefore removed entirely from the main GUI. The training settings widget
is now only shown to the user once he or she has chosen to open a data set for training.
The new widget is shown fig. 4.8.
Black borders surrounding each node in resulting maps of the prior application caused
distraction, and may have affected resulting interpretation do to their constrast with the
coloring of the nodes themselves. It was decided to remove the black border surrounding
each node to both remove the visual distraction it was causing and invite more visual
appeal to the map itself. A comparison of the visual is shown in fig. 4.9. The result is
much cleaner, and less visually distracting.
Fully custom double-slider widgets were built for this application to allow lower and
upper limits to be set inside the same widget. The resulting custom double-slider is
55
(a) Prior visual containing border. (b) Updated visual removing border.
Figure 4.9 Comparison with and without node border line.
Figure 4.10 Custom double-slider widget.
shown in fig. 4.10. This widget provides a better mental mapping of the limits than that
of using two separate sliders, one for each limit. Numerical indicators placed above each
slider update as the slider is moved, providing immediate feedback to the user. Custom
icons were required for the slider ticks themsleves to show the user both pressed and
released state as shown in fig. 4.11. While the color change is very subtle, the user must
be provided with this visual feedback, or qualitative experience with the software can be
affected.
4.4.3 Summary
The additions to the application introduced in this section were primarily astheti-
cally motivated, but have significantly changed the experience of the software. The user’s
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(a) Slider tick in
released state.
(b) Slider tick in
pressed state.
Figure 4.11 Slider ticks in pressed and released states.
experience can not be overlooked in the development process [109], and was made a pri-
mary concern throughout the update of this application. Results have been qualitatively
affirmed by a small team of users, user testing will be necessary in future work to hone
in on quantitative assessment of the application.
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4.5 Visually Exploring a Design Space Through the Use of
Multiple Contextual Self-Organizing Maps
This section contains a conference paper that was published in the Proceedings of
the ASME 2011 International Design Engineering Technical Conference and Computers
and Information in Engineering Conference. The paper contains results of the CSOM
visual tested on three academic problems, Rosenbrock’s function, Griewank’s function,
and Ackley’s function. Detailed discussion of map interpretation and potential uses of
results can be found in this paper.
Authors: Trevor Richardson1, Dr. Eliot Winer2
4.5.1 Abstract
Understanding relationships amongst n-dimensional design spaces has long been a
problem in the engineering community. Many visual methods previously developed, al-
though useful, are limited to comparing three design variables at a time. Work described
in this paper builds off the idea of a self-organizing map in order to visualize n- dimen-
sional data on a two dimensional map. By using the contextual self-organizing map,
current work shows that more design space information can be gleaned from map nodes
themselves. By breaking the final visualization up into three maps containing separate
contextual information, an investigator can quickly obtain information about the overall
behavior of a design space. Tests run on well-known optimization functions show that
information such as modality and curvature may be quickly suggested by these maps, and
that they may provide enough information for a designer to choose a function to proceed
with formal optimization of a given data set.
1Trevor Richardson, Research Assistant, Iowa State University, Virtual Reality Applications Center,
Dept. of Computer Engineering, Ames, Iowa, USA
2Dr. Eliot Winer, Associate Professor, Iowa State University, Virtual Reality Applications Center,
Dept. of Mechanical Engineering Ames, Iowa, USA
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4.5.2 Introduction
Design optimization has become an essential factor in many areas of engineering. As
designs become more and more complex, understanding how variables of a design space
interact becomes increasingly difficult. Understanding these relationships has been the
direct subject of much previous research. Several projects [9, 56, 62, 66] have examined
various methods to visualize design spaces. Eddy and Lewis [9] developed the Cloud
Visualization (CVis) software that allows simultaneous visualization of the design and
performance spaces. Additionally, CVis added the ability to create new data points in
both design and performance spaces in order to investigate areas where data was not
sampled, but appears interesting after investigation. These tools are very beneficial, but
an investigator is left to mentally map any relationships greater than three dimensions.
Much like CVis, many techniques available today require an investigator to observe data
in three dimensions or less. This is generally done by dimensionality reduction, or by
comparing multiple visualizations in three dimensions or less, for example Parallel Coor-
dinates [52]. While the former could cause the loss of important design characteristics,
the relationships of the latter remain difficult to understand from one visualization to
the next. One common technique to avoid these difficulties, Kohonens self-organizing
map [110] (SOM), is a class of artificial neural networks that enables dimensionality to
be reduced visually, while preserving the topology of the data itself. Research described
in this paper builds off the idea of a contextual self-organizing map.
4.5.3 Background
The following section presents some of the key research that has led the area to its
current state. Hanrahan et. al. [51] developed the Polaris multi-dimensional relational
database visualization tool. Using Polaris, an investigator can quickly query a database
and be presented with a table based, two-dimensional visualization of high dimensional
data. Using size, shape, orientation, and color of objects, Polaris enables an investigator
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to quickly view high dimensional data. By exploring the many “panes”, the authors
suggest that relationships and interesting features of the overall data structure may
quickly be made apparent. Although Polaris shows applicability to design space data
exploration, a downside of this technique lies in the fact that an investigator is required
to compare relationships amongst multiple visualizations, which can quickly become
difficult.
Keim [41] gives an overview of many common information visualization techniques
in data mining. The paper discusses techniques ranging from iconic displays (mapping
values to features of an object) to stacked displays (stacking multiple coordinate sys-
tems), discussing uses of each. In particular, the stacked display technique is an example
of potential struggle that the research of this paper helps to alleviate. By mapping a
coordinate system within another coordinate system, a designer will quickly lose under-
standing of the relationships that reside within the data.
Winer and Bloebaum [66] developed a graph morphing technique as part of the Visual
Design Steering (VDS) paradigm. Using the developed methods, an investigator is able
to first (in some instances) reduce the complexity of the problem based off the impact
of variables on the design constraints. Following the reduction of problem complexity,
three chosen dimensions can be viewed while manipulating remaining, hidden, variables
using sliders in real time. In doing so, an investigator is provided insight as to how much
affect each design variable has on the overall design in accordance with the constraints
set up before the visualization began. This method is beneficial for understanding how
particular variables affect a design, but loses some usefulness when trying to understand
relationships of multiple dimensions simultaneously.
Bloebaum et. al. [56] developed the hyper-radial visualisation method for investigat-
ing multi-objective optimization problems. By using a normalized “hyper-radius”, the
technique provides an intuitive method for understanding a Hyperspace Pareto Fron-
tier [54] (HPF). With this research, a designer is able to perform a trade-off analysis by
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setting preferences by range or weight in the calculation, as well as incorporate uncer-
tainty to get a greater understanding of the data. The ability to perform this visualization
in two dimensions makes this technique very promising for its application. Using this
method, understanding proper objective function grouping for axis initialization may
prove difficult for an investigator. Additionally, although with this method it is very
simple to understand where optimal lies, understanding relationships between the per-
formance measures is somewhat difficult, as they are being combined into one value for
the visualization.
Simpson et. al. [62] created the ARL Trade Space Visualizer (ATSV) that allows
the investigation of trade offs within a design space. The software created inherited
many tools from previous research including glyph plots, histogram plots, and parallel
coordinates. Features were added to allow uncertainty visualization, feature finding, and
polynomial regression analysis. The feature finder in particular presents an interesting
method to go about understanding features in the ATSV using glyph plots and node/link
diagrams.
Su, Zhao, and Lee introduced SOM-based optimization (SOMO) [85]. SOMO makes
two modifications to the standard self-organizing map. First, the input pattern remains
constant throughout the entire training process. Second, map training is done based
off fitness, as opposed to Euclidean distance. Also introduced in this method was the
use of projecting node fitness as a third dimension following training. This method of
visualization presents a useful tool for understanding results, but contains the drawback
that it is constrained to continuous optimization problems.
Bishop and Svensen developed Generative Topographic Mapping (GTM) [111], a
modification to the traditional self- organizing map that maps higher dimensional data
to a low dimensional space using latent variables. The GTM optimizes its node weight
values for the provided dataset, which eliminates the limitations of the SOM in terms
of training parameters, but adds to computational expense. The GTM was later used
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by Holden and Keane [112] in a comparison of methods to visualize an aircraft design
space. Additionally, this study compared both SOMs and GTMs at completing the task
of visualizing the design space. The SOMs benefited from the ability to analyze individual
variables independently, but the GTM provided an exact solution to the design problem.
While the GTM gave a promising result in solving an eight dimensional problem, the
authors noticed a decline in ability to discern a promising solution when increasing the
space to 14 dimensions.
Milano, Koumoutsakos, and Schmidhuber [113] utilized the Kohonen SOM to visual-
ize optimization problems. They were able to train the Kohonen map on the input space
of an optimization function following the rules of the traditional SOM. After the map
was trained, they calculated the objective function values associated with each node’s
weights. With these objective function values and a trained and organized map, the
authors drew contour lines on the two dimensional lattice to show the structure of the
input space. The authors also displayed these same results in three dimensions using
the objective function value as the third dimension. This idea follows the same ideas as
the visualization completed in the SOMO algorithm in that both methods take the two-
dimensional lattice and plot it in three dimensions using the value of interest as the third
dimension.
The research of this paper builds off previous research by Nekolny, Richardson, and
Winer [65] that developed the concept of using contextual self-organizing maps for op-
timization purposes. The final phase of the training process placed each data point of
the design space into a node based off smallest Euclidean distance. Statistical measures
of each nodes objective function values were then used to color nodes based off their
mean, standard deviation, and minimum values by using the Hue, Saturation, Value
(HSV) [114] coloring scheme. By coloring with this technique, an investigator could gain
useful insight about single nodes of the final result. While this method added useful
knowledge about a design space, it proved difficult to mentally map one color to three
62
values.
4.5.3.1 Self-Organizing Map
For purposes of clarification throughout this section and the next, the authors will
use the example data set used in the neural network text [70] (Table 9.3 of the text)
containing sixteen animals described by thirteen different attributes each. As an example
of the structure of this data set, a dove is small, is two-legged, has feathers, and can fly,
while a cow is big, is four-legged, has hair, and has hooves. In the data set, attribute
values are integer values (1 or 0) representing whether the attribute describes that animal
(e.g. a cow does not fly, and would therefore have a 0 for that attribute).
To train each data set, the self-organizing map (SOM) uses a competitive learning
strategy to map n-dimensional data into a (typically) two-dimensional, visual map. To
begin, an empty, two-dimensional, rectangular lattice of nodes is created. Each node of
the lattice contains a weight vector with the same dimensionality as that of the data set.
The form of a k-dimensional weight vector(w) and data point(x) are shown in eqns. 4.5
and 4.6. In the weight vector, the j term represents that it is the jth node of the lattice.
w =< wj,1, wj,2, ..., wj,k > (4.5)
x =< x1, x2, ..., xk > (4.6)
Weight vectors and data points of the example data set are of the following form:
wj =< [is small]j, [is medium]j, . . . , [likes to swim]j > (4.7)
x =< 1, 0, . . . , 1 > (4.8)
Three common methods can be used to initialize the maps node weight vectors be-
fore training occurs: statistical techniques such as Principal Component Analysis [72],
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random data point selection and placement from the data set, or by assigning random
values (not widely used).
In the case of the example, the map is initialized by randomly selecting an animal
from the data set and placing that animals attributes into the weight vector of a map
node until each map node contains one animals attributes. Once complete, the map is
completely random (i.e., a dogs attributes may be placed in the node next to a gooses
attributes). By randomizing the map in this way, it is insured that no prior relationships
have been assumed.
Once the map has been initialized, it is trained using a winner-takes-all strategy in
combination with a time varying neighborhood update. Before each update, a data point
is selected from the data set and compared to each node in the maps lattice. A “winning
node” is found amongst the lattice for the data point by calculating the least Euclidean
distance between that of the data point and each of the map nodes. This process is
observed in the example by finding the node that contains the most similar attributes to
this animal being placed into the map (e.g. a node containing attributes similar to a dog
would also be very similar to a fox). Once the winning node is found, a neighborhood
update is performed to influence the nodes surrounding the winning node to be more like
that of this data point using eqn. 4.9. For example, if a hawk was placed into the map,
it would cause the surrounding nodes to be more similar to itself by shifting attributes
such as “likes to fly” closer to 1 and “likes to swim” closer to 0.
wj(n+ 1) = wj(n) + η(n) ∗ hj,i(x)(n) ∗ (x− wj(n)) (4.9)
In eqn. 4.9, η is a time-varying learning rate and defines the amount that each sur-
rounding node will be influenced by each update (n). This value becomes exponentially
smaller with each iteration. hj,i is the neighborhood influence and, as like η, becomes
exponentially smaller with each iteration. The neighborhood influence can be thought
of literally as the surrounding nodes to that of a winning node. If a map node is located
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outside the neighborhood influence, it will not be affected by this update.
During a single training iteration, the described update procedure is carried out for
every data point in the data set. Once this is carried out for the specified number of
iterations, the decreasing size of the learning rate and neighborhood influence causes the
map to become more and more refined, resulting in a visualization that has clustered
itself into groups of nodes containing similar weights (w). In the example data set, one
group of attributes that would be expected to cluster would be those of a bird (e.g. “has
wings”, “has feathers”, and “likes to fly”).
In a basic sense, this whole process can be thought of like a large (n-dimensional)
mesh of nodes. Each time a data point is passed into the “mesh” and a winning node
is found, the mesh gets pulled in toward that node to more closely represent it in the
design space. Additionally, following each iteration, the mesh can be thought of as
getting stiffer, which resembles the learning rate and neighborhood influence getting
smaller. After many iterations, the mesh will have become so stiff that passing in data
points no longer has an effect on the mesh. At this point, the map is considered trained.
Although this generalization leaves out much of the detail, it presents a more physical
idea of how the SOM algorithm is carried out.
4.5.3.2 Contextual Self-Organizing Map
Further development of the Self-Organizing Map brought about the Contextual Self-
Organizing Map [70]. The contextual SOM builds upon the SOM by adding an additional
step after training. In a contextual SOM, the map is first trained using the same proce-
dure described in the previous section. Once the SOM has been trained, each data point
contained in the data set is passed into the map one final time. Like the procedure for
the SOM, the winning node is found for each data point using least Euclidean distance.
In a contextual SOM, however, instead of updating the neighborhood surrounding the
winning node using eqn. 4.9, a label representing this data point is left in the winning
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Figure 4.12 Example Contextual SOM [70].
node (in the investigation of this paper, this label will be objective function value). In
the case of the example of the previous section, the label is the animal name. Results of
training the animal data set using a 10x10 node contextual SOM are shown in fig. 4.12.
To produce this result, following training using the techniques of the previous section,
each data point (animal) was passed into the trained map one final time and compared to
each map node. The animals name was then placed into the node with the most similar
attributes by Euclidean distance. What results are groupings of animals with similar
attributes. For example, in fig. 4.12, as pointed out in [70], the map has clustered itself
into “birds”, “hunters”, and “peaceful species”.
To summarize, in certain applications the contextual SOM can provide a more useful
visualization than the SOM alone. In the previous example, being able to relate a
node with a particular physical label (animal name) assists in the understanding of the
resulting map visualization. Research in this paper builds off the idea of the contextual
SOM by using objective function value as a contextual value. Although not widely seen,
in this way, contextual SOMs can be used for visualization of design spaces.
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4.5.4 Methodology
Being largely heuristic by nature, some predetermined properties of the SOM must
be chosen by the investigator. The values used in this works implementation are based
off of previous research and commonly used values.
To begin, an empty self-organizing map is generated with a size that has been pre-
determined. In each problem investigated, a 10x10 map is used. Each map was initialized
by choosing and placing data points from the data set, at random, into each node until
every node contained an initial weight vector. The initial neighborhood width is set to
the entire map, while the initial learning rate is initialized to 0.1 (recommended value
from Neural Network [70] text).
Training then follows the initialization step. A specified number of training itera-
tions is chosen before the map is trained. For consistency throughout this paper, 1000
iterations are used in every test problem. This value was chosen based off previous work
completed on data sets of this size. During a single iteration, data points are selected
and passed into the map at random until every data point has been selected and placed
in a node based off Euclidean distance as described in the detailed SOM section. Fol-
lowing placement, the winning nodes surrounding nodes are updated to more closely
resemble the data point using the neighborhood update eqn. 4.9. Once this procedure
has been carried out for the specified number of training iterations, the contextual phase
is executed.
During the contextual phase, each data point is passed into the map a final time, and
a winning node is found for each, again using least Euclidean distance. In this phase,
instead of updating the neighborhood surrounding the winning node, the data point
leaves its objective function value inside the winning node. Upon completion, every data
point will have been placed into and held in one of the map nodes. Assuming a data
set much larger than the number of map nodes, statistical measures (mean, standard
deviation, minimum value) of each nodes contained objective function values are then
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Figure 4.13 Example trained map.
found. These measures are then normalized for coloring purposes. Using the normalized
values, the visualization of the contextual SOM is split up into three separate maps, one
each for mean, standard deviation, and minimum value. The nodes of each of the three
maps are then colored based off an interpolated primary color, where light colored nodes
represent low values and dark colored nodes represent high values in each category. An
example result is shown in fig. 4.13, where the blue map represents mean, red represents
standard deviation, and green represents minimum value.
By breaking up the maps in this manner, a designer may quickly make suggestions
about design space characteristics. For example, using the standard deviation map of
fig. 4.13, one may suggest that behavior is very unstable near the edges as indicated by
the dark red nodes. Also, both average and minimum values appear to become larger in
these edge areas as indicated again by dark nodes. Combining the two observations, a
designer could suggest that the unstable areas are of increasing value away from optimal
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(assuming a low optimum value).
In each of the three maps, node position remains topologically consistent. For exam-
ple, if a designer finds that the bottom left node of the mean map is interesting, but is
looking for a well-behaved area of the design space, he/she can check the same bottom
left node of the standard deviation map. This ability allows designers to quickly search
for desirable features in a particular design space.
4.5.5 Results
The following section presents the results of training the previously described contex-
tual self-organizing map on three well-known optimization problems [115]: Rosenbrocks
Function, Griewanks Function, and Ackleys Function. These three functions represent
a broad scope of possible design space characteristics that may be contained within an
optimization problem; therefore they are a good test for this research. Each data set
generated for the tests consisted of 1,000 data points. The objective function value of
each data point was coupled with the point for use in the contextual phase of training.
It should be noted that objective function value is only used during the contextual phase
for coloring. It is not used for training the SOM.
Each of the three problems was run with two, five, and ten dimensional scenarios.
Two-dimensional (2D) problems are shown as a proof of concept in that they are visually
comparable to a two design variable function plotted with objective function value as the
third dimension. It should be noted that for tests greater than two dimensions, resulting
trained contextual SOMs should not look like the 2D function from a topographic sense,
but should only show the functions main characteristics. For example, when trained on
a multimodal function, the modality should become apparent from the results, but the
maps will not keep the same lateral relationships between the nodes as the corresponding
areas of a 2D plot.
The remaining three parts of the results present the three functions and their train-
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Figure 4.14 Rosenbrock’s Function.
ing results in two, five, and ten dimensions. The first function, Rosenbrocks Function, is
investigated in detail to give the reader insight about how to read the resulting contex-
tual SOMs, while the remaining two functions are presented with a more investigative
approach.
The first problem tested was Rosenbrocks Function. fig. 4.14 shows the function
plotted on a three-dimensional Cartesian coordinate system using a 2D data set with
objective function value as the third dimension. Figure 4.14 features can be directly
compared to the 2D contextual SOM results in fig. 4.15.
The resulting 2D SOM in fig. 4.15 has organized itself in a manner similar to that of
fig. 4.14. This is expected in every 2D result, but the function should not be expected
to be oriented with the same axis as the graph of fig. 4.14. It will, however, remain
topologically similar from one node to the next.
By comparing fig. 4.14 and fig. 4.15 directly, we show how the SOMs are colored
and how they can be used. The contextual SOM is expected to show high values in each
category where there is a peak in fig. 4.14. Looking at fig. 4.15, increasingly darker
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Figure 4.15 2D Rosenbrock’s Function.
nodes representing higher values do in-fact show this in the lower left and upper left
corners of each resulting map. The low, u-shaped plane of fig. 4.14 can be found in the
results by the connected, light colored areas of each map. While subtle, the hill on the
back portion of fig. 4.14 reveals itself as a slightly darker cluster of blue nodes on the
right-middle edge of the mean map in fig. 4.15. The subtlety of this feature is due to the
normalization of contextual values for coloring purposes. Because the area is relatively
low compared to the peaks of the function, the colors do not appear significantly different
that those of the rest of the low area. Although the mentioned hill does not obviously
reveal itself, the remaining features of the graph are very intuitive to find in the resulting
SOMs.
In each test problem, the 2D results act as a proof of concept, giving the reader the
ability to directly compare map features. They are not claimed to provide any additional
visual benefit to graphing a 2D function.
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Figure 4.16 5D Rosenbrock’s Function.
Figure 4.16 shows the results of training the 5D Rosenbrocks Function, and highlights
some interesting points. First, it should again be mentioned that for 5D and 10D tests,
lateral relationships should not be expected to follow that of the 2D graphed function of
fig. 4.14. When trained off functions of 5D and 10D, lateral relationships of the SOM
correspond only to similarity in the n-dimensional design space rather than the X- Y
plane.
Using the mean and std. dev. maps of fig. 4.16, a designer can quickly conclude
that there may be a large, flat (low std. dev.) region in the design space that contains
low objective function values (low mean and min.). In fig. 4.16, this reveals itself as the
right half of each resulting map by its light colored nodes.
The central portion of the mean map contains four dark nodes that have been high-
lighted in yellow (see fig. 4.16). In this case, results may be misleading. Going back to
the Rosenbrock Function graph (fig. 4.14) would suggest that the values of high mean
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would be correlated with those of the high standard deviation due to the sharp peaks
found in the function. In these results, this does not appear to be so because the dark
highlighted nodes correspond to those with relatively low standard devation. This is
likely the result of a combination between the number of map nodes and the sampling
density of the data set used. The sharp peaks in the Rosenbrock Function only occupy
a small portion of the function, therefore few points are likely to be sampled from this
area and the results are less likely to pronounce their appearance in large areas of the
resulting SOM. Some of the highest values and therefore darkest nodes of the std. dev.
map correspond to those with very low min. value in the min. map. This may mean
that the nodes relating to the sharp points also contain points found at the lower part of
the peaks, thereby causing them to have a low min. contained in the node. Comparing
the three maps leads us to conclude that the high mean nodes do not represent the func-
tions peaks, but in-fact the small hill area where mean is consistently high and standard
deviation is low.
While the previous feature may have been misleading, further investigation was able
to bring about why this is likely occurring. Understanding this information using current
techniques, a designer would have needed to mentally map three or more plots. This
research eliminates the mental mapping required of designers by analyzing all the design
space variables at the same time and providing a single, cohesive, visualization.
Figure 4.17 shows the results of training the 10D Rosenbrocks Function. Results from
the 10D test more closely follow what is expected of the Rosenbrock Function than those
of the 5D test. Areas of large std. dev. shown by dark red nodes very closely match
those of high mean shown by dark blue nodes, suggesting that the function has sharp,
high peaks. Because this same behavior is captured in two separate clusters in the map
(see highlighted regions of mean and std. dev. maps of fig. 4.17), it can be suggested
that the function has two similar areas where these peaks may occur.
All three maps capture the expected large, connected area of low objective function
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Figure 4.17 10D Rosenbrock’s Function.
value (the valley). This can be seen in the large lattice of connected, light colored nodes,
and would tell a designer that they can expect a relatively large area where the function
is well behaved. Obtaining this information about 10D data using todays techniques can
be difficult if not impossible.
Results of the Rosenbrock Function have brought up many interesting points that
could come up in any optimization problem. Using the results for this test, a designer
could be led to a more accurate understanding of the modality and curvature of the
design space. Based on the new understanding, the designer may be led to choose a
formal optimization method that otherwise would not have been chosen, thereby saving
time and money.
The next set of tests was performed on Griewanks Function shown in fig. 4.18.
Griewanks Function provides a good test of capturing multimodal behavior. Due to this
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Figure 4.18 Griewank’s Function.
behavior, what would be expected in the results is to have similar areas of the design
space (nodes near one another) with very different objective function values.
Figure 4.19 shows the results of training the 2D Griewank Function. The 2D test
resembles the overall trend of the data in that it is capturing the funnel toward the
center of the map, but it does not immediately become obvious that this was trained
on a multimodal function. The standard deviation map only suggests that there is high
standard deviation near the corners of this 2D design space. The multimodal behavior
of the function is not captured in this test. Observing the 2D plot (fig. 4.18) reveals
that the spikes of the function are all of similar vertical displacement. Because the spikes
are similar, normalizing the std. dev. values is causing the loss of this behavior. Using
larger maps and therefore more map nodes will cut down on this because small areas of
the function will be represented by larger areas of the map.
Results of the 5D Griewank Function are shown in fig. 4.20. In this problem, the
5D mean map has captured the multimodal behavior by showing that values are similar
in the design space (the nodes are spatially close to one another), but have significantly
different colors and therefore different objective function values. Using this information,
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Figure 4.19 2D Griewank’s Function.
a designer could approach a problem with a better understanding that a design space is
likely multimodal throughout its entirety.
Another feature that stands out in the mean map is the single, very light colored
node highlighted in yellow in fig. 4.20. The light blue (mean) and green (min.) colors
show that the node contains some of the lowest objective function values of the entire
design space. This information may help a designer to choose an area of the design space
to start a more formal optimization method thereby cutting down on time to reach the
optimal solution.
Results of the 10D Griewank Function are shown in fig. 4.21. The resulting contextual
SOMs show many of the same features suggested by that of the 5D map. The multimodal
behavior is again brought out by the largely different colors of neighboring nodes. The
standard deviation, for the same reasons as before, appears to be similar throughout the
entire design space. This information would be useful in that although the function is
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Figure 4.20 5D Griewank’s Function.
multimodal, the behavior is of similar magnitude throughout. The mean map contains a
single light colored node that could again suggest a starting point for formal optimization.
These features, although very quickly obtained using this method, could be very difficult
to otherwise obtain using current methods.
The third and final function tested is Ackleys Function. Ackleys Function is a test
for capturing multimodal behavior on a high plane while also capturing the sharp cone
where objective function significantly drops.
The resulting contextual SOMs from training the 2D Ackleys Function are shown in
fig. 4.23. Very similar to the case of Griewanks, this test has captured the overall high
plane with the sharp drop in the center as expected from fig. 4.22, but the multimodal
nature of the high plane is lost. As in the case of Griewanks, the consistent displacement
of the multimodal behavior, when normalized, causes the loss of this feature.
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Figure 4.21 10D Griewank’s Function.
Figure 4.22 Ackley’s Function.
The 5D Ackleys Function resulted in maps shown in fig. 4.24. In this test, the
multimodal nature of the high plane is better visualized in the 5D maps than in the 2D
maps, but still does not appear significant for similar reasons mentioned before. Even
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Figure 4.23 2D Ackley’s Function.
so, a designer can quickly suggest that this design space is similarly behaved throughout,
because of the consistent color of the std. dev. map. This fact alone may otherwise be
difficult to quickly grasp using other methods.
Investigating the light colored node of the mean and min. maps of fig. 4.24 along
with the dark colored node of the std. dev. map quickly suggests in that part of the
design space, there is a large drop in the objective function value. Using this information,
a designer may quickly choose a point from which to start a formal optimization.
The final test in this research, the 10D Ackleys Function, is shown in fig. 4.25. This
test was able to bring out both the multimodal high plane as well as a steep change toward
lower objective function values. The variety of color in small clusters of nodes inside the
mean map suggest that this function is in fact multimodal, while the light colored node
in both the mean and min. maps show where low objective function values are likely to
be found. As in the case of the 5D results, this light colored node could be used to choose
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Figure 4.24 5D Ackley’s Function.
a starting position in a formal optimization method. Finally, the standard deviation map
suggests that the behavior of the design space is relatively consistent outside the area
where the low objective function value has been pointed out.
Initial results of this research are very promising, but in order to be useful to industry,
the time to train a map must be reasonable. The following table lists the computational
time required to train and obtain a visual of each map contained in the results section.
These results show that although time cannot be ignored, it is not a major barrier for
data sets of this size. The authors have only briefly touched on trying to speed up the
algorithm, as focus has primarily been on the methods and usefulness of the resulting
visualization. Decreasing training time will be a focus area for future work.
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Figure 4.25 10D Ackley’s Function.
4.5.5.1 Summary and Conclusions
Results of this paper have shown that this method of visualization may become a
valuable tool when analyzing design spaces. Using the Kohonen self-organizing map,
data is clustered into regions similar in the design space. Methods of the contextual
SOM can then be used to label resulting nodes inside the map. Using these labels, we
are able to provide a two-dimensional visualization of an n-dimensional design space.
Building off of previous work, the new method uses separate visualizations for mean,
standard deviation, and minimum objective function value of the design points that
end up in each map node. Using the new techniques, a designer can quickly obtain
information directly related to all variables of a design, as opposed to looking at three or
fewer dimensions across multiple visualizations as seen in much previous work. Although
some features have been pointed out in this paper as being lost in the visualization, in
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each case, significant information can be gleaned from each of the maps.
In closing, it is important to point out some limitations of this work. First and
foremost, as shown above, training the maps takes a significant amount of time. This is a
planned area for future improvement, but has been dealt with very little thus far. The size
of data sets analyzed have not yet justified shifting focus to reduction of computational
time.
Additionally, as pointed out previously, when the design space has a large range of
objective function values, less dramatic (smaller range) features can be hidden due to
the normalization of values for coloring. As in Ackleys Function with the multi-modal
nature of the high plane, this may cause important design space characteristics to be
hard to discern.
Finally, due to the heuristic nature of the SOM in defining training parameters, there
is a potential for results to vary because of the choices a designer makes initially. For
example, the map may either not be fully trained, or may be over trained. Methods
such as the GTM [111] have attempted to resolve this issue, but have other issues as
mentioned in the background that have kept current work from using the method.
In future work, an area the authors would like to look into is validation of usefulness
for high dimensional results. An example scenario would be to train an optimization
problem using the methods developed in this paper, analyze the results, and make sug-
gestions about the structure of the design space without viewing the function itself.
Using the analysis, a formal optimization method and starting point would be chosen.
Results of the formal optimization could be compared against accepted methods based
on time, thereby validating (or invalidating) effectiveness of this work.
While contextual self-organizing maps have not been widely applied to design opti-
mization, results of this paper have shown that they can be very useful in developing
an understanding of n-dimensional design spaces that has otherwise been very difficult
to obtain. This ability could help cut time and therefore cost in the design of future
82
complex systems.
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CHAPTER 5. VISUALIZING DESIGN SPACES: A BRIEF
HISTORY AND METHOD USING 2D CONTEXTUAL
SELF-ORGANIZING MAPS
This chapter contains a journal article accepted for publication in the AIAA Journal in
a special section on multidisciplinary design optimization. The article further discusses
the use of the CSOM, and presents results of using the CSOM for initilizing formal
optimization routines.
Authors: Trevor Richardson1, Brett Nekolny2, Joseph Holub3, Dr. Eliot Winer4
5.0.6 Abstract
Visualization of design spaces is a complex problem that has the potential to provide
many benefits. Design spaces can be easily visualized with two or three design variables
using a range of methods. However, once a problem exceeds this limit, direct visualization
that captures all necessary behaviors becomes difficult. To visualize these higher dimen-
sions it is necessary to utilize visual cues such as color, size, and/or symbols to show the
added dimensions. The disadvantage to using visual cues is the inability to expand much
beyond three dimensions. This research focuses on using contextual self-organizing maps
1Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Computer
Engineering, Ames, Iowa, USA
2Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Mechanical
Engineering, Ames, Iowa, USA
3Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Computer
Engineering, Ames, Iowa, USA
4Associate Professor, Iowa State University, Virtual Reality Applications Center, Dept. of Mechanical
Engineering Ames, Iowa, USA
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(CSOM) to provide a solution to visualizing high dimensional design spaces by utilizing
the dimensionality reduction capabilities of SOMs. A visual representation is created by
generating an SOM and applying objective function values as the contextual labels. The
map is then broken into three different maps containing separate contextual information,
namely the mean, minimum, and standard deviations for each node. Qualitative infor-
mation such as modality, curvature, and areas of interest can be determined from these
maps. This information can be used to select and initialize a formal optimization algo-
rithm. A number of unimodal and multimodal optimization functions were solved, after
using CSOMs to first map the design space, to test whether using CSOMs to initialize
an optimization algorithm improves performance. Initial points were selected from the
generated maps and used in a pheromone particle swarm optimization (PSO) method as
well as a numerical method. Results were then analyzed for improvements and insights.
5.0.7 Introduction and Background
Design optimization has become a critical part in many disciplines of engineering. As
designs become more complex, the necessity to understand how design variables interact
becomes increasingly important. Understanding the characteristics of the design space
can help designers to choose appropriate optimization algorithms and starting points for
formal solutions. Past research has examined different methods for visualizing design
spaces in an attempt to provide designers with this information [9, 56, 62, 66]. These
will be examined more closely in the next section of this paper. While these tools
provide beneficial insight into the design spaces, many of the tools limit the designers
to observing three or fewer design variables at a time. This forces the user to mentally
map the relationships between design variables as they switch between multiple sets of
three-design-variable visualizations.
Dimensionality reduction is a technique often used to reduce the large number of vari-
ables in a data set into a small, manageable set while preserving feature characteristics.
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Kohonens self-organizing maps (SOM) [110] is a class of artificial neural networks that
enables dimensionality reduction while preserving the topology of the data itself. SOMs
allow n-dimensional design spaces to be visualized in two dimensions without removing
or limiting the number of design variables being shown. This feature of SOMs allow the
designer to identify design space characteristics quickly.
While SOMs provide a solid framework for dimensionality reduction of many-variable
design spaces, there is still work that must be done in terms of training the maps and
visualizing the data in a efficient and effective manor. This research builds upon previous
research in contextual self-organizing maps. A novel visualization approach is presented
in which the designer is presented three distinct maps visualizing the mean, minimum,
and standard deviation of the data set. The usefulness of this visualization method to
designers is then quantitatively analyzed by using the visual to select a starting point
for a formal optimization routine.
5.0.7.1 Design Space Visualization
Design space visualization has tremendous potential to not only acquire important
problem characteristics such as linearity and modality, but could also lead to improve-
ments in solution accuracy, quality, and efficiency. It is important to realize the benefits
of visualizing the design tradeoffs in the design process, especially as designs become
more complex with additional design variables. This section will summarize the research
in the field of design space visualization.
Cloud Visualizaton (CVis) [9] is an optimization visualization tool for making effective
decisions throughout the design and optimization process by allowing the designer to
view large amounts of data. Figure 5.1 shows CVis which matches the data in both
the performance space and the design space for comparisons. The performance space
shows the variables with the greatest influence on a design, which represents the designs
proximity to the optimal solution based on the optimization problem formulation. The
86
Figure 5.1 CVis Environment [9].
performance space can also display the solution relative to multiple objectives instead of
just a single objective.
The dimensional visualization provides the flexibility of viewing a single or multiple
objective functions, as well as view the relationships between single and multiple design
variable together in one space. CVis provides an intuitive display for not only the
individual design variables, but the objective functions values for each design as well.
This work contributes to the ability to visualize large data sets generated during
the design and optimization process. However, CVis is limited to viewing three design
variable at a time requiring the designer to use multiple plots to show all the design
variables, which can add confusion.
The concept of visual design steering was introduced by Winer and Bloebaum [116].
This method allows designers to interact with the optimization algorithm throughout
the optimization process. This technique was then extended with improved solutions
and visualization [66]. Visual design steering begins by performing “rank and reduce”
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on the problem constraints and design variables. Rank and reduce involves calculating
the influence and effect of each constraint on the objective function to determine which
constraints have the least impact, so they can be ignored. A similar rank and reduce
procedure is performed to determine the impact of the design variables on the objective
function.
The visual design steering project visualizes the design space utilizing a three dimen-
sional graph of the design tradeoffs in a technique referred to as graph morphing. Graph
Morphing allows an n-dimensional design space to be visualized in two or three dimen-
sions (one variable per axis). The remaining variables are assigned to graphical slider
bars. As the sliders are moved, the representation updates in real-time. An example of
the visual can be seen in fig. 5.2 with three design variable, one along each axis, the
objective value is visualized as a color gradient, and the problem constraints are in green.
Other design variables can be adjusted in real time using graphical slider bars between
the variables minimum and maximum possible value.
This research indicated that visualizing the design information can reduce the com-
plexity and solution time associated with some optimization problems. However, this
method is constrained by the ability to view only three design variables per graph. View-
ing more than three design variables requires the generation of multiple GmorphVR plots
for viewing and comparison side-by-side.
Chiu et al., developed a method of viewing the interactions of multiple objectives
on an optimization problem they named Hyper-Radial Visualization (HRV) [56]. By
grouping the multiple objectives together into two “manufactured” objectives, the in-
teractions can be visualized in a two dimensional space. Figure 5.3 shows an example
of an HRV where the utopia point is defined as the point where both manufactured
objectives are minimized and is represented at the origin. A radial projection is then
constructed around the utopia point where each radius has an equal overall objective
value and therefore every point located on that radius has an identical objective value.
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Figure 5.2 GmorphVR (Graphing Morphing) design space visualization [66].
A unique contribution of the hyper-radial visualization method is the ability for the
designer to add preference to individual objectives, which changes the weighting and
display of the optimum. The individual weights are defined by presenting the designer a
set of Likert scales defining the weight from highly desirable to highly undesirable. Once
the weights and preferences are set by the designer, the visualization is created showing
the tradeoffs between the two objective groupings. The two dimensional visualization
allows for simple interpretation of the data but has limited ability to interface with
individual design variable as the focus is on the objective values.
Swayne et al. focused on displaying large amounts of data using an interactive dy-
namic data visualization system called XGobi [100]. Designers are allowed to display the
large data sets in one, two or three dimensions. XGobi provides a set of graphical tools
for high-dimensional projection onto a two dimensional display, axis scaling, brushing,
identification, line editing, and moving points.
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Figure 5.3 Hyper-Radial Visualization of a multi-objective optimization problem using
uncertainty and weighting [56].
The plots in XGobi visualizes each design variable on a axis and plots them simulta-
neously using parallel coordinates as shown in fig. 5.4. XGobis visualization techniques
contribute to the visualization of high dimensional data sets. While this visualization
method allows for large high dimensional data sets to be investigated in two dimensions,
it can provide too much information for a designer to quickly interpret the design space
or the design variable relationships.
Stump et al. evaluates the use of multidimensional visualization to the design by
shopping paradigm [61]. This method starts by having the designer select acceptable
ranges for design variables. These design variables are then displayed by extracting their
values from the design space and plotting them individually in a one, two, or three
dimensional plot. As the optimization routine is running, the designer can select new
ranges for the design variables for which the optimization routine will continue solving
using the new values until the designer make further modifications. This process of
solving, changing design variable ranges, and solving, performs in a continuous loop
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Figure 5.4 XGobi dimensional reduction through parallel coordinates [100].
until the solution has converged or the designer has implemented sufficient constraints.
Similar to XGobi, this system utilizes the brushing, coloring, and identification tech-
niques for visualization. This methods contribution involves displaying extra information
about the design space in the form of showing the interaction of multiple objective func-
tions in the Pareto frontier. The Pareto frontier being the area of the design space where
all objectives are being minimized. Figure 5.5 shows the plots using glyphs to display
points and trends in three dimensional space.
The glyph plot visualization lacks an intuitive way to investigate the interplay be-
tween design variables. The glyph plot is similar to the previously mentioned methods in
the difficulty in displaying high dimensional data in a three dimensional display. It can
be difficult to comprehend all the interactions of the design variables for large data sets.
This research did provide contributions in decreased optimization times and visualization
to provided a better understanding of the design space.
Stump et al. developed the ARL Trade Space Visualizer (ATSV) to focus on display-
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Figure 5.5 Glyph plot of design space [61].
Figure 5.6 ATSV uncertainty visualization of rail gun data [62].
ing trade spaces, or tradeoffs within the design space [62]. The visualization techniques
applied in ATSV include but are not limited to scatter plots, glyph plots, and parallel
coordinates, which are not unique techniques. A unique contribution of this work is vi-
sualizing uncertainty in the design variables. Figure 5.6 shows the ASTV tool visualizing
two design variables and the uncertainty in rail gun data [62].
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The uncertainty is displayed by a bounding box for each point represented in the
design space and can be seen in the left representation. Each bounding box encompasses
the uncertainty value within the point on the map. The right image shows a simplified
version of the design space where only the mean value of each point is represented. This
visualization technique still suffers from the inability to visualize more than three design
variables at a time, but the designer is allowed to adjust design variable values and see
their impact on the objective function value.
Kanukoanu, Lewis, and Winer developed a three dimensional visualization tool to
aid in trade-off decisions called BrickViz [58]. Visualizing trade-offs in design variables
can be crucial to producing the best design, especially when those design variables tend
to be inversely proportional like cost and weight. By grouping similar design points into
what was termed a “brick”, a designer could quickly visualize and eliminate undesirable
designs, saving time. The bricks size and location were determined by evaluating the
design variables shared by different subsystems and using a Monte Carlo simulation to
account for uncertainty. The bricks were then visualized in three dimensions where each
axis represents a single design variable. BrickViz, is limited to showing relationships
between three design variables at a time.
Gurnani et al. used three dimensional visualization to improve concept selection
using Hypothetical Equivalents and Inequivalents Method (HEIM) [117]. HEIM is used
to explore the alternative space in a controlled way. The visualization is plotted on a
set of x,y,z axes where each axis is an attribute. The design alternatives are plotted in
this feasible space meeting the preference constraints, with the the “winning” alternative
being the design covering the largest area. The visualization allows designers to identify
the most effective additional constraints necessary to reduce the feasible region to a single
alternative.
Nagrath et al. used multiobjective optimization and visualization to compute the
trade-offs between conflicting design objectives and helps to determine the appropriate
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operating conditions from the feasible set of optimal solutions [118]. This approach
was improved upon by creating an interactive visualization for smart Pareto frontiers
(s-Pareto). Using s-Paretos allowed the visualization to quantify and display only the
“good” candidates for a more efficient visualization to a designer [119].
A commercial market was created for software tools to visualize complex datasets
because of the potential cost savings to design companies. Tecplot, Inc. provides a couple
of solutions to visualizing computational fluid dynamics data, reservoir simulation results,
and other large complex data sets [120–122]. ModelCenter from Phoenix Integration,
Inc. allows designers to create an engineering process and visually explore the design
space and the design variable tradeoffs to find the best design [123]. Isight, by Dassault
Systmes, uses techniques like design of experiments, optimization, and design for Six
Sigma, to explore the design space. A three dimensional visualization allows the real-time
interaction of trade-offs between design variables to find the best design [124]. Tableau
Software created a set of analysis tools for desktop, server, and mobile that allow users
to interact with the data visually through dragging and dropping data. Users can create
multiple visual representations of different variables quickly and compare using multiple
visualization strategies made possible with their “VizQL” technology [125]. Sportfire
developed by TIBCO Software Inc. is another visualization tool designed to take large
amounts of data and provide visualizations for understanding relationships and trends
in the data [126].
The problem of understanding high dimensional data, and in the case of design op-
timization, high dimensional design spaces is very challenging. The research presented
shows multiple attempts to use different visualizations to aid in the understanding of
these complex design spaces. This research attempts to add another visualization tech-
nique using a contextual self-organizing map to understand high-dimensional design
spaces. The end goal being an improvement in the designs resulting from the design
process. The resulting visual is used in this research to improve the optimization pro-
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cess, but an understanding of the design space can impact the design process in any
number of different ways.
5.0.7.2 Self-Organizing Maps
In 1982, Tuevo Kohonen developed a type of artificial neural network modeled after
the learning process in the cerebral cortex termed the self-organizing map (SOM) [68].
Kohonens theory was based on how the brain trains itself with a topological structure so
that certain regions are more efficient at processing specific inputs or input types. Using
this biological model as a starting point, Kohonen created an artificial version termed
the self-organizing map. The result was a trained network with prior experience that
will group inputs so that similar data will be located in proximity to each other in the
network. The trained SOM is typically a two dimensional map allowing the visualization
of high dimensional data in low dimensional space.
Figure 5.7 shows an example of a trained SOM showing the connection between SOMs
and the cerebral cortex. The SOM was trained on a range of information types such as
pictures, sounds, information, and art. The SOM takes the inputs and organizes them
so that specific regions of the map specialize in that specific data type. This is similar to
the cerebral cortex where specific areas of the brain specialize in sight, sound, and touch.
The grouping ability of the SOM can clearly be seen by examining the bottom right
of the map where pictures, art, and digital are grouped together. These three inputs
are visual inputs so the SOM groups them together. This process is not always ideal
and some inputs are not grouped appropriately as in the case of image, which should be
grouped with the other visual inputs.
The training process maintains the desired topological pattern through the use of
the neighborhood function, or the effect of one neurons learning on its surroundings.
SOM maps are represented as a lattice of nodes where the neighbors of a node are
all the connected nodes. The neighborhood of influence can extend beyond immediate
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Figure 5.7 Self-Organizing Map displaying the organization of different input types
[127].
neighbors. The influence of the learning generally decreases as the distance from the
original neuron increases, providing a larger influence on the closest nodes.
The use of SOMs to organize large and highly complex data sets for visualizing in
a two dimensional map can be extrapolated to a variety of data types, problems, and
solution methods such as optimization, data mining, and artificial intelligence. This
researchs use of SOMs will be covered in detail in the Methodology section.
5.0.7.3 Advanced Implementation of SOMs
There are many extensions to the traditional SOM in both training and visualization.
One common method for displaying the results of a trained SOM is the U-Matrix [70].
The U-Matrix is similar to a traditional SOM lattice, but includes extra nodes in the
lattice to display the distance between each node. These extra nodes are used to represent
the connection strength(distance) between nodes. Therefore, displaying the U-Matrix
requires the calculation of the Euclidean distance between all adjacent nodes on the
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Figure 5.8 U-Matrix representation of a trained SOM with a cluster of nodes with
similar properties highlighted. Darker colors represent larger distances [128].
map.
A example of a U-Matrix can be seen in fig. 5.8 where the black dots on alternating
hexagons represent the SOM trained nodes in the lattice. The hexagons without the
black dots are used to represent the Euclidean distance between each node in the lattice.
The darker colors represent larger Euclidean distances. It is possible to use the U-Matrix
to extract defined clusters of data in the design space, such as the top right corner of fig.
5.8. The four node cluster in the top right of the map is separated from the rest of the
map through a gap represented by the dark nodes.
The U-Matrix provides a way to visualize how the data clusters but it does not show
the data within the map. One accepted method for visualizing data in the SOM is
contextual maps [70]. The contextual self-organizing maps work by applying “labels”
to the various nodes in the lattice. The labels are beneficial to describe clusters of the
input space or comprehending the similarities of various inputs to the map.
Haykin provides an example of contextual self-organizing maps where the inputs used
to train the SOM are animal attributes such as: size, number of legs, types of feet, and
movement ability (swim, fly, run, etc.) [70]. Each of the inputs also carried with it a
contextual label, in this case an animal name. Figure 5.9 displays the resulting contextual
self-organizing map.
The contextual labels are generated as a post-processing step to the training process.
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Figure 5.9 Contextual SOM showing separation of hunters, peaceful species, and birds
[70].
After training the data is fed back into the map one last time to apply a contextual
label to each node. The node with the lowest Euclidean distance for each input vector
is assigned the label of that input vector, in fig. 5.9 the animal name.
The Generative Topographic Map (GTM) is another implementation of SOMs devel-
oped by Bishop and Svensen [111] which is based upon the SOM as well as other forms
of neural networks. GTMs provide the ability to dynamically adapt the training as well
as preserve the topology.
The GTM provides customizable neural network training parameters and allows vi-
sualization in a viewable space, however these benefits come at the cost of computa-
tions. The benefits can outweigh the computational drawbacks depending on the type
of dataset, for example aerodynamic design.
Holden and Keane used the GTM as a solution to the complexities of aerodynamic
design [112]. The results of an aerodynamic design were visualized with the goal of mini-
mizing the drag coefficient. The GTMs training data was obtained from a computational
fluid dynamic simulation. The GTM was fit to the data ensuring that any position in the
input space would return a value whether or not there was training data at that location.
An example of the GTM visualizing a design space in a two dimensional grid can be seen
in fig. 5.10. Holden and Keane provide examples of different design space dimensions
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Figure 5.10 Two dimensional GTM with color representing the objective value, drag
coefficient [112].
up to fourteen variables but the visualization technique began to become cluttered and
confusing as the number of design variables increased.
Another extension of self-organizing maps was created by Meng and Pao called Equal-
ized Orthogonal Mapping (EOM) [129]. EOMs focus on using a covariance matrix instead
of the traditional SOM. Using a covariance matrix provides the benefit of preserving the
topology throughout the map. The EOMs topology preservation prevents the SOM
under-training issue because each node in the lattice is expected to be in a position rela-
tive in the design space to its adjacent nodes. EOMs also allow the ability to interpolate
between neurons similar to the GTM method.
5.0.7.4 Visualizing SOMs
There has been a substantial body of work dedicated to the use of self-organizing maps
for the purposes of optimization. That research can be broken into two general categories,
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Figure 5.11 2D Rastrigin function compared with the SOMO visualization of a 50D
Rastrigin function [85].
the visualization of a design space and visualization of extracted design variables. Simply
stated, the trained SOM visualizes the design space, while single variables can be viewed
by extracting the component maps from the trained SOM.
Self-Organizing Maps for Optimization (SOMO) was developed by Su, Shao, and Lee
for visualizing and solving optimization problems [85]. SOMO modifies the traditional
training approach by replacing the Euclidean distance calculation with the optimization
objective function. Therefore, the winning node is calculated by evaluating the objective
function value using each nodes weight vector where the resulting objective function
value is the nodes distance.
The resulting map is visualized by plotting the two dimensional lattice along the x-y
plane and the z-axis shows the objective function value for each node. SOMO reduces
complexity in the visualization while still grouping similar regions and displaying the
structure of the objective function. Figure 5.11 shows a two dimensional Rastrigin func-
tion compared to the fifty dimensional SOMO plot. While SOMO provides an efficient
visualization of optimization problems it requires a continuous objective function and
the results may not be consistent with dimensions higher than 30.
Milano, Koumoutsakos, and Schmidhuber developed a similar method for displaying
the results of a self-organizing map but with the resulting map using weight vectors to
represent the design variables of the objective function [113]. Displaying an objective
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function value for each node in the lattice requires evaluating the objective function using
the weight vectors. Using the lattice structure and each nodes objective function value,
it is possible to display the dimensionally reduced objective function in three dimensions.
The resulting map is very similar to that in fig. 5.11, but does require that the data set
to be accompanied by an objective function for this method to be possible.
Obayashi and Sasaki utilized SOMs for supersonic wing and fuselage design opti-
mization [130]. The training data was generated using a computational fluid dynamics
simulation for each design. The researchers utilized contextual self-organizing maps to
group the designs and then used images of the designs for contextual labels. The group-
ings and wing design labels on the SOM can be seen in fig. 5.12. The SOM clearly
lays out the various designs with the top left and bottom right corners showing the two
extremes of wing design. The coloring scheme used a lighter color for minimum objective
function values and a darker color for a higher objective function value. The objective
function value in this case was a combination of the drag, bending moment, and pitch
moments.
Obayashi and Sasaki also worked on visualizing the individual objective values (drag,
bending moment, and pitching moment) so that the user can obtain an understanding
of how each objective is represented in each design. The resulting map looks similar to
fig. 5.12 with the exception of the color patterns being different because of showing only
a single objective. This technique allows the extraction of individual design variables
from the map, allowing designers to explore the explicit relationships between design
variables.
Visualizing the entire design space is relatively simple using a self-organizing map,
but extracting relationships between individual variables can be more difficult. Matthews
used individual maps to show the relationships between design variables [86]. This
method was applied to a conceptual design process where testing was performed using
traditional test points, gas turbine information, and aircraft wing data. The data was
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Figure 5.12 Contextual SOM of wing design shapes [130].
gathered from a physical simulation which did not have an explicit objective function.
The designer was able to select a single design variable in each node and display a
map showing the variability in that single design variable throughout the design space.
This method allows multiple variables to be extracted to investigate their relationships.
Figure 5.13 shows an example of anti-correlation between the two design variables using
the independent variable maps.
The Tanimoto metric [131] is a method used to detect the complexities inherent in the
relationships between design variables. While the Tanimoto metric is able to successfully
identify potential areas of interest in the map, it relies on the designer to comprehend
the relationships in the map. This contribution provides a significant potential for design
and optimization because of the information this method is able to extract about the
design space and highlight for the designer. Unfortunately, as the number of design
variables increase, the number of maps presented to the designer for review also increase,
potentially becoming unmanageable.
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Figure 5.13 Independent variable maps extracted from the SOM showing a negative
correlation between the variables [86].
Wijayasekara, Linda, and Manic created a three dimensional SOM visualization in
a Cave Automated Virtual Environment (CAVE) [32]. Instead of training a traditional
two dimensional lattice, they utilized a three dimensional lattice, which allowed them to
visualize in three dimensions. The shape, size, color, and transparency of each node was
used to represent different information, such as increasing the size of a node if it fit their
criteria for being “significant”. The connections between nodes were visualized with lines
that changed width and transparency based on the distance between the nodes in the
input space.
5.0.8 Methodology
The previous work done in self-organizing maps indicated the potential for using
an SOM to extract features of a high dimensional space, in our case an n-dimensional
design space. The contextual SOM provides many advantages to traditional SOMs that
are useful when trying to evaluate a design space. The ability to train on only the inputs
prevents the outputs from overpowering the map and because the outputs are only labels
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for the data, multiple outputs can be applied to the same inputs.
Many of the SOM solutions for visualizing and understanding the design space vi-
sualize the objective function values for each node [85, 113]. While this provides an
understanding of the SOM lattice in n-dimensional space, it does not capture the infor-
mation about the points in each node. This research looks at visualizing the mean, min,
and standard deviations of the objective function values for the points in each node.
The goal was to determine if this visualization would provide more information about
the design space as a whole and if the visualization could provide any benefit when used
to initiate a formal optimization method.
The SOM training portion of this work uses Kohonens original training process [68].
A contextual training phase is then included with a focus on creating new visualization
techniques to help understand high dimensional design spaces. The use of visualization
techniques such as color interpolation and use of multiple maps allows this additional
qualitative and quantitative information to be obtained.
5.0.8.1 Contextual Self-Organizing Map
The traditional self-organizing map [68] proposed by Kohonen used an unsupervised
competitive learning process to train the input data. This method is often referred to
as winner-takes-all, and is applied to a two dimensional lattice of nodes. The SOM
maps the higher dimensional input data into a two-dimensional discrete lattice while
maintaining the datas topology. This two-dimensional lattice is easier to visualize than
a higher dimensional visualization. This research utilizes the sequential training method
where inputs are selected and evaluated one at a time.
The SOM is mapped to an input space made up of input vectors. An input vector
holds the structure of xk, as shown in eqn. 5.1 where each x is a design variable. In our
case the input space is the design space and our input vectors are a single location within
that design space. In order to begin training the dimensionality of the input space must
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be known as well as the designer must specify the size of the SOM. Each node is then
assigned a weight vector, which is the nodes position within the design space. The form
of the weight vector can be seen in eqn. 5.2 where the number of dimensions, k, for both
the input vector and wight vector are equivalent. The weight vectors for each node in
the map must be randomly initialized before training.
x =< x1, x2, ..., xk > (5.1)
w =< wj,1, wj,2, ..., wj,k > (5.2)
Once all the information has been defined the training can begin. Training has two
phases, ordering and convergence, with each phase consisting of many iterations. Both
ordering and convergence begin by selecting an input vector at random and comparing
it to the nodes in the map. The Euclidean distance between the input vector and every
node in the map is calculated using eqn. 5.3.
i(x) = min‖x− wj‖, j = 1, 2, ..., l (5.3)
The node with the smallest distance to the input vector is declared the “winner”. Once
a winning node has been found, the weight vectors of each node in the winning nodes
neighborhood must be updated using eqn. 5.4.
wj(n+ 1) = wj(n) + η(n) ∗ hj,i(x)(n) ∗ (x− wj(n)) (5.4)
The learning rate, η, determines the influence the winning node can exert on the neigh-
borhood of nodes as seen in eqn. 5.5. The neighborhood influence, hj,i, determines the
number of nodes impacted by the update and is defined in eqn. 5.7. Both the learning
rate and the neighborhood influence decreases with time to allow large changes at the
beginning of training and smaller more refined changes near the end. For example, at the
beginning of training, the neighborhood of influence should encompass the entire map,
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while at the end of training the neighborhood will be limited to one.
η(n) = η0exp(− n
τ2
) (5.5)
σ(n) = σ0 exp(−−n
τ1
) (5.6)
hj,i(x)(n) = exp(−
d2j,i
2σ2(n)
) (5.7)
The guidelines used for choosing the time constants, η0 and σ0, can be found in Neural
Networks: A Comprehensive Foundation [70]. The learning rate, η0, is set at 0.1 for the
ordering phase and at 0.01 for the convergence phase. The initial neighborhood width,
σ0, is set to the entire map and changed to approximately two nodes for the convergence
phase. While these constants can be user defined, for this research, the values were held
constant and hidden from the user to remove complexity.
The map was created as a lattice of ten by ten (value can be changed by user) with
each node in the lattice given a weight vector which matches the dimensionality of the
input space. The first phase of training, ordering, takes the randomly organized map and
begins the organization so that the maps structure resembles that of the input space.
The ordering phase was chosen to iterate through 1000 iterations where the entire input
data set is used in each iteration [70]. Again, this value can be altered by a user, if
desired.
The second phase of training, convergence, proceeds with the now ordered map and
focuses on tweaking sections of the map for the best fit to the input space. Thus, the
convergence phase uses the smaller parameters for learning rate and neighborhood width.
The number of iterations required increases dramatically with twenty times the number
of iterations of the ordering phase. The result is a trained SOM where the nodes in the
map occupy a region of the input space so that the entire input space can be represented.
The SOM retains the topology of the data, meaning that adjacent nodes in the SOM
will reside in adjacent locations within the trained map.
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Figure 5.14 Diagram of the Self-Organizing Map [70].
Figure 5.14 illustrates the process of training a single input vector. The “winning
node” for the given input vector is the black node in the middle. The gray nodes
surrounding the black node represent the neighborhood nodes. The darker the color
gray, the more influence the winning node has on the node for the update. The white
nodes are unaffected by the winning node because they are outside of the neighborhood
of influence.
Once the convergence phase is complete the next step is to use dimensionality reduc-
tion to transition from the n-dimensional map to a two dimensional display referred to
as an SOM projection. The left side of fig. 5.15 represents the trained map conforming
to the high dimensional design space, while that same map is represented in the two
dimensional space on the right side of fig. 5.15. This dimensional reduction is possible
because of the nonlinear mapping property of self-organizing maps. Each node in the
two dimensional lattice represents a region in the n-dimensional design space. Therefore,
the two dimensional SOM map is a collage, combining many regions to create a complete
picture of the design space. The mapping of a node in the SOM is a one-to-one mapping
where every node represents a position in the n-dimensional space.
The last phase is to label the map with contextual labels. The contextual labels
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Figure 5.15 Dimensionality reduction of the SOM to a two dimensional space [132].
provide information to the designer that describes the region of the design space each
node represents. The label is applied by executing a final “pseudo” training iteration,
where each input vector is inputted to the self-organizing map one final time. The
winning node for each input vector is then tagged with a contextual label from the input
vector. In this research, the contextual label used was the objective function value of
the input point.
5.0.8.2 Visualizing the Map
Once the training and contextual labeling is completed, the map must be visualized
to the designer in an efficient and effective manner. By making the objective function
value the contextual label, training of the data was kept to the design variable values.
All of the design points in a node are then analyzed by looking at the mean, minimum,
and standard deviation of the objective values.
The mean, minimum, and standard deviation were chosen as three basic statistical
measures that can be used by designers to gain an understanding of the design space.
The mean and minimum values indicate the objective function values and in particular,
good areas of the design space, low objective function values. The standard deviation
indicates whether regions of the design space are well behaved. Other statistical measures
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could be used and will be evaluated in the future.
Color was determined to be an effective visualization tool for expressing CSOM in-
formation. This research explored two different methods of coloring the SOM using a
hue saturation and value coloring scheme as well as using three separate maps of a single
primary color to represent the three different statistical measures.
The hue, saturation, and value (HSV) coloring scheme was used to convey all three
statistical measurements in a single SOM. The hue was used to display the mean of the
nodes objective value, the saturation displayed the minimum objective function value,
and the value displayed the standard deviation between objective function values. The
benefit of using this coloring scheme is only a single map is presented to the user, and the
optimal nodes stand out from the rest of the map by being brightly colored. Therefore,
nodes with low means, low minimums, and low standard deviations are colored brightly
on the map. In terms of HSV, the low mean values are colored green, the low minimum
values are set to full saturation (full color), and the low standard deviations are set
to full brightness (full color). Therefore, the optimal solutions will appear bright green
with high minimum nodes appearing white and high standard deviation nodes appearing
dark. Figure 5.16 shows an example of this coloring scheme where the optimal solution
appears in the middle of the map with the outside of the map showing high minimal
values [5].
The choice of using the HSV method of coloring was driven by the desire to reduce
the mental workload by creating a single map. It was determined that the colorization
of the map made a dramatic impact on the understanding of the design space. However,
the HSV technique overwhelmed the user by encoding too much information in a single
color. Features of the design space like the multimodal nature of the space were often
difficult to discern from the HSV colorized maps. The HSV method of coloring was
determined to be too cluttered to efficiently convey important information to a designer.
A second display method was created that utilized three separate maps to display
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Figure 5.16 An SOM displaying an optimal node using HSV [5].
the three statistical measures. The nodes are colored with an interpolated primary
color, where light colored nodes represent low values and dark colored nodes represent
high values. This representation allows designers to investigate the individual statistical
measurements easily but requires correlating between the three maps to understand the
design space. It is important to note that the node positions in all three maps remain
topologically consistent. This ensures that the node in the bottom left corner of the
mean map is the same as the bottom left corner node of the minimum map. Figure
5.17 shows an example where the optimal node is located in the middle of the map and
the side regions having higher objective function values [133]. To help identify the same
node across all maps and reduce mental workload, a yellow boarder is placed around the
selected node in each map.
5.0.9 Results
The following presents the results of both qualitative and quantitative evaluation of
the insight gained from contextual self-organizing maps in the optimization process. Four
published multimodal optimization problems, Rosenbrocks, Griewanks, Dixon and Price,
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Figure 5.17 An SOM displaying an optimal node using three separate maps.
and Ackleys functions [115], were chosen because of their topological characteristics and
their ability to scale to as many independent variables as desired. Three published
unimodal optimization problems, Schwefels Problem 2.2, Schwefels Problem 2.22, and
Schwefels Problem 1.2 functions [134],were also chosen for their ability to scale to as
many independent variables as desired. The optimal objective function value for all
functions is zero. The SOM training and evaluation was performed using a custom C++
application called SOMViz, built using OpenGL [108], and Qt [107], to ensure cross
platform capabilities on Windows, Linux, and Mac.
The optimization methods used were digital pheromone particle swarm optimization
(PSO) [135] and Quasi-Newton line search method implemented in Matlabs fminunc
function [136]. The results compare the baseline of using randomly generated starting
points against using points found from first visualizing the data in SOMViz to find a set
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of initial starting points in the case of PSO or a single random starting point in the case
of the Quasi-Newton line search.
The CSOM was trained on each of the seven functions, Rosenbrocks, Griewanks,
Dixon and Price, Ackleys, Schwefel 1.2, Schwefel 2.21, and Schwefel 2.22, using one
thousand, ten thousand, and a hundred thousand randomly selected data points. Each
of the seven functions was evaluated for five and ten dimensions. Griewanks, Ackleys,
Schwefel 2.21, and Schwefel 1.2 were evaluated for fifty dimensions as well, for an anal-
ysis of higher dimensional problems. Each problem therefore consisted of an objective
function, a dimension (5, 10, or 50), and a number of training data points (one thousand,
ten thousand, or one hundred thousand). Most of the problems were trained in less than
one hour with the easiest being trained in two or three minutes and the most difficult
taking two or three hours.
Figure 5.18 shows an example of SOMViz after training a five dimension Griewanks
function with one thousand random data points. The designer can explore the trained
map using real-time tools to gain an understanding of the space. Each node in the map
can be selected to view the mean, minimum, and standard deviation values through a
pop-up window. The heads up display (HUD) on the right side of the interface shows
the quantitative values associated with the colors in each map. The HUD also provides
two sets of double sliders at the bottom, which can be used to set a range of objective
function values and standard deviation values. The nodes that do not fall within that
range of objective function values or standard deviations are removed. Interacting with
the map can often provide more insight than simply viewing the full map.
The testing process involved loading one problem into SOMViz for training. The
data loaded into SOMViz was created by randomly generating design variable values
between the functions specified bounds for the required number of points (one thousand,
ten thousand, or one hundred thousand). The designer then used the tools in SOMViz
to explore the design space and select a node of interest for the problem. The process
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Figure 5.18 SOMViz user interface for design space exploration shown on Mac OSX.
of using SOMViz to select a node of interest was accomplished in under a minute. It
should be noted that nodes of interest were commonly nodes with low objective function
values due to the desire for the global minimum. The design points associated with the
nodes of interest were then used to initialize the optimization method.
For the unimodal problems, a single point was used to initialize the fminunc function
in Matlab, which uses the Quasi-Newton line search method. There were two different
PSO initialization conditions tested, replacing a single swarm member and replacing ten
percent of the swarm. For cases where there were not enough design points in a single
node to meet the ten percent requirement, the next best node was selected until the ten
percent number was reached. The remainder of the swarm was initialized with random
points.
The fminunc optimization tool was set to utilize the medium-scale algorithm and
centered finite differences. The termination tolerance on the function value and the
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design variable were set to 0.0001. Other parameters were tried throughout this process,
but these provided the best convergence results. The fminunc function in Matlab, using
Quasi-Newton line search method, was also tried during this research, but continually
converged prematurely.
The swarm size for PSO was set to be ten times the number of dimensions. The
convergence criteria used in this research was defined as a change of the global best
less than 0.0001 through fifty consecutive iterations. The average number of objective
function values and the returned minimum objective function value were recorded and
compared to running with a random initialization.
5.0.9.1 Rosenbrock’s Valley
The Rosenbrocks Valley function [115] will be used as an example of the visualization
provided by SOMViz for an academic function for 1000 randomly sampled inputs. The
Rosenbrocks Valley function is a unimodal problem with a complex optimal region where
the optimal lies within a long, narrow, parabolic valley seen in fig. 5.19. The sides of
the design space show a steep gradient with two corners of the design space having
significantly large values. The problem formulation and the bounds are shown in eqn.
5.8. The minimum objective function value is 0.0 and all design variable values are 1.0.
fx) =
N−1∑
i=1
[(1− xi)2 + 100(xi+1 − x2i )2] (5.8)
The results for the two design variable map can be seen in fig. 5.20 where the three
separate maps represent the three statistical measures, mean, minimum, and standard
deviation.
It is important to remember that darker colors represent higher values and that the
map may not be oriented with the same axis as graphed in fig. 5.19. The expectation
is to see a dark set of nodes in fig. 5.20 around where there are peaks in fig. 5.19. As
expected there are sets of darker nodes in the corners of fig. 5.20 representing the higher
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Figure 5.19 Two design variable Rosenbrocks Valley function plotted in Matlab.
values. The rest of the map has a much lighter color representing the relatively level
area across the rest of the map. It is also possible to identify the hill on the back portion
of fig. 5.19 when looking at the slightly darker cluster of nodes along the middle right
of fig. 5.20. This feature can be difficult to distinguish because the normalization of the
contextual labels colors this area only slightly darker than the rest. This is due to the
fact that this hill area is relatively low compared to the much higher peaks. The two
dimensional results verify the results of the SOM training for the Rosenbrocks Valley
function.
It is possible for a designer to extract some of the major design space characteristics
from the five dimension visualization shown in fig. 5.21. Using the light colors on the
right side of all three maps, a designer may determine that there is a large relatively flat
or unimodal area with a low objective function.
The two peaks are one of the most identifiable characteristics of the Rosenbrocks
Valley function. On a quick glance, it is reasonable to assume the four nodes circled in
mean map of fig. 5.21 would represent those peaks, being the highest average objective
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Figure 5.20 Two dimension Rosenbrocks Valley function visualized in SOMViz.
function values. However, on further investigation of the standard deviation map, those
same four nodes do not show the large standard deviation values that should be associated
with the twin peaks. This result is likely a combination of the size of the map and the
sampling density of the design space. The peaks in Rosenbrocks Valley function represent
a relatively small portion of the total function and would likely not have been sampled
adequately. Some of the nodes with the highest standard deviation values also have
the lowest objective function values. This might mean that nodes with the peak points
also contain points at the base of the peaks. Using this information gleaned from the
three maps leads us to conclude that the four nodes with the highest mean values do not
represent the peaks but instead represent the small hill area where there is a larger area
with consistently high objective function values and a low standard deviation.
The ten dimensional SOM shown in fig. 5.22 more closely resembles what is expected
of an SOM trained on Rosenbrocks Valley function. The peaks are more easily identified
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Figure 5.21 Five dimension Rosenbrocks Valley function visualized in SOMViz.
when looking at the mean and standard deviation maps and are circled in yellow. These
are two isolated clusters of high objective function values and high standard deviations,
representative of the peaks.
As representative of the Rosenbrocks Valley function, there is a large connected area
of low objective function values. This characteristic is evident in the minimum map
showing the large connected lattice of light green nodes. This area represents a well
behaved area of the function and can be important information for a designer.
5.0.9.2 5D Schwefel 2.21 Results
The five dimensional Schwefel 2.21 will be looked at in depth as an example of how the
visualization was then used for beginning a formal optimization. Three sets of random
data points (one thousand, ten thousand, and one hundred thousand design points) were
generated within the functions bounds and used for CSOM training. The promising node
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Figure 5.22 Ten dimension Rosenbrocks Valley Function visualized in SOMViz.
found in SOMViz was then used to initialize the fminunc function in Matlab. During the
optimization process where the number of function evaluations and the final objective
function value were recorded. The fminunc function was performed ten times each of the
three problems, but due to the nature of the functions, always returned the exact same
number of function evaluations and final objective function value. For the purposes of
displaying the data, only one of the ten identical results will be displayed for each of the
three different problems. The baseline for comparison is ten randomly initialized design
points for each function with design variables within the functions specified bounds.
Due to the fact that the fminunc method did not always converge to the global
minimum, it was determined that only runs with final objective function values less than
0.05 would be considered as converged. This was necessary for an accurate comparison
of the number of function evaluations.
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Run FuncEval Time Iterations ObjFunc InitObjFunc
1 429 0.0938 7 12.8494 78.48
2 1045 0.1749 26 0.0015 99.8
3 1309 0.1418 33 0.0004 85.23
4 1243 0.1348 25 0.0009 81.83
5 1551 0.1585 30 0.0001 97.59
6 748 0.0835 12 0.3427 83.64
7 1089 0.1200 22 0.0038 97.01
8 418 0.0497 8 2.9190 63.90
9 748 0.0819 15 0.2581 82.26
10 1067 0.1110 21 0.003 84.37
Average 1217 0.1402 26 0.0016 90.97
1000 Data Points 803 0.0858 18 0.0244 19.71
10000 Data Points 253 0.0709 3 3.2706 18.84
100000 Data Points 726 0.0781 19 0.0029 2.59
Table 5.1 5D Schwefel 2.21 results.
The results of the ten randomly initialized runs and the one CSOM run are shown
in Table 1. The numbered runs are the results of the ten randomly initialized runs
showing the resulting number of function evaluations, time to solve, iterations, the final
objective function value, and the random initialization points objective function value.
The random initialization points objective function value was recorded to determine if
SOMViz could help select a better starting point and to see how much of an impact
a closer starting point would have. The average in the table is an average of all the
randomly initialized runs that met the convergence criteria. In the case of this example,
only six of the ten runs meet this requirement, runs 2, 3, 4, 5, 7, and 10. The final three
rows are the CSOM initialized runs were the initial point for optimization was selected
from the CSOM trained on one thousand, ten thousand, or one hundred thousand data
points. Two of the three CSOM initialized runs meet the convergence criteria and can be
used for comparison, the one thousand and the one hundred thousand data point runs.
The results show that on average, the randomly initialized runs converged in 1217
objective function evaluations compared to the CSOM initialized run average of 765,
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a decrease of 37%. The optimization time shows a similar decrease of 41% using the
CSOM initialization. The final objective function value for both the random and CSOM
initialized runs show acceptable results of 0.0016 for the random and 0.01365 for the
CSOM initialization. For a reference of the effectiveness of the SOMViz tool, the initial
points objective function value was included. The randomly initialized points had an
average initial objective function value of 90.97 compared with the CSOM initial point
of 11.15, a 87% decrease. Looking at the entire collection of initial points, as expected,
SOMViz consistently provides a better starting point than random initialization.
Training the CSOM does require evaluating each design points objective function
value once. This additional overhead is not included in the total objective function eval-
uations displayed in this paper. The functions used in this paper are academic problems
that solve relatively quickly compared to the highly complex problems encountered by
industry. One benefit of CSOMs is the number of function evaluations does not in-
crease with complexity, only the number of design points. The CSOM overhead will be
negligible when compared to these highly complex industry design problems.
5.0.9.3 Unimodal Results
The same procedure and analysis was done for all the problems and compiled to
compare general trends. As above, only runs where the final objective function value
was below 0.05 were included in the final results. The convergence results are shown in
Table 2, where the success of each problem is shown for both random initialization and
the SOM initialization. The total success rate for the randomly initialized problems was
44 of 80 problems for a success rate of 55% compared with the SOM initialized problems
with 19 of 24 problems for a success rate of 79%.
Figure 5.23 shows a comparison of the average objective function evaluations for each
problem using the random initialization and the CSOM initialization. The vertical axis
is represented in logarithmic scale because of the large difference in evaluations necessary
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Random CSOM
5D SCHWEFEL 2.21 60% 67%
10D SCHWEFEL 2.21 100% 100%
50D SCHWEFEL 2.21 90% 100%
5D SCHWEFEL 2.22 0% 100%
10D SCHWEFEL 2.22 0% 33%
5D SCHWEFEL 1.2 100% 100%
10D SCHWEFEL 1.2 90% 100%
50D SCHWEFEL 1.2 0% 33%
Total 55% 79%
Table 5.2 Convergence results for unimodal problems.
for the fifty dimension problems, however the trends remain the same. Problems where
no bars can be seen, such as 5D Schwefel 2.22, 10D Schwefel 2.22, and 50D Schwefel 1.2,
are removed due to no runs qualifying as converged.
The CSOM initialized problems show a lower number of function evaluations in the
5D Schwefel 2.21 and the 50D Schwefel 2.21, with three of the problems showing a similar
or slightly higher value, 5D Schwefel 1.2, 10D Schwefel 2.21, and 10D Schwefel 1.2. The
total average reduction in function evaluations across all problems with a comparison was
6.7% with the largest difference seen in Schwefel 2.21 at a reduction of 37%. Problems
were not included in this value if only the CSOM initialization was successful.
Figure 5.24 shows the average objective function value of each problem comparing
the random initialization with the CSOM initialization. The vertical axis is inverted so
the higher values should be interpreted as better because they are closer to the optimal
objective function value of zero.
The random initialization results in a better objective function value in two prob-
lems, 5D Schwefel 2.21 and 50D Schwefel 2.21. The CSOM initialization provided better
solutions for the rest of the problems including the three problems random initialization
did not solve within the specified convergence criteria. The largest decrease in objective
function values occurred in both 5D Schwefel 1.2 and 10D Schwefel 1.2 where the CSOM
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Figure 5.23 Unimodal average objective function evaluations..
initialization performed 90% better than random initialization. The largest increase in
objective function value was seen in 5D Schwefel 2.21 where the CSOM initialization per-
formed 737% worse than the random initialization. However, this number is misleading
as the CSOM point found a solution of approximately 0.015 and the random points were
close to zero. When comparing the problems where both random and CSOM initial-
ization converged, the average decrease in objective function value, CSOM initialization
showed an improvement of 5.8%.
When considering these results, it is important to take into consideration that the
CSOM initialized problems were statistically more likely to return a converged result as
seen above in Table 2. Another observation is the tradeoff between speed and accuracy.
The problems where the random initialization converged in fewer iterations, like 10D
Schwefel 1.2, 910 iteration compared to 959, the CSOM initialization performed two
orders of magnitude better in terms of solution accuracy, 0.0197 for random and 0.00017
for CSOM initialized.
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Figure 5.24 Unimodal average objective function values.
5.0.9.4 Multimodal Results
The multimodal problems were run with twenty runs each to attempt to account
for the randomness inherent in PSO. Once a good node, or set of nodes, was found in
SOMViz, those design points were used to initialize and run PSO twenty times for each
problem. PSO was initialized using a single design point as a particle in the initial swarm,
10% of the swarm as design points from SOMViz, and a completely random swarm.
Figure 5.25 displays the results of the four multimodal functions and the average
number of function evaluations recorded for each of the three initialization strategies. The
graph shows little difference in the number of function evaluations required to converge
regardless of the initialization strategy. In fact, no single problem showed a difference
in function evaluations greater than 6% and the randomly initialized runs were just as
likely to show an improvement as not.
This lack of improvement, even after consistently selecting a better starting point,
could be explained by the inherent randomness in PSO. Initially PSO allows for large
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Figure 5.25 Multimodal average objective function evaluations.
velocity vectors of the swarm members in an attempt to adequately explore the design
space and prevent premature convergence. This may prevent a particle in a good location
from being able to affect the swarm and converge quicker than a completely random
swarm.
The final objective function values returned by PSO are shown in fig. 5.26. As with
fig. 5.25, the taller bars are closer to zero and represent better solutions. Similar to the
results of the function evaluations, the final objective function values returned by PSO
do not show a clear advantage for either initialization strategy. Utilizing a single design
point for an initialization performs just as well as initializing ten percent of the swarm
and just as well as a completely random swarm. Fifty dimensions and ten dimension
Rosenbrock and fifty-dimension Dixon and Price were ignored in the graph because of
the inability of PSO to converge to a satisfactory objective function value.
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Figure 5.26 Multimodal average objective function values.
5.0.10 Conclusions
This paper has covered different methods for visualizing design spaces and specifically
focused on the use of contextual self-organizing maps for this purpose. The use of
self-organizing maps is not a new concept, but the use of objective function values as
contextual labels to a SOM is a novel approach to visualizing a design space. This
approach provides many benefits, such as the ability to train on only the input data and
evaluate multiple objective functions as well as the capability to visualize a dataset of
any size or dimension. The ability to visualize high dimensional design spaces in two
dimensions and still obtain valuable information about the space is a valuable tool to
designers.
Previous work required designers to mentally map relationships between multiple
maps to obtain this information, which can be taxing. The work this research built
upon using a hue, saturation, and value coloring scheme to visualize SOMs still provided
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issues with understanding the design space. This work hoped to improve the clarity for
designers by breaking the map up into three different maps of different values (mean,
minimum, and standard deviation).
One of the limitations of this work was described in the results, was that less dramatic
features may be obscured through the normalization of values for coloring. Sometimes
the multimodal nature of the space was not easily visible in the two dimensional map.
In the future, a set of rules of thumb should be determined for the size of the SOM map
and iterations required for a specified data set size. This would help ensure a better
training of the map to help bring out those characteristics that might be hidden through
poor training and help avoid overtraining.
It is important to note that all training was performed on a map with a set of inputs
and a single objective function. By using a contextual self-organizing map, the SOM
is trained on only the inputs, allowing multiple objective functions to be applied to the
same trained map. Currently, a designer can only view the maps for a single objective
function and must mentally map between them. More work is needed to determine an
effective way to visualize multiple objective functions and constraints.
Quantitatively, the objective function evaluation performance due to CSOM initial-
ization was not always clear as to whether there was a benefit. The results of the
multimodal problems using PSO showed no discernible improvements to either the ob-
jective function evaluations or the final objective function values. The unimodal problems
showed improvements in both the number of objective function evaluations and the final
objective function values. These results were not as clear as expected because of the
way the optimization method would solve the problems to differing orders of magnitude.
Solving to different orders of magnitude added a significant number of extra function
evaluations. When considering the problems where only the CSOM initialized functions
converged, a more accurate solution was found on six of eight problems. Under the same
consideration, the CSOM initialization provided solutions in fewer objective function
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evaluations in five of eight problems.
The one constant between both unimodal and multimodal problems was that de-
signers were able to pick a much better starting point using CSOMs than a random
selection. This constant indicates that SOMViz has the potential to be a very useful
tool for designers looking for a quick method of exploring the design space. Instead of
starting a formal optimization problem, designers could use self-organizing maps to pick
a good design point within a minute of exploring the visualization. During testing the
values chosen were often orders of magnitude better than the randomly chosen points,
especially for the higher dimension problems. With this in mind, it would be possible
for a designer to use CSOMs to explore the design space and pick a good starting point
within a couple of minutes instead of using the time consuming task of defining a formal
optimization problem and solving it using a traditional optimization method.
More work is still needed to test whether visualizing a design space using an SOM
will save designers time. The initial results from this study look promising, but far from
conclusive. This work will be extended in the future by incorporating more unimodal test
problems that would provide more data for determining trends. Finding an optimization
method that performs more consistently would also help make the trends clearer and
alleviate some of the interpretation necessary in this paper.
Future work for this research would focus on decreasing the training time required.
While the time requirement for small data sets of one thousand or ten thousand are not
prohibitive at a few minutes, they indicate the problem of scaling this implementation
to higher dimensions and larger data sets where it could take hours or days. Currently
there has been little focus on speed with little thought to the data structures used and
the single threaded nature of the code. There are proven methods for training SOMs in
parallel to improve speed that could be implemented [137].
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CHAPTER 6. EXPLORING CSOM NODE DATA IN AN
IMMERSIVE ENVIRONMENT
CSOM results described in the previous chapter produce useful information to an
investigator about the overall traits of a trade space, but using said results in transition
to more detailed investigation can be difficult. One is often left desiring the ability to
see the raw data that lies inside each node of the resulting map. With this data, it
would be possible to map the somewhat abstract results of a CSOM node to physically
interpretable, three dimensional information. For example, if a resulting node on the
map appeared to have high standard deviation, it would suggest that small changes in
the design space could have a large affect on performance. Unfortunately, there is no
way to investigate this any further in the CSOM application. If given the ability to “dive
in” to a node, further investigation would be possible. The potential of doing so was
intruiging.
This brought about the connection of the CSOM application to a point cloud visual-
ization; parts of which make up the second major contribution of this work. The point
cloud visualization started out initially1 as a standalone application with the sole purpose
of exploring the effects (or potentially the lack thereof) of immersive virtual reality in
understanding raw data. It was realized early on that the point cloud visualization might
provide the means to explore CSOM nodes in more detail. This thesis adds a connection
between the two applications to explore this possibility. Additionally, a large part of
1The point cloud visualization project core was initially developed by Brandon Newendorp of Iowa
State University’s Virtual Reality Applications Center
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both the interface and interaction capabilities of the application were re-designed and
built to enhance experience with the software in areas where previous work was lacking.
This chapter first describes the architecture of the point cloud application. User
interaction developments on top of prior work are then described. The chapter continues
with a description of the communication protocol developed for manipulating the point
cloud using the CSOM application. Lastly, the chapter closes with an example displaying
possible insights brought about by joining the two applications.
6.1 Core Architecture
The software was architected in four major pieces: handling of VR hardware and
displays, managing user input, managing the visual scene, and creating the data visual
itself. It is only the latter that is directly seen by the user, while the former three operate
as the back-end.
The core of the point cloud application was built with the C++ programming lan-
guage on top of VR Juggler [138,139], a middleware for building cross-platform, hardware
agnostic VR applications. VR Juggler allows a single application code base to be devel-
oped and run on hardware ranging from a desktop PC with a single monitor all the way
to a six-sided, fully immersive CAVETMenvironment. XML-based [140] configuration
files handle system setup like the number and resolution of displays, their arrangement,
and whether they should display stereo graphics. They are also the primary means for
a developer to setup and access input data from hardware devices like the keyboard,
gamepad, or tracking systems amongst others. These configuration files can be changed
without recompiling the source code, and give VR Juggler its power of interoperability.
VR Juggler was used to control all display output as well as hardware input for the point
cloud application.
Open Scene Graph (OSG) [141] was used to build the visual scene. It is a cross-
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Figure 6.1 Visual of connection between the applications for passing commands from
the CSOM application to the Point Cloud application.
platform 3D graphics toolkit built on top of OpenGL [108], and eases a large part of the
manual effort required when building 3D applications with OpenGL alone. Through its
graph-based scene management, parent-child relationships can be used to hierarchically
build and manage virtual worlds. OSG was used to manage display of the axis, point
cloud, and all interaction feedback visuals.
The back-end was designed to support two core features: command input from a
separate application, and direct user interaction with data. External control of the ap-
plication was made possible through a TCP connection. A new command protocol using
extensible markup language (XML [140]) was developed to pass text-based commands
from the CSOM application to the point cloud application as shown in fig. 6.1 through
this connection. The command protocol will be discussed in sect. 6.3.1. Using a TCP
connection to link the two applications, as opposed to building them into the same code
base, allowed the point cloud to remain a standalone immersive data visualization en-
vironment. That is, the CSOM does not have to be running in order to use the point
cloud application.
The second requirement of the point cloud’s architecture was to support user inter-
action with data. Three methods were used to allow interaction. First, the application
was built to support running in the C6 [142] at Iowa State University’s Virtual Real-
ity Applications Center. This allows the user to “stand inside” the data, completely
surrounded by 4K (four times the resolution of standard high-definition) rear-projected
displays. The Logitech Rumblepad 2 [143] shown in fig. 6.2(a) was used for data and
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(a) Logitech Rumblepad 2 [145]. (b) Intersense IS-900 wand [146].
Figure 6.2 User input hardware currently supported for the point cloud application.
scene manipulation as well as navigation. The Intersense IS-900 wand [144] shown in fig.
6.2(b) was used for immersive selection of data points, and also supports point-and-fly
navigation (i.e. it supports flying through the scene by physically pointing the wand in
the direction one would like to travel).
Figure 6.3 Standard view of the point cloud application.
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Figure 6.4 Axis visual in prior work.
Figure 6.3 depicts an example data set loaded into the point cloud application on a
desktop configuration.
6.2 User Interaction Improvements
Prior work of the point cloud application provided many tools to an investigator,
but was not user-friendly. This thesis added multiple improvements to the software to
supplement those areas where previous work was lacking. This section describes those
deemed most important for effective use of the software.
6.2.1 Updated axis visual
Prior work contained a point cloud and the three primitive lines representing each
primary axis shown in fig. 6.4. Using only three primitive lines for the axis visual made
it difficult to determine a data point’s position in space, and therefore its value for each
variable being displayed. The investigator was required to navigate to a perpendicular
view relative to the axis of interest in order to pinpoint a value estimate for the respective
axis. This took significant time to perform what is a standard operation in data analysis.
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Figure 6.5 Grid visual for enhancing data value estimation.
The difficulty in pinpointing value along the axis was largely due to an issue with
depth estimation. The investigator had very little backdrop available to determine rela-
tive point positions in space. The grid visual shown in fig. 6.5 was therefore developed to
assist with depth estimation. An investigator can now use the grid lines to approximate
the position of a point, and carry said position over to the edge of the grid where point
values lie to obtain an estimate of numerical value for each axis. Because the grid is
shown on all three axis, value estimation be done from an arbitrary angle as opposed
to having to view the axis from orthogonal views only. Doing so allows a much faster
estimate for the value of a given point in space.
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Figure 6.6 Gamepad button mapping similarity to 3D axis.
6.2.2 Data display manipulation
The point cloud is capable of displaying only three variables or dimensions of a data
set at a given time. This is an issue, as many data sets are higher than three-dimensional.
Support was therefore built to allow the user to efficiently cycle through the specific
configuration of variables on each primary axis using the gamepad. For example, if the
investigator wanted to view variables V AR 1, V AR 2, and V AR 3 on the X, Y , and Z
axis, then switch to variables V AR 4, V AR 2, and V AR 3, they can now do so. This
allows an investigator to analyze specific desired variable relationships as is often done
in plot analysis.
Gamepad interaction for this purpose was mapped to buttons 3, 4, and 2 for the X,
Y , and Z axis respectively as shown in fig. 6.6. Pressing any of the three buttons will
cycle to the next variable in the data set not currently being displayed. Variables can
be cycled through until the desired variable is found.
The second display manipulation is made possible when the data set being investi-
gated contains constraint information. The investigator can cycle through constraints
using bumpers R8 and L7 on the gamepad as shown in fig. 6.7. Using the bumpers for
this manipulation allows easy cycling back and forth between constraints, thus allowing
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Figure 6.7 Gamepad control mapping for incrementing constraints.
comparison of differing constraint applications to a data set. An example data set before
and after constraints are applied is shown in fig. 6.8 above and below respectively. The
blue points are unconstrained, while those that appear grey have been constrained by at
least one dimension.
6.2.3 Interactive Point Selection and Display
Point selection is necessary when an investigator would like to access the raw nu-
merical information underlying a specific point. Doing so in a 3D virtual scene can be
difficult. Cycling through points using a button press, for example, could take significant
time if the underlying data set is large. A different option must therefore be used. A
tracked wand system was used for immersive selection in this thesis. Figure 6.9 displays
the ability to select points using a tracked wand inside the C6 [142].
Position and orientation of the wand are first read from the tracking system in ma-
trix form, and are then transformed into the coordinates of the scene currently being
visualized. A visual “extension” of the wand is then placed into the virtual scene using
the transformed information. This visual provides feedback to the investigator on where
he or she is pointing as would happen in a physical (as opposed to virtual) scene (e.g.,
using a presentation laser pointer). The white object shown in fig. 6.9 is being used as
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Figure 6.8 Before and after of constraints being applied.
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Figure 6.9 Wand-based point selection in tracked C6 CAVETMenvironment.
a visual aid to assist the user in selecting a point.
Pinpointing the user’s desired selection in 3D space can be difficult. It is analogous
to attempting to use a laser pointer to pinpoint a tennis ball hanging in the center of a
gymnasium. This is similar to what is being attempted in the point cloud application,
and would be difficult. A “snapping” feature was built to assist the user with this
difficulty.
The snapping feature operates by calculating “near” points to a ray cast into the scene
using the three-dimensional point-line distance [147] eqn. 6.1 visualized in fig. 6.10 and a
snap threshold relative to the current size of the point cloud. The snap threshold creates
what can be thought of as a cylinder (with radius the size of the specified threshold) of
potential selection candidates. A two-dimensional visualization of this snap threshold is
shown in fig. 6.11, where the crosshair would represent the ray being cast into the scene
by an investigator. Those points that are labeled in green are within the threshold, and
are thus potential candidates for selection. There may be multiple points residing within
the threshold cylinder once this is complete. If so, the point nearest the position of the
wand is selected. Selection in this way “snaps” to near points instead of requiring an
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Figure 6.10 Visualization of the point-line distance equation [147].
Figure 6.11 Two-dimensional visualization of the point selection snap threshold.
exact hit for the ray.
d =
|(x0 − x1)× (x0 − x2)|
|x2 − x1| (6.1)
Also shown in fig. 6.9, immediately surrounding the selected point are red cylinders
leading to the orthogonal grid planes. A graphic of the selection visual is shown in
fig. 6.12. Adding this visual does away with the necessity of performing a continuous
back-and-forth eye motion between the point and the axis visual to obtain a data points
position in space.
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Figure 6.12 Graphical selection visual displayed when a selection is made in the point
cloud.
6.2.4 Displaying a Selected Data Point’s Raw Data
Once a selection is made, the heads-up display (HUD) in fig. 6.13 is populated with
the numerical information from the selected point. The HUD shows the points variable
names as well as its coordinates along each respective axes, providing an investigator the
numerical link back to the underlying raw data making up the visual.
Implementation of the HUD was a decision trade-off. In the current state, when a
user makes a selection, they must look up to the HUD in a corner of the view to retrieve
the numerical information. In the case of a six-walled cave, this can be an issue, as he or
she may make a selection while facing a rear wall, but the HUD shows up on the front
wall. One potential option around this was to display data values immediately above the
selected object in the scene, but this would partially obstruct an area that was obviously
of interest to the investigator. While the current implementation has not proven to cause
difficulty thus far, more work could be done to investigate this decision.
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Figure 6.13 HUD of selected point information.
6.2.5 Clipping box
An investigator sometimes knows approximately what range of values he or she would
like to investigate for each variable. Prior work was not capable of leveraging this. This
thesis developed the ability to apply clipping planes in the form of a six-sided box to
limit the information being shown to only that of the investigator’s preference. Data
points lying outside the clipping box are removed from the scene, and are thus removed
from the investigators attention, allowing focus to remain on only those data points of
interest. The ability to clip data is displayed in fig. 6.14.
In building this feature, choice of transparency for the clipping planes was important.
All aspects of the scene needed to remain in view for the investigator to understand what
they were clipping, but there needed to be a very obvious visual showing the investigator
where the clipping planes were located. Partial transparency was thus used for this
purpose.
Design of the gamepad layout for controlling clipping planes was a challenge given the
limited number of buttons on the gamepad, and the amount of control already allocated
for other purposes (e.g., data display manipulation). Button 1 was thus used to place the
scene and the gamepad into “clipping mode”, thus opening up each of the other buttons
for additional functionality. The gamepad layout for clipping is shown in fig. 6.15.
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Figure 6.14 Clipping box.
Once in clipping mode (button 1), the clipping box appears with only one clipping
plane highlighted. In fig. 6.14, the rear plane is currently highlighted, and is displayed by
showing a higher level of opacity, thereby appearing whiter than the other planes. Once
in clipping mode, the left and right directional pad (d-pad) arrows can be used to control
the current plane selection. That is, pressing left or right switches the currently selected
plane to the previous or next plane, respectively. The up and down d-pad arrows are
then used to adjust the selected clipping plane to desired positions. This was chosen to
foster the mental mapping of “tightening” and “loosening” bounds of the visual. That
is, pressing the d-pad down arrow tightens or makes the box smaller, while the d-pad up
arrow loosens or makes the box larger.
Expansion of the clipping box is locked to the bounding box of the current point
cloud, calculated each time the user changes the current data set. Limiting the bounds
of the clipping box in this way removes the possibility of the user opening the bounds to
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Figure 6.15 Gamepad button configuration for clipping.
far beyond the point cloud, which would create a very poor experience with the software.
6.2.6 Summary of methods used
The noted additions to the point cloud application built in this thesis were decided
upon at an early stage in the project as being the most necessary for effective user
interaction. Initial work has drawn subjective commendation, but performance studies
are still necessary to determine the work’s effectiveness in trade space visualization.
6.3 Connecting the Applications
Both the CSOM application and the point cloud visualization separately show promise,
but each has its own issues. The CSOM produces information about overall traits of the
trade space, but learned information is not directly useable by an investigator in moving
into detailed investigation. The point cloud, while providing a directly interpretable,
detailed 3D plot of the raw data, avoids none of the issues mentioned in ch. 1 and 2
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with human difficulty in perceiving more than three dimensions. This divide, namely
that between exploring overall traits and exploring details, was the primary motivation
that led to the connection between the two applications; the second major contribution
of this thesis.
Connecting the applications allows an investigator to first train data making use of
the SOM algorithm, to continue and make suggestions about the data using the CSOM,
and to then “dive in” to the data underlying any node traits attracting attention using
the point cloud. The following describes the mechanism by which the connection between
the applications was developed.
6.3.1 Communication protocol
In order to give the CSOM application its communication hooks into the point cloud
application, a client-server framework was built for use over a TCP connection. The
client system, that is, the CSOM application, manages the connection and initiates all
communication between the applications. Once connected, communication takes place
by passing “Operations” in XML form through a TCP connection over the network
from the CSOM application to the listening point cloud application. An example XML
message is displayed below:
<Operation type=”NewDataFile”>
<File filename=”DATA FILE.TXT” data point count=”NUM POINTS” variable count=”NUM VARS”>
<ColumnNames column1=”VAR 1 NAME” column2=”VAR 2 NAME”/>
</File>
<Data>
<DataPoint var1=”0.1523” var2=”1.623” var3=”1.232” key=”0ei24dkb5di13p1bi843”/>
...
<DataPoint var1=”0.511” var2=”2.852” var3=”5.841” key=”03ddfg8321354gddg882”/>
</Data>
</Operation>
In this example, an operation of type NewDataFile would be serialized by the CSOM
application and sent to the point cloud application where it would be deserialized and
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parsed to figure out its operation type. Since the Operation tag is handled by the point
cloud, the information would then be passed along to the NewDataFile event handler.
The event handler would then further process the File and Data XML tags to extract
the raw data for display purposes. Event handlers can be built into the application for
any number of Operations with the structure that was developed.
This communication protocol, although primitive in its current form, has opened up a
mechanism to quickly add further control of the point cloud from an external application.
At its current state, two control commands have been developed.
6.3.2 Loading a data file
The NewDataFile command shown in the previous section was created for loading a
data set. Assuming a connection has been made between the two applications through
the connections interface shown in fig. 6.16, any data set that is loaded into the CSOM
for training gets sent immediately to the point cloud for loading.
The current implementation of this command sends the entire data set to the point
cloud application over the network. While this transfer can be slow for large data sets,
it was implemented (as opposed to sending only the file name) to save the investigator
from requiring the exact same file be on both client and server machines before starting
investigation. Loading data in this way ensures the same data set is loaded on all
connected machines.
6.3.3 Node selection
The second command developed for the protocol was the Selection command. This
command allows the investigator to “dive in” to a node. Assuming a connection between
the applications has already been made, and once a CSOM has been fully trained, any
subsequent node selections in the CSOM application are sent to connected point cloud
application instances. The protocol for a Selection is shown below:
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Figure 6.16 Connections interface of the CSOM application for connecting to the point
cloud app.
<Operation type=”Selection”>
<DataPoint key=”0ei24dkb5di13p1bi843”/>
<DataPoint key=”zBsBmvM9H4SbWN0pd1qt”/>
</Operation>
Because the point cloud recognizes the Selection command type, it will parse the
Operation for the DataPoint XML tag and subsequently build a running list of data point
keys to select in the point cloud. Data points in the point cloud are then searched for
those who’s keys match those found in the original Selection command. Each matching
key’s data point is then highlighted in yellow as shown in fig. 6.17.
6.4 Example
The goal of this thesis in developing the point cloud application was to provide
a route by which to determine whether the CSOM application could benefit from a
supplemental visualization method. Subjective expectation hypothesized that it could,
but an application first needed to be developed to explore this. One telling example from
initial exploration and its findings are now discussed.
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Figure 6.17 Node selection highlighted in the point cloud application.
Figure 6.18 displays the selection of a SOM node and subsequent highlighting of said
node’s data points in the point cloud following training of the 10D Ackley’s function.
All nine points found in the node have been highlighted in yellow, while the remaining
points are made partially transparent. The resulting point cloud visualization reveals
that points residing in the same node of the resulting 10D CSOM are spread out both
horizontally and vertically in the current 3D space being viewed. Additionally, there are
unhighlighted data points that reside in the gaps between each of the highlighted points.
This means results are showing that data points which were deemed most similar in the
10D space (i.e. they were in the same node of the resulting CSOM) are not even most
similar in the 3D space. One might question, “Is the result actually correct?” or “Should
this be happening?”.
Taking a step back, one can reasonably assume that given the nature of the SOM
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(a) Node selection in CSOM application.
(b) Node data being highlighted in point cloud application.
Figure 6.18 Results of selecting CSOM node displayed in point cloud.
algorithm, data points lying inside a single node are likely to be similar in the design
space. This might lead to the assumption that data points are likely to be topologically
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near one another in a 3D plot of three data variables. This again seems logical given the
organizational nature of the SOM algorithm, but is not always true as revealed by the
point cloud application in fig. 6.18.
The result is in-fact rightly displayed, and reveals the very reason that the SOM
algorithm is powerful. It has found relationships amongst true 10-dimensional space
instead of the reduced, three-dimensional projected space being viewed. These relation-
ships, as shown in fig. 6.18, would otherwise likely be thought of as non-existant given
3D plots alone. If trained on mechanical design data, results like this might suggest
the exploration of an entirely new concept or form factor that would not be explored
otherwise.
The example has again shown the SOM’s usefulness, but has additionally confirmed
that the CSOM application lends itself to supplemental exploration. Conceptual in-
terpretation of the resulting map was not physically accurate in this case. Adding a
supplement like the point cloud visualization created for this thesis can provide addi-
tional information to, and thereby benefit the CSOM.
6.5 Summary
In many of the prior works discussed in the review of literature, the use of multiple
visual techniques was effective in providing further insight than any single visual alone.
This also turned out to be the case in this thesis.
Through the use of the implemented point cloud, the previously lacked mapping
from overall trait exploration to detailed data investigation was made available. Investi-
gators are now able to dive further into interesting nodes of resulting CSOMs using the
immersive point cloud application.
While the effectiveness of this work remains to be studied in detail, this chapter has
shown that additional insights within a data set can be brought about by linking the
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CSOM application to an external, immersive point cloud visualization.
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6.6 Using Virtual Reality to Support the Detailed
Investigation of Results from Contextual Self-Organizing
Maps
This section contains a conference paper to be submitted to the AIAA Aviation 2014
Conference. For submission of this paper, additional test cases will be added in the form
of a results section to show the effectiveness of the tool in trade space exploration.
Authors: Trevor Richardson2, Brandon Newendorp3, Anastacia MacAllister4, Joseph
Holub5, Dr. Eliot Winer6
6.6.1 Abstract
Today’s n-dimensional trade spaces often create data overload to designers and en-
gineers. Many visualization techniques have been developed to combat the problem of
understanding these data, but often either make use of dimensionality-reduction, or cre-
ate many representations that must be compared. Prior work by the authors made use of
contextual self- organizing maps (CSOMs) to forego both of these potential issues. While
this work provided designers with an understanding of broad traits of the trade space
(e.g., modality and curvature), other tools were required for more detailed investigations.
This creates problems not only at the implementation level (e.g., how to get data from
CSOMs to another tool), but also at a cognitive level (e.g., how does one use results from
CSOMs to directly influence more detailed investigations). Work presented in this paper
2Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Computer
Engineering, Ames, Iowa, USA
3Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Computer
Engineering, Ames, Iowa, USA
4Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Mechanical
Engineering, Ames, Iowa, USA
5Research Assistant, Iowa State University, Virtual Reality Applications Center, Dept. of Computer
Engineering, Ames, Iowa, USA
6Associate Professor, Iowa State University, Virtual Reality Applications Center, Dept. of Mechanical
Engineering Ames, Iowa, USA
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adds and connects a CAVETM-capable data cloud visualization component to prior work.
With this combination, designers are now able to get an understanding of the overall
trade space, then quickly transition to detailed investigation using knowledge gained from
the resulting CSOM to begin more detailed investigations on hardware ranging from a
desktop to a six-sided VR system.
6.6.2 Introduction
Design optimization has become an essential factor in many areas of engineering.
As designs become more and more complex, understanding how variables of a trade
space interact becomes increasingly difficult. Understanding these relationships has been
the direct subject of much previous research. Several projects [9, 56, 58, 61, 62, 66, 85,
86, 100, 112, 113] have examined various methods to visualize trade spaces. Eddy and
Lewis developed the Cloud Visualization (CVis) [9] software that allows simultaneous
visualization of the design and performance spaces. Additionally, CVis has the ability to
create new data points on demand in order to investigate performance measures in areas
where data was not previously sampled. Like CVis, many techniques available today
require a designer to observe data in three dimensions or less due to limited human
visual ability [148]. To combat this, researchers often have to make use of techniques
like dimensionality reduction and multiple visual comparison. For example, although
Parallel Coordinates [52] can plot n-dimensions on a two-dimensional (2D) plane, in
order to understand the data, we must make mental comparisons between axis until all
dimensions are considered.
Although still at a very early stage in its development, virtual reality (VR) has been
used to reduce and even forgo some of the issues that come up in the previously men-
tioned work. Many projects [32, 90, 93, 94, 96, 102, 149–151] have displayed the potential
effectiveness of using VR in understanding complex data. Van Dam et. al. [152] explored
the state of the art in VR as applied to immersive scientific visualization, pointing out
151
promising methods, and also areas where VR is still lacking. It appears that immersion
can greatly benefit an investigators understanding of data, but many areas remain to be
further developed. We are trained over entire lifetimes to pick out intricacies, voids, or
problems that come up in the world around us. VR attempts to place us in a scenario in
which we can make use of these profound and unique abilities that that have been honed
in over a lifetime.
Previous work by Richardson, Winer, and Nekolny [65, 133] builds off of traditional
SOMs using Contextual Self-Organizing Maps. The objective function was used to calcu-
lated the mean, standard deviation and the minimum for the data points located within
each node. This data was then displayed on three colored maps. The maps used light
colors to represent low values in a category and dark colors to represent high values.
From these maps the designer was able to make informed decisions about the behavior
of the design space.
Work of this paper further develops prior work to combine the dimension-reducing,
organizational ability of Kohonens self-organizing maps (SOMs) [110], the visual en-
hancement of contextual self-organizing maps (CSOMs) [70], and the immersion of VR
to create a situation in which researchers are allowed to use developed natural perceptual
abilities to gain a greater understanding of a trade space. In previous work, a desktop
application was built to organize and begin to pull out traits and trends of the trade
space. This paper builds upon this idea and connects prior work to a new point cloud
visualization tool built to support viewing information from resulting SOMs on hardware
ranging from desktop to a six-walled CAVETM. This paper covers both the build process
and the potential implications of combining previous work with the point cloud visual.
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Figure 6.19 Diagram of a Self-Organizing Map [70].
6.6.3 Background
6.6.3.1 Self-Organizing Map
The core of this work is built around Kohonens self-organizing map algorithm. The
algorithm utilizes competitive learning strategies to train its (typically) two dimensional
network of neurons, often referred to as nodes. This two dimensional network forms a
lattice structure that can be visualized in a perceivable, two-dimensional space (shown
in fig. 6.19), but remains topologically consistent with an n-dimensional data set. Each
neuron (j) in the “map” has an associated weight vector wj taking the form shown in
eqn. 6.2, and has dimensionality equivalent to the input data set or input space as shown
in eqn. 6.3.
w =< wj,1, wj,2, ..., wj,k > (6.2)
x =< x1, x2, ..., xk > (6.3)
Equation 6.2 represents a sample weight vector for one neuron in the lattice, containing a
variable number of weights where k is equal to the dimensionality of the inputs. Equation
6.3 represents a sample input vector taken from the input space.
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The training algorithm for SOMs is a winner-takes-all strategy coupled with a neigh-
borhood influence surrounding a given winning neuron. As data is passed into the map,
a “winning” neuron is discovered by finding the minimum Euclidean distance between
the input vector and each neuron in the map. Once a winner is found, a time-varying
neighborhood surrounding the winner is updated using the node update shown in eqn.
6.4.
wj(n+ 1) = wj(n) + η(n) ∗ hj,i(x)(n) ∗ (x− wj(n)) (6.4)
η is a time-varying learning rate, defining how much the value of each neuron will change
throughout the training process and is shown in eqn. 6.5. hj,i is the neighborhood
influence calculated by distance from the winner and can be seen in eqns. 6.6 and 6.7. A
fully trained SOM provides a continuous input space, a spatially discrete output space
of neurons, and a nonlinear model of the given dataset [70].
η(n) = η0exp(− n
τ2
) (6.5)
hj,i(x)(n) = exp(−
d2j,i
2σ2(n)
) (6.6)
σ(n) = σ0 exp(−−n
τ1
) (6.7)
6.6.3.2 Contextual Self-Organizing Map (CSOM)
Further advances in self-organizing maps provided a modification called the contex-
tual self-organizing map [70]. CSOMs expand upon the SOM by generating labels for
each neuron in the lattice following the training of the SOM. To create the labels, the
data or input vectors are fed back into the map once it is fully trained so that each
neuron can acquire a representative label from the input vector to use as a contextual
label. These labels not only describe the content of each individual neuron but can also
be used to understand the similarity that a neuron has to the surrounding neurons.
Figure 6.20 provides an example contextual SOM where the inputs used to train the
map are animal attributes such as: size, number of legs, types of feet, and movement
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Figure 6.20 Contextual SOM showing separation of hunters, peaceful species, and birds
[70].
ability (swim, fly, run, etc.) [70]. Each of the input vectors has a known contextual
label, in this case the animals name. The results of the training show inputs being
grouped into similar traits like number of legs, and further grouped into sub-categories
like four-legged, large animals (e.g. zebra and cow). In a similar way, the current work
trains the SOM using design space information, and “labels” each node using normalized
statistical values from the performance information. This concept is further explained
in the methodology.
6.6.3.3 Visual Trade Space Exploration
The following discusses some of the work that has been done on data visualization
as applied to design and optimization.
Cloud Visualization (CVis) [9] is an optimization visualization tool designed for mak-
ing effective decisions throughout the design and optimization process by allowing de-
signers to view and interact with large amounts of data. By matching data in both the
performance and design spaces, a designer can sift through the data and determine vari-
ables with a large amount of influence on design performance. Further, CVis supports
the live generation of previously un-sampled points in the trade space. Instead of having
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to generate an entire new data set, this ability allows immediate investigation of said
previously un-sampled interesting areas.
The paradaigm of visual design steering was introduced by Winer and Bloebaum
[66]. This project uses a developed technique called graph morphing to visualize an
n-dimensional design space two to three dimensions at a time. The design tradeoffs are
visualized in the three-dimensional graph while the remaining variables are assigned to
graphical slider bars. Said remaining design variables can be adjusted and visualized
in real time. This technique showed that visualizing design information could increase
designer awareness and decrease optimization solution times.
Stump et al. used multidimensional visualization with the design by shopping paradigm
[61]. Building upon the previously published XGobi system [100], the method prompts
the designer for acceptable design variable ranges. The design variables are displayed
by extracting their values from the design space and plotting them individually in a
one, two, or three-dimensional plot. As the optimization routine is running, the designer
can select new ranges for the design variables for which the optimization routine will
continue solving. This process of solving, changing design variable ranges, and solving
is performed in a loop until the solution has converged or the designer has implemented
sufficient constraints.
Stump et al. have developed the ARL Trade Space Visualizer (ATSV) [62] to focus on
displaying trade spaces, or the tradeoffs within the design space. ATSV utilizes scatter
plots, glyph plots, and parallel coordinates as well as a unique method of visualizing
uncertainty in the design variables by using a bounding box for each point.
6.6.3.4 Visualizing Self-Organizing Maps
Su, Shao, and Lee introduced SOM-based optimization (SOMO) [85] as a method
for solving optimization problems using a modified self-organizing map. The difference
between SOMO and a traditional SOM is the modification made to the winning node
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calculation. SOMOs calculation of the winner uses the objective function, meaning that
the “distance” is the resulting evaluation of the objective function using the node weight
vectors as inputs. The drawback of this method is that it is constrained to continuous
optimization problems.
Matthews [86] used self-organizing maps and applied them to conceptual design of
gas turbines and aircraft wings. The work combines the use of SOMs with the Tanimoto
metric to automatically extract implicit relationships between the variables comprising a
map. In both the gas turbine and wing scenarios, Matthews generated test points from
running physical simulations. Matthews used the component maps of the resulting SOM,
which are the extraction of each variable from the trained map, to analyze the design
space interaction. With the extraction of these variables into separate maps, it was
able to bring out implicit relationships that principle component analysis was not able
to detect. After the Tanimoto metric had identified potential areas of interest, human
intervention was required to verify areas of interest. This work proved to advance the
role of self-organizing maps in design and optimization.
Bishop and Svensen developed the Generative Topographic Mapping (GTM) [111],
a modification to the traditional self-organizing map which maps higher dimensional
data to a low dimensional space, similar to the SOM, using latent variables. The GTM
also optimizes its node weight values for the provided dataset, which eliminates the
limitations of the SOM in terms of training parameters, but adds to the computational
expense. The GTM was later used by Holden and Keane6 in a comparison of methods
to visualize the aircraft design space, furthermore, this study compared both SOMs and
GTMs at completing the task of visualizing the design space. The SOMs benefited from
the ability to analyze individual variables independently, but the GTM provided an exact
solution to the design problem. While the GTM gave a promising result in solving an
eight dimensional problem, the authors noticed a decline in ability to discern a promising
solution when increasing the space to 14 dimensions. It is also important to note that
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the GTM suffers from increased computation time, and the inability to extract variables
from the design space for evaluation.
Milano, Koumoutsakos, and Schmidhuber [113] utilized the Kohonen SOM to reduce
the dimensionality of and visualize optimization problems. They were able to train the
Kohonen map on the input space of an optimization function following the rules of the
traditional SOM. After the map was trained, they calculated the objective function values
associated with each node’s weights. With these objective function values and a trained
and organized map the authors were able to draw contour lines on the two dimensional
lattice to show the structure of the input space. The authors also displayed these same
results in three dimensions using the objective function value as the third dimension.
This idea follows the same lines as the visualization completed in the SOMO algorithm
in that both methods take the two dimensional lattice and plot it in 3D space using the
objective function value as the third dimension.
6.6.3.5 Data Visualization in VR
While desktop systems do a fine job of giving a designer the ability to view and
manipulate data, it has been shown that virtual reality can provide added effectiveness
by which to investigate data. The remainder of this section points out some current and
past work being done in this area.
Gouveia [150] discusses the potential cognitive benefit of VR. Although this work
focusses primarily on the use of VR in an educational setting, the ideas remain important.
The psychology behind the reasons that we understand information is very important
when designing VR systems, and interpreting potential implications of what building
said systems could mean.
Ware and Franck [99] investigated the benefits of stereo viewing and motion or head
tracking in information visualization. Notably, they showed that head tracking alone can
provide up to a factor of 2.2 benefit in size of understandable graphs. Additionally, they
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found that stereo alone can provide up to a 1.6 increase on the same metric.
Arthur, Booth, and Ware [153] studied both user preference and task performance
of using stereo and head tracking for fishtank VR, both combined and separate. Inter-
estingly, users preferred head tracking without stereo, but had better task performance
using the combination. Authors mention the possibility of users not being familiar with
slight ghosting produced by the stereo view as a potential cause for this preference.
Wijayasekara et. al. developed CAVE-SOM [32]. CAVE-SOM is an immersive appli-
cation using contextual self-organizing maps in a similar manner to that of the current
work, but have opted to use a 3D grid of nodes, and have developed focussed techniques
to extract useful information for data mining purposes. This work presents a novel
method of displaying node relationships in the size and transparency of space between
nodes.
Kreylos et. al. [102] created methods in which to interactively create visual primitives
in the form of streamlines and seeded isosurfaces. Noteably, the seeded isosurfaces use a
fragment generating routine that allows them to generate partial isosurfaces in areas of
interest to the designer while maintaining interactive frame rates.
6.6.4 Methodology
6.6.4.1 CSOM
Work of the current paper combines methodologies of the traditional self-organizing
map with the contextual self-organizing map as described above. In all cases, a map
is generated and initialized with random weight vectors for each node. There are two
phases of training, ordering and convergence, each phase running a heuristically pre-
determined number of iterations. Authors have found that approximately ten times the
map node count is sufficient.
During the first (ordering) phase, the map is provided an initial neighborhood radius
and learning rate. In this work, the initial neighborhood width, σ0 from eqn. 6.7, is set to
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Figure 6.21 Griewank Function [115].
the entire map and becomes exponentially smaller with each iteration. The learning rate,
η0 shown in eqn. 3.7, is initialized to 0.1 (recommended value from Neural Network [70]
text) but then decays exponentially over the selected number of training iterations. Each
iteration, the map is trained by selecting points from the input space at random until
each input has been selected and applied once to the map.
The second phase of training, convergence, proceeds with the ordered map and focuses
on tweaking the map for the best fit. The convergence phase executes twenty times the
number of iterations chosen in the first phase and decreases the training parameters to
0.01 for the initial learning rate, η0, and to two nodes for the initial neighborhood width,
σ0.
To give the reader an understanding of how coloring is done for the CSOM, the 2D
Griewank Function [115] in fig. 6.21 will be used in an example below. In fig. 6.21, the
x and y-axes represent possible design variable combinations and the z-axis corresponds
to the objective function value for a given variable combination. The training portion
of this work uses only the design variable values while ignoring the objective function
values. An objective function is not necessary to utilize this method, but was the method
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by which the visual was generated in the remaining steps.
Once a map has been trained using the algorithm previously described, a third,
contextual, map phase is executed, which runs a final iteration to calculate the winning
node for each input data vector, and assigns its associated objective function value to
the node as a contextual label. Given that the lattice or network contains many fewer
nodes than input vectors, each node (generally) ends with multiple associated contextual
map labels.
Using the resulting “bin” of labels inside each node, mean, minimum value, and
standard deviation of said node can be calculated and each respectively normalized
to determine a nodes color in relation to the rest of the map. Once normalized, this
information can be visualized in many different ways, but for this work, it was determined
that breaking the map up into four individual maps would be effective. The final visual
contains a single map for each statistical value, and a fourth displaying the number of
data points from the input space that were “won” by the node. Figure 6.22 shows an
example result trained on a representative 2D function (fig. 6.21), where light colors
represent low values and dark colors represent high values. The maps are represented as
follows: Top-Left) points contained, Top-Right) mean, Bottom-Left) standard deviation,
Bottom-Right) minimum value.
One can see that the resulting display brings out overall features of the function.
For example, where the function evaluation has a low objective function value, the map
displays light colored nodes in both the mean and minimum value maps (blue and green,
respectively), and the opposite is the case for high values. It is important to note that
for datasets greater than two dimensions, the CSOM does not topographically relate
directly to 2D plot of fig. 6.22 as in this case.
Authors have attempted to keep description of the map coloring brief. For a full
investigation of this topic, please refer to Richardson et. al. [133].
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Figure 6.22 Example CSOM Result.
6.6.4.2 Point Cloud Visual
While CSOM results produce useful information to a designer about the overall traits
of the trade space, using this information in transition to more detailed investigation
proved difficult. Given the results and initial exploration of the CSOM, one was often
left desiring the ability to see the raw data points that lie inside the nodes. With this data,
it would be possible to map the somewhat abstract results of a CSOM node to physically
interpretable, three dimensional information. For example, if a resulting node on the map
appeared to have high standard deviation, this would suggest that small changes in the
trade space could greatly affect performance. Given this, if a designer is able to dive in
to the node and explore the actual data in said area, more detailed features of why these
traits are occurring may be made known. The combination of understanding overall
trade space characteristics with the detailed investigation of raw data was intriguing.
This in mind, the primary contribution of this paper is now described.
In addition to the CSOM as previously described, the second portion of the work
added a point cloud visualization to supplement the final CSOM visual. This portion
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initially started out being developed as a separate project attempting to make use of the
effects of immersive virtual reality in understanding raw data. It was realized at an early
stage that it could provide great benefit to the CSOM application. Said point cloud
application, at its most basic level, is a 3D data plot that can be viewed on hardware
ranging from desktops to six-sided CAVE systems either in mono or stereo. Using the
application, design data can be loaded, navigated, and explored using either a gamepad
or a tracked wand. In order to fully orient the reader with the current state of this
project, its architecture is now briefly discussed.
The core of the point cloud application was built on top of VR Juggler [138, 139], a
software platform providing support for building cross-platform VR applications. The
application was designed to support two core features. First and foremost, visualizing
data. The visualized data had to support manipulation and interaction in order to
make use of the effects of VR. Secondly, the visual needed to support being controlled
by an external application through a TCP socket; in the case of the current work, the
CSOM application. Figure 6.23 depicts an example data set loaded into the point cloud
application.
Initial work of this project only contained a point cloud and the three primitive lines
representing each primary axis. This from the idea that focus would be kept on the task
alone, containing as little distraction as possible. Unfortunately, this caused difficulty
when trying to determine a design points position in space, and therefore its value for
each variable being displayed. The designer was required to navigate to a perpendicular
view relative to the primary axis of interest in order to come up with a value estimate.
Authors believe this was largely due to an issue with depth, as the designer had very
little visual available to determine relative position in space. Because of this, depth was
addressed early on. Much work has gone into the human perceptual abilities of depth
in virtual environments [91, 154, 155]. Steinicke et. al. [154] discuss that by creating an
environment familiar to the user, depth perception is improved. Bodenheimer et. al [91]
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Figure 6.23 Example data set loaded into the point cloud.
found that non-linear distance compression occurs in perceiving the midpoint distance
to a target. In order to make use of investigations described in the mentioned work,
authors created the grid visual that can be seen in each of the point cloud images shown
in this work. The grid lines provided, at the most basic level, a sense of depth, and
a visual to compare against when looking at the data from an arbitrary angle. From
a subjective perspective, authors feel that the grid has provided a fine mechanism by
which to determine an approximate data point value quickly and easily, both in a desktop
environment and immersive environment.
The application allows many manipulations to be performed on the data by a designer.
Assuming the initial data set is larger than three dimensions, information presented on
each primary axis can be selectively chosen in real-time. In this way, any combination
of design or performance data can be cycled through and compared against one another.
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Figure 6.24 Original and Constrained.
Additionally, if the data contains constraint information, this information can also be
cycled through. In this way, a designer is provided a method by which to quickly peruse
trade spaces and make suggestions inferring trends and interesting features of the data.
An example data set before and after constraints are applied is shown in fig. 6.24 above
and below respectively. The blue points are unconstrained, while those that appear grey
have been constrained by at least one dimension.
Displayed in fig. 6.25 is the ability to select points using a tracked wand inside the C6
at the Virtual Reality Applications Center on campus at Iowa State University [142]. A
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Figure 6.25 Point selection in C6.
“snapping” feature was built for selection in order to forego the difficult task of casting a
ray exactly through a specific point in a 3D scene. The implemented wand intelligently
calculates near points to the ray using the three-dimensional point-line distance formula
[147] and a provided snap threshold given the current size of the point cloud. In this
way, selection snaps to near points instead of requiring an exact hit for the ray.
As the reader may have noticed, immediately surrounding the selected point are
red cylinders connecting the selected point to each points intersection of the orthogonal
planes. This was done to support the estimation of point location within the scene
without requiring the designer to look at the heads-up display (HUD) when only a
slightly more accurate estimation is desired. Upon initial testing of the point cloud, it
became apparent that using grid lines alone could only be used for very rough estimates
of the value. Using the red selection visuals supports cognitively placing the point in
the scene and as a depth reference, and gives the user an understanding of the points
magnitude relative to the current bounding values of the point cloud.
After a selection is made, the HUD is shown. This feature can be seen in fig. 6.26.
The HUD displays the points axis titles as well as its coordinates along those axes.
Implementation of this HUD was a decision trade-off. In the current state, when a user
makes a selection, they must look up to the HUD in a corner of the view. In the case of
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Figure 6.26 Heads up display (HUD).
a 6-walled cave, this can be an issue, as he or she may make a selection while facing a
rear wall, but the HUD shows up on the front wall. The authors considered the option of
displaying data values immediately above the selected object in the scene, but were led
away by the idea that it would partially obstruct an area that was obviously of interest
to the designer. While the current implementation has not proven to cause significant
difficulty thus far, more work could be done to investigate these tradeoffs specifically.
If the designer would like to get a better understanding of the curvature of a point
cloud, a surface can be generated from the data using Delaunay triangulation [156] as
shown in fig. 6.27.
The ability to clip data is displayed in fig. 6.28. With this feature, choice of trans-
parency for the clipping planes was important as to maintain the ability to see all aspects
of the scene while the data was being clipped. Gamepad controls were set up in such a
way that navigation is fully supported while the clipping planes are displayed. In this
way, the designer can navigate to an area better supporting a visual of the area they
would like to further investigate. Future work may look into being able to zoom in on
the current clipping box, as this would allow a designer to more quickly narrow search
area. Additionally, authors may also investigate arbitrary (both in terms of angle, and
number of planes) clipping.
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Figure 6.27 Example surface generated by Delaunay triangulation.
Figure 6.28 Demonstration of the ability to clip data in the point cloud.
Although the gamepad supports all manipulations mentioned thus far, authors wanted
to investigate wand-based selection and navigation, and have therefore built support for
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the InterSense IS-90042 [146] when in a tracked environment.
The described interactions were decided upon at an early stage in the project as
being the most necessary, but have thus far not been studied in terms of performance
metrics as related to effectiveness in trade space exploration. The initial work has drawn
subjective commendation, but performance studies are still necessary to determine true
effectiveness.
6.6.4.3 Connecting the Applications
While both applications alone showed promise, each had its own issues. The CSOM
produced information about overall traits of the trade space, but learned information
was not directly useable by a designer in moving into detailed investigation. The point
cloud, while providing a directly interpretable, detailed 3D plot of the raw data, avoided
none of the issues mentioned above with human difficulty in perceiving more than three
dimensions. This divide, namely that between exploring overall traits and exploring
details of a trade space, was the primary motivation that led to the connection between
the two applications; the primary contribution from this work.
Given a connection between the applications, a designer would be able to train a map
making use of the SOM algorithm, continue and make suggestions as to the behavior of
the trade space using the CSOM [133], and could then immediately “dive in” to the data
underlying any traits requiring attention using the point cloud. The following describes
the mechanism by which we completed this work.
In order to give the CSOM application hooks into the point cloud application, a
networking framework was built that could pass tags in XML form through a TCP con-
nection over the network from the CSOM application to the point cloud application. This
communication protocol, although primitive in its current form, has provided authors
with a mechanism to quickly add further control of the point cloud from an external
application. At its current state, only two control commands have been developed.
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First, the new data file command. Any data set that is loaded into the CSOM for
training gets sent immediately to the point cloud for loading. The current implementa-
tion sends the entire data set over the network when it is first loaded into the CSOM
application. While this can be slow for large data sets, it was implemented in this manner
(as opposed to sending only the file name) to save the designer from requiring the exact
same file be on both client and server machines before loading. If this was not the case,
file transfer would need to be handled by the designer prior to any investigative session.
Additionally, with the communication built using this technique, the CSOM application
has the ability to drive multiple sessions of the point cloud application. Because these
are simply flat commands being sent over the network, a designer could control a col-
laborative session for his or her team using the CSOM application, while the rest of the
team could be spread across desktops and immersive environments, all investigating the
data in an entirely separate, independently navigated scene.
The second command built thus far is the selection command. Once a CSOM has
been fully trained, any node selections in the CSOM application are sent to the point
cloud, and the points that were contained in said node are then highlighted yellow in the
point cloud. Figure 6.29 and 6.30 show a node selection in the CSOM application and
the point cloud respectively. The dual visuals can give greater understanding than either
of the two alone. In the case of the figures, a node in the CSOM result appearing to have
low mean and min, but having high standard deviation was selected (to see why this is
the case, see Richardson et. al. [133]). The resulting selection in the point cloud does
in-fact reflect this by the large vertical spread and the relatively high values compared to
the remainder of the point cloud. As in this example, if certain areas appear interesting
from a resulting CSOM, this developed connection allows designers to quickly get an
understanding of what the design space actually looks like around said area using the
point cloud.
Although the current work has shown promise, future exploration will be done into
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Figure 6.29 Node selected in CSOM application to be highlighted in point cloud appli-
cation.
Figure 6.30 Node being highlighted in point cloud that was selected from the CSOM
application.
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usefulness of further control from the CSOM application. Things like reflecting the
brushing ability of the CSOM application onto the point cloud may prove useful in the
point cloud application, but remain to be explored by the authors.
Another possibility for future work is the reverse connection from the point cloud
to the CSOM application. Provided this ability, if a designer found an interesting area
in the point cloud, he or she could make a selection in the 3D scene using either the
gamepad or wand, and the node from which the design point came in the CSOM would
be similarly highlighted in the CSOM application. While intriguing, its necessity has
not been explored thus far.
6.6.5 Discussion and Future Work
While contextual self-organizing maps have shown effectiveness in data investigations
and increasing optimization performance [157], the resulting visual was lacking a directly
interpretable mapping back to the design space. Although still useful in telling designers
overall traits of the design space, it was difficult to turn this information into directly
applicable information, and investigators were left desiring the ability to learn more
about the underlying information that created the resulting visual.
Through the use of the implemented point cloud in this work, the previously lacked
mapping from traits to directly interpretable design information was made possible.
Upon finding interesting features or traits in an area of the overall design space using
the CSOM, designers are now able to dive further into said area using the point cloud
application. Making use of prior VR research, the point cloud attempts to immerse the
designer in the data, thereby further enhancing understanding.
Future work will add a connection from the point cloud back to the CSOM appli-
cation, thereby enabling two-way communication. Given this additional connection, a
selection mechanism could be be built for selection in a similar manner to the current
implementation, but controlled from the immersive, point cloud side.
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Authors will investigate parallel algorithms for the SOM, as this is currently a bottle-
neck to the workflow. While investigations are currently immediately possible following
training of a SOM, getting to that point is taking too long for this technique to be
considered a viable option for designers outside of small data sets.
As mentioned in the point cloud methodology, authors would like to further develop
clipping planes. First by the addition of arbitrary clipping planes in both immersive
environments as well as a desktop environment. Secondly, the ability to zoom in on the
clipped region would be investigated. In this way, if the designer was interested in only
a small portion of the data, he or she could effectively scale that data up to the size of
the scene, and remove any data that was not interesting, and focussing on that which
was.
Finally, an investigation into the effectiveness of the work being done is becoming
necessary at its current state. Specific metrics to be measured remain to be decided,
but potential options may include finding significant features of a given trade space
using current commercial products vs. using the current work. Time, result, and user
experience would need to be looked at if this study is to be pursued.
While many areas remain to be explored, this work has shown that designers may
greatly benefit from a connection between the powerful CSOM algorithm and an im-
mersive point cloud visualization when attempting to understand todays increasingly
complex trade spaces.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
Data being used to understand today’s mechanical design spaces is both large and
complex. Design performance requirements continue to increase, while budgets to pro-
duce said performance are being diminished. This has resulted in increasingly higher
levels of design complexity, leaving designers with a great challenge in actually under-
standing what they are designing. Mentally grasping high-dimensional data, both in
general and in mechanical design, is thus becoming increasingly important to industry.
The CSOM application developed in this thesis gives an investigator the ability to
visualize n-dimensional data in a two-dimensional, directly interpretable form. Self-
organizing maps were first leveraged to find relationships amongst high-dimensional de-
sign data. Techniques of the contextual self-organizing map were then leveraged to add
a visual interpretation of data residing within the SOM. A new four-map visual was
developed upon prior work in an effort to raise the level of understanding of resulting
map visualizations. Splitting the prior work’s single map display into four separate maps
has provided subjectively easier interpretation of resulting maps.
The CSOM application’s updated user interface has additionally added further ease
of use with the software, and further enhancement to the directed exploration of resulting
maps. The ability to filter or brush data sets has allowed an investigator to remove from
visual display those nodes which do not fit current investigator preferences. Adding the
ability to compare multiple resulting performance metrics has additionally allowed the
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investigation of the broader impact of design space variables on performance.
The second major contribution of this thesis, the immersive point cloud, provided the
ability to physically dive into resulting map nodes and analyze numerical data underlying
the map using a six-sided CAVETMenvironment. The directly interpretable 3D visual
provided by the application has shown to open up additional insights to investigators
over the somewhat abstract CSOM visualization alone.
With any resulting visuals produced by this thesis work, the why of relationships
being displayed between the CSOM and the 3D point cloud must be determined by
the investigator, which remains a difficult task. This is therefore not claimed to be
the ultimate solution to understanding high-dimensional data. However, the difficulty
of problems resulting from dimensional complexity for a given data set are likely to be
greatly reduced by this work.
Much has been done to show potential insights that each aspect of this work is
capable of bringing about, but its actual effectiveness in resulting tradespace exploration
has only been explored to a small extent. The initial methods developed in this thesis
were necessary before any formal testing and validation could be done on the software’s
effectiveness. Without this, results may have been misleading. Full software validation,
amongst other additions, is left for future work.
7.2 Future Work
An investigation into the effectiveness of the work being done is becomming necessary
with the work at its current state. Holub [157] showed that optimization times can be
reduced by selecting initial points for seeding optimization routines using results of the
CSOM, but work remains to be done to understand its effectiveness at mentally grasping
characteristics of high-dimensional data. Specific metrics to be measured remain to be
decided, but options may include finding significant features of a given trade space using
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current commercial products vs. the work of this thesis. Time, result, and user experience
could be used for analysis.
Secondly, this work lends itself to the potential of using real geometric models instead
of design points during exploration. Doing so could further enhance understanding of
traits being revealed by the SOM, and would likely provide a streamlined mechanism for
idea generation. If this was to be done, work must begin by parameterization the design
space being investigated to an extent that automatic design and model generation would
be possible. After parameterizing the design space, design exploration could go both
directions between the applications. From one direction, the SOM would be capable
of generating models representative of node weight vectors or design variables. In this
way, geometry contained in the SOM could be visually explored in a similar manner
to shopping for a vehicle. From the second direction, once an interesting design came
up from the SOM exploration, the investigator could manipulate the design’s geometric
model in specific ways according to the design parameterization. This manipulation’s
effect on the design’s revelation in both the SOM and point cloud spaces could then
be viewed in real-time. For example, if analyzing airplane designs, the investigator
might choose to stretch the length of the fuselage in the geometric graphical display.
This would cause the airplane’s capacity and respective design variables to change. The
designer would then see this change in both the SOM space and point cloud space.
In addition to the previous, the author would propose investigating the following
areas for each application, specifically.
7.2.1 CSOM
The use of a parallel algorithm for the SOM’s training is necessary. Current training
methods take significant time, and may cause a large bottleneck to design process flow
if attempted for use in industry. The use of highly parallel graphics processing units
(GPUs) may provide a great opportunity for this implementation. Literature [158–160]
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reveals that this is possible. Reducing SOM training to real-time or near real-time
(assumed to be possible) could have far reaching effects.
As was shown in [32], further enhancements to the SOM like the U-matrix or variable-
based display could be added to provide additional insights into the data using the SOM
visualization itself. Further, it would be intresting to investigate using statistical mea-
sures outside those currently being used (i.e. mean, standard deviation, and minimum
value) for the visualization. This would give the designer further control over his or her
analysis.
Moving the CSOM application codebase built in this thesis to VR Juggler and Open
Scene Graph would allow exploration of maps themselves inside a six-sided CAVETMenvironment.
In this environment, a three-dimensional SOM similar to that of [32] would be used, and
may open up new insights given the third dimension. A tracked wand could be used to
“dive in” to specific nodes, rather than simply displaying its data once it is selected in
the desktop application, as is currently done. This would provide both faster and more
intuitive data exploration than the current sequence of switching between the desktop
and immersive applications. Implementation of these features must take serious con-
sideration for the user’s experience. Any additional functionality above what is already
implemented may lead to mental burdon on the user, thereby diminishing the experience
with the software.
Finally, additional high-dimensional mapping algorithms should be considered. The
results of algorithms like generative topographic mapping [111] would analytically en-
sure the fitness of the map to the data, something not possible with the current SOM
implementation. This method removes the possibility of error caused by heuristically de-
termined map training parameters. It additionally guarantees convergence on its fitness
to the data space being analyzed.
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7.2.2 Point cloud visualization
The benefit to data investigation of leveraging immersion and VR in the point cloud
application has not been explored outside subjective user approval. This thesis relied
on recommedations from the literature as well as prior experience in its determination
to investigate VR in this scope. While aspects of virtual reality undoubtedly assist in
certain aspects of data exploration (discussed in ch. 3), its additional benefit over the
desktop in this specific realm has not been explored thus far. Doing so is becoming
necessary before moving forward with the work.
Lastly, a reverse connection from the point cloud to the CSOM application may be
useful. Provided this ability, if a investigator found an interesting characteristic in the
point cloud, he or she could make a point selection in the 3D scene using either the
gamepad or wand, and the node from which the point came in the CSOM would be
similarly highlighted. Additonally, the clipping box of the point cloud application could
be used as a way to brush the results of the CSOM. By providing a reverse connection
between the applications, interesting characteristics being revealed in interpretable 3D
space could be mapped back to the SOM for higher level understanding of said interesting
characteristics in relation to the SOM space as a whole.
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