Convective weather, recognized as the leading contributor to delays in the National Airspace System, causes demand-capacity imbalance in the airspace. Strategic air traffic management aims to resolve the imbalance for offnominal conditions (for example, convective weather events) through redistributing flows and resources at the strategic timeframe (2-15 h in advance). As a component of scenario-driven strategic air traffic management, this paper develops a multiresolution spatiotemporal distance measure that, combined with standard distance-based clustering algorithms, can be used to group a wide range of possible weather-impact scenarios into a few representative clusters to facilitate corresponding management strategy design. Motivations of this new distance measure, its generation algorithm, and parameter impact analysis are described in detail to facilitate practical implementation and subsequent use in decision support. This multiresolution spatiotemporal distance measure not only addresses the needs of scenario-driven strategic air traffic management but also generally applies to broad data-driven decision support applications that involve large-scale physical processes of spatiotemporal spread dynamics, as the measure captures the similarity between scenarios of spatiotemporal spread patterns of varying shape, size, location, and intensity; corrects the "boundary effects"; and is flexible to a variety of data features in temporal and spatial dimensions. Performance evaluation is conducted through comparative studies and sensitivity analysis, using real weather-impact datasets. 
δ w = weight of spatial resolution w λ k;w = contribution factor of spatial cell g k at spatial resolution w τ l;h = contribution factor of time point t l at temporal resolution h Φ h = set of all temporal windows of size h Φ w = set of all spatial windows of resolution w φ k;w = spatial window of resolution w centered at spatial cell g k φ l;h = temporal window of resolution h starting from time point t l φ w = spatial window of size w × w I. Introduction T arbitrarily shaped spatial cells. Our scaling method removes the boundary effects in the distance measure by equalizing the contribution of each cell and time point to the distance measure, regardless of a specific structural configuration. 4) The systematic performance analysis of the distance generation algorithm facilitates the practical use of this distance measure. We analyze the impact of parameters in the distance generation algorithm and provide guidelines of parameter selection. Comparisons of the distance measure with existing measures in the literature using real NAS weather-impact datasets suggest the good performance of our algorithm. The large-scale study and sensitivity analysis also provide additional insights into the use of the distance measure for decision support.
The rest of the paper is organized as follows. In Sec. II, we provide a literature review on clustering algorithms and the original moving-window concept. In Sec. III, we formulate the problem, and we motivate and describe key features of the multiresolution spatiotemporal distance measure. In Sec. IV, we describe the clustering algorithm with a focus on the distance generation algorithm, the pseudocode, and the impact analysis of parameters. In Sec. V, we demonstrate the clustering results for real NAS weather-impact datasets. Section VI contains a conclusion and a discussion of future work.
II. Literature Review
In this section, we first provide a review of clustering algorithms in the literature, which suggests the lack of proper algorithms for clustering weather-impact-scenario data and, more generally, scenario data drawn from physical processes of spatiotemporal spread dynamics. We will then introduce the moving-window concept in the remote sensing literature, which motivated our multiresolution spatiotemporal distance measure developed for clustering spatiotemporal scenario data.
A. Review of Clustering Algorithms
Clustering algorithms have been extensively investigated in a multitude of fields, including machine learning, data mining, signal and image processing, machine vision, and document retrieval [21] [22] [23] [24] [25] [26] . The design and selection of clustering algorithms need to address the specific characteristics of data and application needs [27] . We review methodologies developed for clustering algorithms of three data types (static data, temporal data, and spatiotemporal data) with a focus on their connections to the development in this paper. For detailed reviews of these clustering algorithms, please refer to the survey papers [21, 22, [27] [28] [29] [30] ].
Clustering Static Data
Methodologies for clustering static data (of no temporal information) can be roughly classified into the following categories (see survey papers [21, 28, 29] ): 1) partitioning methods that are distance based, including the classical k means, its variants, and graph-theoretic methods; 2) hierarchical methods that construct trees in a agglomerative or divisive manner; 3) density-based methods that separate dense areas from lowdensity areas to form clusters; 4) grid-based methods that decompose the data space using multiresolution grids and form clusters based on the statistical information of the grids; 5) model-based methods that use models (e.g., statistical models and neural networks) to capture the characteristics of clusters; and 6) soft-computing methods such as genetic algorithms and simulated annealing. Despite the simplicity of static data, many of these methodologies serve as the basis to cluster more complicated temporal and spatiotemporal data. For instance, distance-based partitioning and hierarchical methods can be directly applied to nonstatic data once an appropriate distance measure for such data is identified [31] [32] [33] . The focus of this paper is on constructing a distance measure appropriate for spatiotemporal scenario data. We also note that the multiresolution grid-based methods [34] [35] [36] were developed to enhance computational efficiency; they are very different from our multiresolution scenario clustering algorithm, which uses moving windows of different resolutions to capture the similarity between scenarios of varying spatiotemporal spread patterns.
Clustering Temporal Data
Temporal data (or more generally sequential data) are tagged with a temporal dimension and may change values with time. Such data are very common in many realistic problems, such as speech processing, stock analysis, energy consumption, deoxyribonucleic acid sequencing, and sensor monitoring. To exploit information hidden in a temporal sequence, many methodologies have been proposed, which can be roughly classified into three categories: raw-data based, feature based, and model based (see survey papers [22, 29] ). The raw-data-based methodologies define a variety of distance measures for temporal data and then use standard distance-based static clustering algorithms to find clusters [22] . Of interest is a short time series distance measure [37] that captures the trend change of a temporal sequence by calculating the sum of squared differences of the slopes across consecutive time points. This measure does not perform well for sequential data with a slight misalignment. The widely used dynamic time warping distance measure [38] addresses this problem by finding the best alignment between temporal sequences using dynamic programming subject to continuity and monotonicity constraints. This method, however, does not naturally quantify the dissimilarity between temporal sequences caused by the adjustment of alignment, and hence lacks adaptability to our spatiotemporal scenario data. The featurebased and model-based methodologies describe temporal data using feature vectors or models, and then they apply static clustering methods based on the feature vectors and estimated model parameters [39] [40] [41] [42] . These methods can hardly be applied to cluster scenario data drawn from physical processes of spatiotemporal spread dynamics, as the physical processes like weather spread or congestion propagation are too complicated to be described by simple models or a few features.
Clustering Spatiotemporal Data
Spatiotemporal data, generally referred to as data with both spatial and temporal information, cover a diverse range of data types. The types that have been mostly studied in the literature are in the following three categories [27, 30] : 1) events (e.g., crimes, taxi service requests) that are tagged with static time and spatial locations, 2) georeferenced data (e.g., monitoring data from sensor networks) that are tagged with static spatial locations but with values varying with time, and 3) moving data (e.g., trajectories of vehicles and birds) with spatial locations varying with time. Clustering algorithms for these data types are extensions of those for static and temporal data, and they can be distance based, density based, model based, and feature based, which take into consideration of both temporal and spatial information (see survey papers [27, 30] ). Thresholds (e.g. [43] [44] [45] ) are often introduced in the spatial or temporal dimension to reduce dimension and/or find colocation. Such threshold-based approaches do not retain the continuity of spatiotemporal correlation, which is a feature of our spatiotemporal scenario data. Our scenario can be considered as georeferenced data if viewing it as images of independent intensity points tagged with time [27] . However, this view does not retain the underlying spatial spread information; in addition, we aim to cluster scenarios, whereas each scenario corresponds to an entire georeferenced dataset in the literature.
As such, among the three data types, moving trajectory data with movement observed in both spatial and temporal dimensions are the closest to our spatiotemporal scenario data. However, significant differences exist due to the complexity of tracking spread dynamics: e.g., convective weather can appear, disappear, change intensity, and shrink/expand in size at any time and location; all changes are correlated in the spatiotemporal dimension. A pointwise trajectory has explicit locations tagged with time, and hence is much simpler to track. As such, trajectory clustering algorithms (e.g., those developed for trajectory data using trajectory-specific information such as direction and speed [45, 46] ) cannot be easily generalized to our spatiotemporal scenario data. In fact, as stated in survey paper [27] , spatiotemporal data clustering has been limited to pointwise data (and lines and areas to some extent); the extension to lines or areas with varying shapes and sizes is new and lacks systematic investigation in the literature. Our spatiotemporal scenario data represent a new data type with areas of varying shapes, sizes, locations, and intensities over time. This new data type is a new focus of big data research, with the growing interest on closing the loop of big data and real-time control for large-scale dynamical systems of complicated underlying physical processes.
B. Review of Related Work in the ATM Domain
In the ATM domain, clustering spatiotemporal weather-impact scenarios to support strategic ATM are also new [3] [4] [5] [6] . Daily WITI scores obtained through summing WITI scores over the whole NAS in one day span were used to cluster similar weather-impact days [5] . Also related, multiple metrics of NAS performance have been used to cluster similar days [6] . Clustering spatiotemporal weather-impact scenarios to facilitate the weather-impact-scenario-driven strategic ATM decision support framework has also been recently studied [3, 4, 12] . Three distance measures were used to cluster spatiotemporal weather-impact scenarios [3] : 1) total capacity-based measure, which is calculated by summing capacities over all time points and sectors for each scenario and using the total capability of each scenario to calculate pairwise scenario distances; 2) timeaggregated sector capacity-based measure, which is calculated by summing capacities over all time points for each sector and then using the 2-norm difference of the sector vector as pairwise scenario distances; and 3) single sector capacity-based measure, which is calculated by selecting an important sector to represent each scenario and using the 2-norm difference of its time vector as pairwise scenario distances. In the following works [4, 12] , an adjacency weighted measure is introduced to incorporate neighboring information. In particular, a two-element vector is calculated for each scenario. One element is the spatially weighted measure, obtained by summing weather-impact intensities over all time points for each sector and then summing the total intensities over all sectors weighted by the spatial adjacency matrix. The other element is the temporally weighted measure, obtained in a similar way by using a temporal adjacency matrix. These two-element vectors are then used to compute the pairwise scenario distances based on their Euclidean distances. It was noted that summing weather-impact intensities along one dimension does not retain the spatial topology or temporal sequence, and thus may cause problems such as the inability to differentiate time sequences with opposite ordering ("metric symmetry") [4] .
C. Moving-Window Concept
The moving-window concept was originally developed to evaluate the goodness of fit between the ecological models and data, and it was then more widely recognized as a method to compare spatial maps of categorical information in landscape ecology [19, 20, [47] [48] [49] . Comparison at a single resolution level is not sufficient. With the recognition that a slight tilting, shifting, or resizing operation may completely destroy the similarity of identical maps, the idea of the moving-window concept is to scan maps with increasingly larger spatial windows (lower resolutions) and compare maps for each window size [20] . The moving-window approach tends to capture the mismatches between maps by using smaller window sizes and the similarities between them by increasing the window size. As shown in Fig. 1 , a window φ w of size w 1 (covering w × w square area) is first used to scan the map of categorical data cell by cell. Then the window is enlarged to the size of w 2 and, again, is used to scan the map. The scanning process terminates when the window size w reaches its upper bound w max . At each window size, the similarity measure f w is calculated by summing the differences of the number of cells for each category within each window as follows:
where p is the number of categories, a j;i is the number of cells of category i in the window φ w in map j, Φ w fφ w g is the set of all spatial windows of size w, and jΦ w j is the size of Φ w . The similarity measure F between two maps is a weighted average of f w for all window sizes. In particular,
where σ is a constant controlling the attenuating weights of larger window sizes. The goodness of a similarity measure is generally hard to evaluate if external information (e.g., a gold standard or true cluster labels) is unavailable [50, 51] . In [19] , Internet surveys of similarity ratings for pairs of land-use maps were collected to verify the moving-window similarity measure.
Per the authors' best knowledge, our work is the first in the literature that adapts the moving-window concept to cluster spatiotemporal scenario data drawn from physical processes of spatiotemporal spread dynamics. In this paper, we use multiple illustrative examples to justify its use in clustering spatiotemporal scenario data, and we detail a series of modifications to have it better address features of this new data type and application needs, including the correction of boundary effects, the extension to data of arbitrarily shaped spatial cells, and the extension to the spatiotemporal dimension. In addition, we provide a comprehensive analysis on its properties and the impact of parameters in the revised algorithm to facilitate its practical use. Its application to the scenario-driven strategic ATM is also discussed, with comparative simulation studies and sensitivity studies.
III. Motivation and Key Features of the Multiresolution Spatiotemporal Distance Measure
In this section, we first summarize the common features of scenario data from physical processes of spatiotemporal spread dynamics. These features necessitate special requirements of the clustering algorithm. We will then use simple examples to demonstrate the capabilities of our approach in meeting these requirements.
A. Clustering of Spatiotemporal Scenario Data
Spatiotemporal scenario data describe the evolving dynamics of large-scale systems along the spatiotemporal dimension. Besides convective weather spread, examples of such data include the numbers of infected people in geographically neighboring regions of a population over time [52, 53] , the throughputs of routers in the Internet [54] , the load levels for all elements in a power grid [55] , and the delays at various locations in a road traffic network [56] . In contrast to the microscopic view of these systems (by focusing on, e.g., the transmission of viruses from one person to another, the routing and processing of individual data packages, and the trajectories of individual car travelers), spatiotemporal scenario data arise when taking a macroscopic view of these systems.
Common features of the aforementioned spatiotemporal scenario data are summarized as follows:
1) The first feature of the data is the correlation in the spatiotemporal dimension. The correlation is caused by physical laws and dynamic interactions among interconnected network components in a large-scale physical process. For instance, the pressure difference causes the continuous movement of a cold front, and the overload of some elements in a power grid increases the loads of neighboring elements that they are connected to due to power conservation and flow dynamics. This correlation is typically reflected in the continuity of spatiotemporal spread patterns, which cannot be detected by the georeferenced clustering methods that view the data as time-varying images with intensity points independent in the spatial dimension (as discussed in Sec. II.A).
2) The second feature of the data is that they are clumped and dynamic in shape, size, location, and intensity. Different from the pointwise data widely studied in the clustering literature (e.g., trajectories of car travelers), the spread pattern of spatiotemporal scenario data may appear as movements in spatially clumped areas, with their shapes, sizes, locations, and intensities varying over time. Due to the lack of clustering algorithms for this data type [27] , there is a significant need to systematically investigate how clustering algorithms can capture such spread features.
3) The third feature of the data is the difficulty to track specific spread patterns. Besides the varying shapes, sizes, and intensities, spread patterns are further complicated by the nonlinear dynamics common to large-scale physical processes, such as power and traffic networks. Model-based clustering methods often fail due to the existence of nonlinearity and complicated interactions in interconnected networked systems.
In this paper, we develop a clustering algorithm that addresses the aforementioned features of spatiotemporal scenario data. The algorithm is composed of two parts: a pairwise scenario distance generation algorithm based on a new distance measure, and a standard distance-based static clustering algorithm. The clustering performance is affected by both parts. Different static clustering algorithms may use different cost functions and optimization criteria. For instance, the k-means algorithm typically minimizes the sum of squared differences between data points and their associated cluster centers; the expectation-maximization algorithm maximizes the sum of log likelihood value of mixture models [21] ; and the agglomerative hierarchical clustering algorithms (e.g., with group average) merge the two closest clusters at each step by minimizing intercluster similarities [57] .
To capture the correlation in the spatiotemporal dimension and spatiotemporal spread patterns of varying shapes, sizes, locations, and intensities, the distance measure must quantify the spatiotemporal distance between scenarios of similar spread patterns. In other words, scenarios with similar spread patterns in nearby cells or time points should be considered to be similar and grouped together, compared to those relatively distant. To permit that, the spatial and temporal dimensions cannot be separated; and the multiresolution moving-window concept is crucial.
In the rest of the section, we use illustrative examples to motivate the spatiotemporal distance measure and describe its features. For clear presentation, we assume in these illustrative examples that the scenario data only have two intensity levels: one (marked by shaded squares in all figures) and zero (marked by unshaded squares). We emphasize that our algorithm allows continuous intensity values.
B. Problem for Separating the Spatial and Temporal Dimensions
The simplest and currently most widely used approach to process spatiotemporal data in the strategic ATM application is to separate the spatial and temporal dimensions by projecting spatiotemporal intensities to each dimension [3, 4, 12, 30] . for these three scenarios, suggesting that scenarios A and C are in one cluster and scenario B is in the other (if two clusters are desired). Similarly, summing all intensities along the spatial dimension leads to the temporal intensity maps of {1, 2, 3, 2, 1, 1}, {1, 2, 3, 2, 1, 0}, and {1, 2, 3, 2, 1, 1} for these three scenarios, suggesting the clusters {A, C} and {B}. However, as the spatiotemporal scenario patterns in scenarios A and B are very similar (with the only difference at t 6), and that in scenario C is significantly different, the correct clusters are {A, B}, and {C}. This example suggests the limitation of separating the spatial and temporal dimensions, as it does not retain the correlation between the two dimensions. To address this problem, spatial and temporal dimensions must be considered together, and we need to directly calculate the spatiotemporal distance between pairwise scenarios to recognize spatiotemporal spread patterns.
C. Problem for Spatial Cell-to-Cell Comparison
The most straightforward approach to calculate spatial pairwise scenario distances is the cell-to-cell comparison, which scans spatial cells one by one and calculates the sum of intensity differences for all cells. The cell-to-cell distance D i;j between two scenarios s i and s j is calculated as
where g k is a spatial cell, G fg k g is the set of all cells, and I i;k is the intensity at cell g k . The cell-to-cell comparison unfortunately does not differentiate spatial distances among patterns. As shown in Fig. 3 , if two clusters are desired, human eyes can easily adjust the resolution and find that scenarios A and B should be in one cluster, as the convective weather locations in these two scenarios are close and are both far away from that in scenario C. However, the simple cell-to-cell comparison leads to the pairwise distances among all three scenarios to be "2," which does not capture the location proximity between scenarios A and B. Conceptually, the moving-window concept [19, 20] reviewed in Sec. II.B addresses this issue, as can be seen in Fig. 3 . The summed intensities in the specific 2 × 2 windows are {1, 1, 0} for the three scenarios; hence, the location proximity between scenarios A and B is captured. Such proximity can only be captured by low resolutions. Spread patterns of varying shapes, sizes, intensities, and locations can thus be captured by these windows with moving scans of varying sizes, justifying the use of the moving-window concept for spatiotemporal scenario data.
Formally, as we are dealing with continuous valued intensity data (instead of category data), for a particular window size w, we modify the distance d i;j;w between two scenarios s i and s j as calculated by summing the intensities within windows of size w and computing the differences of the summarized values at each scan step, i.e.,
The normalization factor jφ w jjΦ w j w 2 jΦ w j equalizes the contribution of each spatial resolution w, as reflected by
The pairwise scenario distance D i;j over all spatial window sizes w is then obtained by summing the distances d i;j;w for all w ≤ w max with some weights, i.e.,
To complete this example, with w max 2,
as jΦ 1 j 20, jφ 1 j 1, jΦ 2 j 12, and jφ 2 j 4. Clearly, scenarios A and B are grouped to one cluster, and scenario C is grouped to the other, as Because the NAS is composed of irregularly shaped sectors (the fundamental units in ATM), the original scanning technique for maps with regular grid structures does not work. Motivated by this issue, we further modify the window definition and scanning procedures to allow maps with arbitrarily shaped spatial cells. To do that, we define neighbors as arbitrarily shaped spatial cells that share at least a segment of common edge, and we define a hop as a step for a spatial cell to reach its neighboring cell. The spatial window of size w centered at cell g k , φ k;w , includes all cells within (w − 1) hops to g k . As shown in Fig. 4 , windows of size w 1, 2, 3 centered at cell 6 include all cells marked by light shading. The total number of cells within the spatial window φ k;w is denoted by jφ k;w j, which may vary for different g k at a particular w. The complete set of spatial windows φ k;w of size w are represented by Φ w fφ k;w g, and jΦ w j represents the total number of spatial windows in this set.
Using these notations, the distance between two scenarios for a particular window size w is
The normalization factor jφ k;w j equalizes the contribution of each spatial resolution w, as reflected by
As jΦ w j remains the same value for every window size w, which equals the total number of cells in the map (i.e., jΦ w j jGj, where jGj represents the size of G), the contribution of each spatial resolution w is equal. The overall pairwise scenario distance is then obtained by summing the distances d i;j;w for all w ≤ w max with some weights. Specifically,
where the weighting factors δ w > 0 are typically the same for a fixed window size w but decrease with the increase of w to reflect less important contributions of lower resolutions (i.e., larger w). This new definition of spatial windows has several advantages. First, unlike the original moving-window algorithm, which has a reduced jΦ w j as w increases, jΦ w j in this algorithm is a constant. This removes the need to include jΦ w j in the normalization factor in calculating d i;j;w . Second, this moving-window technique is well suited for irregular maps that do not have well-defined structures, as the specific order of scanning does not play a role. Please see Fig. 5 for a sample scanning process.
E. Problem of Time Point-to-Point Comparison
Point-to-point comparison of temporal evolving data has a similar issue. As shown in Fig. 6 , scenario B is slightly delayed compared with scenario A, whereas scenario C is significantly delayed; thus, scenarios A and B should be in one cluster and C in the other. The point-to-point 
, and compare scenarios for each window size. The temporal window of size h starting from time point t l , φ l;h , contains jφ l;h j h number of consecutive time points. T ft l g is the complete set of all time points t l , and jTj represents the total number of time points t l in this set T. Φ h fφ l;h g is the complete set of all temporal windows of size h, and jΦ h j represents the total number of temporal windows in the set Φ h .
By following similar procedures for spatial data (see Fig. 7 
where h max is maximum window size, and α h > 0 is the temporal weighting factor. As the example shows in Fig. 6 , the pairwise scenario distances among the three scenarios with h max 2 are There are other possible approaches to find the similarity of temporal sequences. For instance, we may use the dynamic time warping distances measure to find the best alignment between temporal sequences [38] . However, this method does not naturally translate complicated warping procedures to distances (see the literature review Sec. II.A), and it is not trivial to be combined with the spatial window concept to process spatiotemporal scenario data.
Furthermore, to capture the correlation between spatial and temporal dimensions, we scan the scenarios with growing window sizes along both temporal and spatial dimensions simultaneously [producing three-dimensional (3-D) windows] to determine the spatiotemporal distance between each pair of scenarios. We call this measure the multiresolution spatiotemporal distance measure, which meets all the requirements to cluster spatiotemporal scenario data discussed in Sec. III.A. The pseudocode to generate this measure is described in Sec. IV.B.
F. Illustration of Boundary Effects
Boundary effects are caused by the unequal contributions of spatial cells or time points to the pairwise scenario distance calculation due to structural configuration of neighbors. For a moving scan of window size of w or h, spatial cells or time points that have more neighbors within w − 1 or h − 1 hops are scanned more numbers of times, and hence contribute more to the distance calculation. Typically, the ones in the center of spatial maps or temporal sequences contribute more to determine distances among scenarios than those at borders because they have more number of neighbors.
We use a simple example shown in Fig. 8 to illustrate the boundary effects. In the four scenarios shown in Fig. 8a , cells with common edges are neighbors. The number in each cell represents the cell index. By using the modified moving-window technique discussed in Sec. III.C, we plot the distance d i;j;w versus window size w. The complicated trends shown in Fig. 8b are caused by boundary effects. In particular, the initial growth of spatial distance d A;B;w between scenarios A and B is caused by the biased contribution of mismatches in the center areas, and the initial decay of spatial distance d A;C;w between scenarios A and C is caused by the biased contribution of matches in the center areas.
To motivate our correction method, we introduce the concept of contribution factor, which measures the contribution of each cell g k to the spatial distance d i;j;w . The contribution factor of a cell g k at a spatial resolution w, λ k;w is computed by finding all windows φ n;w that include this cell g k and then summing the inverses of jφ n;w j for all φ n;w ∈ fφ n;w jg k ∈ φ n;w g. Mathematically, λ k;w X φ n;w ∈fφ n;w jg k ∈φ n;w g 1 jφ n;w j We note that, when w 1, the contribution factor λ k;1 1 for all g k ∈ G, as each cell g k is scanned once, indicating an unbiased contribution with no boundary effects. The unequal contribution factors shown in Fig. 8c produce the boundary effects.
G. Correction of Boundary Effects
To correct the boundary effects, we develop a method to equalize each cell's contribution to the spatial distance calculation. This is done by first scaling intensity I i;k for each cell g k at each spatial resolution w with the contribution factor of this cell λ k;w (i.e.,Ĩ i;k;w I i;k ∕λ k;w ) and then, using the scaled intensitiesĨ i;k;w , to calculate scenario distances. Such correction leads to the same contribution factors for all cells, as well as the equal distances for all window sizes between scenarios A and B, A and C, B and C, and C and D in Fig. 8a . In addition, we plot the distance d A;D;w for all spatial resolutions between scenarios A and D before and after the correction in Fig. 8d . It is typically true that the distance d i;j;w decreases with the increase of spatial resolution w, regardless of the patterns of weather-impact maps. This is understandable, as the scenarios look more similar at lower resolutions. We will analyze the effects of window size in further details through a simulation study in Sec. V.
Boundary effects for temporal sequences can be similarly corrected through scaling. In particular, the contribution factor of a time point t l at temporal resolution h, τ l;h is computed by finding all windows φ m;h that include this time point t l and then summing the inverses of jφ m;h j for all φ m;h ∈ fφ m;h jt l ∈ φ m;h g. Mathematically,
where the scalar jTj∕jΦ h j guarantees that
To correct the temporal boundary effects, we scale the intensity I i;l for each time point t l at each window size h with the contribution factor τ l;h (i.e.,Ĩ i;l;h
) and then use the scaled intensities to calculate scenario distances.
IV. Algorithm Description
The multiresolution spatiotemporal distance generation algorithm is devised with features that we have discussed in Sec. III. In this section, we illustrate the distance generation algorithm that generally applies to scenario data drawn from processes of spatiotemporal spread dynamics. The key idea of the algorithm is the use of moving-window technique with boundary effect correction along 3-D spatiotemporal dimensions for scenarios of arbitrarily shaped spatial cell structures. Here, we describe the data requirement, the pseudocode for this algorithm, and the analysis of parameter impacts.
A. Data Requirement
Running the algorithm requires two data input files. The first file is the intensity file, which defines intensity I i;k;l at each spatial cell g k ∈ G and time point t l ∈ T for each scenario s i ∈ S. The second file is the adjacency matrixM, which defines the map structure of spatial cells. Article in Advance / XIE ET AL.
B. Pseudocode for the Multiresolution Spatiotemporal Distance Generation Algorithm
Here, we describe the pseudocode of the algorithm.
Step 1 is to calculate the hop distance between each pair of cells to facilitate finding cells within a designated spatial window.
Step 2 is to find all cells within each spatial window and all time points within each temporal window.
Step 3 is to find the spatial contribution factors of all cells at each spatial resolution and the temporal contribution factors of all time points at each temporal resolution to correct the boundary effects.
Step 4 is to weight critical spatial cells and time points of significance when there is an application need. For any two scenarios and any pair of spatial and temporal resolutions (w and h), this algorithm in steps 5 to 10 scans these two scenarios with the designated spatiotemporal resolutions, and it calculates their distances. The procedure repeats with increasing w and h, until the maximum preset window sizes of w max and h max are reached. Finally, the distances are summed and weighted to obtain the overall distance of the two scenarios, which is used for clustering. Algorithm 1 is featured by its capability to capture the distance between any two scenarios with varying spatiotemporal resolutions.
We note that, in step 4, β k;l is set to one for all g k and t l , so as to equally weight the contribution of each cell and time point. In the case that some spatial cells are of critical consideration, these cells can be assigned with higher β k;l . For instance, in the strategic ATM application, if including airports in this weather-impact study, the airports can be considered as new spatial cells with higher β k;l to account for their more significant roles than regular airspace cells in planning TM strategies.
C. Analysis of Parameters and Selection Guidelines
The multiresolution spatiotemporal distance generation algorithm has four parameters (w max , h max , δ w , and α h ), with β k;l taking the default value of one. In this section, we analyze the impact of these parameters on the performance of the algorithm, which suggests the guidelines to properly select these parameters for practical use. Further studies on this issue can be found in Sec. V.B using a case study.
Upper Bounds of the Spatial and Temporal Window Sizes
The parameters w max and h max define the lowest resolutions in the spatiotemporal scanning processes, respectively. The value of w max can be chosen between one and the largest hop distance between any two cells in the map. Its selection is affected by spatiotemporal data patterns, and it needs to balance between precision and the computation load according to practical needs. At one extreme, choosing w max 1 results in the smallest computation load but inevitably leads to the cell-to-cell comparison issue discussed in Sec. III.C. A large w max leads to the opposite. Similarly, the selection of h max is affected by temporal data patterns, and it needs to balance between precision and the computation load.
The distance d i;j;w;h provides valuable insights on the selection of w max and h max . The first result that generally holds is that compared to the window of size one; windows of larger sizes (w > 1, h > 1) always bring scenarios closer. Mathematically, with the proof in the Appendix. This majorization property justifies the use of a multiresolution scheme to reveal similar patterns between spatiotemporal scenarios. More interesting, a faster decay of d i;j;w;h suggests more similarity between the scenarios. Second, the distance d i;j;w;h between two scenarios typically decreases as the spatial window sizes w increase, and it finally converges when w increases to a certain value. This observation suggests that a larger window size better captures the similarity between two scenarios; however, there is no need to choose a very large window size because of this convergence property. Once the window size's effect converges, using lower resolution does not enhance understanding of similarities/distances among the scenarios. In general, a good w max is the one that captures the range of the initial steepest decays for a majority of scenario pairs. Similarly, the distance d i;j;w;h between two scenarios also decays as h increases, and h max is suggested to capture the range of the initial steepest decays for a majority of scenario pairs.
Spatial and Temporal Window Size Weighting Factors
The spatial window size weighting factor δ w scales down the effect of larger spatial window sizes on the distance calculation. Similarly, the temporal window size weighting factor α h scales down the effect of larger temporal window sizes. Different functions of δ w and α h can be used; we here use the exponential functions δ w e −σw−1 and α h e −ρh−1 , where ρ, σ ≥ 0 [19, 20] . As w and h increase, δ w and α h decrease, Algorithm 1 Pseudocode for the multiresolution spatiotemporal distance generation algorithm 1: For each pair of cells g i and g j , g i , g j ∈ G, find the hop distance between these two cells based on the adjacency matrix M and store it in b i;j . For instance, b i;j 2 denotes that they are two hops away. 2: For each cell g k ∈ G and each spatial resolution w ≤ w max , find all cells within the spatial window φ k;w of size w centered at g k , φ k;w ∈ Φ w . For each time point t l ∈ T and each temporal resolution h ≤ h max , find all time points within the temporal window φ l;h of size h starting from t l , φ l;h ∈ Φ h . 3: Find spatial contribution factor λ k;w of each cell g k ∈ G at each spatial resolution w ≤ w max and find temporal contribution factor τ l;h of each time point t l ∈ T at each temporal resolution h ≤ h max . 4: Weight critical cells and time points throughÎ i;k;l β k;l I i;k;l for all s i ∈ S, g k ∈ G, and t l ∈ T where β k;l weights important cells and time points. Here, β k;l 1. 5: For each pair of scenarios s i , s j ∈ S 6:
For each pair of spatial resolution, w 1: w max and temporal resolution h 1: h max 7:
For each cell, g k ∈ G and time point t l ∈ T 8: ScaleÎ i;k;l with the spatial contribution factors λ k;w of cell g k and temporal contribution factor τ l;h of time point t l , byĨ i;k;l;w;h Î i;k;l ∕λ k;w τ l;h to correct the boundary effects.
9:
Calculate the distance for windows φ k;w and φ l;h as j P respectively. Generally, the parameters r e −σ and c e −ρ should be selected according to different application needs. If similar patterns in low resolutions are considered important, r and c should be assigned large numbers, and vice versa. In the special case of r or c being one, all resolutions carry equal weights.
V. Simulation Study
In this section, we use actual datasets of ensemble weather forecasts to illustrate the use and performance of the multiresolution spatiotemporal distance generation algorithm. We note that ensemble weather forecasts are used in the weather-impact-scenario-driven strategic ATM decision support framework. The first small-scale example demonstrates the features of the algorithm, the selection of proper parameters, their impacts on the distance calculation, and the performance through comparative studies. The second example includes a scaled-up study and sensitivity analysis.
We choose the short-range ensemble forecast (SREF) ‡ ‡ system [10, 58] to generate the datasets of weather scenarios in our study. The SREF has been continuously improved since the start of its development in 1995, and it is considered by far the best ensemble weather forecast tool available for air traffic decision support. Its current version produces 21 ensemble forecasts per hour up to 39 h, and then every three hours up to 87 h [58] . Supported by the chaotic theory, the ensemble scenario members capture the uncertainty of weather forecast, and they can be used to calculate the ensemble mean, variance, and probabilistic distribution function for more meaningful use of weather forecast in decision making than deterministic forecasting tools [10] . It has been operationally used for air traffic decision support, with the study dated back to 2009 [59, 60] .
A. Small-Scale Study
The dataset we chose includes 12 h (from 10:00Z to 21:00Z) § precipitation data (with 0.0001 mm∕h resolution) forecasted at 09:00Z on 19 July 2012. The SREF data are reported in a spatial resolution of 40 × 40 km 2 . We convert it to sector-based weather intensity data to permit using the same geographical unit for modeling, analysis, and ATM design [4] . Since the convective weather on that day primarily impacts the airspace of the Cleveland, Chicago, and Indianapolis centers, we choose in our study all 151 sectors in the cruising altitude (22,000 to 36,000 ft) in these three centers. The weather-impact intensity I i;k;l is measured by a sector's percentage precipitation coverage above 3 mm. This metric of 3 mm precipitation coverage was shown to have high correlation with sector capacity loss, and hence is considered a good indicator of the severity of weather impact [4, 61] . Other metrics can also be used to measure weather-impact intensity: some of which were discussed in [4] . The best measure to use requires a more comprehensive study; our distance measure can be applied to any selected weather-impact intensity measure. Snapshots of three scenarios (11, 15, and 16) are shown in Fig. 9 . Clearly, scenarios 15 and 16 are similar; and both of them differ significantly from scenario 11. Figure 10 shows the significant unequal contribution factors of each of the 151 sectors at all 13 spatial resolutions and each of the 12 time points at all 12 temporal resolutions before the correction of boundary effects. Note that only six lines are observed for a total of 12 time points in Fig. 10b , as symmetric time points (e.g., the first and last ones) share the same contribution factors at all temporal resolution levels. 
Parameter Selection and Impact Analysis
We follow the parameter selection guidelines in Sec. IV.C to select proper values for the four parameters (w max , h max , δ w , and α h ). We first analyze the impact of the spatial resolution w on the pairwise distance d i;j;w;h (see Figs. 11a and 11b) with h max 1. Figure 11a shows the pairwise distances among all scenarios to demonstrate the robustness, majorization, and convergence properties. Each curve shows the pairwise distance between two scenarios at different spatial resolutions. Several observations and conclusions can be drawn from the plots. First, the distance calculation is robust for scenarios that are either very distinct or very alike. As shown in Fig. 11a , regardless of the window size selected, the distance d 11;16;w;h between scenarios 11 and 16 is much larger than d 15;16;w;h between scenarios 15 and 16, which agrees with the weatherimpact intensity snapshot patterns shown in Fig. 9 . Second, Fig. 11a verifies that the majorization property holds for all scenario pairs shown in Eq. (1). Third, when the spatial window size w increases to a certain value, d i;j;w;h converges. We also emphasize that the stabilization at w ≈ 6 observed in Fig. 11a is not caused by a possibility that the complete map can be covered by a window of size 6. As the distribution of maximal hop distances for all sectors shows in Fig. 11b , a majority of sectors have neighbors that are more than six hops away, and the longest hop distance in this map is 13 (indicating the upper bound of w max ). This analysis suggests that a fairly small window size is sufficient to capture the distances of scenarios with large areas. According to the aforementioned analysis and the parameter selection guidelines discussed in Sec. IV.C, a maximum window size of four to six is sufficient for this dataset. Here, we choose w max 6 for our study.
Similar observations and conclusions can be drawn for the temporal window size h max in terms of robustness, majorization, and convergence. Figure 11c shows the impact of temporal window size on the distance d i;j;w;h with w max 1. Of interest is that the majorization result does not necessarily imply that the distance monotonically decreases, as observed by the small increase in d 17;18;w;h . We choose h max 4, in accordance with the selection guideline.
To study the impact of the spatial window size weighting factor δ w on the overall pairwise scenario distance D i;j , we plot the overall distance D i;j versus the parameter r e −σ , with w max 6, and h max 1. As shown in Fig. 12a, D i ;j typically decays with the increase of r. This is because d i;j;w;h decreases as w increases (see Fig. 11a ), and the contribution of d i;j;w;h to D i;j associated with larger w increases as r grows. In this example, r has a little impact on the d 15;16;w;h , because the similarity of scenarios 15 and 16 does not change much with the increase of window size. For scenarios that match much better at low resolutions but poorly at high resolutions, D i;j is expected to decrease fast with the increase of r. An example is D 11;16 , shown in Fig. 11a . Similarly, we plot D i;j versus the parameter c e −ρ to analyze the impact of the temporal window size weighting factor α h on the distance calculation, with w max 6 and h max 4. As shown in Fig. 12b , the overall distance D i;j typically decays with the increase of c. In this study, we choose r c e −0.8 ; hence, δ w e −0.8w−1 and α h e −0.8h−1 .
Clustering Results and Comparative Performance Studies
Using the procedures in Sec. IV.B and the parameters selected previously, pairwise scenario distances are computed and normalized (denoted as D i;j ) by the maximum value to a range of zero to one for clustering. We choose the standard hierarchical clustering algorithm of group average [57] to group scenarios. The clustering result visualized using dendrograms is shown in Fig. 13a .
We also demonstrate the performance of our distance generation algorithm through comparing the clustering results with that obtained using the total capacity-based measure [3] and the adjacency weighted measure [4, 12] reviewed in Sec. II.B. Note that the spatiotemporal clustering algorithms in the literature were developed for different spatiotemporal data types (events, georeferenced data, and trajectories), and hence cannot Observation of these scenarios in Fig. 14 suggests different spatiotemporal weather-impact propagation patterns. In particular, scenario 6 suggests a spatial propagation of consistent precipitation over the 12 h. In scenarios 7, 9, and 10, the precipitation manifests around 19:00Z; however, the intensity in scenario 10 is significantly lower than that in the two very similar scenarios 7 and 9. Moreover, the very similar scenarios 12 and 14 suggest a developing precipitation over the 12 h span. Therefore, we expect small D 12;14 and D 7;9 , as well as large D 10;12 , D 10;14 , D 6;7 , and D 6;9 . Our algorithm produces the expected distances and correct clusters {7, 9}, {12, 14}, {6}, and {10}. Figures 13b and 13c show that the scenario distances obtained using the total capacity-based measure [3] and the adjacency weighted measure [4, 12] are all very small. Moreover, the total capacity-based measure [3] results in scenario 7 being grouped with scenario 6 rather than scenario 9, and the adjacency weighted measure [4, 12] results in scenario 14 being grouped with scenario 10 rather than scenario 12, contrary to the expectation and our result. This misleading result may be caused by the separation of spatial and temporal dimensions in calculating the pairwise distances. In brief, the multiresolution spatiotemporal distance generation algorithm in general has improved performance as it captures the spatiotemporal distances among scenarios of similar patterns.
The preceding comparison study based on the analysis of scenario patterns suggests the good performance of the spatiotemporal distance measure. We note that the best way to evaluate a distance measure needs to use external quality metrics like the normalized mutual information, which requires the availability of a gold standard or true cluster labels [50, 51] . However, such external information is generally not available. Internal quality metrics [62] (such as the silhouette score, average cluster density, and Dunn's index) are most often used to evaluate the performance of clustering algorithms, but they generally cannot be used alone to evaluate the performance of a distance measure. We also note that the clustering algorithm may bias the performance of a distance measure. As such, we also tested two other clustering algorithms: hierarchical algorithm with single linkage, and hierarchical algorithm with weighted average. They produce exactly the same result, suggesting the robustness of the distance measure. To evaluate the performance of our algorithm at a larger scale, we examine a dataset consisting of approximately 90 days from May to July 2014, with each day characterized by 21 SREF ensemble members based on its 9:00Z forecast. Dynamic sector weather-impact intensity profiles measured in the form of sector delay for all 972 sectors in the NAS were generated for each scenario by supplying the corresponding precipitation intensity and traffic demand forecasts to the queuing network simulator [4, 17] , which estimates delays by modeling the propagation of traffic demand through the air traffic system under weather uncertainties.
Fig. 14 Snapshots of representative scenarios for performance comparison.
Pairwise Scenario Distances
Our first experiment was to simply compute the distance between each pair of the 630 scenarios (30 days times 21 SREFs per day) in June. As expected, we found SREFs from the same day to be significantly more similar than SREFs from different days. This result was independent of the parameter settings. To illustrate our results, Fig. 15 contains three heat maps based on the similarity calculations. Figure 15a is a heat map of all pairwise SREF comparisons (a 630-by-630 grid arising from the 630 SREFs), where SREFs from the same day are ordered to be adjacent along the axes, and hotter colors indicate smaller distance and greater similarity. The predominantly red block diagonal, in contrast to the cooler colors on the offdiagonal, indicates that SREFs on the same day tend to be more similar than SREFs from different days. Figure 15b is an analogous heat map of distances between all daily SREF averages, where the sector intensity at sector g k of the daily average for any time t l is simply the average intensity of all 21 SREF members at sectors for time t l . Figure 15c is a heat map comparing the pairwise distances for the approximately 90 daily averages from May to July 2014. Putting aside the high similarity of SREFs from the same day, all of the heat maps reveal varying degrees of similarity between pairs of different days. For example, the heat maps in Figs. 15a and 15b indicate a large interday similarity between days 7 and 28 of June (marked with circles). This suggests that the measure parameterization used here is able to identify pairs of days that are noticeably more similar than others, so that clustering at a NAS-wide level appears to be reasonable. Time shift  Top 1  Top 3  Top 5  2  2  10  0  100  100  100  2  2  10  1  90  90  93  2  2  10  2  13  33  66  2  3  10  0  100  100  100  2  3  10  1  90  90  93  2  3  10  2  13  30  66  3  2  10  0  100  100  100  3  2  10  1  90  93  93  3  2  10  2  13  36  66  3  3  10  0  100  100  100  3  3  10  1  90  93  93  3  3  10  2  13  46  70  2  2  20  0  100  100  100  2  2  20  1  66  80  86  2  2  20  2  10  33  46  2  3  20  0  100  100  100  2  3  20  1  70  80  86  2  3  20  2  10  36  46  3  2  20  0  100  100  100  3  2  20  1  73  83  83  3  2  20  2  10  33  46  3  3  20  0  100  100  100  3  3  20  1  73  83  83  3  3  20  2  10  36  46  2  2  30  0  96  100  100  2  2  30  1  50  73  83  2  2  30  2  10  26  46  2  3  30  0  96  96  100  2  3  30  1  53  70  83  2  3  30  2  10  26  46  3  2  30  0  96  100  100  3  2  30  1  63  76  90  3  2  30  2  10  26  43  3  3  30  0  96  100  100  3  3  30  1  63  76  90  3  3  30  2  10  26  46 Article in Advance / XIE ET AL.
Assessing Sensitivity to Spatial Noise and Temporal Shifts
To assess the sensitivity of our distance measure in capturing the similarity between days at a NAS-wide scale, we performed the following experiment, noting from Fig. 15 that SREFs from the same day are tightly packed around their mean:
1) The first step is to randomly select a SREF from each of the 30 days.
2) The second step adds spatial noise. In particular, for each sector in the SREF with positive delay intensity, shift the intensity to a randomly selected neighbor with probability p.
3) The third step adds temporal noise. In particular, shift all time points of the SREF (now with spatial noise) to the right by some fixed Δ t h.
4) The fourth step is to assign the perturbed SREF to the daily average that is most similar, given some parameterization of the distance measure 5) The fifth step is to evaluate the simulation results. If the SREF is assigned to the day for which it is an ensemble member, record a "success." Otherwise, record a "failure."
Each run of the experiment assigns 30 perturbed SREFs to a daily average, for a total of 30 trials, and we summarize each run of the experiment by recording the success rates in Table 2 . Larger success rates indicate better classification performance. We also present generalized results of the aforementioned experiment in which a success is declared when the SREF's generative day is within the top three and top five most similar daily averages. Here, we consider w max ∈ f2; 3g; h max ∈ f2; 3g; and δ w e −0.5w−1 , α h e −0.5h−1 , p ∈ f0.1; 0.2; 0.3g, and Δ t ∈ f0; 1; 2g. Larger spatial and temporal window sizes and additional window weights δ w , as well as α h , are not included in Table 2 because performance (final three columns) was found to be relatively insensitive to these parameters.
Although the experiment is neither exhaustive nor perfect, it does provide some insights into the robustness of the distance measure in the face of spatial noise and time shifts at the NAS-wide level. Generally, we found the distance measure to be more robust to spatial noise effects than the time shift effects (at least relative to the magnitudes considered for each effect in our study). When the time was shifted by 2 h (Δ t 2), we saw a significant degradation in the success rate, to the extent that success was only marginally better than if the perturbed SREFs were assigned to a day at random. As a result, the measure in its current form may not be suitable for identifying similarities between days that differ in the spatial dimension by time shifts much larger than 1 h. This is reasonable, since large shifts in time are likely to have an impact on the appropriate strategic ATM strategies to be issued, and hence should not be weighted heavily in the similarity calculation. For instance, if the weather on day 1 at time 9:00Z is quite similar to the weather on day 2 at time 21:00Z, an ATM plan issued on day 1 in the morning would likely not be appropriate for day 2 at 21:00Z due to various "time-of-day" factors. Determining appropriate weights for the various components of the distance measure is a nontrivial task, due to the largely unsupervised nature of the strategic ATM strategies recommendation problem.
VI. Conclusions
Spatiotemporal scenario data are common to broad large-scale dynamical system applications, and they become available with the nascent research direction on closing the loop of big data and real-time control. In this paper, a multiresolution spatiotemporal distance generation algorithm was developed, which was combined with a standard distance-based static clustering algorithm, to cluster spatiotemporal scenario data. The algorithm uses 3-D multiresolution moving windows to capture the similarity between scenarios of spread patterns of varying shapes, sizes, locations, and intensities, and hence addresses special features of the spatiotemporal scenario data that are not seen in existing commonly studied spatiotemporal data. Other features of the algorithm include the correction of boundary effects and the capability to process spatial maps of arbitrarily shaped grid structures. The features of the algorithm were elaborated upon by using concrete motivating examples and the impact of the parameters to facilitate implementation was analyzed. Finally, this algorithm was applied using real NAS weather-impact datasets and the performance of the algorithm was evaluated through comparative studies and sensitivity studies. This paper focuses on the development of a distance measure to capture features of spatiotemporal scenario data. In future work, the development will be extended in the following aspects. First, the algorithm's computational efficiency will be improved. The current distance generation algorithm can distinguish subtle differences between spatiotemporal scenario data, with a computation cost in the range of OjSj 2 jGjjTjw max h 2 max and OjSj 2 jGj 2 jTjw max h 2 max dependent on the configuration of spatial map structure. Small w max and h max are typically sufficient for most applications. Possible directions to improve efficiency will include the use of adaptive procedures, the integration with computational improvement technologies in the machine learning literature, and application-specific analysis to retain the most significant information for clustering. Second, the spatiotemporal scenario-driven decision-making framework will be explored, as well as its application to strategic ATM. The clustering of scenario ensemble forecasts finds representative scenarios for subsequent scenario-specific optimal ATM design. This framework has been developed and implemented [1, 2, 4, 12, 13] . To improve the efficiency of optimal ATM design, the scenario distance measure can also be used to mine historical databases of ATM solutions tagged with similar scenarios (as suggested by the large-scale simulation study) to speed up the online tuning of ATM solutions for forecasted representative scenarios. Now, we compare d i;j;w;h and d i;j;1;h . According to the triangular inequality rule, like to thank the anonymous reviewers for valuable suggestions to improve this paper. This work was produced for the U.S. Government under contract DTFAWA-10-C-00080 and is subject to Federal Aviation Administration acquisition management system clause 3.5-13, rights in datageneral, Alt. III and Alt. IV (Oct. 1996). The contents of this material reflect the views of the authors and the MITRE Corporation and do not necessarily reflect the views of the Federal Aviation Administration or the U.S. Department of Transportation. Neither the Federal Aviation Administration nor the U.S. Department of Transportation makes any warranty or guarantee, or promise, expressed or implied, concerning the content or accuracy of these views. Approved for Public Release; Distribution Unlimited. 15-2024. 
