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Abstract: In this manuscript, the Laplace decomposition method (LDM), variational iteration transform method 
(VITM) and Laplace homotopy perturbation method (LHPM) are presented to solve Poisson equation. The methods can 
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1. Introduction  
In mathematics, Poisson's equation is a partial differential equation of elliptic type with broad utility in electrostatics, 
mechanical engineering and theoretical physics. It is used, for instance, to describe the potential energy field caused by a 
given charge or mass density distribution. Differential equations are widely used to describe physical problems. In most 
cases, the exact solution of these problems may not be available. In addition, it is much easier computing analyzing these 
solutions by means of the numerical methods without wasting time or spending for experimenting problems. 
Alternatively, the numerical methods can provide approximate solutions rather than the exact solutions [1]. With the 
rapid development of nonlinear science, there has appeared ever-increasing interest of scientists and engineers in the 
analytical asymptotic techniques for nonlinear problems such as solid state physics, plasma physics, fluid mechanics and 
applied sciences. In many different fields of science and engineering, it is important to obtain exact or numerical solution 
of the linear and nonlinear partial differential equations. Searching of exact and numerical solution of nonlinear equations 
in science and engineering is still quite problematic that’s need new methods for finding the exact and ap- proximate 
solutions [2].  
There are many new approaches for nonlinear equations which were proposed, such as  Hirota’s bilinear method [3], the 
homogeneous balance method [4], the Riccati expansion method [5],  -expansion method [6], Perturbation method [7-
9], Variational iteration method (VIM) [10-16], Adomian decomposition method (ADM) [17-19], Laplace decomposition 
method [20] and Variational iteration decomposition method [21]. In particular, a higher dimensional initial boundary 
value problem with variable coefficients is of much interest. The numerical and analytical solutions of higher 
dimensional initial boundary value problems, linear and nonlinear, are of considerable significance for applied sciences.  
The Laplace Adomian decomposition method (LADM) is a combination of ADM and Laplace transform, the Variational 
iteration transform method (VITM) is a combination of  VIM and Laplace transform and Laplace homotopy perturbation 
method (LHPM) is a combination of HPM and Laplace transform, these methods were successfully used for solving 
differential equations [22,23,24], nonlinear partial differential equations[25], singular integral equation[26,27], and linear 
and nonlinear partial differential equations[28]. 
In this work, we will discuss the Poisson’s equation in two dimensional. The methods that will be used are the Laplace 
decomposition method, the variational iteration transform method and Laplace homotopy perturbation method. The 
structure of the paper is as follows. In Section 2, we give analysis of the methods used. In Section 3, we apply the 
Laplace decomposition, variational iteration transform, Laplace homotopy perturbation methods to deal with the Poisson 
equation. Finally, in Section 4, we present our conclusions. 
2. Analytical Methods 
We consider the general form of inhomogeneous nonlinear partial differential equations with initial conditions given 
below: 
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      ),(),(),(),( txhtxuNtxuRtxuL  ,                                                                                             (2.1) 
      )()0,(,)()0,( xgxuxfxu t  ,                                                                                              (2.2) 
where L  is second order differential operator 
2
2
t
L


 ,  R  is the remaining linear operator, N   represents a general 
nonlinear differential operator and ),( txh  is a source term.  
2.1 Laplace Decomposition Method (LDM). 
Taking Laplace transform on equation (2.1), we obtain 
             ),(),(),(),( txhLtxuNLtxuRLtxuLL  .                                                           (2.3) 
By applying the Laplace transform differentiation property, we have 
             ),(),(),()()(),(2 txhLtxuNLtxuRLxgxsftxuLs  ,                                        (2.4) 
or  
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We are going to represent the solution in an infinite series given below: 
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n txutxu .                                                                                                           (2.6) 
The nonlinear operator is written as  
      
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
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0
)(),(
n
n uAtxuN ,                                                                                                          (2.7) 
where )(uAn  are Adomian polynomials of  nuuuu ,,...,, 210  and it can be calculated by formula given below: 
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Substituting the equation (2.6), equation (2.7) and equation (2.8) in equation (2.5), which give us this result 
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When we compare the left and right hand sides of equation (2.10) we obtain 
         ),(1)(1)(1),(
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s
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s
txuL                                                                         (2.11)  
           )(1),(1),( 02021 uALs
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s
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           )(1),(1),( 12122 uALs
txuRL
s
txuL  .                                                                       (2.13) 
The recursive relation, in general form is   
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            .0,)(1),(1),(
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Applying inverse Laplace transform to Eq. (2.11) to Eq. (2.14), so our recursive relation is as follows:  
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where ),( txr  represents the term from source term and with the initial conditions. Now first of all, we are applying 
Laplace transform on the right hand side of Eq. (2.15) and then taking the inverse Laplace transform we get the values of 
,...,,...,, 210 nuuuu  respectively. 
2.2 Variational Iteration Transform Method (VITM). 
  Taking Laplace transform on equation (2.1), we obtain 
             ),(),(),(),( txhLtxuNLtxuRLtxuLL                                                                 (2.16) 
By applying the Laplace transform differentiation property, we have 
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Taking the inverse Laplace transform on equation (2.18), we obtain 
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Derivative by 
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
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By the correction function of the irrational method 
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(2.21) 
Finally, the solution ),( txu is given by 
      ),(lim),( txutxu n
n 
 .                                                                                                         (2.22) 
2.3 Laplace Homotopy Perturbation Method (LHPM). 
Taking Laplace transform on equation (2.1), we obtain 
             ),(),(),(),( txhLtxuNLtxuRLtxuLL  .                                                              (2.23) 
By applying the Laplace transform differentiation property, we have 
             ),(),(),()()(),(2 txhLtxuNLtxuRLxgxsftxuLs  ,                                        (2.24) 
or  
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Taking the inverse Laplace transform on equation (2.25), we obtain 
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Suppose that 
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Substituting Eq. (2.27) in Eq. (2.26), we get 
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By homotopy perturbation method 
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The solution can be written as a power series in p :    
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and the nonlinear term can be decomposed as  
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n uBptxuN ,                                                                                                     (2.31)                                                                                                          
where ]1,0[p  is an embedding parameter. )(uBn  is He polynomials [26] that can be generated by formula given 
below: 
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  And apply construction homotopy perturbation 
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By He polynomials equation 
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Coopering the coefficient of like power of p  
      ),(),(: 0
0 txHtxup   
         





  0202
1
1
1 1),(
1
),(: BL
s
txuRL
s
Ltxup  
         





  1212
1
1
2 1),(
1
),(: BL
s
txuRL
s
Ltxup                                                                     (2.35)                                                   
ISSN: 2581-3064                                                                                                                                     
                 
                        sjrmcseditor@scischolars.com              Online Publication Date: August 10, 2016               Volume 1, No. 1 
Volume 1, No. 1 available at www.scischolars.com/journals/index.php/sjrmcs/issue/archive                                18 
         





 

nnn
n BL
s
txuRL
s
Ltxup
22
1
1
1 1),(
1
),(: . 
3. An Illustrative Paradigm 
Example: we consider the following Poisson equation 
      ,
),(),(
2
2
2
2
xt
x
txu
t
txu






                                                         (3.1) 
and subject to the initial conditions 
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(I) Laplace Decomposition Method (LDM).                         
Applying the algorithm of Laplace transform on equation (3.1), we have 
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Using given initial conditions on Eq. (3.3), we have 
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Then applying the inverse Laplace transform to Eq.(3.5), we get 
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The Laplace Decomposition Method (LDM) assumes a series solution of the function ),( txu  which is given by 
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Substituting equation (3.7) in equation (3.6), we have 
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The recursive relation is as follows: 
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Similarly we have  
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Now, we get 
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Similarly, ,,..., 43 uu etc. can be obtained. The complete solution is 
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(II) Variational Iteration Transform Method (VITM). 
  Applying the algorithm of Laplace transform on equation (3.1), we have 
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Using given initial conditions on Eq. (3.16), we have 
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Then applying the inverse Laplace transform to Eq.(3.18), we get 
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Derivative by 
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
 both sides (3.19) 
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Making the correction function is given  
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We can use the initial condition to select )sin()0,(),(0 xxutxu  . Using this selection into the correction functional 
gives the following successive approximations 
      )sin(),(0 xtxu                                                                                                                   (3.22)            
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Finally, the solution is 
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(III) Laplace Homotopy Perturbation Method (LHPM). 
Applying the algorithm of Laplace transform on equation (3.1), we have 
           ),()0,()0,(),(2 txuLxtLxuxsutxuLs xxt  .                                                            (3.27) 
Using given initial conditions on Eq. (3.27), we have 
         ),()sin(),(
2
2 txuL
s
x
xstxuLs xx ,                                                                             (3.28) 
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Then applying the inverse Laplace transform to Eq.(3.29), we get 
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From Eq. (2.35), we obtain 
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Therefore, we have 
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and so on. Therefore, the solution of Eq. (3.1) when 1p will be as follows: 
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4. Conclusion  
In this work, we have successfully developed LDM, VITM and LHPM for solution of  Poisson’s Equation. By keenly 
observing we have come up the result that LDM, VITM and LHPM are the extremely powerful and efficient methods in 
finding analytical solutions for a number of linear and nonlinear problems. By using these three markedly different 
methods, the same solution is obtained. These three approaches are remarkably efficient to process other local fractional 
differential equations as well. 
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