This paper investigates the accuracy of Reynolds-averaged Navier-Stokes (RANS) turbulence modelling applied to complex industrial applications. In the context of the increasing instability of the energy market, hydropower plants are frequently working at off-design parameters. Such operation conditions have a strong impact on the efficiency and life span of hydraulic turbines. Therefore, research is currently focused on improving the design and increasing the operating range of the turbines. Numerical simulations represent an accessible and cost efficient alternative to model testing. The presented test case is the Porjus U9 Kaplan turbine model operated at best efficiency point (BEP). Both steady and unsteady numerical simulations are carried out using different turbulence models: k-epsilon, RNG k-epsilon and k-omega Shear Stress Transport (SST). The curvature correction method applied to the SST turbulence model is also evaluated showing nearly no sensitivity to the different values of the production correction coefficient Cscale. The simulations are validated against measurements performed in the turbine runner and draft tube. The numerical results are in good agreement with the experimental time-dependent velocity profiles. The advantages and limitations of RANS modelling are discussed. The most accurate results were provided by the simulations using the kepsilon and the SST-CC turbulence models but very small differences were obtained between the different tested models. The precision of the numerical simulations decreased towards the outlet of the computational domain. In a companion paper, the pressure profiles obtained numerically are investigated and compared to experimental data.
NOMENCLATURE

Cscale
production correction coefficient D runner diameter k turbulent kinetic energy R runner radius R * dimensionless runner radius U * dimensionless axial velocity V * dimensionless tangential velocity u ', v', w ' fluctuating velocity components y
INTRODUCTION
The sustainable use of fossil fuels and the continuous development of electricity production from renewable energy sources are highly encouraged nowadays, but at the cost of energy grid stability. By managing long term storage capacities and providing the only existing large scale storage solutions, hydropower is able to back-up the integration of renewable energy and contribute to the security and continuity of energy supply (Hirth, 2016; Belman-Flores et al., 2016) . The economic and environmental benefits of hydropower justify the further development of the existing technology and the exploitation of the remaining potential in a cost-efficient and affordable manner. Of the same importance are the rehabilitation of current hydraulic schemes and the optimization of the new turbines design, taking into account the recurrence of transient operating conditions (Rahi and Chandel, 2015) .
Hydroelectric power plants equipped with Kaplan turbines provide one of the solutions to the grid balancing problem. Kaplan turbines are doubleregulated axial machines used on sites with low net heads and relatively high flow rates. The blade angles of the guide vanes and runner blades can be adjusted separately, thus providing good efficiency across a wide flow range, and a flat efficiency curve (Lipej and Poloni, 2000) . However, the flow inside Kaplan turbines is particularly challenging to predict due to the complex geometry. The construction with rotating blades determines the tip edges to move near the shroud wall and the rotating hub, therefore secondary flows occur and the flow behavior is difficult to capture (Roussopoulos and Monkewitz, 2000) . Another specific feature of Kaplan turbines is the rotor-stator interaction that is known to induce pressure fluctuations on the runner blades (Amiri et al., 2015) . As opposed to Francis turbines that have a small gap between the rotor and the stator, Kaplan turbines have a rather large vaneless space. The flow in this region becomes more complex given the dissipation of the wakes coming from the stator blades and the rotation of the flow. The draft tube also has an important role in the performance of Kaplan turbines, having a strong influence over the efficiency of low head turbines in general. The analysis of the flow in the draft tube is both challenging and time consuming due to the flow features (Abbas and Kumar, 2015) .
The most important instruments in the design and the modernization processes of hydraulic turbines are model testing and numerical simulations. Given the costs, the duration and the limited amount of information that experimental investigations provide, such studies alone cannot support the entire rehabilitation process (Wu et al., 2006; Prasad, 2012) . Since the early 80's, Computational Fluid Dynamics techniques (CFD) are more frequently used by the manufacturers at the design stage. Numerical simulations allow the testing of several design alternatives in a shorter time, compared to model testing. Nevertheless, the numerical tools available are still limited and need improvements (Keck and Sick, 2008) .
The Reynolds-averaged Navier-Stokes (RANS) turbulence models are two-equation eddy-viscosity models (Alfonsi, 2009 ). These models are robust and are not computationally expensive. Therefore, they are a common choice for both steady and unsteady simulations. It is often mentioned (Arolla and Durbin, 2014; Elliot et al., 2012 ) that eddyviscosity turbulence models are not accurately capturing the effects of the streamline curvature and system rotation due to the assumption of isotropy of the turbulent viscosity, i.e., the ratio between Reynolds stress and mean rate of deformations is considered constant in all three directions. The Reynolds Stress Models (RSM), on the other hand, do not use the eddy-viscosity model. The Reynolds stresses are directly computed based on the exact Reynolds stress transport equation and the effects of the different components of the Reynolds stress tensor are captured. However, it can become challenging to model the flow in hydraulic turbines since RSM are computationally expensive and encounter difficulties in achieving convergence.
In order to account for the disadvantages of the eddy-viscosity turbulence models, Spalart and Shur (1997) introduced a rotation and curvature correction that was described by the authors as "an empirical alteration of eddy-viscosity models". In their study, the authors presented the application of this idea to the Spalart-Allmaras one-equation model. Smirnov and Menter (2009) have adapted this correction to the Shear Stress Transport (SST) turbulence model with minor modifications. The empirical function proposed in Spalart and Shur (1997) was used as a multiplier of the production term. A scaling coefficient Cscale was introduced in Ansys CFD to allow the user to control the effect of the curvature correction. The curvature corrected SST model was found to be accurate when predicting complex three dimensional rotating flows. The SST-CC turbulence model was recently used by Javadi et al. (2015) in the investigation of the swirling flow in a Francis turbine draft tube and a swirl generator. It was shown that the recirculation region was predicted accurately but the mean velocity prediction showed no major improvement. Also, as stated by the authors, the tuning of the model did not improve the quality of the results.
Hydraulic turbines have been investigated using CFD modelling and several reference studies are available for academic research. Advanced simulations have been performed for Francis turbines. The Francis-99 test case provides access to the entire three-dimensional geometry of a high head Francis model, hexahedral mesh and experimental data. Comparisons between numerical simulations and experimental results have been discussed in a series of workshops (Trivedi et al., 2016a) . BulbT, a similar project, provided flow measurements in a bulb turbine model. Numerical studies were carried out investigating the hub and tip clearances and their influence on the turbine performance (Vu et al. 2014) . However, concerning Kaplan turbines, only a few experimental studies are currently available for comparison to CFD simulations with the exception of the Turbine-99 test case Engström, 2005, Cervantes et al., 2010 ).
In the current paper, the Porjus U9 Kaplan turbine model is investigated numerically. There are three different approaches that may be used when modelling the flow in hydraulic turbines, (Trivedi et al., 2016b) : the modelling of a complete turbine, the modelling of the runner and distributor or draft tube and the single component modelling.
Previously, studied the effects of the inlet boundary conditions over the accuracy of Kaplan draft tube simulations in the Porjus U9 model. Using Ansys CFX, a simulation was run for the single draft tube domain, with the inlet surface right below the runner cone. Experimentally obtained axial and tangential velocity profiles were defined as inlet boundary condition and the radial velocity was neglected in their simulation. The second approach was a Stage simulation. The computational flow domains used for the Stage simulation were the flow channels corresponding to one guide vane, one runner blade and the draft tube. The mass flow rate was specified as inlet boundary condition. Different RANS turbulence models were tested: k-epsilon, RNG k-epsilon, SST, SSG Reynolds stress model and Baseline (BSL) k-omega model. The central vortex in the draft tube cone was not captured correctly by the two-equation models, whereas the RSM proved to be more accurate in predicting the flow below the runner cone. The Stage simulation showed no sensitivity to the different turbulence models, all of them predicting an early separation on the runner cone.
A more detailed numerical analysis of the same Kaplan turbine model was introduced by Mulu et al. (2015) . The study presented a comparison between the unsteady simulation and the experimental values, this time including the full guide vane domain, entire runner and draft tube. The turbulence models considered were: k-epsilon, RNG k-epsilon and SST. The near hub flow was better modelled and the main draft tube flow characteristics were captured. However, all the turbulence models had problems predicting the high axial velocity that resulted from the blade-hub clearance. As a consequence, the flow was detached from the runner cone.
The aim of the present paper is to find the fastest and easiest way to accurately capture the flow throughout a Kaplan turbine. Steady-state and unsteady simulations of the flow in the Porjus U9 Kaplan turbine model under steady-state operation at BEP are compared. The Porjus U9 model has been experimentally investigated and a large amount of measurements are available starting from the inlet pipe down to the draft tube outlet (Amiri et al., 2016a; Mulu and Cervantes, 2009; Amiri et al., 2016b) . The numerical simulations are validated against velocity profiles measured in the runner blade channel, below the runner blades and in the draft tube cone and diffuser. Compared to the previous studies, the computational domain features a more accurate geometry including the scanned runner blade and the hub and tip clearances. The draft tube inlet surface is lowered below the runner cone, thus completely separating the runner rotating domain from the stationary draft tube. For each type of simulation, three turbulence models have been tested: kepsilon, RNG k-epsilon and SST. The curvature corrected SST model was also employed, using the production correction coefficient at its standard value Cscale = 1 and 1.25. In a second paper, the numerical results are compared to pressure measurements investigating the pressure fluctuations on the runner blades and the sources of asymmetric hydraulic loads present in a Kaplan turbine runner during BEP operation.
TEST CASE
A detailed description of the test rig, the Porjus U9 Kaplan model and the experimental results can be found in (Amiri et al., 2016a) . Both the Porjus U9 Kaplan prototype and model (1:3.1 scale), consist of a spiral casing, 18 stay vanes, 20 guide vanes, 6 runner blades and the draft tube. The diameter of the model runner is D = 0.5 m. The operational net head is 7.5 m and the runner rotational speed is 696.3 rpm. The model specifications for the BEP are the guide vane angle of 26.5° and a corresponding volume flow rate of 0.69 m 3 s -1 .
Amiri et al. (2016a) used a two-component Laser Doppler Anemometry (LDA) system to investigate the interblade flow in the Porjus U9 model during BEP and off-cam operating conditions. Axial and tangential velocity profiles were presented for the blade channel region and below the runner blades at the runner outlet ( Fig. 1 ). The hub and shroud clearances leakage were found to be the main sources of velocity fluctuations and also the cause of some hydraulic losses in the runner. No tip vortex was captured by the measurements performed in the blade channels but both hub and tip vortices formed in the blade clearances were visible at the runner outlet.
The unsteady three dimensional turbulent flow developed in the draft tube was investigated by Mulu et al. (2009) using LDA at three different axial positions and four angular positions presented in Fig. 1 . The first and second measurement sections were located right below the runner cone and in the middle of the draft tube cone. The last measurement section was located at the end of the cone, above the draft tube elbow (Fig. 1 ). Velocity profiles were measured perpendicular to the draft tube cone wall which had an angle of 6.1°. The axial and tangential velocity profiles measured at BEP were presented. The phase averaged mean velocity measurements together with the corresponding fluctuations were analyzed by and the effects of the runner blade wakes on the flow distribution in the draft tube cone were studied. Amiri et al. (2016b) also investigated the flow condition in the Porjus U9 draft tube performing Particle Image Velocimetry (PIV) measurements in the draft tube diffuser, after the elbow. The measurements were performed at two different locations: downstream the draft tube bend and near the draft tube outlet. The velocity components were obtained for each of the two locations on a net formed by three horizontal planes and five vertical planes. At the upstream window the planes covered an area of 1270×375 mm (lateral and vertical); in the downstream window the covered area was 1270×485 mm (Fig. 1 ). On the horizontal planes the axial and lateral velocities were presented and the vertical measurement planes showed the axial and vertical velocities. The authors found that the velocity distributions inside the diffuser were influenced by the turbine operating point and the swirl at the runner outlet. Both simulations were carried out using hexahedral mesh generated in ICEM 16.2 (Fig. 2) . The mesh properties evaluated by CFX such as the minimum angle, the expansion factor and the aspect ratio are presented in Table 1 .
The y + value was kept below 165 in the guide vane domain and 235 on the runner blade. In the draft tube domain y + was smaller than 5. Either standard or automatic wall functions (depending on the turbulence models) were used in all simulations.
The computational flow domain for the steady-state simulations included one guide vane passage, one runner blade passage and the full draft tube as shown in Fig. 3 . The runner blade was scanned using a 3D optical scanning device (ATOS III system from GOM) and the geometry included the hub and tip clearances of the blade. The total number of cells for the Frozen Rotor and Stage simulations is 4.28×10 6 . Mulu et al. (2015) presented a mesh sensitivity analysis on the Porjus U9 draft tube mesh generated in ICEM. The runner mesh created in ICEM is coarser than the mesh employed by due to the strict mesh quality criteria that are challenging to satisfy when using a scanned geometry. In order to perform a mesh sensitivity analysis on the runner and guide vane domains, a very fine mesh should be defined leading to a considerable increase in the mesh size along with the computational demands and the total simulation time. The draft tube diffuser was extended with a 2 m straight channel. The outlet boundary condition was specified at the end of the channel. Considering the results from Mulu et al. ( , 2015 , the surface that separates the runner domain from the draft tube domain was lowered in order not to intersect the runner cone. The authors had mentioned in their study that the flow entering the draft tube was not accurately predicted because the Stage model calculates circumferential averages over strips of the interface. Since the Stage interface was just below the trailing edges of the blades, the hub and tip vortices were damped and flow separation occurred near the hub cone.
For the unsteady simulation, the guide vane domain was composed of 20 identical blades One guide vane was modelled and the mesh was rotated and copied. A similar transformation was performed for the 6 runner blades, (Fig. 4) . The total number of cells for the entire model is 10.39×10 6 . The time step was set to 4×10 -4 s corresponding to 1.67° of the runner revolution. The simulation converged and a periodic pattern was noticed in the plots of the monitor points. The unsteady simulations were run for three full rotations after reaching convergence for each turbulence model. At the inlet, the mass flow rate of 690 kg/s with a flow angle of 30° was imposed. A turbulence intensity of 5% was used, considering the investigations of on the influence of the turbulence intensity. All walls were assumed smooth and a no-slip condition was specified. The outlet boundary condition was set as zero average static pressure.
Three different two-equation RANS turbulence models were used in the present work: k-epsilon, RNG k-epsilon and SST. The k-epsilon model is considered the standard industrial model. Using the scalable wall function, the model is robust and provides a good compromise between stability and accuracy. RNG k-epsilon is an improved alternative of the standard model that was developed to account for the effects of smaller scales of motion. This turbulence model includes an additional term in the ε equation for the interaction between turbulence dissipation and mean shear. RNG is expected to show improved prediction for high streamline curvature cases, such as hydraulic turbines. SST is a turbulence model based on the komega model that employs the automatic wall function. This model is using the k-epsilon turbulence model in the free shear flows and the komega turbulence model near the wall. SST is designed to produce accurate predictions of flow separation under adverse pressure gradients. Two more simulations were run for the curvature corrected SST model, using the standard value of 1 for the production correction coefficient Cscale, and a second value of 1.25. This correction improves the prediction of streamline curvature and system rotation by modifying the turbulence production, (Smirnov and Menter, 2009 ).
RESULTS AND DISCUSSIONS
The velocity profiles extracted from the CFD simulations, using different turbulence models are compared to the velocity profiles obtained experimentally (Amiri et al., 2016a, Mulu and Cervantes, 2009; Amiri et al., 2016b) .
Time averaged axial and tangential velocity profiles inside the runner blade channel and below the runner blades are analyzed for both the steady and unsteady simulations. Phase averaged results obtained from the unsteady simulations are also presented. For the LDA measurements in the draft tube cone (Mulu and Cervantes, 2009) , comparisons are shown at section I just below the draft tube inlet (Fig. 1) .
The velocity values are made dimensionless using the reference velocity calculated from the flow rate at BEP and the area at the corresponding section (i.e. RB I, RC II in the runner domain and section I in the upper part of the draft tube). All the radii are made dimensionless relative to the runner radius R = 0.25 m. Different methods are employed to obtain the average profiles. The LDA experimental values are averaged over several runner rotations at a fixed radial position. The profiles from the steady-state simulations are obtained by averaging over the conical plane equivalent to the LDA radial profile. The unsteady simulation results are provided by 21 monitor points defined along the LDA beams. The average is calculated over three runner rotations for each turbulence model.
In the draft tube diffuser velocity contours are compared against PIV measurement plots (Amiri et al., 2016b) . The velocity values are made dimensionless using the reference velocity obtained from the flow rate at BEP and the runner diameter D = 0.5 m.
The positive direction for the axial velocity is vertically downward, along the Z axis in the runner and draft tube cone ( Fig. 3 and Fig. 4 ). In the draft tube diffuser, the axial positive direction is horizontal, along the X axis ( Fig. 3 and Fig. 4 ).
Runner Domain
Steady-State Stage Simulations
The standard k-epsilon turbulence model, SST and RNG k-epsilon are employed. The SST-CC turbulence model is also used and two values of the production multiplier Cscale are tested: Cscale = 1 and Cscale = 1.25. The first value is standard for the multiplier and the larger value corresponds to a strong concave curvature and enhanced turbulence production, according to Smirnov and Menter (2009) . However, the two models show similar results therefore, only the results of the SST-CC using the default value are presented hereafter. At the runner blade channel, (Fig. 5) , the axial velocity is overestimated by 4% near the hub and shroud wall and 7% at the corresponding dimensionless radius of 0.7. The maximum overestimation occurs halfway between the hub and shroud at half the blade length. The SST models provide results only slightly closer to the experimental values. The tangential velocity is on the other hand underestimated by 20-24% all along the blade span. This behavior of RANS turbulence models is expected i.e. the tangential velocity provided by the guide vane-runner calculations is underestimated not only in steady-state simulations (Wilhelm et al., 2016) . However, the unsteady simulation will provide further insight. Below the blades, at section RC II, the simulated axial velocity values are more accurately predicted (Fig. 6) . Slight discrepancies are shown near the shroud wall where the axial velocity is underestimated by less than 9%. Both hub and tip vortices formed in the blade clearances are captured by the simulations. The k-epsilon and RNG kepsilon turbulence models show an overprediction of the hub jet whereas the SST and the SST-CC models, under predict the axial velocity. However, the differences are very small. The tangential velocity is also well captured showing that regardless of the upstream discrepancies, the runner provides a correct flow angle at the outlet. At the dimensionless radius R * = 0.52, corresponding to the hub wall at the above section RB I, the tangential velocity is again underestimated.
Fig. 6. Axial and tangential velocity profiles at
section RC II, runner domain. Figure 7 shows the turbulent kinetic energy values calculated from the experimental data compared to the values extracted from the steady-state simulations inside the runner and at the runner outlet. In order to calculate the velocity fluctuations vax' and vtan' from the measurements, the phase average component of the signal was extracted from the original signal (Amiri et al., 2016a ). The kinetic energy was then computed as:
At the runner blade channel section all turbulence models show good agreement with the kinetic energy values determined experimentally. However, at the runner cone section, below the runner blades, considerable discrepancies between simulations and measurements are obtained near the hub. Here the kinetic energy is underestimated by all turbulence models. This shows that the flow leaving the runner near the hub is not entirely captured by the simulations as it is also proven by the velocity profiles at the draft tube inlet presented in the following sections. 
Unsteady Rotor-Stator Simulations
As previously presented, each unsteady simulation was performed for three runner rotations after convergence was achieved, i.e., a periodical pattern of the signals from the different monitor points. . According to the Reynolds decomposition, the phase averaged profile is defined by:
An example of the phase averaged velocity over one runner revolution is presented in Fig. 8 . Because the time step does not correspond to an integer number of degrees, the velocity values are not recorded at the exact same angular locations. Therefore the velocity values are not identical for all runner rotations. At section RB I, Fig. 9 , the axial velocity is accurately estimated. The largest differences are encountered near the shroud wall where the axial velocity is underestimated by 4.5%. The tangential velocity is best predicted by the k-epsilon models. Simulated values are 3% smaller in the hub region and identical to the experimental values near the shroud. Both SST models predict tangential velocities 9% lower than the measured velocities near the hub and 3% lower in the shroud region. However, the main justification for the SST results being slightly less accurate is the mesh refinement. As mentioned in the presentation of the numerical case, the y + values are larger in the runner domain near the blade-hub connection thus influencing the precision of the turbulence models.
The velocity profiles obtained from the unsteady numerical simulations at the runner cone, section RC II are similar to the profiles provided by the Stage simulations (Fig. 10) . The shroud tip vortex is better captured in the axial velocity plot. Very small differences can be observed in the tangential velocity profile. The same underestimation of the tangential velocity at the dimensionless radius R * = 0.52 is shown in the unsteady simulation results. Both turbulence models show virtually the same velocity contours at section RB I (Fig. 11) . The axial velocity component is larger near the suction side of the blades and decreases in the angular direction towards the pressure side of the next blade. Close to the blade tip, there is a low axial velocity region. The results validate the experimental hypothesis of Amiri et al. (2016a) that this effect is probably due to the tip clearance jet formed in the upper section of the blades. When the jet reaches the next blade, a secondary flow is formed and the axial velocity decreases. The tangential velocity is underestimated but the differences are smaller than in the steady-state simulation results. At section RB I the k-epsilon and RNG k-epsilon models capture smaller tangential velocities than the SST and SST-CC models, compared to the experimental values.
Despite that, at section RC II below the runner blades, all turbulence models give comparable results. Similar to the steady-state simulation, it seems that the flow angle at the runner outlet is not influenced by the accuracy of the numerical predictions at the runner blade channels. All RANS models have difficulties in predicting flow structures such as secondary flows due to the assumption of isotropy in the eddy-viscosity model. As shown in the time average plots, the axial velocity is overestimated. The tangential velocity contour shows a lower tangential component near the blade pressure side. As the relative velocity is increasing along the blade, both turbulence models under predict the tangential velocity. The results confirm the fact that RANS turbulence models are not accurate near strong surface curvatures and in accelerated boundary layers (Alfonsi, 2009 ).
Figure 12 presents contour plots below the runner blades, section RC II. The velocity contours clearly capture the passage of the trailing edges of the runner blades for both the experiments and the simulations. The axial velocity decreases and at the same location, in the tangential velocity profile, there is an increase in the wake region. The hub vortices are captured by both turbulence models as six small areas of large axial velocity can be observed near the hub wall. Between two such areas, there is one low axial velocity spot as expected at the formation of vortices. The kepsilon turbulence model overpredicts the axial velocity values near the hub and the spots are blurred out. The SST model on the other hand shows a better fit to the experimental values (Fig.  12c) .
The numerically obtained phase averaged axial velocity results are in better agreement with the experiments.
The shroud tip vortices are better observed in the tangential velocity contours. The tangential velocity is underestimated near the hub wall. The k-epsilon model performs better but both turbulence models fail to capture the smooth variation of the tangential velocity in the radial direction. The low tangential velocity zone, which in the contours is shown as the dark blue area is larger in the simulations. 
Draft Tube Cone
Steady-State Stage Simulations
In the Stage numerical investigations of , the flow in the U9 model draft tube was separated near the hub cone.
One potential reason was found to be the position of the runner-draft tube interface which was defined right below the trailing edges of the runner blades, approximately 60 mm below the runner centerline. As a consequence, the hub vortices were averaged at the draft tube inlet leading to flow separation.
In the present study, the runner-draft tube interface was lowered down to 300 mm below the runner centerline in order to investigate this aspect. There is no intersection between the runner hub and the interface and the flow is completely attached to the hub (Fig. 13) . (Alfonsi, 2009) . However, the curvature corrected SST-CC model is not as accurate as the classical model at this section. In the tangential velocity profile, the overestimation near the center of the section is even more obvious. All turbulence models predict a tangential velocity higher by 20-23% than the measured values at the dimensionless radius R * = 0.1÷0.15.
Unsteady Rotor-Stator Simulations
The unsteady simulations do not offer a considerable improvement of accuracy. Although they are more precise in capturing the flow in the area below the blades, the hub peak is again over estimated. However, this is most likely due to the clearance modelling. When approximating the surface of the blade over the scanned rough geometry, the clearance is decreased and therefore, the axial velocity is artificially increased. Figure 15 shows the time averaged velocity profiles obtained from the unsteady simulation at the draft tube domain, section I.
The axial velocity profile is best modelled by the k-epsilon and SST turbulence models. As opposed to the Stage simulation, these two models do not provide different results as expected. Not the same can be observed for the tangential velocity profile. Here a clear improvement is provided by the SST model when compared to the k-epsilon or RNG kepsilon models. The phase averaged velocity contours at section I in the draft tube cone are presented in Fig. 16 . The experimental values are compared to numerical results obtained for two turbulence models, SST-CC and k-epsilon.
The low axial velocity regions correspond to the blade wakes, overrepresented in the simulations compared to the experiments. The only difference between the two turbulence models can be seen below the runner cone. For both the tangential and the axial velocity contours, the SST-CC model predicts a larger area of recirculation in the center of the section. 
Diffuser
The precision of the simulations decreases from the inlet of the model towards the outlet. Considerable differences in matter of accuracy were noticed between the first and the last section in the draft tube cone. In the straight diffuser, after the draft tube elbow, the numerical values differ even more from the experimental values. Figure 17a shows the contour of the axial velocity inside the diffuser: obtained from the SST-CC unsteady simulation (left) and measured by Amiri et al. (2016b) (right) . The simulated values are larger than the measured ones although the mass flow rate is the same. Despite the measurements showing the asymmetric flow, the simulation provides an almost symmetric flow after the draft tube elbow at the downstream section. Gubin et al. (1974) investigated the flow at the outlet of curved draft tubes and found that the asymmetry in the axial velocity profiles is directly influenced by the swirl leaving the runner, similarly to Amiri et al. (2016) .
In agreement with the conclusions of the aforementioned studies, the numerical simulations predict a weaker upstream swirl, confirmed also by the underestimation of the tangential velocity in the draft tube cone.
Figures 17b and 17c present the contours of the lateral and vertical velocities. These contours should give an image of the two vortices formed in the draft tube. This is clearly seen on the right side, where the measurements are presented. As estimated by Amiri et al. (2016b) , 56% of the flow rate passes through the right half of the draft tube. The simulations show that only 53.7% of the mass flow rate passes through the right half. The lateral contour plots show a rather symmetric flow and the velocity values are larger than the experimental values in the upstream section and smaller in the downstream. In the simulation results, the vertical contour plots show the same nearly constant velocity field. As opposed to the measurements, very little recirculation is captured by the simulation.
CONCLUSION
Steady-state and unsteady simulations of the turbulent flow developed inside the Porjus U9
Kaplan turbine model at the BEP were performed. Three RANS turbulence models were employed: kepsilon, RNG k-epsilon and SST. The computational domain included the guide vanes, runner and draft tube.
Numerical simulations were also carried out using the curvature corrected SST turbulence model, for two different values of the production correction coefficient Cscale. However, the two simulations showed very similar results.
Time averaged and phase averaged velocity profiles were compared to experimental data. The LDA measurements employed for the validation of the simulations were performed in the runner blade channel, below the runner blades and at the inlet of the draft tube cone. Further downstream, in the draft tube diffuser velocity contours were compared against PIV measurements. The numerical results proved to be insensitive to the turbulence model selection and reasonable agreement with the experimental data was achieved. The most accurate results were provided by the simulations using the k-epsilon and the SST-CC turbulence models but very small differences were obtained between the different tested models.
Lowering the runner draft tube interface down to 300 mm below the runner centerline was a clear improvement of the numerical model. As a consequence, the flow was completely attached to the hub.
The velocity profiles in the runner showed the best fit to the experimental results whereas the largest deviations were found at the draft tube diffuser. Despite underestimating the tangential velocity at the runner blade channel section, the simulations provided accurate predictions of the flow at the runner cone section, just below the runner blades.
The flow angle at the outlet of the runner was correct regardless of the upstream inaccuracy. Along the draft tube cone, an increasing difference between simulations and measurements was observed. Although the accuracy of the CFD simulations was good in the runner domain, towards the outlet of the turbine, precision decreased.
All turbulence models encountered difficulties when predicting the flow in the draft tube diffuser. The general discrepancies may be attributed to the over estimation of the energy losses leading to the underestimation of the tangential velocity and the weak upstream swirl captured by the numerical simulations.
