Optimization of modern businesses is becoming increasingly dependent on business intelligence and rule-based software to perform predictive analytics over massive data sets and enforce complex business rules. This has led to a resurgence of interest in datalog, because of its powerful capability for processing complex rules, especially those involving recursion, and the exploitation of novel data structures that provide performance advantages over relational database systems. ORM 2 is a conceptual approach for fact oriented modeling that provides a high level graphical and textual syntax to facilitate validation of data models and complex rules with nontechnical domain experts. Datalog LB is an extended form of typed datalog that exploits fact-oriented data structures to provide deep and highly performant support for complex rules with guaranteed decidability. This paper provides an overview of recent research and development efforts to extend the Natural ORM Architect (NORMA) software tool to map ORM models to Datalog LB .
Introduction
In order to compete effectively in the information age, many businesses are exploiting information technology as a way to promote efficiency and reduce costs. For example, business intelligence tools and rule-based software are being increasingly used to perform predictive analytics over massive data sets and enforce complex business rules. This has led to a resurgence of interest in datalog, because of its powerful capability for processing complex rules, especially those involving recursion. Moreover, novel data structures such as column-oriented data stores are being exploited to provide performance advantages over relational database systems for complex analytics and data warehousing tasks (http://en.wikipedia.org/wiki/Column-oriented_DBMS).
While datalog and related technologies are powerful, the effective use of them typically requires a considerable level of mathematical sophistication. This often results in a communication gap when the business experts, who best understand the complex business rules and queries needed for their business, attempt to validate that the technical rules and queries used in the implementation actually conform to their requirements. This problem is best addressed by first formulating the models, rules and queries at a conceptual level where they can be reliably validated with the busi-While the role calculus offers advantages such as compactness and semantic stability, its internal metamodel is technically challenging and its structures differ significantly from those of datalog or SQL. To simplify the task of transforming role calculus structures into target languages such as datalog and SQL, we first map the role calculus version of derivation rules to an intermediate structure based on the domain relational calculus, and then transform this second structure into the target code. This paper provides a high level overview of some of this work, illustrating some of the mapping patterns by concrete examples. Discussion of the relevant metamodels and detailed transformation algorithms is beyond the scope of this paper, but portions of an early version of the role calculus metamodel may be found in [7] .
The rest of this paper is structured as follows. Section 2 briefly illustrates how ORM object types, fact types, and constraints map to Datalog LB . Section 3 discusses the basics of mapping ORM derivation rules map to Datalog LB , including a rule for placing existential quantifiers. Section 4 considers some derivation rule examples involving use of scalar and aggregate functions. Section 5 summarizes the main results, outlines future research directions, and lists references.
Mapping ORM Object Types, Fact Types, and Constraints
In logic, an individual is a single thing of interest (e.g. a specific person, country, name, or number). An object in ORM corresponds to an individual in this sense. In first-order logic (FOL), predication is allowed only over individuals, not predicates, and quantification is allowed only over individual variables. First-order logic is undecidable, so there are some first-order formulas whose truth value can't be established by any algorithm. An algorithm to map ORM models into unsorted, first-order logic was provided by one of the authors in the late 1980s [10] .
In the 1990s, the ConQuer query language for ORM was formalized in terms of sorted FOL, extended by a special operator for outer joins as well as set and bag comprehension [4] . Later, ORM 2 added modal operators to distinguish between alethic and deontic rules. Currently, deontic rules are ignored in mapping to datalog. While outer joins can be captured in NORMA derivation rules, their transformation to Datalog LB awaits further work. Datalog is designed for database work, and is a decidable fragment of first-order logic with powerful capabilities for storing, constraining, and deriving facts. As a logic programming language, datalog's support for recursive rules is more elegant and efficient than that provided by relational database systems. Unlike other logic programming languages such as Prolog, datalog programs are guaranteed to terminate.
Standard datalog uses prefix notation, with individual terms (individual variables or constants) listed in parentheses after the predicate name. In basic datalog, a rule is an expression of the form
where the head predicate q has as argument an ordered list of individual terms τ 1 , …τ n (n ≥ 0), each variable of which must occur in at least one argument of the body predicates p 1 … p m (m ≥ 0), the main propositional operator "←" (read as "if") is the converse implication operator from logic, and a comma "," (read as "and") between predications is the logical conjunction operator. A predication (the application of a predicate to a list of variables or constants) is also known as an atom or positive literal. The head or the body may be empty (but not both). A rule is treated as shorthand for a formula where the head variables are universally quantified at the top level, and any other variables introduced in the body are existentially quantified, with the existential quantifiers placed at the start of the body [1, p. 279] . For example, the following datalog rule
is equivalent to the following FOL formula (using mixfix predicates)
Datalog adopts the closed world assumption (CWA), so if the same atom appears as the head of exactly n rules, the logical disjunction of the n rule bodies provides an if-and-only-if (iff) condition for the head. For example, the logical rule ∀x∀y[x is a parent of y ← (x is a father of y ∨ x is a mother of y)] may be set out in datalog as
Datalog
LB , allows such disjunctions to be captured as a single rule, using a semicolon ";" for the inclusive-or operator. In datalog LB , "←" is rendered as "<-" and no italics are used. So the above parenthood rule may be set out in Datalog LB thus:
parentOf(x, y) <-fatherOf(x, y) ; motherOf(x, y).
Datalog extended with negation allows negated atoms (negative literals) in the body. Datalog LB uses an exclamation mark "!" for the logical negation operator. An anonymous variable (denoted by an underscore "_" and read as "something") is used to existentially quantify a variable that is not referenced elsewhere in the formula (in which case the implicit existential quantifier has scope over only the atom in which the underscore occurs). For example, the derivation rule for living parents expressed as the FOL formula ∀x[x is a living parent ← (∃y(x is a parent of y) & ~ x died)] may be formulated thus:
LB is a typed datalog, so each of its predicates is constrained to apply to a sequence of zero or more types. Object types are modeled in datalog LB as unary predicates. Entity types are directly supported, but value types are currently handled as implicit subtypes of the associated data type. Type declarations are specified as constraints, or "right-arrow" formulas, using "->" (read as "implies" or "only if") for the material implication operator. Entity types that are identified using reference modes are declared along with their reference modes, using a colon ":" in the variable list of the reference predicate. For example, Country(.code) maps to:
Country(x), country:code(x:y) -> string(y).
An ORM fact type corresponds to a set of one or more typed predicates. A Datalog LB predicate represents exactly one ORM fact type, so qualified predicate names are often used to distinguish predicates that have the same predicate reading in ORM. Additional uniqueness constraints need to be declared separately. Variable names may include letters and digits. For example, the ORM schema in Figure 1 may be declared in Datalog LB as follows, using the functional predicate declaration style to capture the left-hand uniqueness constraint on the head of government predicate and a separate clause to capture the right-hand uniqueness constraint. The above code is an example of a Datalog LB program. Data files are declared separately using delta predicates. For example, the data population in Figure 1 may be declared using the following assertions, where the "+" indicates insertion (addition of a fact to a predicate's population). Facts may be retracted (using "−") or modified using other options. To illustrate the benefits of Datalog LB for capturing ORM constraints, consider the ORM schema shown in Figure 2(a) , which is fragment of a larger schema discussed elsewhere [16] . The equivalent Datalog LB code shown in Figure 2 (b). For discussion purposes, comments are inserted above the code for three constraints.
The mandatory role constraint that each book has a title is neatly expressed using an anonymous variable. The exclusion constraint that no book may be written and reviewed by the same person is also easily captured using negation. Finally, the acyclic constraint on the book translation predicate is enforced by introducing a recursively derived ancestor predicate and then declaring that to be irreflexive. This is much simpler than the equivalent SQL code, and also offers better performance. 
Mapping Derivation Rules
The above acyclic constraint enforcement introduced a derived fact type under the covers. ORM users may also introduce derived fact types of their own, and have NORMA map these to Datalog LB . For implementation, we first capture the derivation rules in a role-calculus based structure, and then transform this to an intermediate, domain relational calculus structure, from which the Datalog LB code is generated. Derivation rules may be used to derive either subtypes or fact types. The NORMA screenshot in Figure 3 (a) includes two derived subtypes and one derived fact type. The derivation path for the subtype FastCarDriver starts with Person (the path root) and navigates via the drives predicate to Car and then onto the isFast predicate, performing a conceptual join on Car. NORMA generates the following verbalization for the derivation rule: *Each FastCarDriver is some Person who drives some Car that is fast. The role calculus form of the rule is translated to a named tree structure representing the following sorted, relational calculus formula {x:Person | ∃y:Car (x drives y & y is fast)}. This is then transformed to an equivalent version of the following Datalog LB rule, using standard techniques for reducing sorted to unsorted logic, and employing implicit quantification:
FastCarDriver(x) <-Person(x), Car(y), person:car:drives(x, y), car:isFast(y).
The derivation path for the NonDriver subtype starts with Person and then negates its entry into the drives predicate. This verbalizes as: *Each NonDriver is some Person who drives no Car. This maps to a named structure for the relational calculus formula {x:Person | ~∃y:Car x drives y}. For first-time users of datalog, the following rule may seem like an acceptable way to encode this rule:
NonDriver(x) <-Person(x), !(Car(y), person:car:drives(x, y)).
--error! However, the implicit existential quantification ∃y is before the negation rather than inside it, so the body is satisfied if x is a person, and there is anything that is not a car or is not driven by x. The range of y is unrestricted, so the rule is unsafe. In basic datalog, negands in the rule body are restricted to atoms, but in the above example the negand is a conjunction. Datalog LB allows negated conjunctions if the variables in the negand are range restricted outside the negation (which is not true of the y variable in the above example). One solution is to generate the code in two steps, first deriving the opposite predicate and then negating it as shown below. It can also be done in one rule simply as NonDriver(x) <-Person(x), !person:car:drives(x,_).
Driver(x) <-Person(x), Car(y), person:car:drives(x, y). NonDriver(x) <-Person(x), !Driver(x).
Figure 3 also includes the derived fact type in Person doesn't drive all cars. This is intended to return each person where there is at least one car not driven by that person. In this case, the derivation path starts with a car variable, and then uses negation to navigate to the person(s) who don't drive that car, and finally the derived role of Person is bound to that person variable. This verbalizes as: *Person doesn't drive all cars if and only if for some Car it is not true that that Person drives that Car.
A key aspect of generating the relational calculus version of the rule is knowing where to place existential quantifiers. Unprojected root variables are existentially quantified. Hence the derivation rule currently being discussed leads to the following relational calculus formula: {x:Person | ∃y:Car ~x drives y}.
ORM is essentially a sugared, visual version of sorted logic, hence in ORM each variable that is projected is a typed variable. The act of projecting on a typed variable in the scope of a negation ensures that the type declaration for that variable is lifted outside the negation. As a more general approach that works also with unsorted relational calculus, we introduce the following Existential Placement Rule (EP).
For each variable ν that occurs only in the rule body, place ∃ν immediately before the minimal wff that contains all the ν occurrences. Hence, if ν occurs only inside a negation then place ∃ν immediately after the negation symbol. In contrast to our NORMA and VisualBlox implementation, the ActiveQuery tool [4] , although dealing well with many tasks, fails to provide correct semantics for this rule when formulated as a query.
doesntDriveAllCars(x) <-Person(x), Car(y), !drives(x, y). Figure 4 shows an ORM schema with two derived fact types. The FORML derivation rules involve a multiply operator and a sum function (both are treated as functions in NORMA). An earlier paper discussed how to capture these two rules in the role calculus [7] . We now discuss their transformation to Datalog LB . The asserted fact types map in the usual way. The invoice total rule uses the subtotal rule, generating a named version of the following relational calculus expression: {i:Invoice, t:Float32 | t = sum{st:AUDValue | ∃li:LineItem (li is on i & li has subtotal value st)}}. Datalog LB includes a function called "total" to sum over sets or bags of numeric values. This function may now be applied to the derived subtotal predicate to derive the invoice total predicate. A special "agg" syntax is used for this as well as other aggregate functions (e.g. counts, minima and maxima). The type declaration and derivation rule for the invoice total is rendered by the following Datalog LB code: Derivation rules and queries are safe only if they are guaranteed to execute in a finite time. Most versions of datalog implement safety using syntactic checks proposed by Ullman (e.g. all head variables must occur in the rule body, and any variables in an arithmetic or relational subgoal must also appear in a positive relational subgoal) [9] . While efficient to implement, these safety rules are in fact too strong (e.g. see [21] ), and we are researching ways to accept rules in a more convenient format that can be transformed into Ullman-safe rules. Apart from more sophisticated support for safety, we plan to extend our ORM-to-Datalog LB conversion to 100% coverage, add support for dynamic rules [2] , and extend both ORM and our mapping procedures to exploit new features being added to Datalog LB (e.g. existential variables in rule heads).
Functions
invoice:totalValue[x]=t -> Invoice(x),
