How realistic is the connectivity in a testbed? We answer this question by gathering connectivity measurements from 11 datasets, on both testbeds and real-world deployments. We propose a 5-point checklist to assess the realism of a testbed deployment and introduce a visual tool to evaluate the connectivity characteristics of a deployment.
3. Eleven connectivity datasets available to the research community, from both testbeds and real-world deployments, containing 2 873 156 packet delivery ratio (PDR) measurements over a cumulative 170 037 mote-hours of operation. 4 . A checklist to assess the realism of a (testbed) deployment. 5. The visual "waterfall plot" tool to evaluate connectivity characteristics.
RELATED WORK
New protocol propositions are typically evaluated through analysis, simulation, and experimentation. Experimentation is done mostly on testbeds: permanent instrumented deployments focused entirely on protocol benchmarking. There is no shortage of open-access testbeds, including Indriya, 1 IoT-Lab, 2 and Tutornet. 3 Typical testbeds consist of between 50 and 400 nodes deployed in an indoor environment. Tonneau et al. put together an up-to-date survey of over a dozen open-access testbeds. 4 Papadopoulos et al. study the connectivity in the IoT-Lab Strasbourg testbed and show how the shape/structure of the building, WiFi interference, and time of day impact experimental results. 5 Watteyne et al. perform a similar analysis on IoT-Lab Grenoble, a 350-node testbed deployed in a 65 m Â 30 m office building. 6 The authors quantify multipath fading and show that WiFi beaconing significantly impacts network performance.
With such a variety of testbeds, being able to conduct reproducible experiment becomes important. Papadopoulos et al. show that only 16.5% of the studied experimental-based work proposes reproducible results. 5 Somewhat more fundamentally, it is of paramount importance to ensure that a solution evaluated on the testbeds "looks like" real-world deployments. If that is not the case, a solution might work perfectly on a testbed but fail when deployed beyond testbeds.
More recently, Dong et al. proposed a methodology for collecting data traffic and analyzing the impact of the PDR in different protocols. 7 Data are collected from a real-world deployment in the wild, with 343 nodes deployed for 10 days. Even though the experiment was performed in a large-scale deployment, the network runs on a single channel, and from the results, it is clear that the links were very stable and not influenced by external interference. Doherty et al. deployed a 44-node low-power wireless network in a 76 m Â 69 m industrial printing facility for 26 days. 8 Authors show that the PDR varies over frequency (i.e., because of multipath fading) and time (i.e., because of dynamics in the environment).
CRAWDAD (crawdad.org) is a community archive that gathers wireless traces, including on connectivity, since 2002. 9 To this date, the platform has 121 datasets on different applications and technologies. As an online addition to this paper, the 11 datasets gathered (see Section "Published Datasets") are available on the CRAWDAD platform.
With such datasets available, some authors run simulations on them, i.e., replacing the propagation model at the PHY layer of simulators. Watteyne et al. analyze multichannel networks based on frequency hopping. 10 The authors deploy 46 TelosB nodes in a 50 m Â 50 m office environment. The results are based on simulations that take into account the connectivity obtained from a deployment in a working office.
It is important to mention that several recent works on new protocols for wireless sensor networks have tested their solutions on multiple testbeds. 12, 13 However, all these works do not compare the results obtained in the testbeds with real-world deployment. None of them goes "beyond the testbeds."
We make two main observations from surveying related work. Only very few connectivity traces are gathered on testbeds, and their connectivity is not well studied. Most often, protocols are being evaluated, without really knowing whether the connectivity in the testbed resembles that in the realworld scenarios. Very little is done in related work to show the completeness of the evaluation, i.e., demonstrate that the testbed(s) used for evaluation contains the same connectivity characteristics as real-world deployments. The impact of this is particularly important, as, without it, one cannot really trust that a solution that works on a testbed will also work in a real-world deployment.
DENSE CONNECTIVITY DATASETS Methodology and Terminology
We are interested in dense connectivity between the nodes in an IEEE802.15.4-based low-power wireless network, and quantify the "quality" of its links by (link-layer) a PDR. We operate at 2.4 GHz. The PDR of a link between nodes A and B can be measured as the ratio between the number of acknowledgments frames received by node A, and the number of data frames sent from node A to B. A link with PDR ¼ 50% means that, on average, node A has to transmit the same frame twice to node B to receive an acknowledgment and consider the communication successful. We consider the PDR of a link to be a good indicator of the "quality" of a link and prefer it over other indicators such as the received signal strength indicator (RSSI), which are related but hardware-dependent.
We call PDR measurement the measurement of the PDR (between 0% and 100%) between two nodes, at a particular time. A dataset consists of all the PDR measurements collected during one experiment.
We want the dataset to be dense along three axes: (1) time, as we want to analyze the PDR of a link evolving over time, (2) frequency, as we want to see the impact of the communication frequency, (3) space, i.e., collected over as many environments as possible to draw conclusions that apply to various use cases.
Datasets are collected on both testbeds and real-world deployments. While the data contained in the datasets are equivalent (and can be compared), the hardware and tools in both cases are different. We, hence, use two tools (Mercator and SolSystem).
Mercator: Testbed Datasets
The three testbeds we use offer the ability to load arbitrary firmware directly on IEEE802.15.4-compliant nodes. These nodes are deployed in a particular location (detailed in Section "Deployments"), and while our firmware executes, we have access to the serial port of each device. This means we are able to (1) receive notifications from the nodes, and (2) send commands to the nodes, without interfering with the radio environment.
We developed Mercator, a combination of firmware and software specifically designed to collect connectivity datasets in testbeds. The same firmware runs on each node in the testbed; the software runs on a computer connected to the testbed and drives the experiment. The firmware allows the software to control the radio of the node, by sending commands to its serial port. The software can send a command to a node to either transmit a frame (specifying the frequency to transmit on), or switch the remote node to receive mode (on a particular frequency). In the receive mode, the node issues a notification to the software each time it receives a frame.
All frames are 100 B long and contain the necessary fields (unique numbers, addressing fields, etc.) to filter out possible IEEE802.15.4 frames sent by nodes outside the experiment.
At the beginning of an experiment, the first node transmits a burst of 100 frames, on a particular frequency, while all other nodes are listening to that frequency. By computing the portion of frames received, each listening node measures the PDR to the transmitting node, at that time, on that frequency. The software repeats this over all 16 available frequencies, and all nodes, in a round-robin fashion. The dataset resulting from the experiment contains the PDR measured over all sourcedestination pairs, all frequencies, and throughout the duration of the experiment.
Contrarily to traces based on SmartMesh IP networks, the PDR does not take into account the ACK frames. We consider that the probability of an ACK loss is negligible if the radio characteristics are identical. Both communications (DATA and ACK) happen in the same slot, meaning that the same radio frequency is used and the time delta is very small (<10 ms).
Mercator has been used on three testbeds (see Section "Deployments"), resulting in five datasets (see Section "Published Datasets").
SolSystem: Real-World Deployment Datasets
In real-world deployments, nodes are standalone, and each node's serial port is not connected to testbed infrastructure, so we cannot use Mercator. We instead use network statistics as the primary source of data to create the datasets.
We deploy SmartMesh IP based networks for real-world applications. SmartMesh is the marketleading commercial low-power wireless networking solution. A SmartMesh IP network offers over 99.999% end-to-end reliability, over a decade of battery lifetime, and certified security. 11 In addition, once it has joined a network, each SmartMesh IP node automatically generates "health reports" (HRs) every 15 min. The HRs contain networking/node statistics and allow a network administrator to have a clear view over the health of a network, in real-time.
We use the SolSystem back-end (solsystem.io) to collect all HRs from four real-world deployments (see Section "Deployments"). These are equivalent to the information gathered using Mercator. From a hardware/system point of view, the three IoT-Lab deployments are equivalent. We run Mercator on the same hardware (the "IoT-Lab_M3" node-www.iot-lab.info/hardware/m3/) and use the exact same procedure for all experiments on these three sites.
Deployments
In the real-world case, we collect the connectivity traces from already-deployed SolSystem networks. Each of these networks has been installed for an end-user application; they were not deployed as part of this paper.
The 22-node EvaLab SolSystem deployment is done across a single 40 m Â 10 m office building floor. About 200 people work in that building, many of them using WiFi extensively.
The 19-node SmartMarina SolSystem deployment is done as part of a "smart parking for boats" project at the Cap d'Agde marina, in Southern France (www.smartmarina.org). The network is deployed along a 50-boat pier. WiFi is deployed across the marina and used extensively by boat owners.
The 19-node Peach SolSystem deployment is done as part of a project to predict frost events in fruit orchards (www.savethepeaches.com). Nodes are attached to air and soil temperature/humidity sensors and deployed on the top of 5 m high poles. These poles are installed in 100 m Â 50 m peach orchard in Mendoza, Argentina. There is no WiFi connectivity in the orchard.
The 21-node Inria-C SolSystem deployment is done across a single 27 m Â 10 m section of an office building floor. About 200 people work in that building, many of them using WiFi extensively. Nodes are not attached to external sensors, each node reports temperature data every 1 s. Unlike all other SolSystem deployments, the Inria-C network is forced to form a star topology (only leaf nodes). This is a requirement for the network to produce the per-frequency statistics we need for Sections "Witnessing Instantaneous Multipath Fading" and "Witnessing Dynamics in the Environment."
Published Datasets
The table in Figure 1 lists the 11 datasets produced by the deployments listed in Section "Deployments." They contain a total of 2 873 156 PDR measurements, gathered over a cumulative 170 037 mote-hours of operation. These datasets are made publicly available as part of this paper and are one of its main contributions. To the best of our knowledge, they are, to date, the most comprehensive set of multifrequency connectivity datasets gathered over a wide variety of environments.
OBSERVATIONS FROM THE DATASETS
The datasets presented in Section "Dense Connectivity Datasets" contain a wealth of information. The goal of this section is to contrast/compare the connectivity in testbeds and real-world deployments. We highlight the lessons (we) learned when "moving beyond testbeds" and believe these are interesting to the readership.
Clearly, the points we discuss do not necessarily apply to every testbed, nor do we claim to even know what "realistic" connectivity means (see Section "DISCUSSION"). That being said, we believe the datasets to be comprehensive enough to extract clear connectivity characteristics in real-world cases Figure 1 . Summary of the deployments and published datasets.
BEYOND TESTBEDS: REAL-WORLD IOT DEPLOYMENTS
October-December 2018 that are not per-se present in testbeds. Our main message is that protocol evaluation should be done also in the presence of these different phenomena.
Specifically, this section answers the following questions: What are the phenomena related to connectivity that are typically seen in real-world deployments? How can these be measured? Are those phenomena present in most testbeds?
Node Degree
Average node degree, or the average number of neighbors of the nodes in the network, is typically used to quantify topologies. We calculated the average node degree of the six deployments. We used a 0 dBm output power in the testbeds and þ8 dBm in real-world deployments. We declare two nodes as being neighbors when the link that interconnects them has a PDR of at least 50%. We borrow this rule from SmartMesh IP (www.linear.com/dust_networks/). The testbed deployments have an average node degree of 49.00, 38.67, and 48.00 (Lille, Grenoble, and EvaLab) and the real-world deployments have an average node degree of 11.20, 5.94, and 9.04 (EvaLab, SmartMarina, and Peach).
While there is certainly no rule for what a "realistic" node degree is, typical real-world deployment operators try to cut cost by deploying the least amount of nodes possible. Analog Devices, for example, recommends that each node has at least three neighbors; if given the choice, network operators will not exceed that number. In that case, a node degree around 3 is a lower bound.
Results show that the testbeds used exhibit a very high node degree, at least five times that of the realworld deployments. Testbed operators typically recommend lowering the output power of the nodes to lower the average node degree. Section "A Word About Output Power Tuning" argues that this is not a good idea, but that the real solution is to spread the testbed nodes.
The lesson learned is that testbeds may be too densely deployed (e.g., all nodes in the same room) and that reducing the output power is not a valid workaround.
Witnessing External Interference
External interference happens when a different technology-or a different deployment of the same technology-operates within the same radio range. In the types of networks considered in this paper, the most common case of external interference is IEEE802.11 WiFi interfering with IEEE802.15.4 at 2.4 GHz. WiFi interference causes a portion of the packets sent by the low-power wireless nodes to fail, requiring retransmissions.
External interference can be shown by plotting the PDR, averaged over all measurements, grouped by frequency. This is done, for all deployments (The appropriate HRs data were not gathered on the SolSystem Peach deployment; we are hence unable to plot the figure for that deployment), in Figure 2 1-a) ]. It appears in Figure 2(2.1-b ) that IEEE802.11 channel 1 (2.412 GHz) is mostly used in IoT-Lab Grenoble. In the SmartMarina deployment [see Figure 2 (2.1-e)], the very high interference on IEEE802.15.4 channels 23-24 is due to a continuously streaming WiFi security camera next to the deployment site, operating on IEEE802.11 channel 11 (2.462 GHz).
The lesson learned is that external interference from WiFi is typically present in real-world deployments, and is most often present in testbeds, as those are typically deployed in office buildings.
Witnessing Instantaneous Multipath Fading
Multipath fading is both less intuitive and far more destructive than external interference. It is entirely caused by the environment around nodes that communicate. When node A sends a frame to node B, what B receives is the signal that has traveled over the line-of-sight path between A and B, but also the "echoes" that have bounced of nearby objects. Depending on the relative position of nodes A and B and the objects around, these different components can destructively interfere. The result is that, even though A and B are close, and that A transmits with a high output power, B does not receive any of its frames. This "self-interference" pattern depends on the frequency used. What typically happens is that node A can send frames to node B on most of the available frequencies, except on a handful of frequencies on which communication is impossible. What we are looking for in the datasets is hence how many frequencies are usable (PDR > 50%) for each link. Figure 2(2.2) plots, for each PDR measurement, how many frequencies have a PDR higher than 50%.
In the IoT-Lab Lille case [see Figure 2(2.2-a) ], almost all PDR measurements show that all frequencies are usable: there is very little multipath fading in that environment. This is expected, as the deployment is done in one large uncluttered room [see Figure 1(a) ]. In contrast, multipath fading is present in the IoTLab Grenoble site [see Figure 2(2.2-b) ]. This is expected, as the deployment is done in a tight space between the dropped ceiling and the roof, a space cluttered with metallic structure and wiring [see Figure 1(b) ]. Multipath fading is also present in the Inria-C deployment [see Figure 2(2.2-d) ]. This deployment spans multiple rooms, with the 20 m long links crossing several walls and rooms filled with white boards, chairs, tables, ventilation piping, etc., all opportunities for multipath fading to occur.
Multipath fading takes place in varying degrees in virtually all deployments. It is in particular present in an environment cluttered with highly reflective (e.g., metallic) objects, or simply when links are long (over 10 m). It causes the PDR of a link to vary significantly with frequency. The lesson learned is that it is essential to deploy a testbed across a large area, e.g., across an entire floor rather than in a single room.
Witnessing Dynamics in the Environment
In virtually any real-world deployment, the environment changes over time: people move across buildings, WiFi traffic continuously changes, etc. This means that the level of both external interference and multipath fading changes over time. From a connectivity point of view, this means that the PDR of each link varies over time, and across all frequencies. In virtually all real-world deployments, the environment in which nodes are deployed changes, resulting in dynamics in the connectivity between nodes, on each frequency. Testbeds often do not capture these effects, as nodes may be deployed in basements. The lesson learned is that the evaluation of a networking solution on a testbed without dynamics has very limited validity.
DISCUSSION What is Realistic?
We do not claim to know what "realistic" connectivity looks like. Every deployment is different, and a dense deployment in a small basement room is as realistic as a deployment on an entire factory floor. It all depends on the application. This paper does not argue in favor of or against particular testbeds.
Rather, this paper lists the three phenomena that are most common in real-world deployment, and which have a deep impact on connectivity: external interference, multipath fading, and dynamics in the environment. Any deployment will exhibit a combination of these three phenomena. When evaluating a networking solution, it is hence essential to do so in environment(s) that exhibit all three. Without this, you run the risk of having your solution fail during a real-world deployment.
Before evaluating a solution in a testbed, we recommend you go through the following 5-point checklist:
1. Gather connectivity traces that are dense in time, frequency and space, by using Mercator, SolSystem, or an equivalent tool. 2. Compute the average node degree (as in Section "Node Degree") and ensure that you are testing your solution also on very sparse deployments (down to a degree of 3). 3. Plot the average PDR for each frequency (as in Section "Witnessing External Interference") and ensure that you see variation across different frequencies, indicating the presence of external interference. 4. Plot a histogram of the number of frequencies with PDR > 50% (as in Section "Witnessing Instantaneous Multipath Fading") and ensure that a significant portion of the links in your deployment have one or more "bad" frequencies, indicating the presence of multipath fading. 5. Plot, for each link, the evolution of its PDR over time, for each frequency (as in Section "Witnessing Dynamics in the Environment") and ensure that a significant portion of the links see the PDR switch from 0% to 100% on multiple frequencies, indicating the presence of dynamics in the environment.
We apply this checklist every time we deploy a wireless sensor network. While this checklist shows great results in our deployments, each point is purely the result of what we observed and has not been quantified.
Instead, we recommend installing MAC address filters on the nodes so they artificially drop packets from neighbors not in the list. This is a way to force a topology while maintaining the same level of multipath fading and dynamics.
Waterfall Plot
Each PDR measurement in the datasets also contains the average RSSI over the 100 frames received in that burst. Plotting a scatterplot of PDR (the PDR combined over all frequencies) as a function of RSSI reveals a large number of insights about the connectivity in the network. Because of its shape, we call this a "waterfall plot." In the absence of external interference and multipath fading, the plot is at PDR % 0% 10-15 dB below the radio chip's sensitivity, at PDR % 100% above sensitivity, and with an almost linear ramp between the two. 
