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Introduction
Pixels detectors are widely used ionizing radiation detection devices in high-energy physics
experiments. Segmented detectors have been employed for many years due to the need
to simultaneously track the thousands of particles emerging from modern colliders. These
devices are based on a matrix of sensing elements made of semiconducting materials, which
are designed to detect incoming particles by the ionization charges produced inside each
pixel.
For more precise and accurate measurements one would like to have faster, less noisy and
smaller pixels, but current technology imposes several limits on these characteristics. Several
lines of research are currently devoted to solving these issues, and the present work aims
to study a recently proposed alternative for improving pixel performance. More precisely,
the objective was to explore the possible applications of 2D materials to ionizing radiation
detection technology, and specifically to pixel detectors for high-energy physics.
Novel materials like graphene or MoS2 have been extensively studied in the past years, due to
their unique mechanical and electrical properties, and could possibly offer new perspectives
for detectors research. In fact, using 2D material-based transistors as a system to read the
ionization charge produced by incoming radiation, one could in principle provide built-in
amplification to pixel detectors, therefore enhancing their performance. The thesis work was
mostly done at INFN-PI (Pisa) and INFN-LNF (Frascati).
In the first two chapters a review of the relevant physics and recent results is given, in order to
highlight the current technological limits of pixel devices, and the properties of the materials
that will be used. The general structure of a pixel detector is also explained, with a review of
the current efforts on next-generation pixels.
The following chapter is a feasibility study of some prototype pixel sensors based on two
different 2D materials: graphene and MoS2. Here, by means of numerical simulations and
analytical models, the possible performance of the devices is assessed. Several different
architectures are tested, and a final device of choice is presented, with a sketch of a realistic
readout system. An estimate of the noise figure is also provided. Since the software tools
employed were not designed to simulate 2D systems, new graphene- and MoS2-equivalent
materials were designed and implemented in the simulation suite code. These parameters
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were used to run static and time-dependent simulations of the response of the devices to the
impact of ionizing particles. To correctly replicate the ionizing behaviour of these particles an
ad-hoc model was developed, based on the use of a optical excitation of appropriate frequency.
Finally, the laboratory work done in parallel to the simulations is described. In particular,
graphene growth and characterization, as well as graphene-based device fabrication were
performed at INFN-LNF and CNR-IFN laboratories (Rome). The experimental work was
principally aimed to highlight critical aspects of 2D materials growth and processing, to pave
the way for a future realization of the simulated devices. For this purpose, graphene was growth
using chemical vapour deposition (CVD) and then studied with Raman spectroscopy. The
graphene film was then as used to fabricate simple electronic devices on a Si/SiO2 substrate,
in order to perform transport measurements to evaluate resistivity, gate capacitances and
field-effect modulations.
2
1 Pixel Particle Detectors
Collisions at high-energy accelerators produce many particles, whose direction, energy, and
identity researchers want to measure with great precision. One of the most demanding
requirements is the simultaneous detection of hundreds of particle tracks with resolution
of micrometres in space and nanoseconds in time, all in the harsh radiation environment
close to the point of their production. The development of highly segmented detectors with
many million pixels, each operating as an independent intelligent sensing element, is the
most recent step in this quest for more precise and fast particle detectors. These sensing
devices, known as pixel detectors, are nowadays possible due to years of advancements in
microelectronics.
Figure 1.1: The ATLAS pixel detector
Pixel detectors are currently used for large-scale applications in particle physics (fig.1.1), such
as vertex detectors in collider experiments, as well as in other fields which require this kind
of detection, such as biomedical imaging. Today, pixel detectors with cell sizes in the order
of 100x100µm2 can cover areas as large as a few square meters with 108 pixels. However,
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several technological limitations exist, which limit the precision of experiments. This has
stimulated intense research on improving detector technology, in order to keep pace with the
ever-increasing demands of particle physicists. In particular, one would like to reduce pixel
size to 50x50µm or less, reduce the shaping time of the readout circuit below the hundred of
nanoseconds of today technology, increase the signal to noise ratio to improve noise immunity.
1.1 Pixel Detectors
The word "pixel" is a common abbreviation for "picture element": the smallest discernible
element in a display, or in the sensor of a digital camera. Modern cameras are typical examples
of a pixel detector. In the case of particle detectors one is trying to detect much more energetic
photons, or high-energy charged particles, instead of visible light, but the type of device
responsible for creating the image is the same: an array of many tiny sensing elements (pixels),
which are sensible to the incoming radiation. Pixel detectors can be classified in two main
categories: hybrid pixel detectors, in which the particle-sensitive volume and the readout
electronics are separately fabricated, and (semi)monolithic detectors, in which they are parts
of one single die. In fig. 1.2 we can see the typical structure of an hybrid pixel cell: the particle
crosses the sensor, generating a cloud of charges in the absorbing material. This electric signal
is then amplified and processed by the on board electronics. All large detectors built so far, in
particular those of the LHC experiments, are of the hybrid pixel type.
Figure 1.2: Schematic of typical pixel cells: a hybrid device (a) and a monolithic CMOS (b)
The need for pixel detectors in high energy physics arose mainly because of two reasons: i) to
study short-lived particles and ii) to cope with increasing interaction rates and track densities
produced by high-energy accelerators. Tracks from fast-decaying particles must be measured
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as close as possible to the interaction point in order to have a sufficiently high measurement
accuracy and the desired micrometric resolution. Accuracy is not the only relevant parameter,
however, as many other particles may cross the detector close to the decay point, leading
to a confused picture. This makes it really difficult to study the decay, even with necessary
accuracy, unless enough separate sensing elements are available. Pixel detectors have not
only enough space and time resolution, but also, and this is peculiar to them, high enough
granularity to deal with this kind of problems.
Another critical requirement is that the on-board electronics must be capable of selecting
relevant events, which may be as few as one in millions. According to the type of experiment
being conducted, the requirements in terms of electronics can change greatly. In particle
colliders one has many signals coming from a single event, and a very high event rate. This
not only dictates the need to suppress signals that do not correspond to an event, but also the
necessity to isolate interesting events among the many that are detected. In fact, reading the
whole systems at the required speed would be prohibitive, and thus one has to temporarily
store the events, which are then filtered in subsequent steps. This selection allows to only send
a smaller subset of potentially significant events to further analysis. This sorting is generally
achieved by a hierarchy of hardware components and software elaborations aimed at selecting
relevant events based on a quick analysis of their characteristics (this process is commonly
referred as "trigger").
On the contrary, in the case of imaging systems (like those in medical equipment) one wants
to have the global picture arising from the average of the signals during a certain exposure
time. In this case the main requirements is that the electronics must be capable of storing and
summing subsequent events happening in each sensing unit, which are in the end combined
to obtain a single image.
1.2 Principles of Operation
The basis for the detection of particles or radiation is their interaction with the sensor. A part
of the energy lost in the sensing material is used for the generation of electron–hole pairs, that
can be collected and detected as an electrical signal. To understand the sensing mechanism,
it is thus necessary to see how an incoming particle or radiation interacts with the sensor
material. For this reason, it can be useful to summarize here the interaction mechanisms of
charged particles and photons, as well as the general behaviour of semiconducting materials
(as discussed in ref.[1], ref.[2] and ref.[3]).
1.2.1 Interactions in the Sensor
Charged particles lose energy along their trajectory because of many scattering events with
the electrons and nuclei of the sensor material. The dominant process for heavier particles is
the interaction with electrons. This is described by the Bethe-Bloch Formula [1], which states
5
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that the mean energy loss in eVg−1cm−2 is given by
−dE
d x
=K z2 Z
Aβ2
[
log
(
2me c2β2γ2Tmax
I 2
)
−β2+·· ·
]
(1.1)
Where K ≈ 0.1535 MeVcm2g−1 and Tmax is the maximum energy which can be transferred to
an electron by a particle of mass M
Tmax = 2me c
2β2γ2
1+2γme /M + (me /M)2
(1.2)
and I is the mean excitation energy (137eV in Silicon). This formula is valid for particles with
β> 0.1, as it does not account for the effects arising when the particle velocity is close to the
orbital electrons of the material (for example, the possibility to pick up electrons).
As can be seen from (1.1), the energy loss depends on the incoming particle charge and mass
(via Tmax ), but is weakly dependent on the absorbing medium, as the ration Z /A ≈ 0.5 for
most materials, and the other material-dependent quantities are in the logarithmic term. The
dominant trend is a ∼ 1/β2 dependence, until a minimum is reached at βγ≈ 3. Particles with
energy loss around this minimum are called Minimum Ionizing Particles (MIP), and because
of the flatness of the curve this value is often used for βγ> 3. It is also interesting that almost
all particles of the same charge have the same dE/d x minimum. This allows us to use the
effect of a MIP to effectively model the behaviour of a wide range of high energetic particles in
the study of a detector response.
The energy lost by the particle causes ionization in the absorber, leading to the production of
electron-hole pairs (fig. 1.3). Because of the dependence on the particle velocity, the energy
Figure 1.3: Number of e-h couples produced in a 300µm-thick Silicon layer
loss is not uniform along the path, as the particle loses energy in the material. Low-energy
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particles are significantly slowed down, resulting in a much larger energy deposition towards
the end of their path inside the detector, called Bragg Peak. On the contrary, this effect is
negligible for high energy particles, which maintain relativistic velocities and penetrate at
almost constant velocity. For example α particles have a range of a few micrometres in silicon,
due to their high charge and low speed, and the pair production peaks near the end of the
trajectory. On the other hand, a relativistic β particle undergoes an almost constant energy
loss along its path.
On average, the number of e-h pairs is calculated by dividing the energy lost E by the average
ionization energy Eion: N = E/Eion. The value of Eion depends on the absorbing medium:
different materials have greatly different values of w . For example, Si Eion = 3.6eV, while for
diamond one has Eion = 13eV
For high-energetic photons, the interaction mechanisms are different, mainly three: photoelec-
tric effect, Compton effect, and pair production. The main difference to the interaction with
charged particles is that the photon is either absorbed completely or scattered. A monochro-
matic beam of photons passing through a slab of silicon is therefore not slowed down (as the
energy of its photons cannot be gradually lost), but attenuated in intensity due to the different
photon absorption processes.
Figure 1.4: Probability of photon absorption for 300µm silicon as function of its energy for
different processes
As can be seen in fig.1.4 the photoelectric effect is the dominant process at photon energies
below about 100KeV, scaling with Z as σp ∼ Z 4.5. At higher energies the photoelectric cross
section (c.s.) drops down several orders of magnitude and the scattering c.s. σc becomes
more important, growing linearly with Z . At energies exceeding twice the electron mass, pair
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production contributes to the total c.s., becoming dominant at energies exceeding 10MeV
(σeh ∼ Z 2).
I = I0e−x/µ (1.3)
where 1/µ=N (σp +Zσc +σeh) (N number density) [1].
The number of pairs generated by X-rays or massive particles in a material undergoes fluctua-
tions 〈∆N 2〉 = f ·N , where f ≈ 0.1 is the Fano Factor (expression valid for most semiconduc-
tors). For a MIP of unit charge in a 300µm silicon layer, the most probable value is N ≈ 24000
electrons/holes, or ∼ 3.8fC. Obviously larger is the charge associated with the signal delivered
by the detector,the less subject it is to degradation due to noise.
1.2.2 Charges in Semiconductors
A semiconductor like silicon at zero temperature has fully occupied valence bands and empty
conduction bands. The lowest conduction energy EC level is separated from the highest
valence level EV by an energy gap EG of the order of the eV (1.1eV in Si). At finite temperature,
a fraction of electrons are then excited to the conduction bands, and the occupation probability
of a level of energy E is given by the Fermi-Dirac distribution function f (E) with Fermi Level
EF . The density of electrons and holes in thermal equilibrium is given by:
n0(T )= 1
V
∫ ∞
EC
DC (E)
dE
e
E−EF
kB T +1
p0(T )= 1
V
∫ EV
−∞
DV (E)
(
1− dE
e
E−EF
kB T +1
) (1.4)
where DC and DV are the conduction and valence band density of states (DoS). For an intrinsic
(i.e. non doped) semiconductor, the Fermi Level EF is given by the requirement that there is
an equilibrium between electron and hole densities: n0(T )= p0(T ). When EF −EV À kB T ,
EC − EF À kB T and EV < EF < EC the semiconductor is called non-degenerate, and the
electron/hole concentrations can be approximated as:
n0(T )=NC (T )e−
EC−EF
kB T
p0(T )=NV (T )e−
EF −EV
kB T
(1.5)
where NC and NV are the effective densities of states:
NC (T )= 1
V
∫ ∞
EC
DC (E)e
− E−ECkB T dE
NV (T )= 1
V
∫ EV
−∞
DC (E)e
− EV −EkB T dE
(1.6)
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From the equation NC (T )=NV (T ) one obtains:
EF (T )= EV +EC
2
+ kB T
2
log
(
NV (T )
NC (T )
)
(1.7)
For a parabolic two-band semiconductor (i.e. one with a dispersion E ∼ k2) the effective-DoS
are:
NC (T )=
(
2pim∗V kB T
h
)3/2
= 2.5 ·1019
(
m∗C T
mT0
)
NV (T )=
(
2pim∗C kB T
h
)3/2
= 2.5 ·1019
(
m∗V T
mT0
) (1.8)
Drift and Diffusion
In non-equilibrium, non-stationary states due to applied fields, concentration gradients or
else, the carrier concentrations will vary in space and time. The current density in presence of
both varying concentrations and an electric fields ~E is a drift-diffusion process:
~J = q(nµn +pµp )~E +q(Dn~∇n−Dp~∇p) (1.9)
where the diffusion coefficients are given by the Einstein relation qD = µkB T . The motion
under the effect of the electric field here is modelled as a drift: electrons are accelerated by the
field between random collisions, which occur on a τc time scale.
~vD =−qτc
m
~E =−µ~E (1.10)
The quantity µ is called mobility, and is usually measured in cm2V−1s−1. However, the drift
velocity is proportional to the electric field only when the latter is weak and the velocity gained
is small compared to the thermal velocity of the charge carriers. At higher fields the carriers
receive a greater acceleration, but as the mean free path is unchanged, the number of random
collision per unit time becomes higher. This counterbalances a further acceleration and
finally leads to a saturation of the drift velocity at a value vsat. This effect, called "mobility
degradation" or "velocity saturation", can be described in the following way [4]:
vD = µE[
1+
(
Eµ
vsat
)β]1/β (1.11)
where β is a fitting parameter extracted from experimental measurements (for silicon, β≈ 1.3
for electrons and β≈ 1.2 for holes). The proportionality factor between current density and
electric field is called the conductivity σ (or the resistivity ρ = 1/σ), which thus has the form
σ= q(neµe +nhµh) (1.12)
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A variation of the Fermi Level induces a modulation of the free carriers density, thus leading to
a change in resistivity.
In the theory of transport, a continuity equation ensures that the carriers crossing a closed
surface balance the change of the carriers enclosed therein. In semiconductors, one has to
write a continuity equation for both electrons and holes, taking into account that their con-
centrations can change not only because of drift and diffusion, but also because of generation
and recombination processes. Just to make a few of the most common examples, electron
and hole concentrations can change because of: i) transitions from occupied valence states to
empty conduction states, or vice versa (band-to-band transitions); ii) transitions to or from
impurity levels within the energy gap (band-to-impurity transitions), since at temperatures of
ordinary interest all the shallow impurity levels (donors and acceptors) are thermally ionized;
iii) carrier injection or extraction from external sources (states at surfaces, applied electrodes
etc...). Consequently, the generation and recombination ratios can be different for electrons
and holes. The continuity equation in the simplest case of equal generation/recombination
ratios geh(r, t ),reh(r, t ) is
q
∂n
∂t
=∇·~Je +q(geh − reh)
q
∂p
∂t
=−∇· ~Jh +q(geh − reh)
(1.13)
Generation and Recombination
Real generation/recombination processes are much more complicated than this, and involve
several different phenomena. Since understanding the behaviour of carriers is key to the
comprehension of the devices under investigation, a more detailed review of these genera-
tion/recombination process is useful.
In thermal equilibrium, the generation rate due to electrons being thermally excited to the
conduction band (CB) is equal to the rate of electrons going back to the valence band (VB).
This kind of process creates/annihilates a couple of electron and hole (in the latter case often
with the production of a photon), both of which contribute to conduction. Direct transitions
like these between bands happen in all semiconductors, and are the foremost generation-
recombination mechanisms in many direct bandgap semiconductors, such as gallium arsenide
(GaAs) and indium phosphide (InP). However, in Si and Ge the crystal structure makes direct
transitions unlikely, except for very high densities of holes and electrons. Here in fact, electrons
at the CB minimum have non-zero momentum, while holes at the valence-band maximum
do have zero momentum (i.e. they are indirect bandgap semiconductors). This means that
a direct transition conserving energy and momentum requires the presence of a phonon to
occur. Three-particle interactions are far less likely than two-particle interactions, such as
those between a free carrier and a phonon, that can take place if there are localized energy
states into which electrons or holes can make transitions.
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Localized states at energy between EV and EC are almost always present because of lattice
imperfections (misplaced atoms or impurities). Furthermore, they are always present in
sufficient numbers to dominate the generation/recombination process in Si and Ge. These
localized states act as stepping stones: an electron falls from the CB to one of these states
(also called recombination centres) and then it falls further into a vacant state in the VB, thus
recombining with a hole. This interaction between carriers and localized states can have four
forms: electron capture, electron emission, hole capture and hole emission. In the capture
cases one has a transition from a band to a localized state: CB to localized state means electron
capture, while electron transition from a localized state to the VB is a hole capture. On the
other hand, emission processes are due to an electron being excited from a localized state to
the CB, or from the VB to a localized state. The rates at which these four processes occur are
then:
rec = nNt
[
1− f (Et )
]
vthσn (1.14a)
ree =Nt f (Et )en (1.14b)
rhc = pNt f (Et ) vthσp (1.14c)
rhe =Nt
[
1− f (Et )
]
ep (1.14d)
where Nt is the localized states density of energy Et , vth the thermal velocity and σn,p is
the capture cross section for electrons/holes. Note also that en and ep are the emission
probabilities en,p = vthσn,p ni exp[±(Et −Ei )/kT ]. At thermal equilibrium rec = ree and rhc =
rhe , but this is not true outside of equilibrium.
The equations describing generation and recombination through localized states or recombi-
nation centres were originally written by Shockley, Read and Hall (SRH). According to the SRH
model, when non-equilibrium occurs in a semiconductor, the overall population of electrons
and holes in the recombination centres is not greatly affected, because the recombination
centres quickly capture the numerous majority carriers but have to wait for the rarer minority
carriers. Thus, the states are nearly always full of majority carriers. One can take for example a
n-type semiconductor: at equilibrium, EF is near EC and therefore above the average energy
of the recombination centres (somewhere in the gap). The centres are filled with electrons,
and the electron capture/emission processes are much greater than the corresponding hole
capture/emission processes. When equilibrium is perturbed by an excitation, which increases
the number of holes and electrons by the same amount, the electron concentration changes
only by a small fraction, while the hole concentration changes by a large fraction. In this
case, the electron capture rate rec has to exceed the emission rate ree by little to account for
the increased rate of hole capture rhc . Thus, the population of the localized states remains
approximately constant, and the net rate of electron capture rec − ree equals the net rate of
hole capture by the states. These net rates are just the net rate of recombination, that we
define by the symbol USRH :
USRH = rec − ree = rhc − rhe (1.15)
11
Chapter 1. Pixel Particle Detectors
Using the expressions found for the various rates one obtains
USRH =
pn−n2i
τn
[
p+ni e
Ei−Et
kB T
]
+τp
[
n+ni e
Et−Ei
kB T
] (1.16)
where τn = (Nt vthσn) and τp =
(
Nt vthσp
)
are the electron and hole lifetimes.
Another important effect (especially for the modelling of MOS structures) is the surface recom-
bination. Since the semiconductor surface and interface between the semiconductor and the
insulating material contain a large number of defects, recombination at the interfaces can have
a significant impact. Surface recombination can be modelled with the SRH recombination
equation, using a 2D density of traps Nt s .
SHR recombination centres dominate at low-to-moderate carrier concentrations, when carri-
er/defect interactions are more probable than carrier/carrier interactions. On the contrary,
at high carrier concentrations direct interaction of electrons and holes can lead to Auger
recombination. In Auger recombination, an electron in the CB falls into an empty state in the
VB. The energy released by the transition is absorbed by another carrier. Since an interaction
among three carriers (electron, hole and another carrier) is necessary, the Auger process is
only likely in highly doped materials, or when a very large number of excess carriers is present.
In n-type material, two electrons and one hole interact, while in p-type material, two holes
and one electron interact. The Auger recombination rate is given by the expression
UA = cnn
(
pn−n2i
)+ cp p (pn−n2i ) (1.17)
where cn and cp are Auger coefficients. In Si cn ≈ 10−31cm−6s−1. In fig.1.5 the three different
transitions described so far are shown.
Figure 1.5: Band-to-band, SRH and Auger processes in a semiconductor
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1.2.3 Pixel Design
There are many types of silicon pixel detectors in use, which differ from each other mainly in
the shape of the electrodes. As already said, almost all of these are based on the hybrid pixel
structure (fig.1.2a [5]). These devices are named after the fact that they are composed by two
modules, sensor and electronics, which are located on two coupled layers.
The sensing element is constituted by the depletion zone of a reversely polarized junction.
The e-h pairs produced by the particle crossing the junction drift towards the electrodes,
generating an electrical signal. As a typical example, one can consider the device in fig.1.6.
A large area p+-implantation is placed in n-silicon. When applying a positive bias to the
backside, which has an ohmic contact provided by an n+-implantation and an Al layer, a
depletion zone starts to grow from the junction into the bulk. This is caused by majority
carriers diffusing in the neighbouring region, and recombining. The region close to the p-n
junction is thus depleted of majority carriers, and an electric field is created between the two
charged areas, which in the end counterbalances the diffusion process. An external voltage
applied in the same direction as the built-in voltage will remove further majority carriers from
either side and will extend the space charge region. The depletion depth WD is related to the
applied voltage and silicon doping concentration Nd according to
WD =
√
2²0² (V −Vbi )
qNd
(1.18)
where Vbi is the built-in voltage. By increasing V one can extend the depleted region to cover
the whole thickness of the silicon layer. When the pixel is polarized in this manner, very
little current flows between the two electrodes. This small "dark current" is due to thermally
generated carriers, which are removed by the electric field. This effect is strongly dependent
on temperature, as it depends from the intrinsic carrier concentration. In the same way, signal
charges liberated by an ionizing particle passing trough will be collected by the field and can
be detected by both electrodes. If possible, one connects the pre amplifier to the electrode on
ground potential.
The need for depleting silicon comes from the fact that in a semiconductor, which has a
non negligible conductivity at room temperature, the current flowing under the effect of the
applied voltage and its associated noise would cover the small current signals due to the
particles. However, the signal is produced even before the charges reach the electrode, as
soon as the charges start to move. The instantaneous current on an electrode created by the
infinitesimal motion of a charge q is given [6] by
I = q ~EW~v (1.19)
Where ~EW is the weighting field inside the sensor. This field is obtained by applying a unit
potential on the electrode for which we are calculating the current and zero potential on the
others. The total charge on the electrode induced by a charge q drifting in the time interval
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Figure 1.6: Schematic cross section of a simple silicon sensor
Figure 1.7: Plot of φW for two infinite parallel plates (a), and a collecting electrode of 1/3 (b)
and 1/10 (c) times the wafer thickness
[t1, t2] will be
Q =
∫ t2
t1
I (t )d t = q[φW (x1)−φW (x2)] (1.20)
whereφW is the weighting potential also obtained by raising the electrode under consideration
to unit potential, setting all others to zero, and solving the Poisson equation. It should be
noted that this effect critically depends on the collecting electrode size. Tiny electrodes (used
in highly segmented pixel detectors) generate a weighting potential which is non-zero in a
small region, and so the effect of the "drift signal" is reduced (fig. 1.7). Until the collection
process of both carriers is completed, the charge-induced signal depends on the position
where the pair is created. This means that the time of operation of an ionization detector in
energy spectrometry is limited by the drift velocity of the slower carrier.
1.2.4 Readout Electronics
One of the main challenges in the construction of a pixel detector is the design of the readout
electronics. The main architecture of a chip is based on two elements: an active area made
by a matrix of pixels, and a peripheral area, where all the control, bias and test electronics is
14
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Figure 1.8: Simple pixel model and equivalent circuit
Figure 1.9: Components of a generic PUC (Pixel Unit Cell)
located. Pixel cells may vary in size and number: in current detectors the common values
for lateral size are in the 50µm-500µm range. A pixel can be modelled by the capacitances
to the backside and to the first (or more) neighbours, as illustrated in fig.1.8. Assuming that
the neighbouring pixels are held at constant potential by the connected amplifiers (which
is not perfectly true), the capacitances can be summed up leading to the effective detector
capacitance Cdet, and leakage and signal currents are represented by two current sources.
This part of the pixel is then connected to a more or less complex circuit, were the signal
undergoes some processing. A generic schematic of such a system is shown in fig.1.9. The first
step is a charge-sensitive amplifier with a feedback capacitor C f , which acts as an integrator,
converting the current input in a voltage output which depends on the total charge:
∆V =−Qi n
C f
1
1+ 1v0 +
Ci n
v0C f
≈−Qi n
C f
(1.21)
The rise time of the pre-amplifier output signal for an instantaneous input charge depends on
its gain–bandwidth product and on the closed loop gain, which is roughly set by the ratio of
the detector capacitance to the feedback capacitance, Cd /C f . A large detector capacitance or a
small feedback capacitance consequently leads to a slower rise time. The rise time is of course
also limited by the duration shape of the original signal induced during charge collection. This
means that C f must be chosen as a trade-off between gain and speed.
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The analogue part of the system is generally completed by a shaping amplifier. Pulse shaping
has two objectives: limiting the bandwidth to match measurement time and constraining
the pulse width to avoid overlap among successive pulses. Limiting the bandwidth is useful
because a too large bandwidth would increase noise power without increasing the signal
power[7]. In fact, the main reason for using a shaper is to filter the noise with a system which
is optimized to maximize SNR. Typically one transforms the narrow current pulse into a
broader pulse with a rounded maximum at the peaking time, and then the signal amplitude is
measured at peaking time. However, this reduces the maximum pulse detection rate, which
increases for shorter pulses. A simple example of such a device is a CR-RC shaper: the pulse
duration is set by the time constant of the CR (differentiator) circuit, while the RC (integrator)
increases rise-time to limit noise (fig.1.10).
Figure 1.10: Components of a pulse-shaping system
1.3 Space Resolution
The spatial resolution of a pixel detector is essentially determined by the pixel pitch. However,
the choice of the readout mode, the reconstruction algorithm, and the amount of charge
sharing between pixels all play a role. For a simple binary readout, the pixel can either be in
state ON or OFF, with a certain charge threshold. Usually the threshold is set as low as possible,
but high enough to avoid most of the noise hits. The average difference between the real
impact location xr and the measured location (the center of the pixel xp = 0) is given by
σ2x =
∫ d/2
−d/2(xr −xp )2 f (x)d x∫ d/2
−d/2 f (x)d x
= d
2
12
(1.22)
where d is the pixel size and f (x) a uniform density of incoming particles. An additional
improvement of the spatial resolution can be reached with an analogue readout that delivers a
signal proportional to the collected charge, taking into account the capacitive charge partition
among pixels. Pixel size is typically between 50µm and 200µm, leading to resolution of∼ 14µm
to ∼ 60µm.
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1.4 Radiation Damage
Due to their high granularity, pixel detectors are used as tracking devices in the innermost
regions of colliders. The high fluence (∼ 1011cm−2) is responsible for considerable damage
induced to the sensors and to the electronics. Radiation-induced effects (radiation damage)
are usually classified into bulk and surface defects. The former are caused by the displacement
of crystal atoms while the latter include all effects concerning dielectrics and the interfaces
between regions. The most important surface effect is the increase of the oxide charge, which
saturates after some kilograys to values of about 1012cm−2. At higher fluence, bulk damage
also becomes important. The main effects are: i) Increase of the leakage current ii) Change of
the space charge in the depleted region (type inversion or space charge sign inversion) and
subsequent increase of the full depletion voltage iii) Charge trapping.
1.5 Noise
A crucial point for signal processing is dealing with noise. The word noise is usually associated
with many different phenomena which contribute to degrade an electronic signal, but in this
case one only wants to address the issue of fundamental noise, namely, something associated
with the very physical processes taking place in a device. This kind of noise is a purely
stochastic process, related to random fluctuations which cannot be eliminated by engineering
techniques.
Since it is a random process, noise is usually described by its statistical properties, such as
average and variance. For a stationary process N (t ) with zero average (as it is the case for most
of the cases), one defines the noise through the following formula:
σ2N = 〈N (t )2〉 = limT→∞
1
2T
∫ T
−T
N (t )2d t (1.23)
The influence of noise on a signal (voltage) of peak amplitude VP is quantified by the Signal-
Noise Ratio (SNR):
SN R = VP√
σ2N
(1.24)
A fundamental concept for noise calculation is the spectral power density of the noise, defined
as the Fourier transform of the autocorrelation function. More intuitively, it is the function
SN ( f ) which multiplied by the frequency interval d f yields the elementary contribution
brought about to the root mean square value 〈N (t )2〉 by the spectral components in the
frequency interval f , f +d f :
〈N (t )2〉 =
∫ ∞
0
SN ( f )d f (1.25)
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The most pressing problem when dealing with noise is to determine how it will be modified by
the amplifying stages (which are meant to amplify the signal, but will inevitably do the same
to the superimposed noise). The spectral density (and hence the noise) is transformed by a
network with transfer function H( f ) as:
〈N (t )2〉 =
∫ ∞
0
Sout
(
f
)
d f =
∫ ∞
0
Si n
(
f
)∣∣H ( f )∣∣2 d f (1.26)
The first source of noise when dealing with electronics is of thermal nature. Thermal Noise
is explained as due to the thermal agitation of the electrons, whose velocities fluctuate over
time. It is a kind of noise intrinsically related to the dissipative nature of a component. It can
be represented as a current source inside a given circuit, with the following spectral density:
S I
(
f
)= 4kB T
R
(1.27)
Another important contribution to noise is given by the so-called "Shot Noise". It is caused by
the granular structure of electricity, which comes quantized in units of q . In a microscopic ob-
servation, a current would appear as consisting of elementary pulses (the electrons) randomly
distributed in time. Its spectral density is:
S I
(
f
)= 2q 〈I 〉 (1.28)
Both shot noise and thermal noise are called "white" noise, because their spectral density
does not depend on f .
Finally, there is 1/ f Noise, also called "Pink Noise" or "Flicker Noise". Flicker noise in vacuum
tubes was discovered by Johnson in 1925, but later found in a great variety of other components
and devices. Its spectral density varies as [8]:
SV
(
f
)= A
f α
(1.29)
with α ≈ 1. Many different mechanisms can lead to this kind of process in different types
of systems. In semiconductor devices it can arise from fluctuations in either the number of
carriers (due to traps in the oxide for example), their mobility, or both.
When the sensing part of the pixel produces a signal, its tiny intensity makes reducing the
noise associated with the read-out a priority. The unit used to express the noise at the end
of the processing chain is the equivalent noise charge (ENC). Equivalent Noise Charge is the
amount of charge that, injected across the detector capacitance by a delta-like pulse, produces
at the output of the shaping amplifier a signal whose amplitude equals the output RMS noise,
i.e. the ENC is the amount of charge that makes the S/N ratio equal to 1. An acceptable value
for ENC is typically below 200e−.
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1.6 Monolithic pixel technology motivation
Ideal requirements for pixel detectors would include ∼µm space resolution, ∼ns time reso-
lution, good signal/noise ratio and high rate capability. The problem with increasing spatial
resolution is of technological nature. Bumping technology has limits, and the power density
associated with closely packed pixels is another limiting factor for pixel size (normal power
consumption values are below 50µW per pixel). This problems are inevitable in hybrid pixels,
due to the fact that the circuitry for amplification and logic must reside on the same area as
the detecting electrode. A monolithic structure could loosen this limitations, requiring less
power and allowing for further miniaturization.
Monolithic integration of detectors and at least some part of the front-end circuitry could
also greatly simplify the mechanical assembly of the read-out system, reducing cost and
improving stability and reliability. Moreover, it would result in performance enhancement
by reducing the stray capacitance associated with the detector–preamplifier connection. For
instance, an integrated preamplifier at the end of a strip detector would allow moving the
rest of the readout electronics further apart, reducing the amount of material and complexity
in the active detection area. This would also allow a very dense stacking of detectors, with
applications in X-ray detection or active targets. Finally, by integrating the entire readout chain
at the end of the strip, an extremely compact system with very few connections and external
components would be obtained, which is ideal for space applications. This arguments has
stimulated researchers for many years, in order to integrate preamplifying systems in pixel or
micro-strip detectors [9, 10]. In particular, a lot of work has been done on the realization of
JFETs compatible with detectors [11]. However, even if these devices have shown interesting
prospectives, the major drawback is the complex fabrication process they require [12], due to
the need for various implantations in order to obtain the correct doping profiles.
Another relevant line of research is the one focusing on monolithic sensors [13, 14]. The two
main streams in this field are are the so-called DEPFET-pixels and the CMOS active pixels
(MAPS). DEPFET pixels (fig.1.11c) are not entirely monolithic as only the amplifying transistor
is integrated in the pixel cell. Electrons generated in a fully sidewards depleted bulk are
collected in a local potential minimum underneath the transistor channel and hence regulate
the channel current. Conversely, depleted CMOS active pixel sensors (DMAPS) are a very
attractive choice for pixel detectors because the processing circuitry and sensitive volume are
fully integrated in a single entity. Commercial CMOS technologies use low-resistivity silicon,
which is not suitable for charge collection. MAPS-epi pixels (fig.1.11a) exploit the fact that
some of the CMOS fabrication processes include the epitaxial growth of a lightly doped silicon
layer on the standard, highly doped, substrate, prior to the micro-circuit lithography, in order
to improve the insulation of the circuits from the substrate. The low doping of this "epitaxial
layer" favours charged particle detection as the electrons generated by traversing ionising
particles exhibit a mean free path large enough (∼ 100µm) to reach regularly implanted
sensing nodes with little recombination. If the thickness of the epitaxial layer exceeds typically
∼ 10µm, the signal generated at a rate of about 80 e–h pairs/µm becomes sufficient to result
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Figure 1.11: CMOS pixels [13]: MAPS-epi (a), MAPS-SoI (b) and DEPFET (c)
in a SNR ensuring high detection efficiency. Thus, electrons generated in the epi-layer diffuse
towards an n-well collecting diode which is connected to the gate of a transistor (fig.1.2). Major
advantages of MAPS in comparison to hybrid pixels include the small possible pixel size, the
smaller material budget, higher integration density and small parasitic capacitances (∼fF).
The depletion zone is however limited to proximity of the n-well, and thus charge collection is
incomplete in most of the epitaxial layer.
An interesting application of CMOS technology which can circumvent this issue has been
proposed in the form of MAPS-SoI (silicon-on-insulator, fig.1.11b). SoI sensors use the thin
low-resistivity upper Si layer for circuit implementation, and a high-resistivity bottom wafer
(also called handle wafer) as a sensor, sandwiching a buried oxide layer. Here the 200-300µm
high-resistivity bulk (for charge collection) is kept, while on the top silicon layer one can
exploit standard CMOS technology. This could in principle lead to complete charge collection
combined with integrated signal processing, thus giving an advantage over MAPS-epi due to
the greater SNR achievable. However, several unsolved problems still persist. The main of
these drawbacks of MAPS-SoI is currently the "backgate effect". The potential under the buried
oxide acts as a back gate of the transistors in the top Si layer. As the back voltage is increased,
this unwanted modulation disrupts the operation of the device (by changing its threshold
voltage). The presence of this effect limits the bias that can be applied to the substrate, and
thus prevent full depletion. Other critical points are the device radiation tolerance, which is
an issue when using a thick oxide layer. Since the active Si thickness of the SoI transistor is
very thin, the number of generated charges in the active area is very small, compared with
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bulk transistors. On the other hand, as the buried oxide is exposed to ionizing radiation,
radiation-induced charge will become trapped in the buried oxide, leading to charge build-up,
which could affect the operation of the transistor above. Nonetheless, the potential for great
advantages over hybrid pixels has generated a lot of interest on the topic, and the research is
in a phase of rapid development to overcome these issues [15].
1.7 2D materials-based detectors
Many devices that incorporate graphene and/or other novel 2D materials to detect electro-
magnetic radiation have been proposed and investigated in the past years, due to intriguing
electrical properties. These devices typically utilize the direct absorption of radiation by the
thin film, and are therefore aimed at lower-energy, less penetrating forms of radiation (gener-
ally in the IR-UV range). Also, this approach limits the radiation-sensitive area to the actual
graphene/other-2D-material surface.
For what concerns high energetic particles and X-rays, interaction requires a considerably
thick sensor (hundreds of micrometres), while the electronics could exploit the emerging
properties of 2D materials. A potentially advantageous merger of the two could be obtained
through a field-effect device (fig.1.12). These detectors would be based on the usual ionization
mechanisms in bulk semiconductors (Si, Ge, etc...), but instead of collecting the resulting
charges rely on 2D material-field effect transistors (FETs) for the production of an output
signal. The idea is that, as will be shown in the following paragraphs, the generated pairs can
produce a field-effect modulation of current passing in a FET built on top of the absorber.
Figure 1.12: Principle of operation
Some proposals have been made in this direction, but a review of the related (and rather scarce)
literature [16, 17, 18] showed no reliable evaluation of their role for high-energy radiation
detection.
For this very reason, the aim of this work is to study the feasibility and the possible advantages
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of a graphene- (or MoS2-) based pixel detector. Possible factors favouring this kind of devices
are:
• signal pre-amplification integrated in the sensing device
• high signal-to-noise ratio
• potentially easier fabrication compared to silicon-based preamplifiers integrated in the
pixel
In the following chapters various 2D material-based pixel structures are analyzed and simu-
lated, to quantitatively assess their performance and their suitability as radiation detectors.
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In this chapter the main properties of 2D materials relevant for the following sections are
extracted from the abundant literature and summarized for a quick review. The choice of
considering Graphene and MoS2 among the many bi-dimensional materials known stems
from the fact that, while sharing the same low dimensionality, they are representatives of
different properties, the most noticeable of which is the absence/presence of a bandgap.
2.1 Graphene
Graphene is a two-dimensional allotrope of carbon. It is made out of carbon atoms arranged
in a planar hexagonal honeycomb structure. Because of the flexibility of its bonding, carbon-
based systems show a great number of different structures, with an equally large variety of
physical properties. These physical properties are, in great part, the result of the dimensionality
of these structures. Graphite, the most common three-dimensional allotrope of carbon, is
widely known since the invention of the pencil in 1564. Diamond, another 3D allotrope of
carbon, has been known for centuries, and is the perfect example of how a different crystalline
structure can change material properties. However, in the last few decades, the list has grown
significantly: among the allotropes of carbon we also count carbon nanotubes (1D), fullerenes
(molecules where carbon atoms are arranged spherically, 0D) and, of course, graphene (2D).
Graphene can be considered the mother for all these different allotropes, since they can, in
principle, all be obtained by wrapping, rolling and stacking graphene layers. Actually, the
usefulness of graphite for writing comes from the fact that it is made out of stacks of graphene
layers that are weakly bound by van der Waals forces. One might be surprised that, even if
graphite has been studied for centuries, graphene was only isolated in 2004[19]. The reason is
that no one actually expected graphene (or any other 2D material) to exist in the free state and,
even with the benefit of hindsight, no experimental tools existed to search for one-atom-thick
flakes. Graphene was finally found due to the optical effect it creates on top of a SiO2 substrate,
which allows its observation with an ordinary optical microscope. The structural flexibility
of graphene is reflected in its electronic properties. The sp−2 hybridization between one s
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orbital and two p orbitals leads to a trigonal planar structure with a formation of a σ bond
between carbon atoms, which are separated by 1.42Å. The σ band is responsible for the
robustness of the lattice structure in all allotropes. Due to the Pauli principle, these bands
have a filled shell and, hence, form a deep valence band. The unaffected p orbital, which is
perpendicular to the planar structure, can bind covalently with neighbouring carbon atoms,
leading to the formation of a pi band. Since each p orbital has one extra electron, the pi band is
half filled.
The first to write on the band structure of graphene was P. R. Wallace in 1946, who showed the
unusual semimetallic behaviour in this material[20], and calculated its energy-momentum
dispersion. At that time, the thought of a purely 2D structure was a theoretical abstraction,
and the study of graphene was intended as a starting point to study graphite, an important
material for nuclear reactors in the years following World War II. The situation has changed
greatly since then, and after the first report of an atom-thick layer from bulk graphite by Geim
and Novoselov in 2004, 2D materials have became a reality.
2.1.1 Tight Binding Calculation
The crystalline structure of Graphene is made by hexagonally-arranged carbon atoms, as
shown in fig.2.1. The structure can be seen as a triangular lattice with a basis of two atoms
per unit cell (a ≈ 1.42Å carbon-carbon distance). The lattice and reciprocal-lattice vectors can
thus be written as
~a1 = a
2
(3,
p
3) ~a2 = a
2
(3,−p3) (2.1)
~b1 = 2pi
3a
(1,
p
3) ~b2 = 2pi
3a
(1,−p3) (2.2)
Of particular importance for our understanding of the physics are the two points K and K ′ at
the corners of the graphene Brillouin zone (BZ). These are usually called "Dirac points". Their
positions in momentum space are given by
K = 2pi
3a
(
1,
1p
3
)
K ′ = 2pi
3a
(
1,− 1p
3
)
(2.3)
The tight-binding Hamiltonian is given [21] (up to the next nearest neighbour) by:
H =−t∑
i , j
(
a†
σ,i bσ, j +h.c.
)
− t ′∑
i , j
(
a†
σ,i aσ, j +b†σ,i bσ, j +h.c.
)
(2.4)
Where a†
σ,i is the creation operator for an electron of spin σ on the i-th site of lattice A, and
b†
σ,i is the equivalent for lattice B. The nearest neighbour hopping parameter is t ≈ 2.8eV. The
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Figure 2.1: Left: lattice structure of graphene, made out of two interpenetrating triangular lat-
tices (A and B). ~a1 and ~a2 are the lattice unit vectors, and ~δi , i=1,2,3 are the nearest-neighbour
vectors. Right: corresponding Brillouin zone. The Dirac cones are located at the K and K ′
points.
energy bands are then given by:
E(~k)=±t
√
3+ f (~k)− t ′ f (~k)
f (~k)= 2cos
(p
3ky a
)
+a cos
(p
3
2
ky a
)
cos
(
3
2
kx a
) (2.5)
The spectrum is symmetric around zero energy if one takes t ′ = 0, which is reasonable since
t À t ′ ≈ 0.1eV. For finite values of t ′, the electron-hole symmetry is broken and the pi and pi∗
bands become asymmetric. For~k = ~K +~q with ∣∣~q∣∣¿ ∣∣~K ∣∣we have
E(~q)≈±ħvF
∣∣~q∣∣ (2.6)
Where
∣∣~q∣∣=√q2x +q2y is the wave vector of carriers in the 2D x y plane of the graphene sheet
measured from the K point. The Dirac Point is thus a clearly convenient choice for the
reference of energy: E(0)= 0eV.
The most striking difference respect to the usual parabolic dispersion encountered in semicon-
ductors is the linear energy-momentum relationship, with the conduction and valence band
intersecting at
∣∣∣~k∣∣∣= 0 and zero bandgap (fig.2.2). The graphene carrier dispersion E ∼ħvF ∣∣∣~k∣∣∣
explicitly depends on the constant vF , usually called Fermi velocity of carriers. It should
be noted that according to the tight binding calculation vF does not depend on energy or
momentum. Without other corrections, the best estimate is then vF ≈ 108cm/s.
The linear dispersion is, as already said, an approximation of the exact result (eq. 2.5), and so
it is necessary to explicitly state its range of validity. The easiest way is to estimate the carrier
energy Ec ≈ vF |k| and demand that Ec < 0.4t ≈ 1.0eV, so that one can ignore the lattice effects.
This leads to a cutoff given by |k| ≤ 0.25nm−1 [22].
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Figure 2.2: Monolayer Graphene Band Structure
2.1.2 Properties
Each K point is twofold spin degenerate (gs = 2), and there are two identical valleys K and K ′,
so the 2D density of states close to the Dirac points is given[23] (neglecting higher order terms)
by
ρ(E)= 1
2pi
gs gv |E |
ħ2v2F
(2.7)
The electron and hole sheet densities are then given by:
n =
∫
ρ(E)
1+e
E−EF
kB T
dE = 2
pi
(
kB T
ħvF
)2
F1 (EF )
p =
∫
ρ(E)
(
1− 1
1+e
E−EF
kB T
)
dE = 2
pi
(
kB T
ħvF
)2
F1 (−EF )
(2.8)
where we used Fα, the Fermi Integral of order α. Without external perturbations and in
thermal equilibrium, the intrinsic concentration is
ni = pi
6
(
kB T
ħvF
)2
(2.9)
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The intrinsic sheet density of electrons/holes does not depend on temperature exponentially:
it has a T 2 dependence, due to the absence of a bandgap and the linear energy dispersion.
Moreover, it has been experimentally found that the mobility is weakly dependent on the
temperature, with the result that conductivity at 300K is still limited by impurity scattering. At
room temperature, the intrinsic carrier densities evaluate to ni ≈ 8 ·1010cm−2.
Most of the interest for graphene, especially for those concerned with technological appli-
cations, is due to its astounding electrical and mechanical properties, namely high mobility
and high Young modulus/breaking strenght. Large part of these are due to the high quality
of its 2D crystal lattice. Defects typically act as scattering centers, inhibiting transport, so a
reduced number of lattice defects leads to closer-to-ballistic transport. Record carrier mobility
was registered in graphene, with values of µ in excess of 2 ·105cm2/Vs for a single layer of
mechanically exfoliated suspended graphene. For graphene on a substrate (generally SiO2)
lower but still interesting values in the 2 ·103-3 ·104cm2/Vs range have been reported [24].
At such high carrier mobility, charge transport is essentially ballistic on a ∼ µm scale, even
at room temperature. This could potentially have huge implications for the semiconductor
industry, as it would enable the fabrication of all-ballistic devices even at present channel
lengths (∼tens of nm).
The limiting factors preventing from easily reaching this highly desirable characteristics are
many. For what concerns scattering mechanisms, they can be divided into two broad classes
[25]. Intrinsic scattering mechanisms, such as defect, grain boundary, or phonon scattering
are associated with graphene itself. In contrast, the extrinsic mechanisms, such as Coulomb
scattering on charged impurities on or under graphene and scattering caused by phonons
in the substrate supporting graphene are associated with other materials in the vicinity of
graphene.
Figure 2.3: Field effect in graphene
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Another interesting property of graphene for electronic applications is the presence of a strong
ambipolar field-effect [19]. The ability to control electronic properties of a material by an
externally applied voltage is at the heart of many electronic systems. The electric field effect
is one of the mechanisms that allows to vary the carrier concentration in a semiconductor
device and, consequently, the electric current through it. The idea is pretty straightforward:
by applying an external voltage, one can shift the position of the Fermi energy (fig.2.3), thus
modulating the sample conductance as shown previously in sec.1.2.2.
Extending the use of the field effect to metals could lead to all-metallic transistors [26]. This
would imply the possibility to scale down to much smaller sizes, consume less energy and
operate at higher frequencies than traditional semiconducting devices. However, the electric
field is screened at extremely short distances (l ∼ 1nm), and bulk carrier concentrations in
metals are large compared to the surface charge that would be induced by the field effect,
resulting in the need of atomically thin metallic films. Graphene, being a single-atom-thick
quasi-metal, is an exceptional candidate for this role. However, in graphene this can be
exploited further: using an external gate one can continuously control not only the 2D carrier
density, but also its nature from electron- to hole-like. In other words, one can go from a
n-type to a p-type carrier system through the charge neutral Dirac point just by applying
a bias. On the contrary, previously studied 2D semiconductor systems (Si inversion layers
in MOSFETs, GaAs-AlGaAs heterostructures, quantum wells, etc.) typically have very large
(> 1eV) bandgaps, so that 2D electrons and holes must be studied using completely different
electron-doped or hole-doped structures. Putting aside academic interest, a really ambipolar
semiconductor enables a number of novel device structures. Dynamical control of doping
levels can form junctions or even more complicated logic, and subsequently rearranging the
biases can then completely redefine the device, without making any physical changes to the
channel material.
This "electric field doping" can be understood easily by considering the electrostatics of a
simple Graphene-Insulator (for example SiO2 of thickness d) structure. In this set-up there
two (ideal) contacts: a gate on the back of the insulator and a grounded electrode on graphene.
An ideal intrinsic graphene sheet in absence of applied voltage would have EF = ED , with only
a tiny population of carriers due to thermal fluctuations. When applied, the gate potential VG
induces a surface charge density n, in analogy with a parallel-plate capacitor:
qn = ²0²VG
d
(2.10)
and, accordingly, the position of the Fermi energy EF is shifted towards positive or negative
values (electrons or holes) to account for this charge (or, conversely, one could say that the
electric field shifts EF , creating an electron/hole excess). So, with a positive or negative bias
one can induce an electron or hole population in the conduction/valence band, resulting in a
local tunable doping.
The simple electrostatic picture used here is useful, but neglects the effect of quantum ca-
pacitance, which is in principle an erroneous assumption. Quantum capacitance was first
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introduced by Serge Luryi in 1988 [27] to describe the properties of a 2D electron gas under
the effect of a potential V , and is defined as:
CQ = ∂Q
∂V
(2.11)
Notice that in graphene, contrary to other 2D electron liquids, the quantum capacitance does
depend on VG due to its linear dispersion.
CQ arises from the fact that the graphene-insulator-gate system is not well represented by a
parallel-plate capacitor: the "graphene plate" has a low density of states, as opposed to the
almost infinite DoS of a metal plate. The consequence is that its behaviour is intermediate
between those of a metal (where we would have V =VGND) and an insulator (where V =VG ).
The capacitance of a classical capacitor can be calculated considering material and geometric
parameters of the system. If the density of states on one of the plates is finite, however, adding
a charge carrier costs kinetic energy due to the shift of the Fermi level. Since this required extra
energy reduces the total capacitance of the system, the density of states is directly reflected
in an additional series capacitance term. While a metal plate would shield the field on one
side from penetrating into the other side, a 2D electron gas such as the one in graphene is only
partially capable of blocking it. Hence, the field penetrates trough the graphene layer. This
means that, instead of modelling our circuit with a simple capacitor, a more satisfying model
is made by two capacitors in series: a "geometric capacitor" with the usual expression given by
the graphene-insulator-metal structure, and a "quantum capacitor" due to the voltage drop
across between graphene and the metal contact. For perfect monolayer (ML) graphene CQ is
given by:
CQ = 2q
2kB T
pi
(ħv2F )2 log
[
2
(
1+cosh qV
kB T
)]
(2.12)
If the electrostatic capacitance (per unit area) formed between the gate electrode and the
graphene layer is given by C = ²0²/d , then the electron density in the graphene layer can be
written as a function of the gate voltage as [23]
n = CV
q
+nQ
[
1−
√
1+ CV
qnQ
]
(2.13)
where nQ = pi2
(
CħvF
q2
)2
. For a background dielectric constant ²≈ 4 and gate voltages larger than
few millivolts the second term on the r.h.s. can be neglected for thickness of the dielectric
larger than few angstroms. In most experiments on graphene on SiO2 (²≈ 3.7) the oxide is
90-300nm thick, and therefore quantum capacitance effects are completely negligible.
Finally, some mention of the optical properties must be made, even if not of particular rele-
vance for the present work. The transmittance of freestanding ML graphene can be derived
by applying the Fresnel equations in the thin-film limit for a material with a fixed universal
optical conductance G0 = e2/(4ħ), to give a transmittance T = 1−piα≈ 97.7% [28]. Up to 10,
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T scales linearly with the layer number.
Due to the absence of a bandgap, graphene is in principle capable of absorbing even very
low-enerrgy photons, which is an appealing property for radiation detection. Moreover, its
band structures results in a flat absorption spectrum from 300 to 2500nm, with a peak in the
ultraviolet region (≈ 270nm), due to the exciton-shifted van Hove singularity [28]. Globally,
graphene absorbs from the ultraviolet to THz range. This has caused a strong interest in
producing graphene photodetectors, which could operate on a broader frequency spectrum, if
compared to current III-V semiconductor devices (which suffer for largeλ). Also, the relaxation
and recombination of photo-generated electron-hole pairs in graphene occurs on a timescale
of tens of picoseconds, depending on the carrier concentration of graphene. Given the high
carrier transport velocity even under a moderate electrical field, graphene FETs exhibit an
ultrafast (up to 40GHz) and efficient (6–16% internal quantum efficiency) photoresponse.
Other possible applications involve flexible and transparent screens, transparent electrodes,
saturable absorbers and THz radiation sources/detectors, due to the fact that graphene plasma
frequency lies in THz range.
2.1.3 Graphene Growth
Since graphene is not commonly occurring in nature, to obtain it one must be able to artificially
produce it through a so-called "growth" process. The first technique to be reported to obtain
graphene was the "scotch tape" method for exfoliating graphene from highly ordered pyrolytic
graphite (HOPG) [29], which produced an almost perfect structure. This process consists in
literally peeling off a layer of graphite from its block using scotch tape, and then repeatedly
peeling off further layers from the original cleaved flake. However, such a kind of mechanical
exfoliation is not suitable for mass-production of graphene sheets: in addition to being
slow and impractical, the method only allows to obtain few micrometers-sized flakes. Other
techniques have been proposed [30, 31], such as reduction of graphene oxide or liquid phase
exfoliation, but they do not provide the necessary scalability and quality control to be regarded
as promising large-scale production processes.
At the present time, the only two methods with these characteristics are the epitaxial growth of
graphene from silicon carbide [32] (SiC) and the catalytic chemical vapour deposition (CVD)
of carbon precursors [33].
This topic, which is of vital importance for any practical application, is dealt in more detail
with in sec.4.1, where the experimental work done on graphene CVD growth is described.
2.2 Molybdenum Disulfide (MoS2)
In addition to graphene and graphite, some of the best known layered materials are transition
metal dichalcogenides (TMDs). These materials all have the same chemical formula MX2,
where M stands for a transition metal (Mo, W, Nb, Ta, Ti, Re) and X for S, Se or Te. These
materials form layered atomic structures of the type X-M-X, where the chalcongen atoms are
30
2.2. Molybdenum Disulfide (MoS2)
in hexagonal planes separated by the metal layer (fig.2.4). Adiacent layers are weakly bound
to form the bulk, and their arrangement can differ in stacking or metal atom coordination.
Bulk TMD crystals are formed by vertical stacking of two-dimensional layers, separated by
∼ 6.5Å. TMD materials span a wide range of electronic properties from semiconducting to
superconducting and metallic. This class of materials has been studied extensively since
the 1960s in bulk, few-layer or fullerene-like nanoparticle or nanotube forms, mostly in the
context of low-friction coatings and catalysis [34]. It was the isolation of single layers and
the availability of a wide range of techniques developed for graphene-related research that
opened new perspectives for the study of 2D TMDs. The interest in this new field stems from
the fact that single layers have different electronic and optical properties from bulk materials,
and that they could be incorporated into high-quality electronic devices.
Figure 2.4: Two MoS2 monolayers
2.2.1 Band Structure and Properties
Most of the theoretical work on the electronic structure of MoS2 and TMDs has been done
using DFT calculations, and more recently many-body perturbation theory techniques [35].
Bulk MoS2 is an indirect gap semiconductor with valence band maximum (VBM) located
at the Γ point and conduction band minimum (CBM) located at a low-symmetry point of
the Brillouin zone (fig.2.5). The theoretical value of bandgap is around 0.88eV (obtained
using DFT–GGA), while experimental value of the bandgap of bulk MoS2 is 1.2eV [36]. One
of the most interesting aspects of these studies is related to the change in the band structure
upon reducing the number of layers. The shape of valence and conduction bands undergoes
significant changes with the decoupling of MoS2 layers: the positions of both VBM and CBM
shift to the K point in ML MoS2, making it a direct gap semiconductor (fig.2.5). The bandgap
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for ML MoS2 obtained from DFT–GGA calculations is 1.71eV, while its optically measured
value is ∼ 1.80-1.90eV [37]. These changes in band structure upon reducing the number of
layers are directly related to the orbital composition of involved electronic states. At the K
point, the valence and conduction band states are mostly composed of localized d orbitals
of the Mo atoms, whose electronic states are relatively insensitive to interlayer coupling.
However, there is a large contribution of p orbitals of the S atoms to the electronic states at the
Γ point. This makes both the valence and conduction bands at the Γ point strongly affected
by the quantum confinement effects. Other MX2 materials (M=Mo, W; X=S, Se, Te) exhibit
qualitatively very similar electronic properties. According to DFT calculations all monolayer
MX2 semiconductors have direct bandgaps in the range 1–2eV.
Figure 2.5: Bulk and ML MoS2 band structure. The red and blue circles indicate the bandgap
Enhancing the functionality of 2D TMD materials for electronic and optoelectronic appli-
cations requires a strategy for bandgap tuning. This would allow closer matching of opto-
electronic devices such as solar cells, photodetectors or light-emitting diodes (LEDs) to a
particular application. Similarly to InGaAs system, the bandgap in MX2 materials can be
tuned by mixing two compounds with different bandgaps: for example MoSe2 (Eg = 1.5eV)
and MoTe2 (Eg = 1.1eV) in MoSe2x Te2(1−x). Theoretical models predict that these materials
form thermodynamically stable alloys and preserve the direct bandgap. By changing the
mixing ratio x, one can then continuously adjust Eg from 1.1eV to 1.5eV. This procedure was
experimentally demonstrated in ML Mo1−x Wx S2 system and in MoS2(1−x)Se2x .
The properties of 2D dichalcogenides allow two more techniques for bandgap tuning. One is
based on applying a perpendicular electric field to bilayer MX2. This is a procedure similar
to the opening of gap in bilayer graphene (the bandgap is predicted to completely close for
similar magnitudes of external electric field, on the order of 2–3V/nm). The other exploits me-
chanical strain: depending on the nature of strain (uniaxial, uniform, biaxial), MX2 monolayers
are expected to show either a decrease of bandgap from ∼ 2eV to 1.1eV or even a complete
disappearance of the gap.
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The presence of a bandgap in 2D semiconductors indicates that they could have advantages
for use in electronic and logic circuits that are based on field-effect transistors (possibly
giving them an edge over graphene in this field). One of the key requirements for building
a field-effect transistor is the ability to change its state by applying a voltage to the gate
electrode. 2D semiconductors like MoS2 are very promising for this purpose, as the presence
of a bandgap allows the material to be depleted of charge carriers (something graphene cannot
quite achieve). The monolayer nature of these materials is also a huge advantage compared to
3D systems, because it can reduce short-channel effects.
While some of the semiconducting properties of TMD materials have been known for quite a
long time (the first paper on thin MoS2 was published in the 60s [38]), this class of materials
was not considered suitable for electronics-related applications until a few years ago. First
transistors based on bulk WSe2 were reported in 2004, but showed a low on/off ratio (∼ 10)
because of conduction through the bulk, which was not controlled by the gate electrode. The
first ML MoS2-based device was demonstrated in 2005 [34], exhibiting a mobility of∼ 3cm2/Vs
and a low on/off ratio. After the first successful demonstration of a switchable transistor
based on monolayer MoS2 [39], much more attention has been given to MoS2 and TMDs
in the context of electronics. Later ML MoS2 FETs showed saturation and maximal current
densities of ∼ 170mA/mm, thus exceeding the current-carrying capacity of copper by a factor
of 50. Current saturation and mobility > 100cm2/Vs was also demonstrated in slightly thicker
multilayer MoS2 structures [34].
One of the key advancements that allowed the fabrication of monolayer MoS2 transistors was
finding that embedding them in a high-² dielectric (HfO2) can increase mobility by decreasing
charged impurity scattering as well as photon scattering. Another way to achieve high mobility
is to perform vacuum annealing, which removes adsorbates and fabrication residues, which
would act as charged impurities. This lead to reports of 250cm2/Vs Hall effect and 1000cm2/Vs
field-effect effective mobilities in monolayer MoS2 at low temperatures and charge densities
> 1013cm−2 [34].
One interesting novelty of MoS2, if compared with bulk material, is its strong photolumines-
cence, which suggests that it could be interesting for applications in optoelectronic devices
such as LEDs, lasers, optical switches, photodetectors or displays. The first phototransistor
based on monolayer MoS2 was shown to have a photoresponsivity of 7.5mA/W, similar to
graphene-based devices. By using MoS2 layers of different thicknesses, photodetection sensi-
tivity can also be enhanced for specific wavelengths. It has been demonstrated that ML,2L and
3L MoS2 (with respective bandgaps of 1.8, 1.65eV and indirect bandgap of 1.35eV) can be used
for detecting green (ML,2L) and red light (3L). Also ML MoS2 phototransistors with photore-
sponsivity as high as 880A/W were reported [41]. The 2D nature of MoS2 and the consequent
high degree of electrostatic control in this device results in very low dark currents (i.e. low
dark current noise), which is generally one of the limiting factors photodetectors sensitivity.
This gives rise to a very low noise equivalent power (NEP) of approximately 1.5 ·10−15WHz−1/2,
which is more than an order of magnitude improvement over state-of-the-art commercial Si
avalanche photodiodes. Photoresponse in all these devices was determined by direct photoex-
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Figure 2.6: MoS2 FET with HfO2 dielectric layer, as shown in ref. [40]
citation of the semiconducting channel, but another interesting route is the use of MoS2–metal
junctions, thanks to the presence of a strong photothermoelectric effect [42].
The first mechanical measurements were performed on suspended monolayer MoS2 deformed
by an AFM tip. It was found that it has a Young’s modulus of ∼ 270GPa (in plane stiffness of
∼ 180N/m), comparable to that of stainless steel. The ultimate tensile strength is ∼ 23GPa
which is ∼ 30 times higher than in steel, due to the strong covalent bonds between transition
metal and chalcogen atoms, with MoS2 monolayers breaking at an effective strain in the
6%–11% range [34]. DFT calculations of the mechanical response of MoS2 and other 2D
monolayers show that they all share such valuable mechanical properties, with maximum
breaking strain around∼ 30%. These properties make MoS2 potentially suitable for integration
in flexible substrates.
Some interesting work has also been done concerning the possibility to use both graphene
and MoS2 in the same device. A prototype of flash memory using both materials was demon-
strated [43]. Flash memory cells are similar to normal FETs, but with an additional, electrically
disconnected gate electrode placed between the conductive channel and the gate electrode.
Depending on the voltages applied to the different contacts, charges can be stored and trans-
ferred between the floating gate and the channel. The presence of charges on the floating gate
can then screen the control gate, changing the response of the transistor. The main problems
limiting the scaling of these devices are the amount of charge that can be stored and the
crosstalk between neighbouring cells. Both issues could be addressed by 2D materials: the
great electrostatic control over conductivity means that they would be more sensitive to a
small amount of charge, and the reduced thickness will decrease capacitive coupling. Such
a device was built using ML MoS2 (for the channel) contacted with graphene electrodes as
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ohmic contacts. This showed that graphene could be used as a high-quality contact to MoS2
and related 2D semiconductors. The floating gate was also made out of four-layer graphene,
chosen because it has a larger charge storage capacity. Because of its 2D nature, monolayer
MoS2 is very sensitive to the presence of charges in the charge trapping layer, resulting in a
factor of 104 difference in currents between states in which the memory is stored and erased.
Figure 2.7: MoS2/Graphene flash memory, as shown in ref. [43]
2.2.2 MoS2 Growth and Preparation
Bulk TMD crystals can be grown using the chemical vapour transport method, originally
developed by Schafer, where a purified dichalcogenide material in the form of a powder is
mixed with a transport agent (bromine or iodine) and sealed in a quartz ampoule. Pure
component materials, for example W and Se for the growth of WSe2, have also been used. The
quartz container is then introduced into an electric furnace, where a temperature gradient
is maintained along the tube. A wide variety of TMD crystals have been grown using this
technique: MoSe2, MoTe2, WS2, WSe2, NbSe2.
Mono and few-layer flakes of TMDs can be also easily extracted from bulk crystals via mechan-
ical exfoliation (or micromechanical cleavage), just like it was done for graphene. In addition
to crystals produced using the chemical vapour transport method, MoS2 crystals in the form
of mineral molybdenite are also used for this purpose. This easy availability of MoS2 is in fact
one of the main causes for its popularity among researchers in the 2D semiconductors field.
This method produces flakes with sizes up to tens of microns across and with high crystalline
order. The main disadvantage of this procedure is, as was noted for graphene, the lack of
scalability and the reproducibility.
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One of the most promising approaches for producing large quantities of nanosheets for
applications in composites and inks is liquid-phase exfoliation. The relatively large separation
between the sheets of layered materials allows intercalation with a variety of compounds
including alkali metals. This approach consists of soaking a powder or crystal of a layered
material in a solution of n-butyllithium in hexane for many hours (generally more than a
day), resulting in the intercalation of Li ions in MoS2 [44]. The solution is then diluted with
water, resulting in the release of gaseous hydrogen due to the interaction with lithium, and this
separates the layers. While this method can produce up to grams of exfoliated monolayers,
the resulting material is in the 1T metallic phase, and needs to be heated to above 300°C to
restore it to the semiconducting 2H polytype. In the case of MoS2 the process changes the
electronic structure, giving metallic, as opposed to semiconducting, nanosheets beacause of
the different Mo coordination (octahedral instead of trigonal prismatic). The use of Li also
requires the intercalation to be carried out in inert atmosphere. One alternative route is to
perform exfoliation by ultrasonication in organic solvents or surfactant solutions, with the
surface tension of the solvent matched to the surface energy of the solid that is being exfoliated
[45]. The lithium-based exfoliation has been demonstrated in the case of MoS2, WS2, MoSe2
and SnS2. The main advantage of this methods is that it can produce large quantities of ML
dispersions, which can be used for ML material deposition by inkjet printing, spin coating
or spraying. The problem is that, because of the very nature of the technique, the resulting
films are composed of small flakes. This limits their use in electronics applications, where
large and continuous films with few defects are required. Alternative methods of exfoliation
have been tried, such as using electrochemical cells with Li anode and TMD cathode, or by
ultrasonication in solutions.
With the rapid growth of the research on CVD, different methods for large-area growth have
been developed for MoS2, with the first results obtained by Zhan et al. and Liu et al. [46,
47]. These methods are based on the use of solid materials such as Mo or MoO2, which are
deposited in the form of thin films on chosen substrates, and then made to react with S at
elevated temperatures. Although encouraging, these preliminary results are limited by the
difficulty in achieving controlled monolayer (ML) growth. However, control over thickness
and layer number for large areas has been recently reported [48, 49, 50]. The method is based
on using solid MoO3 and S powders in a furnace filled with inert gas at atmospheric pressure.
The precursors evaporate and react in the vapour phase. The result is the production of
ML single-grain domains with typical size on the order of 100µm and electronic and optical
properties comparable to those of the exfoliated samples. However, due to the complexity
and recent birth of the field, more effort is still necessary to increase the area over which films
grow, as well as to introduce p and n-type dopants with precision.
All these characteristics resulted in a great amount of research in this field, with the hope to
obtain technological applications as well as deeper understanding of these processes. For
these reasons, it is natural to expect a continuing strong interest in the field in the near future,
which could lead to new and more reliable fabrication techniques, and thus device production.
Some of the most promising applications involve flexible electronics, high-electron-mobility
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transistors and new devices built with the combination of different 2D materials combined.
2.3 Pixel Detector Device Architectures
Now that the properties of these materials have been summarized, it is time to see how their
implementation inside a pixel detector could be made. To investigate the performances of the
detector, many simulations of various different architectures were made, as will be explained
in greater detail in the following chapter. All the tested architectures are summarized is fig.2.8
The first structures to be put to test were similar to the one in fig.1.12, with 300µm-thick
silicon, an oxide layer and a graphene FET on top of it (fig.2.8a). The choice of this starting
point was inspired by the devices proposed in a few papers published on the subject [16]. The
substrate is high resistivity n-silicon, However, it was found that this configuration (akin to a
MOS device, with graphene instead of a metal) is not suitable for detection purposes, as the
depletion depth was insufficient to cover the whole length of the absorber.
Figure 2.8: Tested device architectures
Due to the issues with a completely undoped substrate, a substrate structure which partially
resembles a p-i-n diode was tried. Here one has a p-implant in a substrate of n-Si, which is
polarized in order to obtain full depletion (applying a positive bias to the n-substrate respect
to the grounded p-implant). The electrical contact also allows to get rid of the charges once
the detection is done. The semiconducting substrate is covered with a layer of oxide, and the
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sensing transistor is on top of it. The idea is that one does not need to wait for the charges to
accumulate under the transistor to obtain an output modulation. In fact, an electric field is
generated as soon as charges start moving and, as the simulations will show, their passage in
the proximity of the device is enough to generate a signal.
Various arrangements of implants were tried, starting by putting the p-implant just beneath
the sensing transistor (fig.2.8b) and then moving it to the sides. Another possibility which was
explored was one based on the punch-through design (fig.2.8c). In this scheme, a floating
p-implant is used along the grounded one, and the depletion zone generated by the connected
one extends to both for small backside voltages. At zero bias, the floating p-implant will only
be surrounded by its intrinsic depletion zone, and its potential will only differ from the bulk
by the built-in voltage. If one increases the backside voltage, the floating zone follows the
backside potential up to the point when the depletion zone of the grounded implant reaches
the floating one. From this point the potential of the floating implant is no longer dependent
on the backside voltage, and its depletion zone starts to grow. Thus, charges collected by the
unconnected implant then flow into the grounded electrode.
Figure 2.9: Schematic of the final simulation geometry
In the end, the most successful geometry was found to be the one where the polarization
electrode was beyond the sensing device (fig.2.8d, 2.9). This way, apart from the area shadowed
by the junction (i.e. the volume below the p-implant), wherever the charges are generated, their
path before being collected passes under the G-FET/MoS2-FET, affecting its current output.
The simulated structure comprises a central electrode with a p-doped implant beneath. Two
sensing elements are put on both sides of the contact, and this structure can be repeated in
space to create a pixel array. As discussed in the following chapter, this structure has been
fully simulated in terms of static fields, signal collection and noise, showing very promising
performance figures.
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To assess the performance that one could expect from devices such as those proposed and
to guide the design of the devices, computer simulations were performed. To do so, the
production of electron/hole couples due to the passage of an ionizing particle was replicated
in time-dependent simulations of several candidate devices, as well as their predicted electric
response.
3.1 Simulation Tools
3.1.1 NanoTCAD ViDES
The first software used for device simulation was NANOTCAD VIDES[51, 52]. This tool allows
to simulate nanoscale devices through the self-consistent solution of the Poisson and the
Schroedinger equations, by means of the Non-Equilibrium Green’s Function (NEGF) formal-
ism. As opposed to Sentaurus (see following subsection), VIDES fully supports 2D materials,
while lacking the possibility to run time-dependent simulations. It was used for the first
simulations, in order to understand the general behaviour of the device. In order to do so,
simulations of graphene and MoS2-based devices were run on a simple Si/SiO2/Graphene
layered structure.
First, the variation of the Fermi level (and the consequent properties) due to the modula-
tion of a backgate potential was simulated, to practice with the simulation tools and verify
if the results matched theoretical predictions. Then, the release of charge in the silicon was
simulated by imposing different Fermi levels for electrons and holes in the Si-region (see sim-
ulation scripts in sec.6.2), to create a net charge layer near the Si/SiO2 interface (fig.3.1). More
precisely, the structure was made by a graphene monolayer on 50nm of silicon oxide, with a
300µm silicon substrate. The substrate is lightly doped (∼ 1012-1014cm−3), and a potential
difference of a few tens of Volts is applied across the device. The idea is that the charges in
the substrate and the graphene film would act as a capacitor: electrons/holes on one side
of the oxide induce a corresponding charge density in graphene, shifting its Fermi level and
thus changing its conductive properties. A modulation of the resistivity is indeed observed, as
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shown in fig.3.1, where a ∼ 25% variation is observed when ∼ 104 electrons/holes are created
at the Si/SiO2 interface. For MoS2 similar results were obtained, but in this case the variation
was much larger, of the order of ∆R/R ∼ 6. This static simulations were very encouraging,
showing that a significant resistance modulation was to be expected in the graphene/MoS2
layer when the charge corresponding to a minimum ionizing particle (MIP) was released in
the silicon substrate. However, the introduction of an electron/hole population with this "ad
Figure 3.1: Electrostatics simulation: induced charges (left) and modulation of the graphene
sheet resistance (right)
hoc" method was ruled unsuitable for a convincing demonstration of the device performance.
Moreover, it was not possible to modify this software in order to produce time-dependent
simulations, whereas response time is a characteristic of the utmost importance for a detec-
tor. These considerations ended in the decision to add a different approach for numerical
simulations, as explained in the following section.
Figure 3.2: Electrostatics simulation: MoS2 resistivity as a function of ∆EF (left) and potential
in the device for various ∆EF values (right)
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3.1.2 Sentaurus TCAD
Most of the simulation work was performed with SENTAURUS TCAD® [53], a software suite
by SYNOPSYS®. The devices were designed using a CAD platform called Sentaurus Structure
Editor (SDE), and their behaviour and characteristics were calculated using Sentaurus Device
(SDevice). The program simulates numerically the electrical properties of the semiconductor
device: terminal currents, voltages, and charges are computed based on a set of physical
device equations that describes the carrier distribution and conduction mechanisms.
A real semiconductor device, such as a transistor, is represented in the simulator as a "virtual"
device whose physical properties are discretized onto a non-uniform grid (or mesh) of nodes.
The software was chosen as it is widely considered the standard in the semiconductor device
modelling field, and offers a wide range of tools.
The first problem encountered was the absence of both MoS2 and Graphene from the Material
Library provided by Synopsys, which is primarily focused on materials currently used in the
semiconductor industry. Moreover, SDevice does not support 2D-materials natively, but only
regions with finite thickness. Thus it was necessary to find a way to introduce the physical
characteristics of the desired materials inside the simulation suite. In the program each
material has a parameter file where all its relevant properties are stored. It was then necessary
to write two of such files for these graphene- and Mo2-equivalent materials.
To solve the "dimensionality issue" related to the impossibility of simulating a true 2D layer,
the newly defined materials were given a 3D-Density of states (DoS) n3D such that, being d
the region thickness, the product n3D ·d would give the correct 2D-DoS.
Graphene-equivalent Material
According to the already mentioned theoretical results (ch.2), the total carrier density in ML
graphene is given by:
n+p = 2
pi
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kB T
ħvF
)2
·
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F1
(
EF
kB T
)
+F1
(−EF
kB T
)]
(3.1)
To simulate a similar DOS, the so-called "MultiValley" model available in SDevice [53] was
employed. In this way one can define several electrons and holes valleys, whose summation
gives the total carrier densities. The multivalley electron/holes density is defined as follows:
n =NC
Nn∑
i=1
[
gi F1/2
(
EF,n −EC −∆E in
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)]
p =NV
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Where Nn,p is the number of electron/hole valleys, NC and NV are the effective carrier densities
in the conduction (CB) and valence band (VB), and EF n,p , EC , EV are the Fermi Energy, CB
Energy and VB Energy, respectively. The two parameters NC and NV are calculated in software
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from the following formulas [54]:
NC = 2.5094 ·1019
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)3/2
NV = 2.5094 ·1019
(
mp
m0
)3/2 ( T
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)3/2 (3.3)
where mn and mp are user-defined effective masses, called EDOSMASS and HDOSMASS in
SDevice. Note that densities NC and NV are in cm−3.
The parameter gi is called "DOS valley factor", and is given by:
gi = 2.5094 ·10
19
NC
√√√√m1m2m3
m30
(
T
300K
)3/2
(3.4)
where parameters m1,2,3 are the longitudinal and transverse carrier masses. Note that in this
way it is not necessary to define EDOSMASS and HDOSMASS as NC and NV go away in eq. 3.2.
The function F1/2 in eq.3.2 is the usual Fermi Integral of order 1/2:
F1/2
(
η
)= ∫ ∞
0
p
E
1+eE−ηdE (3.5)
which is the correct result for the carrier densities if a parabolic band approximation is as-
sumed. In this case the energy dependency of the DOS is in the form
p
E , and eq.3.5 yields the
correct result. However, this approximation is unrealistic for the linear dispersion relation in
graphene, so a non-parabolicity correction had to be included. This was done by introducing
a dispersion of the type of
ħ2k2
2m∗
= E (1+αE) (3.6)
With this modification, the Fermi-Dirac integral in eq.3.5 is replaced by:
Fα1/2
(
µ,T
)= ∫ ∞
0
(1+2kB TαE)
√
E(1+kB TαE)
1+eE−µ dE (3.7)
where µ is the normalized quasi-Fermi energy for electrons/holes µn,p : µn = EF,n−ECkB T , µp =
EV−EF,p
kB T
and E is the normalized energy. A fit (and many trials) of the analytical DOS of graphene
with a function such as in eq. 3.2 was used to obtain the final parameters.
Even if theoretically monolayer graphene would be gapless, imposing Eg = 0eV caused numer-
ical instability in the simulations. This problem was avoided introducing a small gap of 0.1meV.
Finally, the work function and dielectric permittivity values were taken from the literature. All
the coefficients are showed in table 3.1. As shown in fig.3.3, the model gives a good fit (on
average ∼ 5%) in a 0.5eV-range around the Dirac point ED . As the expected variation of the
Fermi energy is in the order of a few tenth of an eV at most, this range is more than enough for
our purpose.
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Parameter Value
Eg 10−4 [eV]
χ 4.6 [eV]
mn 0.2024
mp 0.2024
Nn 10
Np 10
α 1.789 [eV−1]
d 0.05 [nm]
Table 3.1: Graphene-equivalent material parameters
Figure 3.3: Monolayer graphene carrier densities: analytical and approximated
MoS2-equivalent Material
A similar procedure was followed to model a simple MoS2-like material. It was already men-
tioned (see ch. 2) that the total 2D carrier density in MoS2 is given by:
n+p = kB T
piħ2
[
gn log
(
1+exp µn
kB T
)
+ gp log
(
1+exp µp
kB T
)]
(3.8)
ML MoS2 is a semiconductor with a ∼ 1.8eV bandgap, and its band structure can be approxi-
mated effectively with a parabolic relation near the band minima. Thanks to this, it was easier
to produce a parameter file for this material, using the same model and techniques illustrated
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for the graphene-like material above.
Using known values [55, 56, 57] of the physical quantities of interest (effective masses, energy
gap, work function) and some fitting, it was possible to obtain the coefficients shown in table
3.2. Similarly to the case of graphene, the MoS2-like carrier density is a good approximation
(∼ 15-20%) in a few tenths of eV region around the gap.
Parameter Value
Eg 1.80 [eV]
χ 4.2 [eV]
mn 0.54
mh 0.44
Nn 1
Np 2
α 0.0 [eV−1]
d 0.5 [nm]
Table 3.2: MoS2-equivalent material parameters
Figure 3.4: Monolayer MoS2 carrier densities: analytical and approximated
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3.1.3 Simulation Procedure
The first step in each simulation was to obtain a static solution, which describes the system in
equilibrium. The potentials and concentrations obtained would then be used as a starting
point for the calculation of the time-dependent simulation. However, since the newly intro-
duced materials have only the correct carrier densities and a few other properties of the real
materials, simulations of their transport behaviour inside SDevice would have been unreliable.
The way to circumvent the obstacle was to simulate only the electrostatics in Sentaurus, and
then extract the desired physical quantities. These were then used to calculate transport
through the 2D channel via a separate analytical model.
More specifically, the passage of a ionizing event was simulated in two different ways. The first
was by using the ALPHAPARTICLE model in SDevice. This simulates the passage of an alpha
particle of given energy trough the device, causing a generation rate
G (r,ν, w, t )=

ap
2pi
e
− 12
(
t−t0
s
)2− 12 ( ν2+w2s )[c1eαr + c2e− 12 ( r−α1α2 )2] if u <α1+α3,
0 if u ≥α1+α3
(3.9)
Here r is the coordinate along the particle path and ν and w are coordinates orthogonal to
r . Parameter t0 is the time of the generation peak, which has a Gaussian time dependence,
to simulate the typical generation due to pulsed laser or electron beams. Finally, α1 is the
maximum of the Bragg peak, c1 is a parameter that accounts for the particle energy and a is a
scaling factor for the average energy needed to create an e-h pair. Typical values for a 5MeV
alpha particles in Si are α1 = 20µm and c1 = 1.5.
Using this system, it is possible to study the response of the system to the injection of a
localized charge, since the range of an alpha particle of a few MeVs in Si is of the order of a
few micrometres [58]. However, the number of e-h couples produced by a few-MeV-alpha
particle is quite large (order of 106), and this leads to slow collection times. This effect is
known as "plasma effect"[59]: because of the high ionising power, a plasma of electrons and
holes is produced along the particle track. If the electric field within the detector is unable
to penetrate the plasma, charge collection is retarded. This means that this method is not
suitable to investigate the intrinsic time response of the system, neither its sensibility limits.
However, these simulations were useful to assess the accuracy of the simulation by comparing
the results with similar studies [60]: the excellent accord was a reassuring confirmation that
the simulation set-up behaved as expected.
The other strategy for simulating ionization was by using an optical generation simulation. A
laser pulse with a frequency for which silicon has very low absorption (hence long absorption
length lα =α−1) can be used to replicate the characteristic particle trail caused by a MIP. If the
refractive index is nr (λ)= n(λ)+ i k(λ), the extinction coefficient α is given by the relationship
α= 4pik/λ0, where λ0 is the free space wavelength. For a beam of 1.06µm-photons one has
lα ≈ 900µm [61]. This means that a swarm of couples is generated all along the beam trajectory.
With this wavelength, the beam intensity I0 was chosen in order for the light pulse to produce
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a number of e-h couples similar to the one from a MIP passing through a 300µm Si absorber
(∼ 2.4-3.0 ·104). The beam attenuation is described by Beer’s law, and thus the generation rate
at a point r at a certain time t is given by:
G(r, t )= J0Ft (t )α (λ,r ) Abe−
∫ r
r0
α(λ,r ′)dr ′ (3.10)
where J0 = I0/hν and Ft (t ) is the pulse time dependency:
Ft (t )=

e
−
(
t1−t
σ
)2
if t < t1,
1 if t1 ≤ t ≤ t2,
e
−
(
t−t2
σ
)2
if t > t2
(3.11)
Figure 3.5: Charge density in the device during excitation (left) and optical generation pulse
G(t ) (right). The red solid line is the optical power, while the blue dashed line is the number of
e-h pairs generated
The pulse duration was chosen to be ultra-short: in order not to influence the shape of the
response signal, it must be as delta-like as possible. The final excitation parameters are shown
in table 3.3. where Ab is the beam spot area and ∆t = t2− t1 is the duration of the pulse at
constant intensity, with Gaussian rise and fall with σ = σt . The total number of generated
charges was calculated by integrating G(r, t ) and then verified by simulating a 300µm silicon
pixel with all recombination processes disabled, and integrating the current flowing from the
electrodes (fig.3.5). As can be seen from table 3.3, the number of pairs generated is a fraction
of the actual number for 1 MIP, in order to test the sensibility of the detector to weak signals.
The number of e-h pairs generated are reported in tab3.3 with some indetermination. This is
due to the fact that the actual number can fluctuate around its mean value according to the
precision of the simulation.
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Parameter Value
λ 1.06 [eV]
I0 5,10 or 15 ·104 [W/cm2]
Ab 1 [µm
2]
∆t 10−11 [s]
σt 10−12 [s]
No. of couples ∼ 8-10,16-20 or 24-30 ·103
Table 3.3: Optical excitation parameters used in all simulations
In all the simulations the transport inside silicon was computed with a drift-diffusion model,
taking into account thermal, Auger and Shockley-Read-Hall generation-recombination pro-
cesses (see sec.1.2.2). Also, periodical boundary conditions were assumed, to replicate the
periodic geometry of a pixel array.
To obtain accurate results in TCAD simulations, choosing the right meshing strategy is of
capital relevance. To be suitable for numerical computing, continuous models and their math-
ematical equations have to be transferred into discrete counterparts by means of sampling.
This process is usually carried out as a first step toward making physical models accessible
to numerical evolution. In general, spatial tessellations are referred to as mesh constructed
on elementary geometrical objects like points and edges. In general, the mesh size should
be small enough to give accurate results, yet one should not have more vertices than needed,
in order to reduce computational requirements. Keeping in mind this, an adaptive meshing
strategy was employed, with a looser grid in the silicon bulk (which accounts for most of the
device volume), and smaller spacings around edges, interfaces and steep-gradient regions.
Due to the nature of the devices studied in this work, the main meshing issues were two: the
presence of very thin layers, and the accurate modelling of the generation processes along the
particle track. To obviate to the convergence problems in the thin graphene and MoS2 layers,
a meshing step of ∆y = d/5 was set, in order to have at least 5 sampling points in the thickness
direction.
For generation rates, the problem is a little more involved. By default, in SDevice, the integra-
tion of the generation rate over the control volume associated with each vertex in the mesh is
performed under the assumption that the generation rate is constant inside the vertex control
volume and equal to the generation rate value at the vertex. As generation rates can change
very rapidly in space, the approximation error with such approach may lead to large errors
on a coarse mesh (in particular, the method does not guarantee charge conservation). To
eliminate this source of error, an improved spatial integration was performed. Each control
volume is covered by a set of small rectangular boxes and the generation rate is integrated
numerically inside these boxes.
Also, a tighter mesh was defined for a region of∼ 10µm around the laser track. Here the spacing
between sampling points was reduced of a factor 4 (∆xmi n = 0.05µm) along the transverse
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Figure 3.6: Illustration of the meshing process. The detail shown is the electron density inside
the channel of a MOSFET
direction, where the gradient is steeper. In the longitudinal direction the mesh size is the same
used in the bulk, as the intensity changes slowly due to the long penetration length.
At this point, the numerical simulation calculates the charge generation and transport inside
silicon, as well as potentials and charges in all the regions that compose the device. The
potential Vc along the graphene/MoS2 channel is then recovered, and put inside an analytical
model to calculate the resulting drain-source current. The model for the graphene FET was
laid out on the basis of a paper found in literature [62], and was then adapted to account
for MoS2 properties. For this purpose, a simple PYTHON program was written to process the
simulation data.
In general, the drain-source current in a field-effect transistor like the one in fig.3.7 can be
written as
IDS = qρsh(x)v(x)W (3.12)
where ρsh is the 2D free carrier density, v(x) is the carrier velocity and W the width of the
channel at a certain point x along the channel. Since at each position corresponds a certain
potential V (x), it is possible to translate all the quantities into a V dependence. By translating
the functions of x ∈[0,L] into expressions depending only on V ∈[VS ,VD +VS], the spatial
profile of the potential disappears from all the equations, so that IDS now depends only on
the range of values taken by the local potential. Thus, it is possible to account for the effect of
charges by superimposing a potential Vc on top of V , and calculating the resulting current.
In graphene on SiO2 the maximum carrier velocity is strongly limited by interfacial phonon
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scattering [63, 64] It has been shown that mainly the two surface optical phonons of SiO 2
with energies of 59 and 155 meV are involved in this process. With sufficient accuracy, the
phenomenon can be described by only one phonon with an effective energy ħΩ [64]. This
approach has been used [65] to derive an expression for the saturation velocity which depends
on this effective energy and therefore also on the sheet carrier density [62]:
vsat = Ω(
piρsh
)0.5+AV 2 (3.13)
where A is a fitting parameter of the order of ∼ 0.001. Modelling carrier velocity as shown in
eq.1.11, one obtains (for β= 1):
IDS = qρsh
µE
1+ µEvsat
(3.14)
Integrating the l.h.s. over channel length from x = 0 to x = L to account for the contribution of
all points of the channel yields:
IDS = qµW
∫ VDS
0 ρsh (V )dV
L−µ∫ VDS0 v−1sat (V )dV (3.15)
where the functions now depend on V instead of x.
Figure 3.7: Illustration of a simple backgated GFET
For MoS2 these expressions were modified according to the results in ref.[66]. The formula
used for IDS was then
IDS = qµW
L
∫ VDS
0 ρsh (V )dV[
1+
(
VDSµ
Lvsat
)β]1/β (3.16)
where vsat = 0.27 ·107cm/s and the velocity saturation exponents is β= 1.8[66].
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3.2 Simulation Results
To investigate the performances of the detector, many simulations of different structures
(briefly listed in the previous chapter) were made. The common feature is a 50-µm pitch,
which is a realistic value for modern-day pixel detectors, and a standard 300-µm thickness
of the silicon layer. The absorber is made of n-silicon with a doping of 1012cm−3. Promising
structures were simulated twice: one considering a graphene channel, and one using MoS2.
When not specified, the results are given considering a particle impinging in the centre of the
pixel.
3.2.1 Undoped substrate
The first structures to be simulated were similar to the one in fig.1.12 shown before. As was
already said, the main problem of this type of device is that the material is not fully depleted.
From the simulation it was found that for a potential difference of ∼ 100V across the device,
only ∼ 20µm of Si are depleted. In undepleted regions there is a low electric field, which
means slow collection of charges, and too many majority carriers, which facilitate charge
recombination, making the detection difficult (part of the signal charges are lost). In fact,
response times of the order of more than ∼ 100ns were found (fig.3.9), and the delay between
excitation and signal peak was measured at several tens of µs (coherent with diffusion-driven
motion times in Si).
Figure 3.8: Schematic of the device based on undoped substrate, as proposed in ref.[16]
Another problem of this structure is the need for a reset mechanism: when electron/hole
couples are generated and migrate towards opposite ends of the device, they accumulate at
the SiO2/Si interface, and remain there until recombination restores the initial state. This
means that without action, the pixel would have a long dead time. A device with this structure
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would then need a pair of contacts for removing the charges. For example, two doped implants
located in the absorber, on opposite sides of the sensing device, could be used to apply an
horizontal voltage (fig.3.8). This mechanism has been proposed originally [67] to allow the
electrons to "settle" under the graphene in order to be detected. However, as will be showed
in the following, this is unnecessary.
Figure 3.9: Simulation of a Graphene/Oxide/Silicon device, as proposed in ref.[16]. The curves
show the electric potential variation on graphene for the device under examination (red) and
for a depleted device as described in sect.3.2.3
3.2.2 PN-junction Structures
The next step was to use a substrate structure with some kind of depleting junction. Here the
pn-junction helps to obtain full depletion, but also carries away the charges, achieving an
automatic reset of the device. While in the previous attempt the aim was to make the charges
settle at the silicon/oxide interface beneath the sensor, here the generated electrons/holes are
carried away as soon as they reach the doped region. Several variations on this structure were
tried, starting with the one in fig.3.10.
Even if the response time was drastically reduced to a few tens of nanoseconds, the simulations
yielded a poor dependence of the channel conductivity on ionization events (∼ 0.1% variation)
for all these configurations. This was primarily due to the shielding action of the heavily doped
p-Si layer. The semi-metallic behaviour of this region almost completely screens the FET
from the potential generated by ionization charges. This posed a problem: while depleting
the absorber is fundamental for a working device, this must be done in such a way that the
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Figure 3.10: Schematic of the coaxial geometry
charges can be "seen" by the FET before exiting the pixel. The structure with a punch-through
mechanisms was indeed better, but still not satisfactory, due to the large portion of the surface
blocked by doped areas. Charges generated near the pixel borders are in fact screened, and
only the area between the two implants (see fig.2.8c) is efficient.
Another aspect which was worth of being investigated was the effect of different oxide thick-
ness. The effect which modulates graphene properties is a capacitive one, and this means that
the spacing between the charge layer and the graphene sensor should not change the amount
of "induced" carriers, just like the spacing between plates does not change the charge induced
on the other plate in a simple capacitor. However, this statement was checked by simulating
the effect of 150nm- and 50nm-thick SiO2 layers. In the end, no significant difference in
response was found.
Figure 3.11: Simulation of a the device of fig.3.10: current modulation in graphene due to the
passage of a MIP, resulting in ∆I /I0 ∼ 0.1%
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Figure 3.12: Electric field inside the device and detail of the area near the polarization electrode
(a, b). Figure (c) shows a section of the device, which is the same shown in fig.2.9.
3.2.3 Non-Centred Structure
The best location for the polarization contact and doped area was found to be beyond the
FET, along the trajectory of the charges (see fig.3.12 and fig.2.9). This way, apart from the area
shadowed by the top contact, wherever the charges are generated inside silicon, their path
before being collected passes under the G-FET/MoS2-FET. The simulated structure comprises
a central electrode with a p-doped implant beneath. Two sensing elements are put on both
sides of the contact.
From a simulation of a particle passing through the device at approximately 15µm from the
center, a current modulation∆I /I0 ≈ 28% was found for a full MIP, while for∼ 8000 e-h couples
(around 1/3 of a MIP) the modulation is around 12% (see fig.3.13). The current IDS grows
when the particle hits, and the signal peaks after approximately 7ns, which is comparable to
the peaking time of the current flowing out from the electrodes. After 40ns, the device has
returned to its idle state, with the potential on the channel going back to the starting value.
This timings are mostly determined by the transit time of electrons and holes in silicon, as the
current flowing from the polarization electrodes has a similar time dependence.
The same simulation was also done considering an identical device, but with a MoS2 channel.
While the time response is comparable, the amplitude of the modulation is much larger,
reaching a ∼ 700% change (see fig.3.14). Here the big difference is undoubtedly due to MoS2
bandgap, which keeps current low in the steady state. When a particle hits the sensor, the
change in the Fermi Level is enough to move the working point of the device outside the gap,
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leading to an huge growth in conductivity.
Figure 3.13: Current modulation for ∼ 8000 and ∼ 24000 e-h generated couples in the unit cell
of fig.3.12 with a graphene channel. Here the base value is I0 ≈ 10µA
Figure 3.14: Current modulation for ∼ 24000 e-h generated couples in the unit cell of fig.3.12
with a MoS2 channel. Here the base value is I0 ≈ 7.7µA
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3.2.4 Working Point
Another aspects which must be mentioned is the optimization of the working point of the
device. As already said, the signal is generated by a shift in the Fermi level, and thus in
the carrier concentrations, which follows from the presence of charges near the conductive
channel. However, the magnitude of this shift is dependent on the initial position of the Fermi
level, as equal shifts does not correspond to the same variation in carrier populations. This
can be understood from a purely electrostatic point of view: the charges that appear in the
channel mirror those underneath the oxide, and thus the Fermi level shift magnitude is the
one that accounts for this variation.
In the case of graphene, this means that if at rest EF ≈ 0, the energy shift will be maximum,
because one starts with almost no charges. On the contrary, if one works far from the Dirac
point, where the material is much more conductive, the response is only a minimal variation
of EF . In the case of MoS2 this translates to having EF at rest inside the bandgap, but close
enough to its border so that when a MIP crosses the detector the Fermi level is shifted outside
the gap, leading to a great increase in conductivity.
As a confirmation of this, simulations of the same excitation (crossing the sensor near the
centre) with different source/drain voltages where run. Here the voltage difference is the same
(VD −VS = 100mV), but VS is changed. As an example, from fig.3.15 it can be seen that indeed
the maximum in response is obtained for VS ≈ 0 in graphene.
Figure 3.15: Effect of the starting energy level on the device response in the case of Graphene:
base current (red line) and relative variation (blue line)
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3.2.5 Pixel Array
The structure shown in the last paragraph is effective, but it is not clear yet how one could
arrange it in a real 3D device. For this purpose, a 2D simulation of a prototype cell was run,
with the configuration shown in fig.3.16, imposing periodic boundary conditions to simulate
the presence of many other neighbouring cell groups. In fact, our pixel must be a unit cell
repeating in space. In this case the "unit" is a pair of cells with specular geometries, very similar
to fig.3.10. Here the bias is given by a common backgate and a series of electrode/implant
lines which divide the device into strips. Along each strip there is a periodic arrangement
of FETs. In order to limit the number of contacts, all the source electrodes are in common,
while each drain will have its own connection to the readout electronics. The 2D simulation
represents a section of the device along the axis perpendicular to the strip direction. The
pixel pitch size is 50µm. As shown in fig.3.17, the current relative modulation resulting from
Figure 3.16: Schematic of a possible pixel matrix (4 pixels shown) using the device in fig.3.12
numerical simulations is around ∆I /I0 ≈ 39% for a single MIP and a steady current of 10µA.
The peaking time is tp ≈ 7ns, similarly to the other device geometries.
As before, the same simulation was repeated using MoS2 instead of Graphene, to compare the
predicted performances. The current modulation due to an incoming MIP goes up to ∼ 1200%
here, for a base value I0 ≈ 7.7µA.
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Figure 3.17: Current modulation for ∼ 8000, ∼ 16000 and ∼ 24000 e-h generated couples in the
graphene-based unit cell of fig.3.16.
3.3 Position Sensitivity
A significant aspect in pixel performance is the response for different hit points on its surface.
Various simulations were run to assess how the hit point affected the output, for a graphene- or
MoS2-based detector. The behaviour is qualitatively the same for both materials, and the most
important feature is a decrease in sensitivity when the hit point is nearer to the polarization
electrode. This is due to the fact that part of the charges are generated and move in a region
of the absorber which is shielded by the heavily p-doped zone. However, the sensitivity is
stable within∼ 60% of the maximum in the majority of the pixel, dropping to∼ 40% only in the
10µm area near the polarization electrode, as shown in fig.3.18. Here the same excitation laser
pulse was simulated several times with the hit point between x = 0µm (which corresponds to
the exact position of the electrode) and x = 50µm (border of the pixel). The pixel sensitivity
starts to decrease in the last 10µm near the pixel border, where the charge is shared with the
neighbouring pixel, and the collection time grows, thus increasing the amount of charge lost
before collection.
3.4 Intrinsic Noise
A fundamental quantity for determining the quality of a detectors is noise. Noise limits the
sensitivity of a detector, since is impossible, or at least very difficult, to extract information
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Figure 3.18: Position sensitivity normalized to its maximum value. The sensing FET is centred
in x = 7µm
from a signal where the informative component has the same or a lower strength than the
noise. Thermal velocity fluctuations of the charge carriers in the channel superimpose a
noise current on the output current; this is generally the most relevant (and unavoidable)
contribution to noise in field-effect devices. Shot noise also occurs, but only in gate current
(which is very small), and usually is a negligible term. In fact, the current variation in FETs
arises from a conductance modulation, which is associated with Johnson-Nyquist noise [68].
The last factor contributing to noise is the 1/ f noise in the graphene channel. It has been
showed [69] that in graphene this process has a noise amplitude S/I 2 of the order of 10−8Hz−1
[70], while in the case of MoS2 the value is close to 10−6Hz−1 [71]. Because of this, we can
neglect the low-frequency contribution, since the total flicker noise power at these frequencies
is much smaller than the contribution due to thermal noise, and thus is not a limiting factor
for the device performances. Moreover, while flicker noise can be reduced with higher quality
materials, thermal noise is of a more fundamental nature, and thus poses an upper limit to
SNR [68].
The response of the pixel to the passage of a particle comes in the form of a current modulation:
if one hopes to successfully operate it, it must be sure that the device is not intrinsically limited
by its own noise. In other words, one wants to ascertain whether the current modulation is
comparable with its thermal fluctuations. The "signal" is a variation ∆I = IM AX − I0. However,
for a realistic evaluation of the detection capability not only the absolute variation is important,
but also its relative magnitude ∆I /I0. From these considerations, one can define the peak
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Signal to Noise Ration (SNR0) as:
SNR0 = ∆I /I0
IN /I0
= ∆I
IN
(3.17)
where IN =
√
〈I 2noise〉 is the noise current and I0 is the current in the idle state. A quantitative
evaluation of the noise figure requires the indication of the frequency band ∆ f by which the
spectral density is multiplied. A reasonable estimate is to use the inverse of the pulse width:
∆ f = 1/∆t ≈ 108Hz.
Therefore in the end the total noise current is:
IN =
√
I 2th+ I 2shot+ I 21/f (3.18)
This can be expressed as equivalent noise charges: E NC =
√
E NC 2th+E NC 2shot+E NC 21/f.
The resulting value for the peak SNR0 in a single pixel depends on the hit point, (see previous
section): for example a MIP hitting near the centre of the graphene-based cell at x = 25µm
yields SNR0 ≈ 150, while for x = 35 one has SNR0 ≈ 180. However, it is above 100 (in the
range 110−190) everywhere except in the immediate proximity of the collecting electrode (a
5µm-wide area), where it has the lowest value of ∼ 80. These figures are very favourable for
precise detection, since the signal given by a MIP is much stronger than the noise.
Similar considerations hold for the noise evaluation in a MoS2 channel. Applying the same
type of modelling, the resulting SNR0 was far better, always exceeding 600 due to the extremely
high resistivity in the "off" state which drastically reduces thermal noise. More precisely, the
SNR0 is in the 600-1500 range, depending on the position.
3.5 Readout and Noise Figure
As was already mentioned in the previous chapters, the sensing part of the pixel needs to
be connected to a readout circuit, which processes the signal induced by incoming particles
into an output which can be further manipulated by hardware and software. Since without
a readout chain it is not possible to actually obtain a reading from the sensor, a sketch of
this system is a necessary complement to the study of a new detector, as well as to a realistic
evaluation of its noise figure. A readout circuit for the proposed device could be made with
small modifications to a standard circuit used in pixel detectors. A typical front-end system
is shown in fig.3.19: first we have a charge-sensitive preamplifier, and then a signal-shaping
module to optimize the measurement. Here CD , C I , CF are the detector capacitance, the input
capacitance and the feedback capacitance.
A common architecture for shaping is a differentiator-integrator sequence (see section 1.2.4),
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for example a CR-RC2 circuit with a transfer function
T
(
jω
)= 1
T0
jωτ(
1+ jωτ)3 (3.19)
where τ is the time constant determining the output signal rise an fall time, and T0 is a
normalization constant T0 =max
∣∣L −1 [T (s)/s]∣∣ ensuring that a step input of unitary height
results in an output of unitary maximum value. The detector is represented here as a current
source I0 emitting a delta-shaped signal I (t )=Qinδ (t ), where Qin is the total charge carried
by the current pulse: Qin =
∫
∆I (t)d t . This can be obtained by removing the constant base
value I0 from the input using a decoupling capacitor just before the preamplifier. The delta-
approximation is realistic when τ is longer than the original signal duration ∆ts ≈ 60ns (see
fig.3.21), and thus one can assume full charge collection and neglect ballistic loss. The first
part of the circuit integrates the incoming current on the capacitor CF (see eq.1.21), resulting
in a voltage step signal being fed to the shaping system. Therefore, at the end one obtains a
voltage output of the form
V (t )=− Q
CF
L −1
[
T (s)
s
]
(3.20)
whereL −1 is the inverse Laplace transform.
Figure 3.19: Readout circuit
From this schematic one can more meaningfully evaluate the final noise figure of the device.
Here the focus is on the graphene-based device, since it is the one more likely to be built in
the near future, due to the more advanced production techniques.
In general, noise in this device can be modelled as arising from two uncorrelated sources: a
noise voltage generator Vn and noise current generator In . These two sources have spectral
densities SVn and S In , which include contributions from various types of noise. In this case, one
wants to consider white and flicker noise coming from the detector and the preamplification
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circuit:
SVn
(
f
)= AW + A f
f
S In
(
f
)=BW (3.21)
where AW and BW are the contributes of series and parallel white noise and A f is the flicker
noise amplitude. From these considerations, the ENC can be calculated as ENC=
√
V 2RMSC
2
F ,
where V 2RMS is the mean output noise voltage. In the end one finds:
ENC=
√
AW (CD +C I +CF )2 A1
tP
+ A f (CD +C I +CF )2 A2+BW A3tP (3.22)
where the three terms A1/tP , A2 and A3tP represent the weighting coefficients due to spectral
filtering of series noise, flicker noise and parallel noise by the transfer function T
(
jω
)
:
A1
tP
= 1
2pi
∫ ∞
0
∣∣T ( jω)∣∣2 dω
A2 =
∫ ∞
0
∣∣T ( jω)∣∣2
ω
dω
A3tP = 1
2pi
∫ ∞
0
∣∣T ( jω)∣∣2
ω2
dω
(3.23)
Here tP is the peaking time of the output signal, in this case tP = 2τ. Depending on the choice
of this parameter, the total noise figure changes, because the parallel, series and flicker noise
terms depend differently on tP (fig.3.20). Series noise gives a contribution which decreases
with time, while the parallel noise grows as the square root of tP and flicker noise results in a
flat contribution.
One aspect to highlight is that the ENC calculated above is not referred to the ionization
charges in silicon (as it is usually defined in literature), but instead is related to the input
charge coming from the FET. Therefore the SNR ratio can be expressed as
SNR= Qin
E NC
(3.24)
The big difference between the standard hybrid pixel-based system and the proposed one
comes from the fact that while usually Qin is the ionization charge collected in the sensor,
here Qin is the total charge coming from the integration of the output current of the FET. This
means that instead of detecting directly the ionization charge Qion ≈ 3.8fF, the input charge is
the integral of the current modulation due to the incoming particle:
QFET =Qin =
∫
∆I d t ≈ 79fF (3.25)
with an amplification factor of about 20 over the ionization charge. It is clear that this built-in
amplification will greatly improve detection capabilities, significantly increasing the effective
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input charge.
Figure 3.20: ENC as a function of tP assuming full delta-like input current. Together with the
ENC all the contributions: parallel, series and flicker noise. The dashed gray line marks the
time of full charge collection, thus the ENC curve is a realistic evaluation for t > tP
From this model it is possible to explore the dependency of ENC on the electrical components
employed, as well as on the time constant tP . As can be seen in fig.3.20, the total ENC is
mainly controlled by the parallel noise contribution, arising from the thermal noise inside the
detector. This results in having an ENC minimum at tP values smaller than the signal duration,
with tPMIN < 20ns. Such an interval is too short to be used, and also would mean to discard
most of the preamplified input charge, as well as to break the delta-approximation introduced
before (see dashed gray line in fig3.20). Thus, the system could be used at tP between 80 and
100ns. For peaking times below this values, which could be desirable for faster detection, one
should take into account the real time profile of the input signal.
From the parameters in tab.3.4 the calculations explained above give ENC≈ 1700e−, leading
to a signal-to-noise ratio
SNR= 4.93 ·10
5e−
1700e−
≈ 290 (3.26)
The values used here for the circuit components are typical of modern compact readout
systems used in high energy physics. It is shown in fig.3.21 how the different capacitances
affect the ENC: it is clear that while larger values of the total capacitance move the ENC
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minimum towards longer values of tP ; however this effect is small, and followed by an increase
in noise which makes it impractical.
Figure 3.21: ENC as a function of tP for various values of the total capacitance CT OT =C I +
CD +CF (left), and the integrated charge Qin as a function of time (right)
As a comparison, the ATLAS Pixel detector uses 250µm thick sensors with 50x400µm2 pixels
with a typical ENC of 200e−, corresponding to a SNR of about 100 [72]. Although the presented
noise estimates for the graphene-based detectors use a simplified model and may be erring on
the optimistic side, the figures obtained show the enormous potential for this kind of devices.
Parameter Value
CF 150 [fF]
C I 50 [fF]]
CD 50 [fF]
AW 10−16 [V2/Hz]
A f 10
−11 [V2/Hz]
BW 4kB T gm [A2/Hz]
A1/tP 0.85
A2 3.41
A3tP 0.64
Table 3.4: Readout circuit parameters
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4 Test Device Fabrication
4.1 Graphene Growth Methods
In preparation to a future realization of a prototype of the detectors proposed in this work, as
well as to other applications of graphene in this field, the process of production of graphene
devices was studied and put into practice. All the experimental work was done at the INFN
laboratories in Frascati, where a graphene growth activity was starting at the time this thesis
work began, and at the CNR-IFN institute in Rome. The work done to refine the synthesis
process and obtain some graphene-base devices for testing is described in the following
paragraphs. Every technique described was actually performed by the author, under the
guidance of resident staff members.
The properties of graphene and its multiple potential applications have attracted a significant
number of researchers to look into methods for producing highly crystalline wafer-scale
graphene. However, it is noteworthy to anticipate that, at the moment, no known technique
ensures the production of macroscopic areas of graphene with the desired properties on an
industrial scale, which is the main obstacle on the road for the highly-anticipated "graphene
revolution".
The most promising candidate techniques for such a large-scale production are the epitaxial
growth of graphene from silicon carbide [32] (SiC) and the chemical vapour deposition (CVD)
of carbon precursors [33]. The first process was introduced in 2004, and is based [73] on the
thermal desorption of Si at high temperature (> 1300°C):
SiC(s) →Si(g)+C(s) (4.1)
Essentially silicon sublimates at high temperature, and the remaining carbon atoms rearrange
themselves in a graphene layer.
On the other hand, the CVD process uses gas species (H2, CH4) that are fed into a high
temperature chamber containing a metal substrate. The idea for CVD growth came from
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observing that graphite layers grew on Ni surfaces that were exposed to carbon sources in the
form of hydrocarbons or evaporated carbon. These precursors (generally CH4) decompose to
carbon radicals at the metal substrate surface, forming single-layer and few-layers graphene
(fig.4.1). During the reaction, the metal substrate works as a catalyst to lower the energy barrier
of the reaction, but also determines the graphene deposition mechanism, which ultimately
affects the quality of graphene. Graphene CVD was first reported in 2008-2009, using Ni [74]
and Cu [75] substrates. It has also been demonstrated on Ru, Ir, Co, Re, Pt and Pd in recent
years [76].
Figure 4.1: CVD growth illustration
The main advantages of graphene on SiC are the semi-insulating substrate available at the end
of the process and a precise control of the number of layers grown. However, it also has several
drawbacks: the resulting graphene is n-doped (n ≈ 1013cm−2) and coupled with the substrate,
which makes transfer difficult. Moreover, it requires a careful preparation of SiC prior to the
growth process, in order to obtain a sufficiently flat surface [77, 78]. On the contrary, CVD is
rather easy, and allows to obtain larger areas of graphene, since graphene grows on all the
metal surface, which could (in principle, at least) be arbitrarily large. Its most evident problem
is, however, the necessity to transfer the graphene from the metallic substrate to an insulating
one.
One critical aspect of CVD growth is carbon solubility in the chosen metal substrate. When
hydrocarbon decomposes, carbon atoms dissolve into the metal to form a solid solution.
During the cooling down phase, these atoms diffuse out from the solution and precipitate
on the metal surface, increasing the carbon layer thickness. The relevance of this process
varies significantly from one metal to another: the larger the solubility, the more atoms will
segregate, hindering the ability to finely control graphene growth. Ni(111) for example, has
a crystalline structure which provides an excellent lattice-matching substrate for graphene
growth. However, it also has a high carbon solubility [79], with the result that the produced
graphene films vary from monolayer to tens of layers due to precipitation of extra carbon
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during the cooldown [80, 81]. On the contrary, the solubility of C in Cu is much lower. Since
only a small amount of carbon can be dissolved in Cu, the source for graphene formation is
mainly from the gas precursor decomposing on the surface [82], and carbon precipitation
from the bulk is negligible. The fact that the only relevant process happens on the surface
implies that the process is self-limiting to monolayer growth. Once the surface is fully covered
with graphene, growth terminates (or at least slows down to a negligible rate) because of
the absence of a catalyst to decompose CH4. Also, the effect of different cooling methods is
less critical. This makes it possible to achieve almost 100% monolayer coverage. Graphene
grown on metal substrates shows high quality, carrier mobilities typically in the range 2000 to
4000cm2/Vs.
4.2 Growth Procedure
The growth and fabrication process which will be described in the following is articulated in
the following fundamental steps:
• Substrate preparation and cleaning
• Graphene growth on substrate
• Transfer from growth substrate to silicon wafer
• Device fabrication
Because of these advantages, copper was the substrate of choice for the current work. The
experimental setup used to produce the samples is the one shown in fig.4.2. It includes a
furnace, a pump, several manometers to monitor internal pressure and a control station to
regulate gas inflow. The furnace is a 7.6cm x 50cm Carbolite® quartz tube, heated by resistive
coils. As can be seen in the schematic, there are three separate heating elements, in order to
obtain a constant temperature along the tube (within±2°C). The quartz chamber is sealed with
KF-type flanges, and a combination of valves and a rotary vacuum pump is used to control
the internal pressure, which is measured using a MKS Baratron® and a pressure-to-voltage
converter. The inflow of gases is regulated via a set of three MKS flow meters, one for each gas
species to be used: H2, CH4, Ar.
Before the actual growth, the internal pressure was lowered to 0.028Torr, and a preliminary
cleaning cycle was initiated. The procedure involved the following steps:
• Heating ramp from RT to 350°C in a 0.7Torr Argon atmosphere
• Constant temperature for 5 minutes in the same atmosphere
• Heating ramp from 350°C to 900°C in a 1.2Torr H2 atmosphere
• Constant temperature for 45 minutes
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• Cooling in a 0.5Torr atmosphere
Figure 4.2: Instrumentation used for graphene growth
A batch of 4cm x 4cm Cu substrates was cut from 30cm x 30cm Alfa-Aesar 25µm-thick 99.8%
copper foils. All the samples were cleaned using a HNO3 bath, a procedure which has proven
useful to ensure better growth quality [83]. The samples were left in the etching solution (1 : 40
HNO3:H2O) for 75s, then washed in DI water and dried by blowing with N2. In this way, the
original surface of the Cu foil, together with its impurities, is scraped off and a clean surface
is obtained. It should be noted that this step is not intended to reduce surface roughness,
actually slightly increasing it, but only to remove chemical impurities and native oxide, since
the supplier covers the foils with chromium oxide for protection against corrosion.
To gain deeper insight in the chemical composition of the surface, X-Ray Photoelectron
Spectroscopy (XPS) measurements of off-the shelf and treated copper foils were taken. XPS
spectra are obtained by irradiating a material with X-rays and measuring the kinetic energy
and number of photoelectrons emitted from the surface. Photoemission takes place when
a photon interacts with matter, causing an electron to be removed from an atomic orbital
or from a band and to reach the vacuum level. Soft X-rays, in the range hν = 300-1000eV,
are ideally suited to probe the core levels of a solid, which generally show little dispersion
due to their highly localized atomic-like character. The event leaves the electron system in a
core-ionized state, and the electron energy is given by:
EK = hν−EB −χ (4.2)
where EB is the electron binding energy relative to the Fermi level, EK is its kinetic energy and
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χ is the work function of the spectrometer. By selecting the incoming electrons according to
their energy (using an electron analyser) one is able to map the distribution of their number
for different values of EB .
Electrons in the kinetic energy range 20-1000eV have a mean free path of less than 1nm
[84]. It follows that the detected electrons come only from the first few atomic layers of
the sample. From the measured distribution it is possible to identify the chemical species
present on the sample surface, as each element has XPS peaks which are directly related to its
electronic energy structure. By consulting tabulated values of peaks for known elements one
is then capable of detecting the components of the sample under study. Moreover, the peak
amplitudes are a measure of the concentration.
In the present case XPS measurement were performed in the 1000-0eV range, using a 1486.7eV
Al K-α X-ray source. The most interesting region for contaminants detection is under 300eV:
as shown in fig.4.3, off-the shelf Cu presented traces of Cl, P, Ca, C, Cr and S, which were
significantly (but not completely) reduced after the treatment with HNO3.
Figure 4.3: XPS spectrum of copper in the 0−300eV range before (gray) and after (red) HNO3
cleaning. Background data were removed to better isolate the changes in strength of peaks.
The growth procedure was defined after a review of the related literature [76, 85], and is
articulated as follows (fig. 4.4):
• Heating ramp from RT to 350°C in a ≈ 5Torr Argon atmosphere obtained with a 18sccm
(standard cubic centimetre per minute) flow
• Constant temperature for 5 min in the same atmosphere
• Heating ramp from 350°C to 1040°C in a 2.24Torr H2 atmosphere obtained with a 38sccm
flow
• Constant temperature for 30 min in the same atmosphere
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• Growth step: keeping the same temperature and H2 flow, a 13sccm CH4 flow was fed
into the reactor, and kept constant for ≈ 20min.
• Cooling in a 0.275Torr Ar atmosphere (50sccm flow)
Figure 4.4: Phases of the growth process
The stages of the growth process are illustrated in fig. 4.5: one starts with a Cu foil with CuO2
on top (fig. 4.5a). The oxide is reduced by annealing in H2 atmosphere at high temperature
(close to copper melting point of 1084°C), which also leads to grain growth and annihilation
of part of the surface defects. When CH4 is added, the nucleation of graphene islands on the
pre-treated Cu surface starts (fig. 4.5b). These initial graphene domains may have different
lattice orientations, depending on the crystallographic orientations of the underneath Cu
grains. As the growth time is increased, the domains increase their size, and eventually
coalesce into a continuous graphene film (fig. 4.5c). Since graphene nucleation generally
starts around defects, a more uniform surface could reduce the number of these nucleation
centres and increase domain size. This is important, since different domains have different
crystal orientations, and the interfaces between domains act as carrier scatterers due to the
lattice mismatch.
Figure 4.5: The three main steps of the growth process
After the growth phase, graphene must be transferred on an insulating substrate, if one hopes
to be able to build any kind of electronic devices. The transfer procedure is the most critical
and risky part of the entire process, as it involves several manipulations of the very fragile layer
of graphene. The process used is the following:
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• Spin-coating of the graphene on Cu using PMMA
• Removal of the graphene grown on the other side via oxygen plasma reactive-ion etching
(RIE)
• Chemical etching of the Cu substrate with FeCl3
• Cleaning and spooning of the resulting PMMA/graphene film
• PMMA chemical dissolution
Spin-coating was done by putting a few drops of a Polymethyl methacrylate (PMMA) solution
on one face of the sample, and then spinning it at 2000rpm for a minute, to ensure a complete
and uniform coverage of the surface. The chosen concentration was 950K molecular weight
(MW). The relevance of the solution MW comes from the fact that it regulates the thickness
of the film obtained by spinning at a certain speed, due to the different viscosity. Removal of
the graphene grown on the other side of the copper substrate is necessary before proceeding
further, to ensure that the etching solution can effectively attack the metal from below, as
graphene is not affected by the chosen etchant.
Chemical etching is a crucial part of the production process: it is imperative to completely
remove the metal, but at the same time one must avoid to damage the specimen. An etchant
satisfying both conditions is a solution of iron(III) chloride (FeCl3), which dissolves copper,
but did not show any effect on PMMA or graphene. Since PMMA tends to leak on the back
side of the sample during spin-coating, the margins (a few millimetres) of the foil were cut
before the etching, to avoid the presence Cu residues under the PMMA leaks. To ensure an
effective removal, copper foils were left for ∼ 35min in the etching bath (FeCl3 1M). Once
the process was completed, the floating PMMA/graphene films were carefully recovered and
rinsed thoroughly with DI water. Finally, they were recovered from the liquid and deposited
on a SiO2/Si wafer. Once the film had dried, PMMA was dissolved using acetone. The first
attempts at removing the polymeric film using drops of acetone were not satisfying, as the
procedure is delicate and small errors while pouring can lead to catastrophic results. A much
safer and effective method (suggested by the author during the stay at LNF) was found in the
use of acetone vapours: the exposure to boiling acetone resulted in a very gentle dissolution of
the PMMA, with no damage to the underlying carbon. To remove possible residues of acetone,
the samples were rinsed in a similar manner with isopropyl alcohol (IPA) vapours.
4.3 Sample Characterization
The transferred samples were first observed using an optical microscope. Even if graphene is
transparent, when deposed on SiO2 it is possible to distinguish it from the substrate, due to a
peculiar optical effect. This preliminary observation allowed an evaluation of the size of the
continuity of the graphene layer. Even if occasional ripples and tears were present (fig. 4.6),
continuous sheets with sides of several hundreds (up to ∼ 600) micrometers were observed. In
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Figure 4.6: Optical image showing a dam-
aged portion of the graphene film
Figure 4.7: Cu surface showing parallel irreg-
ularities
the present case, it is very likely that one key limiting factor for the graphene grains size was
the low quality of the copper substrate. It has been showed [86] that electro-polishing copper
foils guarantees better growth conditions, as the starting surface is full of micrometer-sized
striations, as can be easily seen with an optical microscope (fig.4.7). Unfortunately, this kind
of technique was unavailable while the work was being done.
4.3.1 Raman Spectroscopy
Beyond direct observation, a more quantitative analysis of the surface is necessary. For a
complete characterization of the samples, one wants to be able to determine the presence
of graphene and/or unwanted by-products, the number of layers and their degree of order.
All these requirements are fulfilled by Raman spectroscopy. Raman spectra are obtained by
illuminating a surface with light (from a 532nm green laser in this case), and detecting the
inelastically-scattered photons. While the Rayleigh scattering is an elastic process where the
absorbed and emitted photons have the same energy, Raman scattering is a higher-order (i.e.
weaker) process that involves vibrational states. Raman photons are emitted with a small
frequency shift, due to the Stokes/Anti-Stokes scattering with a phonon (see fig. 4.8). Using a
diffraction grating it is possible to resolve the spectrum of the emitted photons and observe
resonances in correspondence with the vibrational states of a molecule.
Raman scattering happens when the photon loses part of its initial energy ħωL in the inter-
action process, thus exiting the sample with a lower energy ħωSc. This corresponds to the
Stokes (S) process. Since the sample has to return to a stationary state, the energy loss must
correspond to a phonon energy, ħωSc =ħωL−ħΩ. If the incoming photon finds the sample in
an excited vibrational state, and after the interaction the system returns to its ground level,
the photon can instead leave the crystal with an increased energy ħωSc =ħωL+ħΩ. This cor-
responds to the Anti-Stoke (AS) process. Given that S is the most probable, the vast majority of
Raman spectra in literature are S measurements plotting the intensity of the scattered light
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Figure 4.8: Raman Scattering: (a) Stokes process. An incoming photon with frequency ωL
excites an electron-hole pair e−h. The pair decays into a phononΩ and another electron-hole
pair e−h′. The latter recombines, emitting a photon ωSc with lower frequency. (b) Anti-Stokes
process. A phonon is absorbed by the e −h pair, resulting in a more energetic photon. (c)
Rayleigh and Raman scattering in resonant and non resonant conditions.
as a function of the difference between incident and scattered photon energy, the so called
"Raman shift". Raman shifts (respect to the original wavelength) are usually reported in cm−1
and defined as:
∆w =
(
1
λ0
− 1
λ
)
(4.3)
Non-resonant Raman scattering is when E0+ħωL (E0 being the ground state energy) does not
correspond to a stationary state, as is indeed the case for most materials. If the excitation is
selected to match a specific energy level, then the process is resonant, and the intensities are
strongly enhanced, as a result of the greater perturbation efficiency. In a quantum mechanical
description, this corresponds to a vanishing denominator in the perturbation theory expres-
sion for the transition amplitude.
For light in the IR-UV range, the main scattering mechanism involves electronic excitations as
intermediate states, rather than direct photon-phonon coupling, because the photon energy
is large compared to the phonon energy.
The study of the Raman spectra can give information on the behavior of electrons, and com-
plement transport measurements. Raman intensities calculations in solids date back to the
1960s, however graphene differs from usual semiconductors in several aspects, with impor-
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tant consequences [87]. First, the linear gapless electronic dispersion implies resonance for
any ωL. Second, there are no excitons. Third, in the IR-Vis range, the electronic spectrum
has approximately symmetric conduction and valence bands, while for semiconductors the
difference between me , mh is usually of the order of me , mh themselves.
If ~kL and ωL = ckL are the wave vector and frequency of the incoming photon, ~kSc and ωSc =
ckSc those of the scattered photon and ~q andΩνq those of a phonon belonging to a branch ν,
then energy and momentum conservation laws give:
ωL =ωSc±Ωνq
~kL =~kSc ±~q
(4.4)
In the S process a phonon is emitted ("+"), in AS one is absorbed ("−"). Typical Raman
experiments are conducted in the 1064-229nm range, corresponding to 1.2-5.4eV. Since the
lattice parameter a is approximately ∼ 1.42Å in graphene, kL, kSc ¿ pi/a, the magnitude of
a zone boundary wavevector. Then, from eq.4.4, q ¿ pi/a, i.e. in first-order scattering only
phonons near Γ (q ≈ 0) are measured. This is referred to as the fundamental Raman selection
rule.
Figure 4.9: a) Raman spectra for Graphene ML and graphite. b) Raman spectra for different
numbers of graphene layers. Pictures from ref.[88]
Graphene and graphite have unique Raman fingerprints (fig.4.9a), identified by the G and 2D
peaks [89], located respectively at ∼ 1580cm−1 and ∼ 2700cm−1. In the case of a disordered
sample or at the edge of a graphene sample, the so-called disorder-induced D band can also
be seen at ∼ 1350cm−1. The latter is in fact present only when a crystalline disorder effect
allows the existence of a breathing mode such as the one in fig.4.10. However, even if both
graphite and graphene share some peaks, the resulting peaks are completely different. The
2D peak in bulk graphite consists of two components: 2D1 and 2D2, approximately 1/4 and
1/2 the height of the G peak respectively. On the contrary, a sharp 2D peak is seen in ML
graphene, roughly up to 3 or 4 times more intense than the G peak. Interestingly, the G peak
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intensity of single layer and bulk graphite is comparable. For few-layer graphene instead, one
has an intermediate behaviour, with a shrinking and broadening of the 2D peak (fig.4.9b),
with the spectra becoming undistinguishable from graphite for more than 5 layers. In fact, the
shape and position of the 2D peak, as well as the intensity (or integrated intensity) ratio I2D /IG
have been adopted as a standard method for counting the number of layers [90]. While there
are no universal values, height ratios significantly larger than one are safe indications of ML
graphene (fig.4.9). It is also noteworthy to report that in addition to the shape modification for
increasing number of layers, the G and 2D peaks are shifted to higher frequencies.
Since the unit cell of ML graphene contains two carbon atoms, A and B, there are six phonon
dispersion bands: three acoustic branches (A) and three optic (O) phonon branches. For one
acoustic branch (A) and one optic (O) phonon branch, the atomic vibrations are perpendicu-
lar to the graphene plane, and they correspond to the out-of-plane (o) phonon modes. For
two acoustic and two optic phonon branches, the vibrations are in-plane (i). Traditionally,
the directions of the vibrations are considered with respect to the direction of the nearest
carbon–carbon atoms: phonon modes are labelled as longitudinal (L) or transverse (T) ac-
cording to vibrations parallel with or perpendicular to, respectively, the A–B carbon–carbon
directions. The G band is associated with the doubly degenerate (iTO and LO) phonon mode
(E2g symmetry) at the Brillouin zone center. In fact, the G band is the only band coming from
a normal first order Raman scattering process in graphene. On the other hand, the 2D and D
bands originate from a second-order process, involving two iTO phonons near the K point for
the 2D band or one iTO phonon and one defect in the case of the D band[91] (fig.4.10).
Figure 4.10: Raman peaks in graphene and their mechanisms
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The 2D peak in graphene is due to two phonons with opposite momentum in the highest
optical branch near the K point. This peak changes in position with varying excitation energy.
This is due to a double resonance (DR) (fig.4.10a) process [88], which links the phonon wave
vectors to the electronic band structure. Within DR, Raman scattering is a fourth order process
involving four virtual transitions: (i) a laser induced excitation of an electron-hole pair (a → b
vertical transition in fig. 4.11); (ii) electron-phonon scattering with an exchanged momentum q
close to K (b → c); (iii) electron-phonon scattering with an exchanged momentum −~q (c → b);
(iv) electron-hole recombination (b → a). The DR condition is reached when the energy is
conserved in these transitions. The resulting 2D Raman frequency is twice the frequency of the
scattering phonon, with ~q determined by the DR condition. This process is also responsible
for the small peak located at ∼ 2450cm−1, usually labelled as D+D”. It was said that in the
case of two or more graphene layers, the spectrum changes significantly with the number
of layers. This is due to the fact that the electronic bands are split by the interaction among
layers, and thus there are more possible transitions, whose superposition yields a broader 2D
peak (fig.4.11b).
Figure 4.11: Raman Scattering DR for a) ML graphene and b) BL graphene
A Raman analysis of the samples was performed on both graphene-on-Cu and later on trans-
ferred graphene. The first measurement were done in order to assess if growth had taken place,
and graphene was present on the foils. In fact, even if copper gives a large background signal
to Raman measurements, it is possible to see the characteristic G and 2D peaks superimposed
on it (fig. 4.12).
On the contrary, silicon oxide has a very clean Raman spectrum with two peaks at ∼ 500cm−1
and ∼ 1000cm−1, leaving the region of interest for graphene (1200−3000cm−1) empty. From
the observation of the spectra it was possible to conclude that only monolayer graphene was
present, covering the whole surface. This confirms what has been said on the self-limiting
characteristics of CVD on copper. The single layer-nature of the film was inferred from the
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Figure 4.12: Raman spectrum acquired on graphene on copper substrate. The 2D and G peaks
can be clearly seen, even if superimposed on the strong background signal given by copper.
presence of narrow and symmetric 2D peaks, and an average ratio of the intensities of the 2D
and G peaks I2D /IG > 1.5 (fig. 4.13). The peaks were fitted with lorentzian curves of the form
L(x)= (A/pi)[(λ−λ0)2+ (Γ/2)2]−1, obtaining average parameters (reported in table 4.1) which
are in excellent accord with the ones found in literature [87, 91] for monolayer graphene. The
average intensity ratio of the D-peak and G-peak is ID /IG = 0.13.
Parameter D Peak G Peak 2D Peak
λ0 [cm−1] 1352 1590 2694
Γ [cm−1] 35 22 46
Table 4.1: Fit parameters for Raman peaks
A small but distinguishable D peak was present on many spectra, indicating a certain amount
of disorder. Finally, the Raman spectrometer was used to acquire bi-dimensional maps of the
surface, in order to have a more quantitative estimate of the sample quality. As can be seen
from fig.4.14, the film is consistently monolayer and continuous up to ∼ 0.4mm2, which can
be considered a pretty good result for the first-ever growth done with this apparatus. There
are, however, a few holes and tears: the fact that these ruptures in the film are usually aligned
along parallel lines is an additional element pointing to the morphology of the substrate as
one of the most relevant limiting factors for a better quality graphene.
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Figure 4.13: Raman spectrum acquired on one of the specimens. The 2D and G peaks can be
clearly seen, as well as a small D peak. The ratio I2D /IG > 3 and the narrow, symmetric 2D
peak indicate monolayer graphene.
4.4 Lithography and Patterning
To obtain information on the transport properties of the grown samples, several graphene-
based devices were built. This was also done to gain confidence with graphene-silicon devices
processing, a necessary intermediate step on the road for a working detector. In fact, a
fabrication process for graphene-based devices was tested, showing that it is relatively easy to
produce large arrays of devices with the desired characteristics.
The first type of device built was a simple back-gated GFET. Arrays of electrodes for trans-
mission line method-measurements (TLM) and Hall bars were also built (fig. 4.15). A TLM
structure is an array of several (in our case 7) electrodes with gradually increasing spacing. By
measuring the potential between different couples of electrodes, one can obtain conductivity
values which are independent from the contact resistance. Two batches of devices were pre-
pared, following two different approaches: in the first one graphene was deposed on pre-made
electrodes, while on the other the metal structure was evaporated on top of a graphene surface.
All devices were produced from a 450µm p-silicon wafer (∼ 3.0 ·1018cm−3 Boron doping) with
90nm-thick SiO2 layer on both sides.
The first step to be performed was treating one side of the wafer with RIE (see table 4.2), in
order to remove the oxide layer. Once the Si surface was exposed, it was covered with Cr, in
order to obtain a metallic surface for easy contacting the backgate. Metal deposition was done
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Figure 4.14: 600µm x 600µm Raman map of the I2D /IG peak intensity ratio. The regularly-
spaced black squares are the alignment gold pads used for EBL
Figure 4.15: GFET and TLM schematic
via sputtering with Ar plasma.
The wafer was then spin-coated with PMMA resist (600K MW) and baked to dry the coating.
Electron beam lithography (EBL) was used twice to write on the polymeric resist the electrodes
pattern and to cut graphene in the desired shapes. The two masks for electrode and graphene
patterning had been previously designed with CAD software. An electron beam Leica EBPG-5-
HR system was used for this purpose, set-up with 60nA current and 650µC/cm2 dose. When
hit by the electron beam, the resist changes its solubility, so that immersion in a special
development solution causes selective removal of the irradiated areas. A 1:1 MIBK:IPA solution
was prepared, and the samples were left submerged for approximately ∼ 1min, to ensure
the removal of PMMA from the exposed parts. To compensate for the proximity effect in
EBL, patterns a few tens of nanometres bigger than reported were used. The electrodes were
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realized by electron beam physical vapour deposition of gold and titanium. The resulting
thickness was 10/60nm Ti/Au. In this technique a target anode is bombarded with electrons
given off by a filament under high vacuum. The electron beam heats the target till some of its
atoms transform into the gaseous phase. These atoms then precipitate into solid form, coating
everything in the vacuum chamber with a thin layer of the anode material. A lift-off procedure
followed: the sample was immersed in acetone, causing the PMMA layer (and the Au layer
on the PMMA-protected surface) to detach from the sample, leaving the metal only on the
patterned sites.
Figure 4.16: Lithography steps: a) Resist spin-coating b) Resist baking c) Electron beam
litography d) Resist development e) Physical vapour deposition f) Lift-off
The procedure to shape the graphene layer was similar to the one employed for the contacts.
PMMA was spin-coated (and baked) on the sample, and EBL was performed, but in this
case to obtain a "negative" of the desired structure, in order to have the resist protecting the
area where graphene must remain. After removing the lithographed polymer with the same
development procedure described above, only the graphene channels of the devices were still
protected. A quick (∼ 1min) pass with RIE was then used to remove unprotected graphene.
Once completed the fabrication process, the devices were observed using a scanning electron
microscope (SEM). As shown in fig.4.17,4.18 the fabrication process yielded good structures,
with precisely patterned graphene. Moreover, as the average distance among macroscopic
defects (holes, tears, ripples) is much bigger than the device size, most of the samples exhibit
continuous graphene sheets.
These test devices are not detectors, but they are yet very useful to understand and tune the
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techniques for graphene growth, transfer and patterning. In principle, once these methods are
mastered, very similar techniques could be used to build graphene-based FETs on pre-doped
substrates to obtain the structures described in chap.3.
Figure 4.17: SEM image of a device with Hall bar-like shape
Figure 4.18: SEM image of multiple channels TLM-device
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Step Details
Resist PMMA 600K MW, spin-coating at 2000rpm, baked at 170°C for 5min
Metal Deposition Metal sputtering (Ti/Au) for 3.5min. Parameters: 450V 0.9A, Ar atm
Etching RIE at 200sccm O2 flow, 83W power and 40mTorr pressure for 5min
Lithography EBL with a 60nA current and a dose of 650µC/cm2
Develop MIBK:IPA 1:1 solution bath for 1min
Table 4.2: Device fabrication principal steps
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To fully characterize the graphene resulting from the growth process, several kinds of electrical
measurements have been performed on the devices already described.
To contact the tiny devices, a SUSS PM5 probe station was used. The instrument is essentially
an optical microscope equipped with four very thin conductive needles (the probes), which
can be connected to external instruments with standard coaxial bnc connectors (fig.5.1,
5.5). The probes can be moved with micrometer precision in space thanks to a system of
micromanipulatos, in order to precisely "land" on the metal contacts of a device. Once the tips
have made contact, the outgoing connectors can be used to connect any instrument. With
this application in mind, 100µm x 100µm Ti/Au contact pads were fabricated at the device
electrode terminations to ease the contacting procedure.
The samples were mounted on a insulated supporting stand, as shown in fig. The stand was
then kept still during operation by the vacuum plate of the probe station. The base also had an
adjustable metal tip emerging from the surface, which could be connected to a voltage source.
This system was later used to contact the metallic back-gate on the rear of the silicon wafer.
Figure 5.1: Probestation with 4 probes and a sample mounted on support base
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5.1 Resistance Measurements
The first and most straightforward measurements were I-V curves, which were recorded using
a two-probes set-up. While varying the source-drain voltage between 0 and few hundreds of
mV, the current IDS in the channel was measured. In this way, both probes were used at the
same time as voltage sources and current sensors.
After this, four-probes measurements were also performed on hall bar-type devices. These
technique allows to more precisely assess the sheet resistance, excluding the contributions of
contact resistance. As shown in fig.5.2, the outer pair of electrodes is used to force the passage
of a current trough the device, while the voltage drop across the inner pair is measured. The
sample square resistance in then given by V23C /I14, where C is a geometrical correction factor
due to the specimen geometry [92]. All measurements were performed using an Agilent 4156C
Semiconductor Analyzer. This instrument provides four Source-Measurement Units (SMUs),
which can be used either as current/voltage sources, or as current/voltage sensors. As a
voltage/current generator, it can provide ±200V or 1A, both as constant or pulsed outputs,
while the resolution for voltage or current measurements is 0.2µV or 1fA. All the data were
taken at room temperature.
Figure 5.2: Four-probe measurement set-up
Two-contacts measurements allowed to obtain a first estimate of the sheet resistance. In
order to obtain a broad range of experimental conditions, the devices had been realized with
different channel sizes (both in length and width), with lengths in the 2µm-15µm range and
widths of 2µm and 5µm. All the measurements were then compared by normalizing respect
to their aspect ratio L/W .
After testing∼ 50 devices, it was found that the average resistance per square is Rä ≈ 850Ω±20.
This is comparable with commercial CVD-grown graphene (Rä ≈ 500) [93], even if somewhat
worse.
However, these elementary measurements are not conclusive, since it is not possible to
separate the contribution of the contacts to the total measured resistance. For this very
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Figure 5.3: TLM device (SEM image with artificial colours). The 7 electrodes on a single
graphene channel have spacings of 2,5,8,10,12,15µm
purpose more measurements were taken using the transmission line method (TLM). The
devices built for this kind of measures had 7 electrodes on a single graphene channel, with
spacings of 2,5,8,10,12,15µm and widths of 2 or 5µm (fig.5.3). For each device 6 I-V curves
were taken, one on each channel. Then, the resistance values obtained for each measurement
were plotted as functions the channel length, and fitted with a linear expression
R(L)= 2RC +Rä L
W
(5.1)
where RC is the contact resistance, and the slope of the line Rä is the sample resistivity (fig.5.4).
Having tested ∼ 20 different devices, the final result is Rä ≈ 750± 20. It is noteworthy to
mention that these are average values, including devices with visible defects and dirt particles.
The best devices (without visible imperfections) exhibited a sheet resistance Rä ≈ 400Ω, which
is slightly more conductive (roughly 12% more) than commercial CVD-grown graphene. On
the other hand, the more defective devices had sheet resistance around 1.1KΩ.
Another way to estimate the resistance of the Ti/Au-Graphene contacts is the use of both four-
and two-probe methods on the same device [94]. The four-probes configurations allows to
measure the resistance of the graphene sheet excluding the contact contributions, while a
simpler two-probe set-up will measure the total resistance. Extracting Rä from the former,
one can then isolate RC in the latter. These kind of measurements were performed on the hall
bar-shaped devices: the two datasets were fitted with the following expressions:
IDS = V23
RäL1/W
IDS = VDS
2RC +RäL2/W
(5.2)
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Figure 5.4: TLM measurement showing data points, the fit line and the intercept (contact
resistance. Here Rä ≈ 700±70Ω and RC ≈ 104±50Ω
Rä is the fitting parameter obtained from the four-probe measurement, and is exploited to
calculated RC . Here L1/W is the L/W aspect ratio (in this case L1/W ≈ 4) for the full graphene
film, which is different from the one used in the other measurement, where the relevant
dimensions L2/W are those of the material between the sensing electrodes. The resulting data
were also cross-checked using the potential drop between other couples of probes (V13/I14,
V24/I14, etc...), to ensure the reliability of the results.
In the end, Rä was evaluated at 750Ω, and the resistance of single contacts was in the 100Ω-
5KΩ range. This quite wide range in contact resistance values is due to the fact that contacts
are greatly affected from defects and impurities at the interface, and also the area of overlap
between metal and graphene can vary a lot due to holes or tears in the graphene portions
under the contacts.
5.2 Capacitance Measurement
Before dealing with more complex measurements, it is useful to estimate the capacitance of
the system under test. According to its datasheet, the wafer used as a substrate is made by
450±50µm of Si and 90±9nm of silicon oxide. Assuming that the relevant area for capacitance
calculations is the gold pad area, the resulting value is the series capacitance of the oxide
and the depletion layer: C =
(
1
CDL
+ 1CSiO2
)−1
. In accumulation, there is no depletion layer. The
remaining capacitor is the oxide capacitance, so that the capacitance equals:
C ≈ ²0 ·3.9 ·10
4µm2
90nm
≈ 3.7±0.2pF (5.3)
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Figure 5.5: Device under test using four tips
Capacitance was experimentally measured by contacting a metal pad on top and the chromium
layer on the back with a HP 4284A LCR Meter. These instrument can measure the impedance
magnitude by measuring the voltage and current across the device under test (DUT) while it is
subjected to an AC voltage source of given frequency. Moreover, by measuring the phase angle
between the two, the instrument can give a precise evaluation of the equivalent capacitance
or inductance of the DUT. The device assumes either a parallel or a series model for this
calculation. The 4284A used for these measurements can operate at frequencies between
20Hz and 1MHz to probe the impedance behaviour at different frequencies. It is also possible
to add a constant DC bias to the AC modulation.
Coherently with the expectations, measured values are between 4.1±0.2pF and 2.7±0.2pF.
These values were obtained with a 1KHz, ∼ 150mV signal. However, the difficulties encoun-
tered in obtaining a clear reading suggested that a confirmation was needed. The measure-
ment was in fact repeated, this time contacting two neighbouring gold pads belonging to
different devices. The highly doped silicon substrate has an almost-metallic behaviour, and so
the expected result is the series of two identical capacitors C1,2 =C /2. The resulting value range
between 1.7±0.2pF and 2.1±0.2pF is a good indication of the fact that the two measurements
are reliable, and thus the device capacitance is nearly the expected one.
5.3 Crosstalk
Another important aspect which was investigated is the amount of crosstalk between neigh-
bouring devices. This was evaluated by contacting gold pads belonging to different (but
adjoining) devices, and measuring the current flow. On many devices, the resulting resistance
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between first neighbours is on average1.8±0.1TΩ, which nicely fits for a few micrometres of
silicon dioxide (RSiO2 ∼ 1019Ωm). However, a few devices showed a remarkably worse insu-
lation, around 40-50KΩ. This could be due to an incomplete removal of graphene, or to the
presence of dirt particles on the samples, which act as conductive elements. The latter is the
most probable, as some residues can be seen on the surface. These particles were present since
the transfer process, and thus are probably due to an imperfect removal of either graphene
from its growth substrate or PMMA from the graphene layer. This underlines the importance
of a clean fabrication process and the relevance of a perfect patterning of the graphene layer,
which must be kept in mind in future experiments.
5.4 Field-Effect Measurements
Finally, measurements to obtain the electrical mobility were performed. In general, mobility
can be extracted from two kind of measurements: Hall measurements or field-effect mea-
surements. Even if Hall measurements allow great accuracy in mobility determination, the
complexity in both the device fabrication and the measurement process have contributed
greatly to the popularity of the second technique. To begin, the drain-source current IDS curve
as a function of the back-gate voltage VG was recorder. From this data, one can obtain the
conductance σ behaviour for different values of VG . Then, one has to use a suitable physical
model to extract the desired parameters from experimental data. The required experimental
set-up is the same used for four-probes measurements, with the only addition of the use of
the tip on the device support base to provide gate bias.
There are mainly two models which have been developed for extracting mobility from the
conductance curve [95]: one based on transconductance, and one on a fitting procedure. The
estimate involving the device transconductance assumes that the mobility µT and transcon-
ductance gm = ∂IDS/∂VG are related through the following expression:
gm =µT W
L
CGVDS (5.4)
On the other hand, the model developed by Kim et al. [96] assumes that the channel resistivity
has the form:
Rä = 1
qµF
√
n20+
(
CG
q |VG −VD |
)2 (5.5)
where n0 is the residual charge density when VG = 0, µF is the mobility, VD is the Dirac
potential and CG is the gate capacitance density CG = ²0²/dox . Note that here the quantum
capacitance has been neglected, as mentioned in chap.2. Here the modulation of the carrier
density in graphene is expressed through CGV , which is the induced charge density due to the
gate potential.
A comparison of the two models [95] shows that the second technique is more precise, since
88
5.4. Field-Effect Measurements
the transconductance method underestimates the carrier mobility. However, the method is
sufficiently precise for long-channel devices such the ones presented here.
The measurements where performed applying a bias VDS up to 150mV or 250mV (depending
on the sample size and shape) to opposite ends of the hall bar-shaped devices, and measuring
the voltage drop between the two contacts on one side of the device, while VG was varying in
the [−50,50]V or [−100,100]V range.
Surprisingly, the modulation of the output current did not follow the V-shaped transfer charac-
teristic curve which is common in ordinary (ambipolar) GFETs. Instead of showing a minimum
for a certain value VG =VN P (the so-called "charge neutrality point"), the current had a mono-
tonic behaviour, as can be seen from fig5.6. This was most unexpected, since the carrier type
in graphene switches between hole and electron when the Fermi level crosses the Dirac point.
On the contrary, in the fabricated devices the behaviour was similar to unipolar systems.
Figure 5.6: Current modulation due to field-effect
The first hypothesis to explain this unwanted behaviour was that there was some kind of
problem with the back-gate contact. A rectifying contact could in fact induce a voltage drop
across the metal/silicon junction for positive bias, thus inhibiting the possibility to apply an
effective gate potential to the graphene layer on top of the device. This could have explained
the absence of a rising trend for high positive voltages: a significant voltage drop occurs in
the substrate, and the field "seen" by graphene is actually much smaller than expected. To
verify this hypothesis, two different paths were followed. One the one hand, a quasi-static
simulation in Sentaurus of a device with the same specifications was run, to assess if the
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potential induced on graphene were symmetrical respect to VG ; on the other hand, an attempt
to directly measure the I-V curve of the silicon/chromium junction was made. The latter
was the most difficult, since the devices had no structure which could be used to make an
electrical contact with the substrate. However, a few holes in the oxide layer were found
during the other measurements. These are common defects, especially when using thin oxides
layers. In this points, the metal electrodes can contact the underlying substrate, therefore
enabling to measure the current flowing through silicon. An example of the data obtained is
shown in fig.5.7a: even if the result must be taken with caution due to the irregular nature
of the contact, it is clear that no macroscopic rectification is present. At least, not enough to
explain such a small response to positive back-voltages. A similar result was found from the
simulation electrostatics: the electrostatic potential change at the graphene surface due to the
gate voltage is comparable (within ±10%), if not completely symmetrical, for both positive
and negative gate voltages (fig.5.7b).
Figure 5.7: Current flowing through the substrate (fig.a) and electrostatic potential Vch at the
SiO2/Graphene interface as a function of the applied backgate bias VG (fig.b)
After having ruled out this possibility, a thorough search in the related literature was done,
and interesting results were found. Similar unipolar GFETs with only hole (p-type) or elec-
tron (n-type) conduction are reported in literature [97, 98, 99, 100]. Li et al. [98] fabricated
unipolar p-type GFETs with Ti passivation layer on top of graphene. The formation of a p-type
GFET was attributed to hole doping effect by charge transfer between Ti adsorbed atoms and
graphene, whereas the desorption of the oxygen and/or water molecule was demonstrated to
induce a conduction-type conversion to n-type. Also polymer film coating has been used to
produce n-type graphene transistors. The amine groups in polymers act as electron donors
and hole traps simultaneously, thus resulting in the transition from ambipolar to unipolar
conduction. Khaderbad [99] also made unipolar p-type graphene transistor by depositing a
self-assembled monolayer at metal contact/graphene interface and demonstrated the unipo-
lar property induced by the increase of electron-injection barrier and the reduction of the
hole-injection barrier at the interface. In particular, Feng et al.[101] report devices with com-
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parable characteristics to the one presented in this work, which were obtained with an almost
identical fabrication process. There is a linear region, where the current is an almost linearly
decreasing function of the gate potential VG , indicating a linear field effect (hole density is
linearly changed with gate voltage). This modulates the current flowing through the channel
of approximately a factor 3.4. Then, for high positive voltages, one finds a low conduction re-
gion, where the current decreases continuously (but with a much less steep gradient) without
changing to a rising trend even when VG ≈ 100V. The measured IDS-VG curve can be regarded
as the normal V-shaped curve shifted towards the positive direction with a large voltage offset.
This strong p-doping can be caused by oxygen and water absorption, as well as by residues
from the fabrication process. In particular the transfer process is likely to be responsible, as
incomplete removal of the PMMA film has been reported to induce p-type doping [102]. In
fact, the fixed charge in the residual PMMA cannot be modulated, and can also result in an
increase in carrier scattering, reducing the field effect mobility of graphene. For high negative
voltage, the device seems to saturate to a certain current value, which might be induced by
the enhanced scattering or heating. However, measurements at higher voltages proved to be
unreliable, since contact resistance generated enough dissipated power to damage the gold
contacts when a certain voltage was exceeded. Another concurring explanation to the unusual
behaviour of fig.5.6 could be the presence of charged impurities at the oxide/silicon interface.
This phenomenon, not infrequent in silicon devices, could explain the large voltage necessary
to modulate the channel, since part of the applied gate bias is shielded by this layer of charges.
An estimate of the graphene mobility was extracted from the data using the transconductance
method. Form the measurements of IDS was in fact possible to calculate the transconductance,
which has a value of gm ≈ 3.8 ·10−7S in the linear region. Using eq.5.4 this yields a mobility
value µT ≈ 340cm2/Vs. Also this value is comparable with the one reported in ref.[101]. This
quite low mobility value can be attributed to several factors, such as the quality of graphene or
more likely to the presence of contaminants.
These quantitative characterization steps were in the end very useful to point out some critical
points in the fabrication and operation of the devices. First of all, the general structure of the
fabrication method proved to be successful, yielding working devices based on monolayer
graphene, as requested. So, the same setup can be used in the future for further experiments.
However, it is clear that improvements are necessary to obtain high performance devices. First
of all, the transfer process must be refined. The polymer type and the film thickness used to
transfer graphene from copper to silicon should be investigated further, in order to be able
to remove it completely at the end of the process. Also, as mentioned earlier, a smoother Cu
surface could improve the graphene quality, enhancing transport properties.
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6.1 Final Outlook
The main purpose of this work was to explore the feasibility of a silicon pixel detector with a
built-in amplification based on a 2D-material field effect transistor (FET). This technique can
potentially lead to significant performance improvements over existing hybrid pixel detectors.
The investigation of the performance one could expect from such devices was carried out by
means of numerical simulations, with expressly developed models for graphene- and MoS2-
equivalent materials. Various different geometries were simulated, and in the end a promising
prototype device was proposed. Very interesting results were obtained, with output signals
upon the passage of a MIP in the form of a strong current modulation. For graphene-based
devices this means a ∼ 40% variation of a current of a few microamperes, while MoS2-based
devices resulted in even greater variations, of the order of 10 times. Moreover, it was shown
that this detection system is not limited by the device noise, with an intrinsic SNR of more than
80. A concept for a readout electronic channel has also been developed, and its noise figure
has been evaluated in terms of equivalent noise charge. The results were very interesting, with
a final SNR of roughly 300 for a peaking time around 100ns in a graphene-based device.
On the experimental side, an activity of graphene growth and graphene-based devices fabrica-
tion was started. A future realization of these detectors requires a substantial expertise in both
silicon and 2D materials manufacturing, and thus some preliminary work to gain confidence
with the techniques was highly desirable. For these reasons simpler devices (with respect to
those simulated) were built using CVD-grown graphene, with the aim of highlighting issues
and necessary improvements in the fabrication process. Monolayer graphene growth was
confirmed with Raman spectroscopy, and the material was successfully transferred to silicon
and patterned with EBL. In the end, transport properties were measured. Conductance values
coherent with those in literature were found, and field-effect modulation was indeed reported
on the fabricated GFETs.
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6.2 Future Perspectives
The results obtained in the simulations allow to be optimistic regarding future developments
of these detectors. The final simulated devices showed a strong response of the output current
to incoming MIPs, while being relatively simple in their structure and compatible with readout
circuits similar to those currently in use. The next logical step in the development of these
detectors would be to fabricate working devices, and test them with exposure to a radiation
source.
However, several practical aspects still require improvement. From the point of view of the
construction of a test device, graphene (or MoS2) handling techniques should be refined, as
it was seen that even the smallest contamination or mistake in processing can compromise
the quality of the material and consequently disrupt the operation of the devices. On a longer
time scale, the realization of a full pixel detector module is subordinated to technological
advancements in the production process of 2D materials. This field of research is currently
very lively, and thus it is not unreasonable to expect that the cost and difficulty to obtain and
manufacture these materials could be greatly reduced in a few years. Should these goals be
achieved, devices such as those presented here could in principle be attractive, since their
fabrication would be far less elaborate than those of monolithic pixels being investigated
at the moment. Usually, when dealing with graphene or other novel semiconductors, the
focus is on obtaining extremely pure samples with the highest mobility and ballistic transport,
which are difficult to produce individually, let alone on a larger scale. On the contrary, another
interesting aspect of these devices is that the requirements in terms of mobility and scattering
are pretty low, as shown in the simulations, where conservative values for µ were used, much
lower (of at least an order of magnitude) than the best reported in literature.
One can conclude by saying that it could indeed be interesting to further study the concept,
with prototype devices under test, as well as additional design optimization. These work
should progress in parallel with further experimentation and practice with the fabrication
technology, to overcome the difficulties posed by the use of 2D materials.
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Appendix A: Simulation Code
Here are reported a few examples of the code that was used to generate and simulate the
structures presented in chap.3.
Sentaurus TCAD
Parameter Files
The following are the parameter files which were written to introduce Graphene and MoS2 in
the Sentaurus simulation suite.
*Graphene parfile - v. 0.1 - Alberto Ciarrocchi
*0.05nm thickness
Material = "Graphene" {
Epsilon
{ * Ratio of the permittivities of material and vacuum
* epsilon() = epsilon
epsilon = 2.4 # [1]
}
Epsilon_aniso
{ * Ratio of the permittivities of material and vacuum
* epsilon() = epsilon
epsilon = 2.4 # [1]
}
Bandgap
{ * Eg = Eg0 + dEg0 + alpha Tpar^2 / (beta + Tpar) - alpha T^2 / (beta + T)
dEg0(<bgn_model_name>) is a band gap correction term. It is used together
with an appropriate BGN model, if this BGN model is chosen in Physics
section Parameter 'Tpar' specifies the value of lattice temperature, at
which parameters below are defined Chi0 is electron affinity.
Chi0 = 4.6 # [eV]
Bgn2Chi = 0.0 # [1]
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Eg0 = 0.0001 # [eV]
dEg0(Bennett) = 0.0000e+00 # [eV]
dEg0(Slotboom) = 0.0000e+00 # [eV]
dEg0(OldSlotboom) = 0.0000e+00 # [eV]
dEg0(delAlamo) = 0.0000e+00 # [eV]
alpha = 0.0000e+00 # [eV K^-1]
beta = 0.0000e+00 # [K]
Tpar = 0.0000e+00 # [K]
}
eDOSMass
{
* For effective mass specificatition Formula1 (me approximation):
* or Formula2 (Nc300) can be used :
Formula = 1 # [1]
* Formula1:
* me/m0 = [ (6 * mt)^2 * ml ]^(1/3) + mm
* mt = a[Eg(0)/Eg(T)]
* Nc(T) = 2(2pi*kB/h_Planck^2*me*T)^3/2 = 2.540e19 ((me/m0)*(T/300))^3/2
a = 0.1905 # [1]
ml = 0.9163 # [1]
mm = 0.0000e+00 # [1]
}
hDOSMass
{
* For effective mass specificatition Formula1 (mh approximation):
* or Formula2 (Nv300) can be used :
Formula = 1 # [1]
* Formula1:
* mh = m0*{[(a+bT+cT^2+dT^3+eT^4)/(1+fT+gT^2+hT^3+iT^4)]^(2/3) + mm}
* Nv(T) = 2(2pi*kB/h_Planck^2*mh*T)^3/2 = 2.540e19 ((mh/m0)*(T/300))^3/2
a = 0.443587 # [1]
b = 0.003609528 # [K^-1]
c = 0.0001173515 # [K^-2]
d = 1.263218e-06 # [K^-3]
e = 3.025581e-09 # [K^-4]
f = 0.004683382 # [K^-1]
g = 0.0002286895 # [K^-2]
h = 7.469271e-07 # [K^-3]
i = 1.727481e-09 # [K^-4]
mm = 0 # [1]
}
ConstantMobility:
{ * mu_const = mumax (T/T0)^(-Exponent)
mumax = 2.0e+03, 2.0e+03 # [cm^2/(Vs)]
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Exponent = 0.0, 0.0 # [1]
mutunnel = 0.05, 0.05 # [cm^2/(Vs)]
}
ConstantMobility_aniso:
{ * mu_const = mumax (T/T0)^(-Exponent)
mumax = 2.0e+03, 2.0e+03 # [cm^2/(Vs)]
Exponent = 0.0, 0.0 # [1]
mutunnel = 0.05, 0.05 # [cm^2/(Vs)]
}
Scharfetter * relation and trap level for SRH recombination:
{ * tau = taumin + ( taumax - taumin ) / ( 1 + ( N/Nref )^gamma)
* tau(T) = tau * ( (T/300)^Talpha ) (TempDep)
* tau(T) = tau * exp( Tcoeff * ((T/300)-1) ) (ExpTempDep)
taumin = 0.0000e+00, 0.0000e+00 # [s]
taumax = 1.0000e-18, 1.0000e-18 # [s]
Nref = 1.0000e+16, 1.0000e+16 # [cm^(-3)]
gamma = 1, 1 # [1]
Talpha = -1.5000e+00, -1.5000e+00 # [1]
Tcoeff = 2.55, 2.55 # [1]
Etrap = 0.0000e+00 # [eV]
}
MultiValley
{ * eValley(m100,m010,m001,dE,g,alpha), where m100,m010,m001 are masses along
crystal axis, dE is the valley energy shift in respect to band edge, g is
degeneracy, alpha is non parabolicity parameter.
eValley(0.2024, 0.2024, 0.2024, 0.0000e+00, 10, 1.789) #[1,1,1,eV,1,eV^-1]
hValley(0.2024, 0.2024, 0.2024, 0.0000e+00, 10, 1.789) #[1,1,1,eV,1,eV^-1]
}
}
∗ ∗ ∗
*MoS_2 parfile - v. 0.1 - Alberto Ciarrocchi
*0.5nm thickness
Material = "MoS2" {
Epsilon
{ * Ratio of the permittivities of material and vacuum
* epsilon() = epsilon
epsilon = 4.0 # [1]
}
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Epsilon_aniso
{ * Ratio of the permittivities of material and vacuum
* epsilon() = epsilon
epsilon = 4.0 # [1]
}
Bandgap
{ * Eg = Eg0 + dEg0 + alpha Tpar^2 / (beta + Tpar) - alpha T^2 / (beta + T)
* dEg0(<bgn_model_name>) is a band gap correction term. It is used together
with an appropriate BGN model, if chosen in Physics section.
Chi0 = 4.2 # [eV]
Bgn2Chi = 0.0 # [1]
Eg0 = 1.80 # [eV]
dEg0(Bennett) = 0.0000e+00 # [eV]
dEg0(Slotboom) = 0.0000e+00 # [eV]
dEg0(OldSlotboom) = 0.0000e+00 # [eV]
dEg0(delAlamo) = 0.0000e+00 # [eV]
alpha = 0.0000e+00 # [eV K^-1]
beta = 0.0000e+00 # [K]
Tpar = 0.0000e+00 # [K]
}
eDOSMass
{
* For effective mass specificatition Formula1 (me approximation) or Formula2
(Nc300) can be used :
Formula = 1 # [1]
* Formula1:
* me/m0 = [ (6 * mt)^2 * ml ]^(1/3) + mm
* mt = a[Eg(0)/Eg(T)]
* Nc(T) = 2(2pi*kB/h_Planck^2*me*T)^3/2 = 2.540e19 ((me/m0)*(T/300))^3/2
a = 0.0 # [1]
ml = 0.0 # [1]
mm = 0.54 # [1]
}
hDOSMass
{
* For effective mass specificatition Formula1 (mh approximation):
* or Formula2 (Nv300) can be used :
Formula = 1 # [1]
* Formula1:
* mh = m0*{[(a+bT+cT^2+dT^3+eT^4)/(1+fT+gT^2+hT^3+iT^4)]^(2/3) + mm}
* Nv(T) = 2(2pi*kB/h_Planck^2*mh*T)^3/2 = 2.540e19 ((mh/m0)*(T/300))^3/2
mm = 0.44 # [1]
}
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ConstantMobility:
{ * mu_const = mumax (T/T0)^(-Exponent)
mumax = 50.0, 50.0 # [cm^2/(Vs)]
Exponent = 0.0, 0.0 # [1]
mutunnel = 0.05, 0.05 # [cm^2/(Vs)]
}
ConstantMobility_aniso:
{ * mu_const = mumax (T/T0)^(-Exponent)
mumax = 50.0, 50.0 # [cm^2/(Vs)]
Exponent = 0.0, 0.0 # [1]
mutunnel = 0.05, 0.05 # [cm^2/(Vs)]
}
Scharfetter * relation and trap level for SRH recombination:
{ * tau = taumin + ( taumax - taumin ) / ( 1 + ( N/Nref )^gamma)
* tau(T) = tau * ( (T/300)^Talpha ) (TempDep)
* tau(T) = tau * exp( Tcoeff * ((T/300)-1) ) (ExpTempDep)
taumin = 0.0000e+00, 0.0000e+00 # [s]
taumax = 1.0000e-9, 1.0000e-9 # [s]
Nref = 1.0000e+16, 1.0000e+16 # [cm^(-3)]
gamma = 1, 1 # [1]
Talpha = -1.5000e+00, -1.5000e+00 # [1]
Tcoeff = 2.55, 2.55 # [1]
Etrap = 0.0000e+00 # [eV]
}
MultiValley
{ * eValley(m100,m010,m001,dE,g,alpha), where m100,m010,m001 are masses along
crystal axis, dE is the valley energy shift in respect to band edge, g is
degeneracy, alpha is non parabolicity parameter.
eValley(0.54, 0.54, 0.54, 0.0, 1, 0.0) #[1,1,1,eV,1,eV^-1]
hValley(0.44, 0.44, 0.44, 0.0, 2, 0.0) #[1,1,1,eV,1,eV^-1]
}
}
Structure Editor Script
The following SDE script generates a 2D model of a device similar to the one presented in
sec.3.2.3.
(sdegeo:create-rectangle (position -25 -150 0.0) (position 25 150 0.0) "Silicon
" "silicon")
(sdegeo:create-rectangle (position -25 -150.150 0.0) (position 25 -150.0 0.0) "
SiO2" "oxide")
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(sdegeo:create-rectangle (position -9.5 -150.15005 0.0) (position -4.5 -150.150
0.0) "Graphene" "g_sx")
(sdegeo:create-rectangle (position 4.5 -150.15005 0.0) (position 9.5 -150.150
0.0) "Graphene" "g_dx")
(sdegeo:insert-vertex (position 9.0 -150.15005 0))
(sdegeo:insert-vertex (position -9.0 -150.15005 0))
(sdegeo:insert-vertex (position 5.0 -150.15005 0))
(sdegeo:insert-vertex (position -5.0 -150.15005 0))
(sdedr:define-constant-profile "CPD_sin" "PhosphorusActiveConcentration" 1e12)
(sdedr:define-constant-profile-region "CPP_sin" "CPD_sin" "silicon")
(sdedr:define-refeval-window "RefEvalWin_back" "Rectangle" (position -25 149.5
0) (position 25 150 0))
(sdedr:define-constant-profile "CPD_sin+" "PhosphorusActiveConcentration" 1e
+19)
(sdedr:define-constant-profile-placement "CPP_sin+" "CPD_sin+" "RefEvalWin_back
")
(sdegeo:define-contact-set "s_sx" 4 (color:rgb 1 1 0) "##")
(sdegeo:define-contact-set "s_dx" 4 (color:rgb 1 1 0) "##")
(sdegeo:define-contact-set "d_sx" 4 (color:rgb 0 2 1) "##")
(sdegeo:define-contact-set "d_dx" 4 (color:rgb 0 2 1) "##")
(sdegeo:define-contact-set "bottom" 4 (color:rgb 1 0 1) "##")
(sdegeo:define-2d-contact (list(car(find-edge-id(position -9.25 -150.15005 0)))
) "s_sx")
(sdegeo:define-2d-contact (list(car(find-edge-id(position 9.25 -150.15005 0))))
"s_dx")
(sdegeo:define-2d-contact (list(car(find-edge-id(position -4.75 -150.15005 0)))
) "d_sx")
(sdegeo:define-2d-contact (list(car(find-edge-id(position 4.75 -150.15005 0))))
"d_dx")
(sdegeo:define-2d-contact (list(car(find-edge-id(position 0 150 0)))) "bottom")
(sdegeo:create-rectangle (position -2 -150.16 0.0) (position 2 -149.9 0.0) "
Aluminum" "aluminum")
(sdegeo:fillet-2d (list (car(find-vertex-id(position -2 -149.9 0)))) 15.215)
(sdegeo:fillet-2d (list (car(find-vertex-id(position 2 -149.9 0)))) 15.215)
(sdegeo:define-contact-set "top" 4 (color:rgb 1 1 1) "##")
(sdegeo:set-contact-boundary-edges (list(car(find-body-id(position 0 -150.03 0)
))) "top")
(sdegeo:delete-region (list(car(find-body-id(position 0 -150.03 0)))))
(sdedr:define-refeval-window "pline" "Line" (position -2 -150 0) (position 2
-150 0))
(sdedr:define-analytical-profile-placement "APP_p" "pdope" "pline" "Both" "
NoReplace" "Eval" "Silicon" 0 "material")
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(sdedr:define-gaussian-profile "pdope" "BoronActiveConcentration" "PeakPos" 0 "
PeakVal" 5e19 "StdDev" 0.3 "Gauss" "Factor" 0.8)
(sdedr:define-refeval-window "RefEvalWin_back" "Rectangle" (position -25 146 0)
(position 25 150 0))
(sdedr:define-constant-profile "CPD_sin+" "PhosphorusActiveConcentration" 1e
+19)
(sdedr:define-constant-profile-placement "CPP_sin+" "CPD_sin+" "RefEvalWin_back
")
(sdedr:define-refeval-window "Ref_ALL" "Rectangle" (position -27 -151 0) (
position 27 151 0))
(sdedr:define-refeval-window "Ref_LASER" "Rectangle" (position 5 -151 0) (
position 25 151 0))
(sdedr:define-refinement-size "RefDef_generic" 5 5 1 1)
(sdedr:define-refinement-placement "RefP_all" "RefDef_generic" (list "window" "
Ref_ALL"))
(sdedr:define-refinement-function "RefDef_generic" "DopingConcentration" "
MaxTransDiff" 1)
(sdedr:define-refinement-function "RefDef_generic" "MaxLenInt" "Graphene" "SiO2
" 0.1 1.5 "DoubleSide")
(sdedr:define-refinement-function "RefDef_generic" "MaxLenInt" "Silicon" "SiO2"
0.1 1.5 "DoubleSide")
(sdedr:define-refinement-size "RefDef_laser" 0.5 2 0.05 0.5)
(sdedr:define-refinement-placement "RefP_laser" "RefDef_laser" (list "window" "
Ref_LASER"))
(sdedr:define-refinement-function "RefDef_laser" "DopingConcentration" "
MaxTransDiff" 1)
(sdedr:define-refinement-function "RefDef_laser" "MaxLenInt" "Graphene" "SiO2"
0.1 1.5 "DoubleSide")
(sdedr:define-refinement-function "RefDef_laser" "MaxLenInt" "Silicon" "SiO2"
0.1 1.5 "DoubleSide")
(sdedr:define-refinement-size "RefDef_graphene" 0.05 1e-5 0.05 1e-5)
(sdedr:define-refinement-placement "RefP_graphene" "RefDef_graphene" (list "
material" "Graphene"))
(sdedr:define-refinement-function "RefDef_graphene" "DopingConcentration" "
MaxTransDiff" 1)
(sdedr:define-refinement-function "RefDef_graphene" "MaxLenInt" "Graphene" "
SiO2" 0.1 1.5 "DoubleSide")
(sdedr:define-refinement-function "RefDef_graphene" "MaxLenInt" "Silicon" "SiO2
" 0.1 1.5 "DoubleSide")
Device Simulation
The two programs below are examples of quasi-stationary and transient simulations in SDe-
vice.
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File {
* input files:
Grid = "pn_msh.tdr"
Parameter = "Graphene.par"
* output files:
Plot = "plot_static"
Current = "cur_static"
Output = "out_static"
}
Electrode {
{Name="top" Voltage=0.0}
{Name="bottom" Voltage=0.0}
{Name="sourcesx" Voltage=0.0}
{Name="drainsx" Voltage=0.0}
{Name="sourcedx" Voltage=0.0}
{Name="draindx" Voltage=0.0}
}
Physics {
Fermi
MultiValley (
Nonparabolicity
DensityIntegral
)
}
Physics (material="Silicon"){
Mobility (DopingDependence HighFieldSat Enormal)
EffectiveIntrinsicDensity (BandGapNarrowing (OldSlotboom))
Recombination(SRH Auger)
}
Physics (material="Graphene"){
EffectiveIntrinsicDensity(NoBandGapNarrowing)
Recombination(SRH)
}
Plot {
eDensity hDensity ConductionBandEnergy
eCurrent hCurrent Current ValenceBandEnergy
Potential SpaceCharge ElectricField
eMobility hMobility eQuasiFermiEnergy
eVelocity hVelocity hQuasiFermiEnergy
Doping DonorConcentration AcceptorConcentration
}
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Math {
NumberOfThreads=maximum
Extrapolate
RelErrControl
Iterations=20
NotDamped=50
RelErrControl
Digits=5
CheckRhsAfterUpdate
DensityIntegral(30)
}
#-initial solution:
Solve{
Poisson
Coupled (Iterations=200) {Poisson Electron Hole}
#-first voltage
Quasistationary
(InitialStep=0.01 Maxstep=10
Goal {name="bottom" voltage=150.0}
Goal {name="sourcesx" voltage=-0.1}
Goal {name="sourcedx" voltage=-0.1}
Goal {name="drainsx" voltage=-0.1}
Goal {name="draindx" voltage=-0.1})
{Coupled {Poisson Electron Hole}}
Save(FilePrefix="static")
}
}
∗ ∗ ∗
File {
* input files:
Grid = "pn_msh.tdr"
Parameter = "Graphene.par"
* output files:
Plot = "plot_transient"
Current = "cur_transient"
Output = "out_transient"
}
Electrode {
{Name="top" Voltage=0.0}
{Name="bottom" Voltage=150.0}
{Name="sourcesx" Voltage=-0.1}
{Name="drainsx" Voltage=-0.1}
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{Name="sourcedx" Voltage=-0.1}
{Name="draindx" Voltage=-0.1}
}
Physics {
Fermi
MultiValley (
Nonparabolicity
DensityIntegral
)
Optics (
OpticalGeneration (
QuantumYield (Unity)
ComputeFromMonochromaticSource(
TimeDependence (
WaveTSigma = 1e-12
WaveTime = (1e-11,2e-11)
)
)
)
Excitation (
Intensity = 150000
Wavelength = 1.06
Theta = 180
Window("L1") (
Origin = (15, 145)
OriginAnchor = Center
Line (Dx = 1)
)
)
OpticalSolver (
OptBeam (
LayerStackExtraction(
WindowName = "L1"
)
)
)
ComplexRefractiveIndex(
WavelengthDep (real imag)
)
)
}
Physics (material="Silicon"){
Mobility (DopingDependence HighFieldSat Enormal)
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EffectiveIntrinsicDensity (BandGapNarrowing (OldSlotboom))
Recombination(SRH Auger)
}
Physics (material="Graphene"){
EffectiveIntrinsicDensity(NoBandGapNarrowing)
Recombination(SRH)
Optics(-OpticalGeneration)
}
Physics (material="SiO2"){
Optics(-OpticalGeneration)
}
Plot {
eDensity hDensity ConductionBandEnergy
eCurrent hCurrent Current ValenceBandEnergy
Potential SpaceCharge ElectricField
eMobility hMobility eQuasiFermiEnergy
eVelocity hVelocity hQuasiFermiEnergy
Doping DonorConcentration AcceptorConcentration
OpticalGeneration OpticalIntensity
}
Math {
NumberOfThreads=maximum
Extrapolate
RelErrControl
Iterations=20
NotDamped=50
RelErrControl
Digits=4
CheckRhsAfterUpdate
DensityIntegral(30)
Transient= BE
PeriodicBC(
(Direction=0 Coordinates=(-25 25))
)
}
Solve {
Load(FilePrefix="static")
Optics
Transient( InitialTime=0.0 FinalTime=5.0e-8 InitialStep=1.0e-13 MaxStep=1e
-9)
{Coupled{Poisson Electron Hole}
Plot (Time=(0; 5.65e-9) NoOverwrite)
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}
}
CurrentPlot {
Tcl (
Dataset = "Optical_Generation"
Function = "optgen"
Formula = "set value [tcl_cp_ReadScalar OpticalGeneration]"
Operation = "Integrate Region = silicon IntegrationUnit=cm"
)
Tcl (
Formula = "set value [tcl_cp_ReadScalar ElectrostaticPotential]"
Operation = "Coordinate = (-7 -150.150001)"
Dataset = "-7_ElectrostaticPotential"
Function = "ElectrostaticPotential_-7"
)
Tcl (
Formula = "set value [tcl_cp_ReadScalar ElectrostaticPotential]"
Operation = "Coordinate = (7 -150.150001)"
Dataset = "7_ElectrostaticPotential"
Function = "ElectrostaticPotential_7"
)
}
NanoTCAD ViDES
The following Python script simulates the electrostatics inside a 1D section of a Silicon/Ox-
ide/Graphene device structure device similar to the one presented in sec.3.1.1.
from NanoTCAD_ViDES import *
offset=0.5
step=0.005
Vg=10
for k in range(0,51):
j=k*step
def charge_SC(self):
self.Temp=293;
vt=self.Temp*kboltz/q;
dist=avervect(self.x)
self.Ei=-self.Phi;
ind=nonzero(self.x<50)
kt=self.Temp*kboltz;
for i in range(0,start):
self.charge[i]=-6*dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.massl[i]*m0/
hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,-(4.1-self.chi[i]-self.Phi[i]-
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self.Ef)/vt);
for i in range(start,stop):
self.charge[i]=-6*dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.massl[i]*m0/
hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,-(4.1-self.chi[i]-self.Phi[i]-
self.Ef-j)/vt);
for i in range(stop,size(self.charge)):
self.charge[i]=-6*dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.massl[i]*m0/
hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,-(4.1-self.chi[i]-self.Phi[i]-
self.Ef)/vt);
for i in range(0,start):
self.charge[i]=self.charge[i]+dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.
massh[i]*m0/hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,(4.1-self.chi[i]-
self.Phi[i]-self.Ef-self.Egap[i])/vt)
for i in range(start,stop):
self.charge[i]=self.charge[i]+dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.
massh[i]*m0/hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,(4.1-self.chi[i]-
self.Phi[i]-self.Ef-self.Egap[i])/vt)
for i in range(stop,size(self.charge)):
self.charge[i]=self.charge[i]+dist[i]*1e-9*(2/sqrt(pi))*2*(vt*(2*pi)*(self.
massh[i]*m0/hbar)*(q/hbar))**1.5*Fermi_Integrals(0.5,(4.1-self.chi[i]-
self.Phi[i]-self.Ef-self.Egap[i])/vt)
self.charge[ind]=0;
self.charge[g]=(2/pi)*((kt)**2/(hbar*1e6)**2)*(-Fermi_Integrals(1,-(4.1-4.6+
offset-self.Phi[g]-self.Ef)/vt)+Fermi_Integrals(1,(4.1-4.6+offset-self.
Phi[g]-self.Ef)/vt));
# GRID
x=nonuniformgrid(array
([-200,20,0,0.01,25,2,50,0.01,100,2,200,5,700,20,1050,5]));
g=73
start=203
stop=442
for m in range(0,len(x)):
if x[m]==0:
g=m
elif x[m]==50:
start=m
elif x[m]==1050:
stop=m
gridx=grid1D(x,x);
a=[gridx.x, gridx.x]
savetxt("coordinate.txt", transpose(a));
# GATE
gate_down=gate("hex",gridx.xmax,gridx.xmax);
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gate_down.Ef=Vg
# MATERIALS
air=region("hex", -200, 0);
air.set_material("SiO2");
air.eps=1;
SiO2=region("hex",0,50);
SiO2.set_material("SiO2");
Si=region("hex",50,gridx.xmax);
Si.set_material("Si");
Si.rho=1e20;
# INTERFACE
p=interface1D(gridx, air, SiO2, Si, gate_down);
p.normd=5e-6;
if k>0:
aa=loadtxt("Phi_"+str(j-step)+".txt");
p.Phi=aa[:,1];
p.underel=0.12;
nx=size(x);
M=QM1D(nx,1,x,p,charge_SC);
solve_self_consistent(gridx,p,M);
dist=avervect(x)*1e-9;
a=[x,p.free_charge];
savetxt("freecharge_"+str(j)+".txt",transpose(a));
a=[x,p.Phi];
savetxt("Phi_"+str(j)+".txt",transpose(a));
a=[x,p.fixed_charge];
savetxt("rho2_"+str(j)+".txt",transpose(a));
a=[x,dist]
savetxt("distances.txt",transpose(a));
a=zeros(stop-start);
for t in range(start, stop):
a[t-start]=p.free_charge[t]+p.fixed_charge[t]
savetxt("totalcharge_"+str(j)+".txt",transpose(a));
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