Abstract. We investigate the joint moments of the 2k-th power of the characteristic polynomial of random unitary matrices with the 2h-th power of the derivative of this same polynomial. We prove that for a fixed h, the moments are given by rational functions of k, up to a well-known factor that already arises when h = 0.
It is easily checked that for real θ, V U (θ) is real and |V U (θ)| = |Z U (θ)|.
In this paper, we will investigate the averages (with respect to Haar measure) It is easy to show (by expanding the Haar measure explicitly) that the averages at finite N only make sense when 2k −r > −1. For the asymptotics, the normalization by N k 2 +r is well-known (and proved in this paper anyways).
This had been looked at by Conrey, Rubinstein and Snaith [CRS06] , Hughes [Hug01, Hug05] , Hughes, Keating and O'Connell [HKO00] , Forrester and Witte [FW06a] , Mezzadri [Mez03] . However, much mystery remains, in particular for the dependency in r (when r∈R \ N).
While r ∈ R \ N remains out of reach, we offer in this paper an alternative approach that uncovers some of the structure in those averages: Theorem 1. For r ∈ N and k > r−1 2 , the moments (M)(2k, r) are essentially given by rational functions, i.e. 
where X r , Y r are monic polynomials with integer coefficients, X r is even, with deg X r = deg Y r and G is the Barnes G-function [HKO00, Appendix] .
Moreover Y r (u) = 1≤a≤r−1 a odd
with the α a (·) given by α a (r) = −a + √ a 2 + 4r 2 .
We derive from this a similar result (Theorem 16, page 21) for |M|(2k, 2h) and |V|(2k, 2h) (for h an integer). Finally, we have explicit expressions for (M)(2k, r) given in Theorem 15, page 20 and Theorem 18, page 29 which allow us to compute the X r (u)s, as given in Table 2 , page 23, and additional data (available in Section 7).
This structure had been guessed a few years ago by Chris Hughes based on computational evidence [Hug05] . The author is deeply thankful to him for freely sharing and explaining all of his previous unpublished work.
This paper was completed and mostly worked on at Merton College, University of Oxford but started at Stanford University while the author was doing his Ph.D., under the direction of Dan Bump. The author wishes to thank his adviser and his hosting institutions for their support, and Persi Diaconis, Masatoshi Noumi and Peter Neumann for helpful discussions.
In Section 1.1, we discuss our motivations, which are in Number Theory. In Section 1.2, we discuss our techniques, which are essentially in Representation Theory and Algebraic Combinatorics. We discuss the organization of this paper in Section 1.3.
1.1. Motivation. Ever since the works by Keating and Snaith [KS00b, KS00a] , the Riemann ζ-function can be (conjecturally but quantitatively) better understood through modelling by characteristic polynomials of unitary matrices. The classical example concerns moments. Let Then one can prove (very easily, using the Selberg integral) that
which according to the Keating-Snaith philosophy leads to the following conjecture (for k > −1/2):
The main point is thus that a(k) is obtained by looking at primes, while g(k) is guessed at from the Random Matrix side.
Observe also that Equations (3) and then (4) can be analytically continued in k.
Many of the authors cited above have now shown that this philosophy should be extended to derivatives of characteristic polynomials.
In particular, |M|(2k, r) should show up as the RMT factor of 1 It is a conjecture of Hall [Hal04] and Hughes [Hug01] that this is the appropriate normalization with respect to T . Table 1 . Summary of results on I(2k, 2h) and J (2k, 2h), when h = 0. The values for |M|(2k, 2h) and |V|(2k, 2h) are given as obtained from Theorem 16. Observe that the fifth column equals the product of the third and fourth. The "source" column refers to the paper where the result in the fifth column was published.
where Z is Hardy's function (the relationship of Z to ζ is analogous to the relationship of V U to Z U ). More precisely, it is expected that I(2k, r) = a(k) |M|(2k, r) and J (2k, r) = a(k) |V|(2k, r).
Thus, Theorems 1 and 16 give us a conjectural handle on the moments of ζ and Z. One can compute some small cases (for integer k and r) and show that they agree with previous NT (proved) results. This had already been done before and is repeated in Table 1 .
However, while Keating and Snaith obtained a full conjecture for I(2k, 0) and J (2k, 0) by computing |M|(2k, 0) and |V|(2k, 0), for the case of joint moments this goal remains elusive. All the available formulas for |M|(2k, r) or |V|(2k, r) are rather inadequate. In particular, those formulas are limited to r := 2h (h an integer), they are hard to compute for large values of k and h, they obscure some of the structure in the results, and finally they cannot be analytically continued in h.
The analytic continuation would be important, because Conrey and Ghosh have proved that J (2, 1) = e 2 − 5 4π and hence effectively conjectured 2 |V|(2, 1) = e 2 − 5 4π as well since a(1) = 1. In order to get this, we would need to have a sufficiently nice formula for |V|(2k, 2h) that would allow for analytic continuation in h. We have simply been unable to do this but have no doubt that our results should be helpful for that goal (see the connection with Noumi's work below).
On the other hand, the formulas obtained in Theorem 15, page 20 allow for much more effective computation than possible before, and we can compute longer tables for the different moments (see Section 7).
This numerical data is useful as well, as Hall has devised (around 2002) a method that uses J (2k, 2h) for all 0 ≤ h ≤ k to produce a lower bound Λ(k) on
where the t n is the n-th positive real zero of ζ(1/2 + it). It is probably good to insist that this method does not depend on the Riemann Hypothesis, but only on values for moments! At the time of writing [Hal04] , Hall only had the information he needed for k up to 2 (conjecturally, up to 6). In Section 7, we present our conjectural data for J (2k, 2h) as a direct function of k for h up to 15 (see [Deh07] or the source of this arXiv submission for data up to h = 30). For a fixed h, various conjectural formulas are also given in this paper for J (2k, 2h) as a function of k. This, combined with Hall's method, should lead to more (conjectural) lower bounds on Λ. It is widely believed that Λ = ∞ so potentially we could also see if Hall's method has any hope to reach that, assuming only information on the J (2k, 2h), but not on the Riemann Hypothesis. In other words, it would also inform us on the relationship between moment conjectures, the Riemann Hypothesis and the conjecture Λ = ∞. We leave this to a further paper.
Finally, Noumi in his book [Nou04] investigates the relationship between Painlevé equations and expressions similar to one of the expressions we obtain for (M)(2k, r), in Theorem 18. Connections of this sort have been uncovered before (see [FW06a, FW06b] and works of Borodin), but an approach through Noumi's ideas would be original. One of our goals then would be to obtain analytic continuation for (M)(2k, r) in r, which would again allow to compute |V|(2, 1). We also leave this for further study.
Our techniques are quite disconnected from the original motivation, so we discuss them separately.
1.2. Techniques. As mentioned earlier, our techniques lie mostly in Representation Theory and Algebraic Combinatorics. We look at the characteristic polynomials or the derivatives as symmetric functions of the eigenvalues of U , and express them in that way. We eventually express those symmetric functions in the most natural basis to use, the Schur functions. This basis is particularly suitable since those functions are also (irreducible) characters of unitary groups U(N ). We find ourselves integrating irreducible characters over their support (groups), which is very enviable! In order to express all the different functions in this basis of Schur functions, we use ideas present in a paper of Bump and Gamburd [BG06] and the author's thesis [Deh06b] . We will introduce those ideas as we need them.
For a more thorough discussion of why a similar approach should always be attempted and other examples of its applications, please see the author's thesis and the results in [Deh06a] .
Once we have a concise expression for the various moments, we still have to evaluate it. This will involve sums over partitions of values of Schur functions. After reparametrizing those sums over the Frobenius coordinates of the partitions, results of El-Samra and King were immediately useful to obtain the Schur values, and results of Borodin to handle the combinatorics of the sums. We then obtain a very big sum for the moments (Theorem 13), but that can directly be evaluated on computer (and thus checked against small N results). After taking asymptotics, our results start simplifying into Theorem 15, enough to prove Theorem 1 on the general shape of those moments. However, the best expression is probably obtained once we use Macdonald's ninth variation of the Schur functions (Theorem 18).
1.3. Organization of this paper.
• In Section 2, we introduce all the non-standard notation we will be using.
• In Section 3, we present the basic relations satisfied by the integrands
• In Section 4, we re-express the integrands as a sum in the Schur basis, in a way similar to Bump and Gamburd (via the Dual Cauchy Identity).
• In Section 5, we engage in a long computation to evaluate the result obtained in the previous section, mostly using results of El-Samra and King, and Borodin.
• Section 6 merely serves to tie what has been done in Sections 4 and 5 into the proof of Theorem 1.
• In Section 7 we present the data we are now able to compute, and particularly discuss the position of the roots of |V|(2k, 2h) in Section 7.2.
• Section 8 describes two attempts to simplify our results further, one using Macdonald's ninth variation of the Schur functions, and the second imitating a proof of the Cauchy identity. The bulk of this paper is contained in Sections 4 and 5.
Notation
We let N + be the set N\0. To avoid confusion with the index i, we have i 2 = −1. We use v for a generic vector (of integers) (v 1 , · · · , v d ), and − → v for a sorted sequence of strictly decreasing integers v 1 > v 2 > · · · > v d , which we call a Frobenius sequence. Frobenius sequences are thus a special type of vectors. Sequences of weakly decreasing positive integers amount to partitions, and we stick with classical notation for those, i.e. λ = (λ 1 , · · · , λ l(λ) ), which defines l(λ). Given a partition λ of |λ|, we denote its conjugate by λ t . Define two sequences 
Frobenius sequences, and we call − → p and − → q the Frobenius coordinates of the partition λ. We write λ =
) is strictly decreasing (and hence a Frobenius sequence). This is thus not defined if p i = p j while i = j. We set sgn(p) := sgn(σ p ), with the added convention that sgn(p) := 0 if σ p is not defined.
If λ and µ are partitions, λ ∪ µ is the partition obtained by taking the union of their parts. The partition N k has a k × N rectangle for Young tableau.
We also use the notation 1 R for R copies of 1, used as argument to a (Schur) function.
Basic relations among the integrands
We logarithmically differentiate Equation (1) to obtain
Z U (θ) and hence, when θ is real,
These basic relations give
We see thus that computing (M) N (2k, r) would get us most of the way to |M| N (2k, 2h) or |V| N (2k, 2h), and we now focus on the integrand
Derivation into the Schur basis
The goal here is to follow ideas similar to Bump and Gamburd's [BG06] in order to prove Proposition 4, page 9. One of their main tools was the Dual Cauchy identity. We encourage the reader to look at their first Proposition and Corollary for the unitary group.
Lemma 2 (Dual Cauchy identity). If {x i } and {y j } are finite sets of variables,
where the sum is over all partitions λ and s λ is the Schur polynomial.
We (they) apply this Lemma setting {x j := e iθj : j ∈ [1, · · · , N ]} to be the set of eigenvalues of U , and {y j := 1 : j ∈ [1, · · · , 2k]}. We chose the notation
We can also re-express
where p m (x 1 , · · · , x N ) is the m-th power sum x m 1 + · · · + x m N and we have used the same convention as for s λ (U ) of inputting the eigenvalues. We will use the same convention soon for the power sums p λ := i p λi .
In practice, we want the reader to just ignore the variable z and set it to 1. This will be justified a posteriori.
Putting everything together, we thus get for
At this point, we will soon want to use the fact that the s λ are characters of unitary groups.
Indeed, if U ∈ U(N ) then when l(λ) > N , we have 3 s λ (U ) ≡ 0, but when l(λ), l(µ) ≤ N , we have
i.e. for large enough N , s λ is an irreducible character of U(N ). This orthogonality is obviously good for our purposes, but the only obstacle is the need to express
r exclusively in terms of Schur functions. This can be done and will require the Murnaghan-Nakayama rule. Let a ribbon be a connected Young skew-tableau not containing any 2 × 2-block. If a ribbon contains m blocks, it is called a m-ribbon. A first approximation to one version of the M-N rule says that s λ p m is given by a signed sum of s µ s, where µ runs through all partitions obtained by adding a m-ribbon to λ.
If we average Expression (10) over U(N ), we could thus see λ as running through all partitions obtained by adding r ribbons to the rectangle N k (this uses the fact that this lax version of the M-N rule is invariant under transpositions, since we have yet to discuss the signs). There are more conditions however. We also need l(λ t ) ≤ N (since otherwise s λ t (U ) ≡ 0), and we need l(λ) ≤ 2k (since otherwise s λ 1 2k = 0, just as in footnote 3). In other words, λ contains N k but is contained in N 2k . There are only finitely many such partitions, which will make the sum over λs finite, and thus only finitely many sets of lengths of the r ribbons will contribute. This justifies a posteriori setting z to 1 in Equation (9).
We now state a more precise version of the M-N rule.
Theorem 3 (Murnaghan-Nakayama). Let λ be a partition and ρ be a vector with
ρ is the value of the irreducible character of S |λ| associated to λ on the conjugacy class of cycle-type sort(ρ), then
and (more importantly)
is a ribbon of length ρ i , and ht(S) = i ht(λ
We have not defined the height ht of a ribbon, but rather than doing so or detailing the computation here, we only expose the idea: Equation (11) tells us that ( m p m ) r can be computed using the character values of symmetric groups. It follows from Equation (12) 
since the combinatorics of ribbons (and their heights) is unchanged under translations (down by k) when the partitions are kept within a rectangle (actually, a horizontally bounded region).
If the computation is explicitly carried out, we get the following result:
with the understanding that χ
For this result, we have preferred to index all the partitions containing
We are now left with the task of evaluating the RHS in Equation (13), which will turn out to be a tedious process.
Main computation
We are left with two problems. The first one is to evaluate the characters of the symmetric group. This is of course very hard to do. We are helped here because we will actually only evaluate something close to
for given λ. This amounts to computing the sum of values of the character χ λ over permutations with l cycles. The second issue is evaluating s N k ∪λ 1 2k . In his thesis [Deh06b] , the author had mostly used the Weyl Dimension Formula to do this. Slightly better adapted for our purpose is probably a formula giving that dimension in terms of the Frobenius coordinates of λ.
In addition, both "problems" combine extremely well, in that both expressions should involve a sign, which turns out to be the same.
We will then sum our terms over all partitions, expressed in Frobenius coordinates. This amounts to summing over possible ranks (1 ≤ d) and then pairs of Frobenius sequences of length d.
The value of the Schur function in Frobenius coordinates.
5.1.1. Dimension formula in Frobenius coordinates. El-Samra and King [ESK79] use the notation
has d Frobenius coordinates. They prove that
where the first expression is also known as the reduced determinantal form (cf. Foulkes [Fou51] , as cited in [ESK79] ).
It is a consequence of Cauchy's Lemma that the two expressions in Formula (14) are equivalent:
Lemma 5 (Cauchy).
Observe that Formula (14) is positive (as it should, given that it is also a dimension) because the p i and q i are strictly decreasing.
However, the RHS of Formula (14) still makes sense if we plug in unsorted vectors p, q (with even the possibility of i = j but p i = p j ). Hence this can be used to define s n p q o 1 R as well, which is then skew-symmetric in both the p i s and the q i s separately. This can be written
Observe that Formula (16) is still valid when sort(p) or sort(q) is not defined (this happens when two of the entries of p or q are equal) thanks to sgn(p) sgn(q) = 0 (see conventions in Section 2)! Finally, it is helpful to remark that Formula (14) for s n p q o 1 R can be seen as a product indexed by the sets p ∪ q and pairs in the set p × p ∪ q × q ∪ p × q.
Evaluation of s
In total analogy with Equation (16), we first extend the definition of s N k ∪λ and set
with the understanding (as before) that the value of the RHS should be 0 if p i = p j (resp. q i = q j ) for i = j. Again, this is skew-symmetric in the p i s and separately in the q i s.
We have the following Lemma Lemma 6. Let p, q be vectors with d coordinates. Then
Proof. By skew-symmetry, we really only have to check this for
. If we want to use Formula (14), we should look at the Frobenius coordinates of N k ∪ λ. This would be rather unpleasant (particularly because the number of Frobenius coordinates would change for fixed N and k according to the λ considered).
Let us look instead at:
Then − → α and − → β are strictly decreasing, so those are Frobenius coordinates. The partition corresponding to those coordinates is obtained geometrically by sticking a k 2k block to the left of N k ∪ λ, or equivalently to shifting N k ∪ λ by k spots to the right, while considering λ = (λ 1 , · · · , λ k ) to have exactly k parts (with some possibly empty).
Because of this, we have (see [BG06, page 6]):
Additionally,
for the same reason as above, we have:
When evaluating the product described in Equation (14) using the − → α and − → β coordinates, we have a big product taken over the sets
One can see that the products indexed by
Similarly, the products indexed by
We are left with only "cross-products" to evaluate, for the index sets One can set f (λ) := f
. The goal in this section is to evaluate sums of characters of the form
We will eventually take f (λ) = s N k ∪λ 1 2k but there is no reason to limit ourselves in that way for a while.
We rely on a few results of Borodin that give a slightly different version of the Murnaghan-Nakayama rule.
5.2.1. Definitions. This is based on [Bor00, around page 15] and [Bor98, around page 6]. The relevant definitions (not included here) are fragment, the different block types, the filling numbers, filled structure, sign of a structure.
Theorem 9 is almost in Borodin's work, and his definitions are used in Proposition 10. Both of those results are used for Theorem 13, which can be read without looking at Borodin's papers.
However, the first condition to have a fragment needs clarification in both papers: change (1) there is exactly one hook block that precedes the others to
(1) there is exactly one hook block in each fragment. That hook block precedes any other block in the fragment We also would like to correct a statement in [Bor00] , in that linear horizontal or vertical blocks are positive, not just non-negative integers (in agreement with the other cited paper of Borodin [Bor98] ).
We can highlight one of the definitions: Any filled structure T with d fragments produces a set of pairs
which consists of the filling p-and q-numbers of the fragments. The sign of T is defined as follows:
where, as a reminder, the sgn inside the formula is 0 if p i = p j (resp. q i = q j ) for i = j.
5.2.2.
Simplified Murnaghan-Nakayama rule. Although we haven't defined anything, we state Proposition 4.3, taken from the first paper of Borodin:
Proposition 7. For any two partitions λ and ρ with |λ| = |ρ|, we have
where the sum is taken over all filled structures of cardinality ρ = (ρ 1 , · · · , ρ l ) such that the sequences (p 1 , · · · , p d ) and (q 1 , · · · , q d ) of filling p-numbers and q-numbers of the structure T coincide, up to a permutation, with the Frobenius p-coordinates and q-coordinates of the partition λ (i.e. λ = sort(p) sort(q) ).
The proof of this Proposition is quite simple: going back to the original presentation of the Murnaghan-Nakayama rule in terms of hooks, Borodin analyzes what happens to Frobenius coordinates when subtracting hooks/ribbons. Each such subtraction corresponds to a block. There are three cases to distinguish: the hook/ribbon can be above or below the "Frobenius diagonal" or even overlap it. Those cases correspond respectively to linear horizontal blocks, linear vertical blocks, and hook blocks.
This Proposition, as stated in Borodin's work, is slightly restrictive: there is no need for ρ to be a partition. Let ρ = (ρ 1 , · · · , ρ l ) to be a vector of positive integers and define (just as in Theorem 3) χ 
Observe that d, the rank of λ, has to be less or equal to l in order to have a structure.
We now state the main Theorem we will use that is originated in Borodin's work.
Theorem 9. Assume f is skew-symmetric within its two vector entries (sepa-
. Then,
where T (p, q) goes trough all filled structures of d fragments, l blocks, v(T ) vertical blocks with filling p-numbers
Proof. We start by summing Proposition 8 over λs fitting inside a k × N box:
where the second sums in each line are taken over all filled structures T (p, q) of l blocks and d fragments such that the sequences of filling p-numbers (p 1 , · · · , p d ) and q-numbers (q 1 , · · · , q d ) of the structure coincide, up to two permutations, with the sequences of Frobenius p-coordinates and q-coordinates of the partition λ (i.e.
sort (q) ). Note that d changes with λ. We then obtain the final result by seeing the double sum over λ then permuted Frobenius coordinates of λ as a sum over all vectors of appropriate lengths.
We should not be concerned about vectors having two identical coordinates (say p i = p j ), since the corresponding term in the RHS vanishes by skew-symmetry of f . 5.2.3. Counting structures. We now need to compute the sum
which is taken over the structures described above, i.e. for given l, d, p, q, v. It would help to know how many structures there are for each choices of those parameters. We prove the following Proposition.
Proposition 10. There are exactly
structures with d fragments, l blocks, filling numbers p = (p 1 , · · · , p d ) and q = (q 1 , · · · , q d ) and v vertical blocks. The indices in the sum s i (resp. t i ) count horizontal (resp. vertical) blocks in the i th fragment.
Proof. This is a purely combinatorial problem. Given the number of vertical blocks on each fragment, we essentially have a partial order on blocks that we want to extend to form a linear order (across fragments). Part of the rules in the initial partial order say that the hook-block in the ith fragment precedes any other block in that fragment. We then need to fill the structure (i.e. choose filling numbers for each block). We can reverse this process:
•
The equality in the statement is intended to reflect clearly the layering described above: the sum corresponds to the first layer, while the other two layers correspond to one square-bracketed factor each.
Observe that the relation s d + t d + · · · + s 1 + t 1 + d = l could be used to simplify the numerator in this expression.
The only hard part is to derive for the second step
. This is obtained by simplifying
where the i th factor in the We wish to insist on the fact that the summand in Equation (18) is not symmetric in the p i s or the q i s, because the factor in the denominator
is not symmetric in the s j s or the t j s. For instance, s d appears d times while s 1 appears only once.
Sum of determinants.
We aim now to put all the results obtained so far in this section together, but we first need a quick lemma.
Lemma 11. Let s and t be vectors of integers. Then,
Proof. The proof proceeds as for the classical computation for the Vandermonde determinant: the LHS is skew-symmetric in s and t separately, has obvious poles as prescribed in the RHS (when s i0 + t j0 = −1), and the degrees in the RHS are appropriate. Up to a constant, both sides are thus the same. This constant is shown to be 1 by looking at rates of decrease when s 1 goes to infinity.
Proposition 12. Assume f is skew-symmetric within its two vector entries (sep-
Proof. We go head first and combine Equation (13) and Theorem 9:
It is now crucial to observe that for fixed − → p , − → q , − → s , − → t , the sign of the numerator of the summands (bracketed) will depend on the parity of σ and τ . Hence we obtain
The last line is now perfectly cut for substitution using Lemma 11. After changing the range of summation on
obtain the announced result. Admittedly, this is not very enlightening. It is thus worth highlighting what happens: we transfer skew-symmetry in the p, q into some kind of skew-symmetry in the s, q (for a fixed choice of sort(s) or sort(t)), which allows for a simplification.
The result is fairly mysterious though, especially if one remembers the original role of the s and t variables of counting the number of horizontal and vertical blocks. Any type of skew-symmetry in those variables is arguably unexpected.
Putting everything together.
We combine all the information obtained so far, and simultaneously clear the restriction d + s i + t i = l in Formula (18) by encoding all the moments at once into an exponential generating function.
Theorem 13.
Proof. A first necessary remark is that as a formal power series, this is well-defined: the sum to obtain the r th coefficient in the RHS reduces to a finite sum (because s i ≤ p i and t j ≤ q j ).
We know from Equation (16) that s
is skew-symmetric in p and q (separately). Hence we can combine Equations (13), (14) and (17) and Proposition 12 to obtain a huge sum. The statement then follows from recombinations of the main product into determinants, using Cauchy's Lemma 5.
Remarks on Theorem 13
• This is a hypergeometric multisum (at least for fixed d), when we expand the determinants using Cauchy's Lemma. However, not even small ds seem tractable on computer.
• A definite advantage of this formula is that it can be tested at finite N (by expanding the integral defining (M N )(2k, r) symbolically using the Haar measure). This is helpful to confirm the results obtained so far.
• We wish to insist on the idea behind this Theorem: initially we had a combinatorial problem on structures (see Formula (18) that had no symmetry for its summands in the s i s (resp. t i s). We have exploited some skewsymmetry in the as and bs in Formula (17) to change this. In particular, we have now switched from a sum over − → p , − → q , s, t to a sum over p, q, − → s , − → t . We have also simplified the denominator in Formula (18).
• As a consequence of the previous point, we can now assume that the s i s are all different. The same is true for the t i s.
• This has useful consequences, especially for computational purposes. It is interesting to compute a bound on r such that partitions with d fragments will have a non-zero contribution to the final sum in (M) N (2k, r) . We have r ≥ d + s i + t i , and the s i s (resp. t i s) should be all different. We can take them to be 0, 1, · · · , d − 1. We thus have r ≥ d + 2
We define
where the RHS is taken to be similar to the entries in one of the determinants in Equation (21).
I have not been able to obtain a much better expression for this with Mathematica. Normally, the package MultiSum [Weg] should be able to deal with multiple hypergeometric series, but this particular one is too complicated. We will thus focus on an easier problem from now on, the problem of asymptotics (i.e. we switch from (M) N (2k, r) to (M)(2k, r)).
Asymptotics. We need to compute asymptotics for H
N,k,s,t more precisely.
Proposition 14.
i.e. H N,k,s,t stripped of some of its terms of obviously lower order in p, N and q combined. We do this because we want to compute the leading order of H N,k,s,t and there will be lots of cancellation due to the sum over q (as showed by Equation (27)).
We thus wish to compute lim N →∞H N,k,s,t /N 1+s+t = lim N →∞ H N,k,s,t /N 1+s+t . The proof of the equality (23)-(24) essentially follows from two basic identities on formal series:
We expand the definition ofH N,k,s,t as a power series in q. The first identity indicates that we should only look at the coefficient of q k−1 , which we obtain by using the second identity (set r := 1/N , s := 1/(p + 1)). We then let N tend to infinity, so the sum over p becomes a Riemann sum. Its limit is a β-integral, and thus a β-function appears, which can be expanded into a product of Γ-functions, giving the first equality.
The equality (25)- (26) is immediate. For equality (24)- (25) 4 , we first define
a+1,a+k+s+t+2 ; 1 ,
The second equality is merely a consequence of the definition of 3 F 2 .
Since (see [Mat] )
e,c+d−e+2 ; 1 =
we get
, which lets us prove equality (24)-(25) using the relation
It is a quick consequence of the Weyl dimension formula (see [BG06, Equation (18)] that
We use this to give a relatively concise expression for (M)(2k, r).
Theorem 15.
This equality was first proved using Mathematica. Paul Abbott observed that the hypergeometric function that appears is Saalschützian and extracted the following proof by tracing the program's output.
Furthermore, by using Cauchy's Lemma, one can switch to an expression involving products instead of determinants (i.e. a hypergeometric expression).
Proof. The proof of Equation (28) proceeds essentially by substitution into Equation (21), and looking at terms of order N k 2 +r . Again, Cauchy's Lemma is used repeatedly to reorganize determinants.
For Equations (29) or (30), we reorganized yet again the determinants using Cauchy's Lemma into a form corresponding to Formula (14). We also summed over partitions λ instead of summing first over their rank d then their Frobenius coordinates − → s , − → t .
We now aim to replace the determinant left in Equation (30) by a friendlier expression, a rational function of k.
6. General shape of (M)(2k, r), |M|(2k, 2h) and |V|(2k, 2h)
We now prove Theorem 1.
Proof. By Equation (28), we know that
while for s and t fixed (and non-negative, of course), Equation (26) indicates that H k,s,t is a rational function of k:
This already shows that we have a rational function of k and that the degree of its numerator equals the degree of its denominator. Equations (31) and (28) together, along with the fact that H k,s,t = H −k,t,s (a consequence of Equation (26), explain why X r is even.
In order to determine the Y r s a bit better, we need to investigate possible denominators in the terms of H k,si,tj d×d
. If a is positive, H k,si,tj d×d will have a factor of (2k + a) αa(r) in its denominator if and only if a is odd (because there is cancellation in Formula (31)) and all of s 1 , · · · , s αa are greater than a. For this to happen, we need
where the inequality is obtained by taking as small as possible values for d (i.e. α a (r)), for the s i 's (while requiring them to be different and greater or equal to a) and for the t i 's (all different).
We turn this inequality around and get
The case of a negative is the same, exchanging the roles played by − → s and − → t .
Finally, the constant D(r) ensuring that both X r and Y r are monic can be found, thanks to Equations (28) and (31), taking lim k→∞ :
where this last equality is left to the reader.
Actually, this last equality is enough to also guarantee that X r (u) and Y r (u) both have integer coefficients: just substitute for H k,s,t in Equation (28)
for the appropriate (integer) h i s (in particular, h s+t = 1). This proves Equation (2).
Theorem 16. For h ∈ N, there are polynomialsX 2h ,X 2h , with integer coefficients and
,
where Y r (u) is as defined in Theorem 1. Moreover (but this is conjectural), the numerators are additionally monic poly-
Proof. Most of this follows immediately from Equations (6) and (8), combined with Theorem 1. The fact that degX 2h < deg X 2h for instance is a consequence of
which we use in Equation (8):
We can similarly show that if it exists,Ĉ(h) = 1 2 2h . The constantC(h) is more mysterious, and involves lower order terms in k of Equation (31).
Remark. Unfortunately, within their degree restrictions, the X r (u),X 2h (u) andX 2h (u) polynomials still look utterly random. We merely have an expression for them as a sum of determinants of rank d ≤ √ r (resp. 2h). This expression is relatively quick and allows at least to compute a few of those polynomials. 7. Computational data 7.1. The polynomials X r (u),X 2h (u) andX 2h (u). We have implemented Equation (28), i.e. a sum over partitions λ of determinants of rank the (Frobenius) rank of λ.
We present our data for (M)(2k, r) first, in Table 2 , followed by data on |M|(2k, 2h) in Table 3 and finally on |V|(2k, 2h) in Table 4 . Everything extends numerical results previously published, for instance in [Hal04, Hal02a] (but those rely on [Hug05] ) or [CRS06] (which is limited to k = h).
Extended versions of those tables are also made available in the source of this arXiv submission or (possibly more) at [Deh07] .
To obtain those tables, we have implemented Equation 29, which is the most computationally accessible version of the formulas available in Theorem 15.
7.2. The roots ofX 2h (u). It has been suggested before, based on limited numerical data, that the polynomialsX 2h (u) have only real roots. In fact we list in Table 5 the number of real roots and degree for each such polynomial. One quickly observes thatX 42 (u) (of course!) is actually the first polynomial to break the initial fluke and have non-real roots. It is not clear at this point if this is related to a similar observation on the last line of [Hal02a] and throughout [Hal04] . This polynomial has four non-real roots (±18.8631835 ± 0.0090603i) that show up at once, since they would have to come in pairs of conjugate pairs by evenness ofX 2h (u). One could wonder why non-real roots show up so late, and if there is actually a good reason for this.
Fact. The polynomialsX 2h (u) tend to have many, but not all, of their roots real. For instance, for high h,X 2h (u) has one root very close by to every odd integer between h and 2h.
We first present graphical clues for this fact in Figure 1 , which depicts the position of the real roots for h = 1 to h = 30. It thus omits the complex roots.
We now explain the fact. It helps at this point to remember thatX 2h (u) is obtained by summing various X r (u) for r ≤ 2h, which are themselves obtained from Equation (28), for instance. Furthermore, the summand in that Equation associated to d, s, t (with r = d+ i s i +t i ) will have poles (as a function of u = 2k) at the odd integers a such that −s 1 ≤ a ≤ t 1 (this uses Lemma 5 to expand the Table 2 . The first polynomials X r (u), i.e the numerators in (M)(u, r). Data up to r = 60 available attached to the source of this arXiv submission or at [Deh07] . determinant in H k,si,tj s). For each pole a, there are a few summand where this pole comes with multiplicity exactly α a (r), but for most others the multiplicity is lower (see Equation (32)). So if we sum all of those terms, and multiply by Y 2h (u) (the common denominator) to obtainX 2h (u), a vast majority of terms factor a (u − a) out. We thus have an expression of the form
where the coefficients of P 1 (u) are expected to be much bigger than the coefficients of P 2 (u) (simply because much more terms are summed to obtain P 1 (u) than P 2 (u)). Hence, we should expectX 2h (u) to change sign when u travels along the real axis from below a to above a (because |P 1 (a)| >|P 2 (a)| and (u − a) changes sign) and we know that a root will be around u = a. This is especially true if a > r/2, because the restrictions impose then s 1 > a > s 2 , and as a consequence α r (a) = 1 and the phenomenon described just now is accentuated. We present in Table 6 some numerical data associated to this phenomenon.
It is obvious from Figure 1 is yet to be understood about the polynomialsX 2h (u). For instance, it is not clear if asymptotically in h there is a positive proportion of real roots.
Alternative expressions
8.1. Using Macdonald's ninth variation of Schur functions. Define, as in [NNSY01] and [Nou04] , and similarly to [Mac92] , We first prove that this variation of Schur functions satisfies a Giambelli identity.
Proposition 17. Let λ be a partition and Note how this provides a second determinantal expression for this variation of Schur functions, but with a matrix of different rank.
Proof. We intend to use Exercise 3.21 in Macdonald's book, but to show that the exercise applies, we need to prove: .
Note that this can be truncated significantly when we are after only 0<r≤S (M)(2k, r) (iz) r r! for a finite S (i.e. when we are computing the head of the sequence of polynomials): we can drop the limit in n and settle for a sufficiently big n instead, and then cut the matrices in their infinite directions as well. In Gessel's Theorem, in order to get to the other side of the Cauchy identity, one would then observe that the matrix on the last line is Toeplitz, and then use Szegö's theorem. Of course, that fails here because the matrix on the last line is not Toeplitz.
Conclusion
The initial goal was to compute the (M) (2k, r), |M| (2k, 2h) and |V|(2k, 2h) more effectively than previously done.
We feel that we have achieved this goal, since we have been able to shed some light (for instance in Theorem 1) on the structure of the results. This structure (rational functions with known denominators) underlines tables already available in [Hug05] or [CRS06] . We have also been able to use these results to obtain better algorithms to compute those rational functions, thereby extending the data that was available. Much of that data is now available in the source of the arXiv submission, or at [Deh07] . As a corollary we have shown that for large(r) h the roots (in k) of |V|(2k, 2h) cease to all be real, a fluke only for the small-h cases available previously.
However, we have not obtained a formula for all |V|(2k, r). In particular, we cannot recover the value of |V|(2, 1), which can be conjectured from Conrey and Ghosh's result for J (2, 1).
Those methods should also give more general moments, for instance for expressions of the form
An expression for those two extensions in the shape of Equation (13) would definitely be available (for instance, in the case of Expression (34), we would most likely have to compute the equivalent of Equation (13) by summing over − → µ ∈ (2N + ) r ). However, the second part of the computation, the part covered here by Proposition 10, would probably be significantly worsened.
