We give simple explicit formulas of the power sum and the exponential sum of digital sums of the Gray code representation of natural numbers by use of the distribution function of the singular measure.
Introduction
The Gray code was patented by Frank Gray in 1953 [8] as a solution to a communications problem involving digitization of analogue data. Since then, Gray codes have been used in a wide variety of other applications including databases, experimental design, and puzzle solving [5, 6, 10, 11, 20] . For more motivation, see [16] .
Let n 2 N and denote its binary expansion by n ¼ P i!0 i ðnÞ2 i with i ðnÞ 2 f0; 1g. We define ð. . . ; iþ1 ðnÞ È i ðnÞ; . . . ; 2 ðnÞ È 1 ðnÞ; 1 ðnÞ È 0 ðnÞÞ the n-th Gray code, where È is the addition modulo 2. The Gray code is an encoding of the integers as sequences of 0's and 1's with the property that the representations of adjacent integers differ in exactly one position and encodes n as the binary representation of gðnÞ where g : N ! N (the Gray map) is defined by
The Gray code representations of the first sixteen integers are presented in Table 1 . for N; k 2 N, and 2 R. The odd-even merge is the basic step of a sorting procedure due to Batcher [1] . The difficult part of the analysis of this algorithm is the study of the number of exchanges. Let B n denote the average number of exchanges needed when two random files of size n are combined with Batcher's odd-even merge. Sedgewick managed to express B n as a convolution ofS S 1 ðNÞ with binomial coefficients [17] . He showed that
Sedgewick then used the gamma function method to determine the asymptotic behavior of B n . Flajolet and Ramshaw used their results about Gray code to provide an alternative and more direct derivation of the asymptotic of the average case [4] . They showed thatS
where G : R ! R is a continuous, nowhere differentiable function. Furthermore they showed the Fourier series
ffiffiffiffi ffi À1 p x of G converges absolutely, and its coefficients g k are given by
where ÀðzÞ is the gamma function and ðz; Þ is the Hurwitz zeta function. Recently Okada et al. gave simple explicit formulas of the power sum and the exponential sum of digital sums by use of the distribution function of the binomial measure [13, 14] . In this paper, we give simple explicit formulas of the Gray power sum and the Gray exponential sum by using the same method as [13, 14] .
Explicit Formulas of Gray Exponential Sums
Let I ¼ I 0;0 ¼ ½0; 1 and
for n ¼ 1; 2; 3; . . .. Define an increasing sequence of -fields fF n g 1 n¼0 by F n ¼ fI n;j ; j ¼ 0; 1; . . . ; 2 n À 1g and two functions R and on I as follows:
It is known that for each 0 < r < 1, there exists a unique probability measure r on I such that r ðI nþ1;2j Þ ¼ r r ðI n;j Þ j: even ð1 À rÞ r ðI n;j Þ j: odd ( r ðI nþ1;2jþ1 Þ ¼ ð1 À rÞ r ðI n;j Þ j: even r r ðI n;j Þ j: odd Set t ¼ log 2 N for N 2 N and denote by ½t its integer part and by ftg its decimal part.
Proof. By the definition of r andL L r , we havẽ
½tþ1Às sðnÞ ð1 À rÞ~s sðnÞ :
The last equality is induced by the ''reflected'' property of the Gray map g :
in Lemma 1, we obtain the following theorem.
Theorem 1. We haveF
for 2 R.
Explicit Formulas of Gray Power Sums
We introduce the following functions: S S r;n;j ðxÞ ¼S S r;n ðxÞ1 I n;j ðxÞ; j ¼ 0; 1; . . . ; 2 n À 1; n ¼ 0; 1; 2; . . . ; l l r;n;j ¼ r ðI n;j Þ; j ¼ 0; 1; . . . ; 2 n À 1; n ¼ 0; 1; 2; . . . ;
T T r;0 ðxÞ ¼L L r ðxÞ; U U r;0;0 ðxÞ ¼S S r ðxÞ; U U r;0;nþ1 ðxÞ ¼ RðxÞŨ U r;0;n ð ðxÞÞ ¼S S r;nþ1 ðxÞ; n ¼ 0; 1; 2; . . . ; U U r;0;n;j ðxÞ ¼Ũ U r;0;n ðxÞ1 I n;j ðxÞ ¼S S r;n;j ðxÞ; j ¼ 0; 1; . . . ; 2 n À 1; n ¼ 0; 1; 2; . . . ;
and for k ! 1 let
j¼0l l r;n;jŨ U r;kÀ1;n;j ðxÞ; U U r;k;0 ðxÞ ¼T T r;k ð ðxÞÞ; U U r;k;nþ1 ðxÞ ¼ RðxÞŨ U r;k;n ð ðxÞÞ; n ¼ 0; 1; 2; . . . ; U U r;k;n;j ðxÞ ¼Ũ U r;k;n ðxÞ1 I n;j ðxÞ;
If we take r ¼ We denote by CðIÞ ¼ C½0; 1 the set of all continuous functions on I. Proof. When j is even, we havẽ
Differentiating both side k times with respect to r, we obtaiñ
Differentiating both side k times with respect to r, we obtaiñ [7] and Okada et al. [13, 14] . We next give a Gray version of the inductive formula obtained in [13, 14] .
Proposition 1. We haveS
HereH H k;j ðtÞ is a periodic continuous function of period 1, defined inductively as follows: Proof. Since ðð1 þ e Þ=2Þ 1ÀftgẼ E 1=ð1þe Þ ðtÞ in the formula (3) is periodic of period 1 and continuous as a function of t, we have
whereH H k;j ðr; tÞ has period 1 with respect to t, and obtain Eq. (5). On the other hand, Eq. (1) implies
We solveH H k;p by the same method as in [13] , and obtain (6), (7) and the continuity ofH H k;p . Ã
Proof of Theorem 2
In this section, we prove Theorem 2 in a similar manner to the proof of Theorem 2.2 [18] which generalized Hata and Yamaguti's results connecting the Takagi function with Lebesgue's singular function [9] . We prepare some lemmas without proof. They are proved by the same method as in [18] .
In this sequel, denote by E r ½Á the expectation with respect to r . For 0 < r < 1 and 2 C, set Z Z r; ð0Þ ¼ 1
; n ¼ 1; 2; 3; . . . :
Then we have the following lemmas:
Lemma 2. 1) The sequence fZ Z r: ðnÞ; F n g 1 n¼0 is a C-valued martingale with respect to r . 2) For 0 < s < 1, the sequence fZ Z r;s ðnÞ; F n g 1 n¼0 is a positive martingale with respect to r andZ Z r;s ðnÞd r converges weakly to d s as n ! 1:
We remark that the martingale fZ Z r: ðnÞ; F n g 1 n¼0 is L 1 -bounded if and only if 0 1.
2) If h is F n -measurable and g satisfies E r ½g j F n ¼ 0, then Z x 0 hgd r ¼ hðxÞ
Proof. Since is a measure-preserving transformation on I with respect to r , we have
Hence it suffices to show the equality for n ¼ 1. 2) Let x 2 I n;j and let J ¼ ½0; 
. . . ; n þ 1; n ¼ 1; 2; 3; . . . :
Then we have 1) kT T r;k k 1 f1 À maxfr; 1 À rgg Àk ; k ¼ 1; 2; 3; . . .. 2) kT T r;k ÀD D r;k;n k 1 Constðr; kÞfmaxfr; 1 À rgg n , k ¼ 1; 2; . . . ; n þ 1. À 1Þ, then sup n jX nþ1 À X n j is bounded. Let A n ¼ P n j¼1 E r ½ðX j À X jÀ1 Þ 2 jF jÀ1 then A n ¼ P n j¼1 ðrÀsÞ 2 rð1ÀrÞ and lim n!1 A n ¼ 1. lim n!1 A n ¼ 1 allmost everywhere in ½0; 1 is equivalent to lim n!1 sup n X n ¼ 1 (cf. [12, p. 153 Proposition VII-2-7]).
Proof of Theorem 2. Since
Let fa n g be a numerical sequence. If lim n!1 a n ¼ 6 ¼ 0, then sup N P N n¼1 ð a n a nÀ1
À 1Þ is bounded.
Hence lim n!1 f n ¼ 0 and
