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Abstract
The deployment of multi-UAV systems in disaster response missions is a relatively inno-
vative solution faced with many practical challenges, such as the effectiveness and stability
of the operations during the mission, the network and communication system, the flight
plan design, energy requirements, and mission management. In this study, author proposes
a new method to build safe maps through disaster-stricken zones by taking advantage of
different scenarios of tracking pedestrians and area scanning. Tracking is usually achieved
by following the refugees’ mobile devices. However, sometimes refugees do not hold mo-
biles to track them. To overcome this problem, author exploits the tracking systems of the
UAV system, which enable both image processing and mobile tracking depending on the
scenario on the disaster area. UAV technology is a low-cost, flexible solution in missions
that are difficult to execute by humans and other systems. After a disaster event, a safe map
can be constructed from aerial imagery data of the moving pedestrians. Aerial data are also
useful for evaluating damage in the stricken areas. The presently proposed system inte-
grates UAVs into the Internet of Things technology and M2M communication, generating a
pseudo scenario for the map generation. The framework considers all factors that influence
the flight plan design, communication and control, and tracking and scanning processes.
For example, in system validation chapter, the missions performed in an experimental area
which had been stricken by the Tohoku earthquake and tsunami in 2011. The damaged areas
are mapped and scanned in a simulator developed by the author. Network and communica-
tion of UAV and Multi-UAV systems have been discussed through experiments and simula-
tions of real flight plans. In the conducted experiments, author confirmed the usefulness of
low-cost UAVs in tracking and scanning missions in various scenarios of a communication
system and without smart-phone tracking data.
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1Chapter 1
Introduction
1.1 Overview and background
Natural disasters (e.g. earthquake, tsunami, and eruption) are unavoidable casualties. In
many incidents, people die due to lack of data such as the status of evacuation routes, pedes-
trians traffic in the impacted area, and missing real-time alert systems. Figure 1.1 demon-
strates the percentage of social loss caused by most of the natural disasters [Doocy, 2013].
Employing Unmanned Aerial Vehicles (UAVs) in the field of disaster response is so benefi-
cial for various reasons. For instance, UAV has a high-speed of covering areas, route’s safety,
constructions’ conditions, and pedestrians’ movements aerially and with limited human in-
terference.
Figure 1.1: Chart of people killed by natural disasters.
Natural disasters like tsunami and earthquakes impact buildings, and properties in the
coastal and drifts them far away. Japan has suffered from many disasters. The most recent
one occurred in 2011, caused devastating casualties and severe damages. Usually, the exten-
sive structural damage is suffered by buildings, bridges, highways and other lifelines during
earthquakes [Elnashai, 2008]. Figure 1.2 and Figure 1.3 demonstrate the history of the earth-
quakes in japan which has been taken from National Earthquake Information Center (NEIC)
[Hayes, 2011]. In this work, author proposes new methods to help generating new safe map
by scanning the area and tracking humans in the disaster area. One of the important issues
in this research is how to generate or create an alternative map and evacuation routes by
using Multi-UAV system in post-disaster. This chapter is going to introduce the background
about the natural disasters and how useful UAVs system can be in post-disaster scenario.
The present work inspired by various research articles that presenting methods of gen-
erating safe map by tracking pedestrians via remote sensing and image processing. Author
persuaded by an article that presents a safety route guidance system using participatory
sensing [Kusano, 2013]. After disaster, a default map cannot be used due to impacts in the
environment and the results of destructions that occurred in the disaster area. Safety Route
Guidance System has the capability to provide an alternative map based on collecting sen-
sors data and accelerometer from pedestrians’ handsets. Participatory sensing depends on
the movements of pedestrians, and that can assure the safety of the used routes and draw
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a picture of the situations of the evacuation procedures. In that study, the proposed track-
ing system collects the tracking data from mobile Global Positioning System (GPS) and ac-
celerometer devices and generates a safe map of distributed pedestrians in the disaster area.
However, Providing aerial images of the disaster-stricken zone are more beneficial for con-
structing a safe map. The UAV acquires real-time images during the tracking and scanning
missions, providing more accurate data for determining the safety of routes and in some
cases it discovers routes haven’t been taken by pedestrians.
Following a disaster, the provision of relief and information, such as safe maps, facilitates
smooth evacuation of refugees from the stricken sites. Rescue maps require a cooperation
between various public departments that are responsible for disaster management, disas-
ter preparedness, and public safety. Recently, disaster response missions have involved
advanced technologies such as the Internet of Things (IoT) and UAV. These technologies
can help evaluating damages of infrastructures and basic services (e.g., telecommunication,
buildings, and transportation) caused by the disaster. On March 11 in 2011, a 9.0 magnitude
earthquake struck the Pacific Ocean near the coast of Tohoku, Japan, inducing a colossal
tsunami and huge devastation across the eastern areas of Japan [Mimura, 2011]. Among
the damaged structures were six reactor buildings at the Fukushima Daiichi Nuclear Power
Plant. In the Fukushima disaster, Global Hawk UAV was imported from United States of
America for monitor the stricken areas in nuclear power plants [Bartsch, 2016]. Ground-level
radiation was measured by a special type of robots with a low-level control [Tran, 2011].
Historically, UAV has been commonly deployed in armed forces operations. More re-
cently, they have been commercialized to public and private parties to deploy different UAV
models on different scales. Nowadays, many companies are investing in UAV technology for
tasks solving and the prompt delivery of goods to customers in isolated areas [Lin, 2018a].
For instance. various types of UAV models can autonomously deliver food, water, and med-
ical supplies to refugees after a disaster [Doherty, 2007].
After a disaster, UAVs can be deployed in surveillance and monitoring missions. In the
proposed systems, the UAV autonomously scans the area and tracks pedestrians through
their mobile devices or by image processing tracking system. Therefore, UAVs have been
deployed with mobile and IoT systems for safe map provisioning in multiple different sce-
narios since smooth and efficient evacuation of refugees is essential. Moreover, the evacu-
ation information must be sufficiently accurate before submission to distressed civilians in
the impacted areas. A mapping service provides an easy information source for refugees.
Following any disaster, satellite images are difficult to interpret for relief operations.
They are also prohibitively expensive for individuals or third parties, even when dissem-
inated through shareware such as Google Professional Image Analysis. After the Pakistan
earthquake, a partnership of Carnegie Mellon University in Pittsburgh, Pennsylvania; the
NASA Ames Research Center in Moffett field, California; Google; and National Geographic
cooperated with rescue and relief workers, providing postdisaster images to response agen-
cies and communities [Nourbakhsh, 2006]. These experiments demonstrated the benefits of
real-time images to relief missions and danger evaluations of disaster-stricken zones. Pro-
viding real-time images to dispersed refugees is a difficult task but could be assisted by
multi-UAV system that can track the paths of these civilians and scan the post-disaster area
with less cost and faster.
1.1.1 Post-disasters and rescue missions
Even though the earthquake hazard is well recognized, no one knows when an it will strike
or how severe it will be. Despite considerable effort over the years to develop the capabil-
ity to predict earthquakes, it is still unclear whether this ever will be achieved. Therefore,
Network for Earthquake Engineering Simulation research (NEES) proposed a framework of
the cost-effective planning, design, construction, and response measures developed. These
precautions would be possible help reducing injuries, loss of life, property damage, and
the interruption of economic and social activity that have long been associated with strong
earthquakes in densely developed regions [Council, 2003].
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Figure 1.2: Earthquakes locations across japan
Figure 1.4 illustrates a multilevel interdisciplinary concept of the earthquake disaster
flowchart. The presentation of the subjects follows the logic materialized in the fundamen-
tal earth science. The direct geologic effects of seismic excitation like tsunamis and earth-
quake impacts on the urban areas and lands. According to NEES, the impactions must be
addressed and immediately involved in simulating of earthquake hazards with the possi-
ble impacts on the built urban and residential areas. Loss estimation and simulation can be
vital tools that scientists and engineer can develop and evaluate their system performance.
As a STEM researchers, author focused on the selections area in Figure 1.4 and Figure 1.6
(i.e., engineering and performance, simulation, relief, warning and evacuation, and system
response).
In the following subsection, it shows an overview of the post-disaster management and
the emergency management to highlighted the importance of using tools and simulation in
areas of disaster response.
1.1.2 Disaster management
Disaster management cycle consists of all possible actions in three different timelines (pre-
disaster, mid-disaster, post-disaster). These actions contribute to reduce and limit the dam-
age that disaster caused or will cause (roughly, it depends on the timeline of the disaster).
Figure 1.5 shows the disaster management cycle for dealing with disaster strikes [Khan,
2008]. All activities before the disaster (i.e., pre-disaster) will be considered as prepared-
ness stages. Preparedness stage consists of any action occurred before disaster occurrence
or helped to prepare for a potential secondary disaster. Planning and warning actions are
examples of preparedness stages. Also, pre-actions such as providing tutorials and training
campaigns, setups shelters and evacuation routes, and re-straighten the buildings and roads.
During disaster (i.e.,mid-disaster) includes emergency activities and response actions
during the crisis. These actions are valuable to save victims and refugees lives. Also, it could
minimized the damage and hazard exposures for people. For example, real-time monitoring
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Figure 1.3: Earthquake with magnitude 6.0 to 7.0 and more than 5.5
per year
Figure 1.4: Nested linkages of activities and disciplines that NEES
will bring to the resolution of earthquake engineering problems.
SOURCE: G. Deierlein, Stanford University, presentation to the
committee, April 25, 2002
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system, execution of rescue missions, recreating routes and check accessibility to the nearest
shelters, providing medical care, clothes, foods, and security.
After the disaster start point (post-disaster) begins after executing the last action of the
mid-disaster timeline. It depends heavily on the mid-disaster actions list and response plans.
Mid-disaster actions category can be diverse based on the in-charge person decisions who
responsible for assigning team plans and duties. Sometimes, post-disaster actions can be
continued and moved into the post-disaster actions category. Response and emergency, in
general, can be included in the post-disaster timeline. It also called disaster recovery and
response activities. It provides relief and rehabilitation to the refugees after the disaster.
Mitigation stage includes risk assessment actions such as mapping missions to measure the
structure damages, restoration of the services, like electricity, water, and gas.
Disaster event 
Preparedness Response
RecoveryMitigation
Pre-Disaster Mid-Disaster
Post-Disaster
Figure 1.5: Disaster management flow chart.
1.1.3 Multi-UAV contribution in disaster management cycle
Multi-UAV system can contribute to the disaster management cycle at the start points of the
pre-disaster and post-disaster. Figure 1.6 shows the disaster management in two general
stages (i.e., pre-disaster and post-disaster) or two different missions (i.e., disaster mitigation
and disaster response) [Stikova, 2016]. Multi-UAV can be engaged in disaster mitigation
under the preparedness process. Also, Multi-UAV system can be used for warning and
emergency missions. For instance, UAV can be designed to track human autonomously and
produce an evacuation route based on human selected directions. Moreover, the multi-UAV
system can be used to map impacted areas and help to find survivals; such a process is con-
sidered in lists of post-disaster and disaster response missions. Generally, the contributions
of the multi-UAV system in disaster management can be diversely functionalized, and so
effective compared to other tools like ground robots and autonomous vehicles. For instance,
UAV-aided communication networks [Gupta, 2016], foods, and medical supplements deliv-
ery by using UAVs [Francisco, 2016]. In this work, UAVs has been developed, integrated
into systems, and tested to execute tracking and scanning missions.
In this study, The author aimed to present a significant and exceptional assistance system
for disaster responses and disaster management through scanning and tracking missions.
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Figure 1.6: Disaster management flowchart in a project of disaster
preparedness [Francisco, 2016].
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Table 1.1: Topical Problems and Challenges for Earthquake Engi-
neering Research.
Area problem Challenge
Lifelines Lifelines are typically more
exposed than conventional
facilities to earthquake
strikes and tsunamis be-
cause the chance to avoid
these hazards through rea-
sonable site selection is so
small.
provide a system to protect
the inventory of lifeline fa-
cilities as much as possible.
Transportations and utility
infrastructures that include
highways, railroads, ports,
airports, electric power trans-
mission and distribution,
communications, gas and
liquid- fuel pipelines, and
distribution systems are
examples of lifeline facilities.
Risk assessment Earthquakes are occasional
disasters, but their impacts
can be extensive and devas-
tating.
Providing decision-making
based on information on
hazard vulnerability and
risk-mitigation alternatives
and the exiting systems and
tools that help them to make
reasonable decisions.
1.1.4 Motivations
The disaster research challenges and issues in the earthquake have been identified in seven
topical areas (i.e., seismology, tsunamis, geotechnical engineering, buildings, lifelines, risk
assessment, and public policy). Table 1.1 summarizes the areas that are related to this work
(i.e., Lifelines, Risk assessment, and Public policy) [Council, 2003]. Lifelines and risk as-
sessment are two main areas that author heavily focused. Although many research groups
have shown various types of system to solve the problems inside these two areas, further
evaluation in different scenarios is necessary, scenarios that are related to the disaster life-
time. Essential factors have to be discussed the efficient implementation Multi-UAV system
in post-disaster missions and the simulation of the pre-processing stages such as (designing
a comprehensive flight mapping mission, developing an adaptive communication and con-
trol system, missions and the outcomes data in simulators and real flight experiments,). All
these factors and challenges are more than enough to motivate the author to start investing
time and resources to implement a multi-UAV system in post-disaster.
1.2 Dissertation’s structure
This section presents a brief introduction for each chapter prospective. Figure 1.7 explains
the study and the flow works. This study and proposed system design have been split into
two main categories (i.e., communication along with control systems and Multi-UAV evalu-
ation), coming from system architecture. This work chapters can be briefly demonstrated as
following:
• Chapter 1 belongs to disaster impacts statistically and demonstrates the needs of prepa-
ration after and before disasters in different timelines. It gives a general view of the
procedures that should be followed in disaster response. This chapter addresses the
need for evacuation procedures and study contributions. It also highlights the imple-
mentation of UAV in the topic of emergency preparedness in the earthquake. It also
addressed research contributions and novelty.
• Chapter 2 presents a preview about the previous studies and related literature. It ex-
plains the purpose of the implementation UAV system as well. Finally, it compares the
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previous study and the proposed study in brief tables. Finally, it describes the problem
statements.
• Chapter 3 detailed the implementation of Multi-UAV system architecture, model-based
design, and brief demonstrations for scanning and tracking missions.
• Chapter 4 it belongs to network and control related chapter. It explains the network
and communication control of UAVs system. Presents an approach of merging UAV
into exiting smart network system (i.e., NTMobile).
• Chapter 5 presents the development of hardware in the loop system architecture. Also,
it demonstrates UAV performance evaluation based on different UAV models in two
stages.
• Chapter 6 presents the scanning system and tracking system. Flight design and UAV
specification in autonomous flight experiments are executed through the simulator and
real flight experiments.
• Chapter 7 Discussions during meeting, seminars, conferences feedbacks, and review-
ers’ comments in published articles and future work.
• Chapter 8 Conclusion of the present study, goals, achievement and summary of the
proposed system.
1. Introduction
2. Related Literature and Studies
4. Communication control and 
Network Systems
5. Multi-UAV performance evaluation
6. System Validation
7. General discussion and future 
work
Multi-UAV system 
deployment for disaster 
response mission
3. System Architecture
8. Conclusion
Figure 1.7: Study structure
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1.3 Research contributions
The contribution of this research is to use Multi-UAV system in different missions to generate
a safe map after a disaster occurrence. The originality of this work is how rescue teams can
take benefits of Multi-UAV distributions in the disaster area. Tracking mission has been
invented, and scanning missions of different UAV models have been evaluated through a
developed simulator.
A new system designed has been proposed in Chapter 3. M2M and IoT communication
system integration theoretically and technically have been proposed. The author performed
new generate data and evaluate the system statistically. In the tracking system, the method
of tracking and algorithms have been evaluated through real flight experiments. After ex-
aming the algorithms, author validated the tracking system, which is a part of the primary
system. Then, the scanning method has been investigated. New hardware-in the loop sys-
tem is developed to simulate multiple instances (i.e., Multi-UAV) to reveal the performance
of multi-UAV in a simulated environment. Communication and network are vital parts of
the primary system. The author considered the network status in the area and developed a
three-ways communication methods. Moreover, a new communication method, i.e., NTMo-
bile, has been integrated into the UAV system. Figure 1.8 shows the research contributions
in general. The individual tracking has been executed in various methods and algorithms
(see Figure 1.9).
Author executed tracking experiments to evaluate the tracking mission before integrated
with the primary system. Different UAV models have been used in mapping missions. Com-
parisons and evaluations of the flight performance have been revealed. The author devel-
oped Hardware in the loop simulators for performance evaluation of different UAV models
and in two stages. The first stage was based on simple flight design for three common UAVs
on the market. The second evaluation stage was a dedicated evaluation performance based
on UAV specifications and previous evaluations on stage one (see Figure 1.10).
The author also invented a new way of controlling Multi-UAV system through Multi-
GCS on the clouds after proposing UAV as an IoT and M2M device. Through the exper-
iments, two UAVs have been controlled via one ground control station (GCS). Then, the
same missions have been executed in Multi-GCS. Network traversal with mobility (NTMo-
bile) technology supports mobile terminal to travel between sector to the sector has been in-
tegrated into the UAV network system. After integration, the author verified the developed
system by enforcing UAV and end device to switch networks in designated way-points on
real flight experiment (refer to Figure 1.11).
Figure 1.8: Work contributions map of the proposed study
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Figure 1.9: Tracking contributions in the proposed study
Figure 1.10: Scanning contributions in the proposed study
Figure 1.11: Communication contributions the proposed study
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Chapter 2
Related Literature and Studies
This chapter is going to survey the related studies of employing Multi-UAV system in dis-
aster management. These studies highlight the importance and the issues of UAV imple-
mentation into disaster application. Solutions and simulations have revealed UAVs tech-
nology performance in disaster management. Author also surveyed the related studies that
proposed UAV technology as an assistance tool (i.e., UAV-assisted disaster). Furthermore,
researches that proposed UAV solution for communication and network intermitted after a
disaster have been investigated. The UAVs participate in natural disaster management can
be in all three life cycles [Erdelj, 2016]. However, it can be demonstrated the UAV-assisted
disaster management as the following:
• Pre-disaster preparedness: planning missions for early warning systems. Multi-UAV
distributions and potential scenarios.
• Mid-disaster assessment: real-time missions, mapping and tracking missions to build
new maps and produce new evacuation routes. establishing communication and tem-
porarily network in the affected areas.
• Post-disaster and recovery: damages survey, foods and medical supplements delivery.
Monitoring systems for the traffic jams and main roads congestions.
Each live cycle stage has several actions list that may need UAV technology to enhance
the performance of the task’s outcomes. The application’s goals of disaster management
decided how much contribution is need from UAV system and what UAV’s specifications
that fit the mission objectives. For instance, applications of environmental monitoring and
structural monitoring needs high velocity and long flight time, unlike searching and rescue
missions which needs a high resolution and maneuverability more than velocity and long
flight time. Especially if the system is multi-UAV.
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2.1 UAV-assisted disaster management
The deployment of multi-UAV systems in disaster response missions is a relatively innova-
tive solution faced with many practical challenges, such as the effectiveness and stability of
the operations during the mission, the network and communication system, the flight plan
design, energy requirements, and mission management [Gupta, 2016]. Fortunately, most
of these issues have been well researched, and UAV systems have been deemed suitable
for humanitarian applications. By default, modern UAVs are installed with many sensors,
enabling autonomous missions. The minimum requirements of a UAV are an accelerome-
ter, a gyroscope, a magnetometer, a barometer, and a global positioning system (GPS) [Lim,
2012]. In autonomous missions, a UAV mainly uses its GPS and compasses to navigate the
given waypoints. Real-time kinematic (RTK) GPS receivers can enhance the precision of
GPS systems from meters (in conventional GPS) to centimeters. Other sensors that detect
optical flow, ultrasonic, and distance (LIDARs) ensure a stable flight experience. In a related
research project, Razi et al. [Razi, 2018] employed a UAV in a three-dimensional photogram-
metry technique that validates the methodology of monitoring an area. After mapping the
land deformation and conducting a terrestrial survey, they reported more precise monitoring
results by three-dimensional photogrammetry than by Advanced Land Observation Satel-
lite Phased Array L-band Synthetic Aperture Radar (ALSO PALSAR).
Another study confirmed the excellent performance of UAVs in disaster recovery net-
works, regardless of whether the disaster is natural or man-made [Hayajneh, 2018]. In that
study, the multiple UAVs distributed in the disaster area provided a relay between the sur-
viving mobile base stations. The UAVs significantly enhanced the quality of information
delivered to the ground users and the surviving base stations in post-disaster and other
unforeseen events. Tuna et al. [Tuna, 2014] proposed a UAV-aided emergency communi-
cation system and end-to-end communications in post-disaster scenarios. In experiments
and simulations, the UAV-aided communication system proved its feasibility as an emer-
gency communications solution in post-disaster situations. UAVs can also be integrated
with wireless sensor networks for natural disaster management. The main contributions of
UAV, along with their unsolved challenges such as coverage, dis-connectivity, security and
privacy, and quality of service, are discussed in [Erdelj, 2017]. UAVs are suitable not only for
scanning and surveying missions, but also for tracking humans after a disaster. A group of
UAVs semi-autonomously traced the paths of human refugees and generated escape routes
based on their movements, while other groups of UAVs scanned the area. Human planners
then examined these routes along with aerial image data and created a safe map. The gen-
erated safe map can be uploaded to a social network service for easy access by endangered
residents [Aljehani, 2019b].
2.2 Related studies classification method
There are many related studies and relevant researches proposing UAV as an assistant agent
in disaster management life cycle. Author collected the most cited works that related re-
searches to disaster management. Then, the study field is classified according to the rele-
vancy to the disaster applications. A protocol has been followed that helped to classify the
research objectives. The protocol is consists of three primary inquiries.
• Is the research related to "UAV-assisted disaster" field?
• Where is the contribution of UAV in the disaster management life cycle?
• What kind or type of service that UAV can provide in the disaster scenario?
Figure 2.1 demonstrates the protocol which the author used to efficiently and effectively
classify the previous studies objectives. After the classification process, each study contri-
bution is placed in a table. Table 2.1 shows the related studies and researches that proposed
UAV system solution after a disaster occurrence.
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Position in 
disaster 
management 
life cycle
Search for UAV-
assisted disaster 
researches
Disaster 
application 
classification
Table
Figure 2.1: Classification of UAV-assisted disaster management re-
searches and works for Table 2.1
Table 2.1: UAV-assisted disaster management and applications.
author, year pre-
disaster
mid-
disaster
post-
disaster
monitoring information situational
awareness
damage
assessment
UAV-aided
communication
[Maza, 2011] • • • • •
[Bendea, 2008] • • • •
[Adams, 2011] • • • • • •
[Luo, 2015a] • • • • • •
[Ezequiel, 2014] • • • •
[Li, 2011a] • • • • •
[Ahmed, 2008] • • • •
[Gomez, 2016] • • • •
[Neto, 2012] • • •
[Wu, 2006] • • • •
[Ueyama, 2014] • • • •
[Grocholsky, 2006] • •
[Tuna, 2014] • •
[Mosterman, 2014] • • • •
[Erman, 2008] • • • • •
[Kumar, 2004] • • •
[Murphy, 2008] • • • •
[Morgenthaler, 2012] • •
[Marinho, 2013] • •
[Di Felice, 2014] • •
[Dalmasso, 2012] • •
[Kruijff, 2012] • • •
[Wada, 2015] • •
[Robinson, 2013] • •
[Nelson, 2011] • •
[Ueyama, 2014] • • • •
14 Chapter 2. Related Literature and Studies
2.2.1 Related works of UAV communication in disaster events
The UAV communication and network status are quite a significant area of study during
all three life cycles of the disaster. This subsection introduces the network and communi-
cation in some of the related works in Table 2.1 and what the target research field. The
unique features of the UAV employment in the network have been considered in the [Luo,
2015a]. Authors in work [Luo, 2015a] proposed a distributed gateway selection algorithm
with dynamic network partition by taking into account the application characteristics of
UAV networks, and cloud framework as Figure 2.2 demonstrates. In the proposed algo-
rithms, the influence of the proposed work asymmetry information phenomenon at UAVs’
control is overcome by separating the network into several subsystems. When the number of
gateways can be controlled entirely according to the system requirements. In circumstantial,
authors fixed the durability of UAV network, creating a network partition model, and design
a distributed gateway selection algorithm. The experiments were executed in a simulator,
and the results of using the proposed system revealed that the proposed system is faster and
has more stable topology compared to other systems [Luo, 2015a]. The involvements of this
system can be in three life cycles of the disaster, and the main field is UAV-aided communi-
cation systems, as demonstrated in Table 2.1.
Figure 2.2: The UAV cloud framework. [Luo, 2015a].
A multi-UAV distributed decisional architecture has been developed in the framework
of the AWARE Project [Maza, 2011]. A set of UAVs platforms and Wireless Sensor Networks
have been used to confirm the proposal of the designed system in disaster management
and public safety applications. Various elements and scenarios where the multi-UAV mis-
sions were executed in real flight experiments. The missions were surveillance with multiple
UAVs, sensor deployment, and fire threat verification. Nevertheless, the authors proposed
some critical issues in multi-UAV systems, such as distributed task allocation, conflict resolu-
tion, and plan refining. These issues have been solved during the execution of the missions.
The AWARE project aimed to contribute to the post-disaster life cycle and the main field
target of researchers are monitoring, information, situational awareness, and also UAV com-
munication control and network systems [Maza, 2011].
2.2. Related studies classification method 15
In post-disaster life cycle, authors in the study of [Neto, 2012] proposed a modular em-
bedded architecture. The study is structured from three various stages: an embedded sys-
tem, communications links, and navigation system. Several flight experiments were con-
ducted in an environmental disaster. In the mountain terrain, a pilot assigned scanning
missions for mudslides regions. The experiments revealed the benefit of using UAV to scan
such disaster incidents. Moreover, the study covers the communication part where UAV
is hard to communicate with GCS in the mountain terrain environment. The communica-
tions system has been designed to match the dynamic agents’ environment. The protocol
considers any communications interface.
The contribution of work [Neto, 2012] is in the post-disaster life cycle, and the main
fields are damage assessment and some contributions in UAV communication control and
network.
In wireless sensor networks is possible to experience faults for many reasons, which in-
clude broken links or even the nodes have been damaged via a disaster such as an earth-
quake in post-disaster. These faults can give increase to critical problems if WSNs do not
have a reconfiguration mechanism. Many wireless sensor networks are designed to recog-
nize disasters are used in places with a history of disaster. The damaged node can leave a
part of the system until it recovers from that failure. Authors in work of [Ueyama, 2014]
proposed a solution by employing UAVs to reduce the problems arising from defects in a
sensor network when observing natural disasters like floods and landslides. UAVs can be
transported to the site of the disaster to mitigate problems caused by defects (refer to Fig-
ure 2.3). All experiments conducted with UAVs and with a WSN-based prototype for flood
detection.
Figure 2.3: When the WSN is in normal operation mode, the mes-
sages with information about the monitoring of the urban river are
transmitted over multihop to the sink node: 2.3 a) the sink node
sends all the information to a central processing unit through an In-
ternet connection; 2.3 b) when a failure occurs in a sensor node, pre-
vious nodes cannot transmit their data to the sink node. [Ueyama,
2014].
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To establish an emergency communications system during unexpected events of natu-
ral disasters, authors in work [Tuna, 2014] proposed the value of teamwork of UAVs. Their
proposed system is in the post-disaster life cycle, focusing on communication and infrastruc-
ture of the UAV network. Every UAV in the team has an onboard computer which runs three
main subsystems responsible for end-to-end communication, formation control, and autopi-
lot system. The embedded onboard processor and the small UAV with a low-level controller
cooperate to accomplish the purpose of providing local communications infrastructure. In
the study mentioned above, the subsystems running on each UAV were explained and eval-
uated by simulations and field tests using autonomous helicopter UAV frameworks. The
study used simulations to address the efficiency of the end-to-end communication subsys-
tem using UAV. Also, the field tests evaluate the accuracy of the autopilot subsystem. The
results showed that the proposed system could be deployed in case of disasters to establish
an emergency communications system. In Figure 2.4 illustrates the system specification for
the multi-UAV teamwork system that proposed by work [Tuna, 2014].
Figure 2.4: System specification for the UAV-team coordination
[Tuna, 2014].
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In work [Morgenthaler, 2012] proposed a developed system called a "UAVNet" which
is a structure of autonomous deployment of a flying Wireless Mesh Network using small
quadrocopter-based UAVs as Figure 2.5 demonstrates. The flying UAVs are automatically
interconnected to each other and building an IEEE 802.11 set of local area network protocols
and wireless mesh network (see Figure 2.6). The developed software includes basic func-
tionality to control the UAVs and to set up manage and monitor a wireless mesh network.
The experiments of flying UAVNet have revealed that the prototype proposed system can
significantly improve network performance in the scenario of disaster events.
Figure 2.5: UAV framework [Morgenthaler, 2012].
Figure 2.6: UAVNet prototype [Morgenthaler, 2012].
One possible way to determine the end of the endurance of the wireless sensor network
during the disaster occurrence life cycle is to set a threshold for the number of disconnections
among the sensor nodes in the impacted area. When it passes this threshold, the wireless
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sensor network becomes incapable of providing the quality of services. Disconnections iso-
late sensors or group of sensors which cannot send the collected data, thus developing a
sparse nonfunctional wireless sensor network. Although some of its isolated or grouped
sensors remain operational, providing services are not guaranteed. Authors in work [Mar-
inho, 2013] found a method to overcome such a deficiency which provides an alternative
stable connection through other types of nodes to maintain the communication between
isolated parts of a disconnected network. The method proposed multiple cooperative in-
put multiple-output (MIMO) techniques to support communication among static sensors in
scattered wireless sensor networks and a relay network composed UAVs having the wire-
less sensor networks connected, thus extending their endurance (refer to Figure 2.7). The
study used simulations top-reform, and acquire results through real flight experiments and
highlighted the benefits of this designed system in their work[Marinho, 2013].
Authors used simulations to perform, and acquire the results that highlight the benefits
of the designed system, as shown in Figure 2.8 and Figure 2.9 with no MIMO techniques
and with MIMO techniques, respectively. Their work presents an approach that merges
cooperative MIMO techniques and relay networks of mobile nodes to support connectivity
in a sparse wireless sensor network.
Figure 2.7: Cooperative MIMO communication between clusters of
sensors and a mobile sensor [Marinho, 2013].
2.2.2 Related works on damage assessment and situational awareness
For the damage assessment and situational awareness, using multi-UAV is very appreci-
ated. Authors in the work of [Bendea, 2008] considered a problem of scanning an impacted
area by a team of heterogeneous UAVs equipped with different sensors (see Figure 2.10).
Depending on the availability of the UAV framework, and the mission demands there is
a requirement to reduce the total mission time or to maximize specific properties of the
scan mission output, like the point cloud density. The critical challenge is to distribute the
scanning assignment between UAVs while considering the diversity in capabilities between
UAV’s framework and embedded sensors. Moreover, the proposed system should be able
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Figure 2.8: Average number of disconnected nodes from the sink
in relation to the increasing number of UAVs in the scenario [Mar-
inho, 2013].
Figure 2.9: Average number of disconnected nodes from the sink
in relation to the increasing numbers of MIMO cooperating nodes
and 20 UAVs [Marinho, 2013].
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to ensure that constraint of the UAV, such as flight time and communication range. Authors
in work [Bendea, 2008] presented an approach that utilized an optimization technique to
obtain a solution by assigning the impacted area among UAV frameworks, generating effi-
cient scan trajectories, and selecting flight and scanning parameters. The experiments have
mainly been tested on a broad set of randomly generated scanning missions. An optimizing
for PDA with constrained time and optimizing for time with a fixed PDA have been used in
the flight experiments as Figures 2.11, and 2.12 demonstrated, respectively.
Figure 2.10: The RMAX (left) and the LinkQuad (right) platforms
[Bendea, 2008].
Deploying UAVs to acquire aerial images for disaster investigation and management is
part of the situational awareness and damage assessments. In the work of [Adams, 2011],
authors surveyed researches where UAVs have been employed following ecological, mete-
orological, geological, hydrological, and man-made disasters. Considering the adaptability,
security, ease of control, and comparatively low cost of purchase and operation aid UAV
implementation in disaster situations. The work [Adams, 2011] provides an overview of the
most recent utilization of UAVs for imagery collection, disaster monitoring, and manage-
ment.
In work of [Ezequiel, 2014], authors considered the value of a low-cost UAV based remote
sensing system for different applications, namely post-disaster assessment, environmental
management, and monitoring of infrastructure development. A smooth workflow flight
planning and data acquisition, post-processing, and collaborative sharing were created in
order to provide acquired images and orthorectified maps to various stakeholders. Different
cases use of UAV aerial imagery work are still in ongoing development. Nevertheless, pri-
mary experiments revealed that the combination of aerial surveys, ground observations, and
collaborative sharing with domain experts results in more valuable information content and
a more effective decision support system [Ezequiel, 2014]. Figure 2.13 presents the UML of
the aerial imaging workflow that has been used in the authors’ main system. In Figure 2.14
Sample aerial image of coconut trees taken in Javier, Leyte (Figure 2.14 a). Superpixel clas-
sification algorithm performed on the aerial image (Figure 2.14 b). The blue superpixels are
shown in (Figure 2.14 b) designate regions, including coconut trees. Classification accuracy
of superpixels containing coconuts, which was computed using ground truth, was found to
be at 91% using k=15 most proximate neighbors. Increasing k did not increase accuracy. In
Figure 2.15, authors used taken images over the course of two years in the development of a
new road and bridge in Javier, Leyte. Figure 2.15 illustrates an image of the area before the
farm-to-market road and bridge began, and Figure 2.15 b shows the completion of the road,
and finally the bridge Figure 2.15 c. All these images data have been acquired via scanning
UAVs. The flight plan is demonstrated in Figure 2.16. The plan involved flying a small UAV
with 200m height. The flight path pattern indicated by the yellow lines was designed with
80% endlap and 75% side overlap.
A study of [Kusano, 2013] inspired this work. In study of [Kusano, 2013], authors pro-
posed the system of a safety route guidance in post-disaster through collecting sensing data
from pedestrians’ handsets (refer to Figure 2.17). The system deployed the information re-
trieved from pedestrians’ smartphones with GPS receivers and accelerometers. Further, the
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Figure 2.11: Result of Optimizing for PDA with constrained time at
different iterations [Bendea, 2008].
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Figure 2.12: Result of optimizing for time with a fixed PDA at dif-
ferent iterations.
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Figure 2.13: UML activity diagram representation of the aerial
imaging workflow diagram for UAV-based mapping [Ezequiel,
2014].
Figure 2.14: Sample aerial image of coconut trees taken in Javier,
Leyte (Figure 2.14 a). Super-pixel classification algorithm per-
formed on the aerial image (Figure 2.14 b).The blue superpixels
shown in Figure 2.14 b indicate areas containing coconut trees [Eze-
quiel, 2014].
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Figure 2.15: Images taken over the course of two years in the de-
velopment of a new road and bridge in Javier, Leyte. Figure 2.15
a shows an image of the area before the farm-to-market road and
bridge began. Figure 2.15 b shows the completion of the road and
finally the bridge Figure 2.15 c [Ezequiel, 2014].
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Figure 2.16: UAV flight plan of the coastal section of Tacloban city,
Leyte generated using APM Mission Planner [Ezequiel, 2014].
Figure 2.17: Participatory sensing [Kusano, 2013].
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system does not use the data from the default map before the disaster to detect the geo-
graphic data in case of large-scale disasters. Consequently, the generated map data after a
disaster is mapped with only the information after the disaster occurrence and by taking
advantages from pedestrians’ moving and walking states in the disaster area. However, in
the study of [Kusano, 2013], the data are not so accurate since there is no visual data to be
analyzed and to build a comprehensive map.
2.2.3 Related works on monitoring systems and information
An enhanced specific cellular decomposition method to flight plans the coverage path of
UAVs in a polygon area is proposed by [Li, 2011b]. To be more precise, the first contribu-
tions of the [Li, 2011b] is in the turning motions while flying, which is determined to be less
practical for flight time and causes energy consumption. The second contribution is find-
ing a solution for flight plan design. The difficulty of designing a Coverage Path Planning
(CPP) in a convex polygon area is transformed to width calculation of the convex polygon,
and a novel algorithm is presented to determine the widths of convex polygons with time
complexity has been developed. In the proposed flight design, provide the least number of
turns for a UAV based on the widths of convex polygons. Then, a convex decomposition
algorithm for minimum width sum based on the greedy recursive method which revolves
around decomposing the concave area into convex subregions is developed. Figure 2.18
shows the camera footprint of the tested UAV. In Figure 2.19 demonstrates four kinds of
concave decomposition with minimum with sum. The developed algorithm has demon-
strated in Figure 2.20. After applying the algorithm, the authors found the best fine-tuning
flight plan design for scanning the area (see Figure 2.21).
Figure 2.18: The camera footprint of an UAV [Li, 2011b].
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Figure 2.19: The four types of concave decomposition with mini-
mum width sum [Li, 2011b].
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Figure 2.20: Flowchart of the convex decomposition algorithm [Li,
2011b].
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It is often challenging to conduct search and rescue operations from the ground in post
and pre-disasters life cycles. Also, the victims must be distinguished and rescued as soon
as possible. UAV assignment in many researchers was a scanning mission in the disaster
area. Since it is challenging to accomplish the manned aircraft from low altitude; a binocular
telescope is usually applied to identify and detect injured people from high altitude. In such
a system, the range of vision is narrow, and there is a possibility of having errors. However,
UAV can fly at a very low altitude, and provide higher resolution images which can be
utilized to detect the people in the disaster area [Ahmed, 2008]. In a study presented by
[Ahmed, 2008] proposed a system used a UAV based monitoring system and object detection
technique to enhance the search and rescue operations in a disaster area. The experiments
revealed the usefulness of using UAV to search and detect humans in low-altitude in pre-
disaster and post-disaster life cycles. Figure 2.22 presents the flight logs of the UAV while
discovering humans in the post-disaster area.
Figure 2.21: The final simulation result of coverage path [Li, 2011b]
Figure 2.22: The final simulation result of coverage path while de-
tecting humans [Ahmed, 2008].
2.2.4 Related works on Hardware in the loop simulator
Designing and examining the flight plans of UAVs in real flight experiments are challenging
since the risk of damaging to property and crashing the UAV during testing are highly possi-
ble. Furthermore, government regulations of the flight affected the UAV research fields and
made it more challenging [Gans, 2009]. Therefore, in many research experiments, authors
used simulators (e.g., software in the loop simulator) to ensure durability and performance
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of UAV coupled with developed flight plan designs. Nevertheless, software in the loop sim-
ulators cannot obtain all aspects of flight control, such as sensor noises of the flight controller,
actuator lags, and the performance of the CPU inside the flight controller. For such reasons,
hardware in the loop simulation is more beneficial to use. The study presented by [Gans,
2009], a vision-based control of UAV is deployed to execute flight experiment. The devel-
oped platform has consisted of virtual reality software to perform realistic scenes displayed
on a screen and observed by a camera as Figure 2.23 demonstrates. UAV can be mounted in
a wind tunnel, allowing attitude regulation through serving the airfoils [Gans, 2009].
Authors in the work of [Cai, 2008] presented a designed of hardware-in-the-loop simu-
lation framework and its actual implementation on the custom-constructed UAV helicopter
systems. In their proposed frameworks, four modules, which included onboard hardware
units, flight control unit, ground control station unit, and software, are combined concur-
rently to execute missions in the hardware-in-the-loop simulation. The designed modules
are successfully employed for simulating various flight experiments, including basic flight
motions, full-envelope flight, and multiple UAV formation flights. Results revealed that
the constructed hardware-in-the-loop simulator system is highly effective and useful for the
UAV mission. Multi-UAV formation was a feature in the work of [Cai, 2008]. However, the
developed simulator was able to only support one type of UAV framework with a leader
and follower function in the multi-UAV feature. Figure 2.24 demonstrates Framework of
hardware-in-the-loop simulation in work [Cai, 2008].
Figure 2.23: The developed Hardware in the loop simulator in work
[Gans, 2009].
Authors in work [Jung, 2009] presented the validation of a new hierarchical path plan-
ning and control algorithm for a fixed-wing UAV framework through hardware in the loop
simulation environment. The proposed algorithm is verified by onboard and real-time im-
plementation on the autopilot tasks. The system also presented two distinct real-time soft-
ware frameworks for implementing the overall control architecture, including path plan-
ning, path smoothing, and path following (refer to Figure 2.25). The UAV implemented with
an autopilot, despite its limited computational resources, manages to perform advanced un-
supervised navigation to the target while avoiding obstacles autonomously in the simulated
environment.
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Figure 2.24: Framework of hardware-in-the-loop simulation in
work [Cai, 2008].
Figure 2.25: Block diagram of the hierarchy of proposed control al-
gorithm [Jung, 2009].
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2.3 Problem statements
2.3.1 Communication control and network
Communication control and network are the most important elements to effectively control
and manage the UAVs system during disaster and post-disaster life cycle. In the previous
works, researchers did not cover all technical problems during a disaster. Table 2.2 demon-
strates the lacking in Communication control and network in the previous studies, and this
work proposed solutions.
The contribution of IoT and M2M communication systems are very appreciated for con-
trol and communicate with UAV during the missions. The ad-hoc network and UAV-aided
communication systems are well researched, as shown in Table 2.1. Nevertheless, in this
work, the author is proposing various problems and issues that might occur in the commu-
nication network and control system which have not been discussed. Not only communi-
cation and method of control are investigated but also security and ground control station
application (GCSApp) is also studied in this work. Chapter 4 is proposing a new approach of
the communication system to control UAV through mobile network securely and easily (i.e.,
Network Traversal with Mobility (NTMobile)). The proposed integration shows an inter-
esting communication system which is secure and more reliable than most of the currently
used communication systems in the field of UAV communication control and network.
2.3.2 Tracking and participatory sensing
Regarding tracking system and participatory sensing, most studies incorporating UAVs into
postdisaster and relief missions have demonstrated the huge benefits of detection of humans
in the disaster area presented by [Sun, 2016],[Gaszczak, 2011], and [Rudol, 2008]. Most of the
technical problems, such as networking and UAV control and coordination, have also been
well researched that shown in the above-mentioned subsection (communication control and
network). Nevertheless, UAV has rarely been deployed in tracking pedestrians while pro-
viding images for constructing a safe map. Furthermore, the postdisaster scenario and the
available tools used by UAVs and other technologies have not been properly proposed. The
present study demonstrates that even low-cost UAVs can effectively track humans and gen-
erate routes in real flight experiment. Table 2.3 summarizes the tracking and participatory
sensing research fields in this work. Author deployed a programmable UAV [Meier, 2012]
that can detect humans by their appearances in images and then tracks them. Alternatively,
the UAV tracks pedestrians through their mobile devices to provide aerial imagery while
tracking.
2.3.3 Scanning and mapping missions
Although many published works confirmed the practicality of deploying UAV systems in
postdisaster response missions, nevertheless, further evaluation in various scenarios is nec-
essary. Essential challenges have to be discussed such as the efficient design of flight plans,
the implementation of different UAV frameworks in different types of missions, and the
pre-processing stages and data collection before and after the disaster strike.
In an efficient flight plan, the UAVs should navigate only the important areas, especially
in areas with complex geometry, accommodating various population distributions and nat-
ural areas. The present study designs an effective postdisaster flight plan and evaluates the
flight designs in a self-developed simulator. The mission results are presented on the sim-
ulator. Finally, after mapping and scanning the disaster area, a flight analysis is conducted
in statistic graphs after performance evaluations of multi-UAV. In Table 2.4, the author re-
viewed the problems in the previous studies and the proposed solutions.
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Table 2.2: Communication control and network.
Lacking in communica-
tion control and network
research field
Details of the issue Proposed Solution
UAV as an agent in M2M
and IoT architecture.
Many previous works pro-
posed Multi-UAV as agents
and M2M devices in the net-
work during and after disas-
ter occurrence. But none of
these researches designed or
offered a full system config-
uration based on M2M high-
level architecture. Also, how a
user can turn UAV to M2M or
IoT device.
Multi-UAV system has been
integrated into M2M high-
level architecture. After inte-
gration, different assignments
which UAV executed (refer to
Chapter 3).
Multi-UAV real perfor-
mance in the network.
Most of the studies covered
only the theoretical side of
UAV communication. For ex-
ample, ad-hoc and network
topologies have been well re-
searched. However, the real
performance of the UAV and
GCS haven’t been evaluated.
Moreover, the protocols in
the network also haven’t been
considered during real flight
experiments as well.
The author in this research
evaluated the real perfor-
mance of GCS in the cloud
server. Then, developed a
new system for the GCS by
using swarm cloud feature.
Furthermore, TCP and UDP
protocols performances are
studied when they used the
master flight protocol (i.e.,
MAVlink protocol) (refer to
Chapter 4).
Heterogeneous network
environment in the dis-
aster area.
A heterogeneous network is
one of the possible scenarios
during and after a disaster oc-
currence. Till this moment,
there is no technical solution to
support UAV communication
system in a heterogeneous net-
work environment.
New technology has been in-
tegrated into the UAV com-
munication system (i.e., NT-
Mobile). Then, the validation
of the proposed integration
has proceeded through a real
flight experiment. Experimen-
tally, UAV, and remote con-
trol device have been forced to
switch between two different
networks (refer to Chapter 4).
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Table 2.3: Problems in tracking and participatory sensing.
Lacking in tracking sys-
tem and participatory
sensing
Details of the issue Proposed Solution
Multi-UAV system only
used for scanning or de-
tection human.
A lot of previous researches
utilized Multi-UAV for only
scanning missions or detect-
ing injured people in the dis-
aster area. Tracking refugees
using image processing have
never been used to gener-
ate routes. However, hand-
sets can be used to generated
routes such as participatory
sensing system proposing in
work [Kusano, 2013]. How-
ever, aerial imagery is appreci-
ated while tracking refugees in
the disaster area.
Tracking algorithms have been
developed, and human track-
ing experiments have been ex-
ecuting in a scenario of post-
disaster, a new method of gen-
erating a new map and share
it with refugees are presented
(refer to Chapter 6).
Table 2.4: Issues in scanning missions.
The missing part in scan-
ning system
Details of the issue Proposed Solution
Multi-UAV system vali-
dation through simula-
tion.
Simulators have well used in
most of communication and
scanning experiments in re-
lated researches. There are
two types of simulators: soft-
ware in the loop simulator and
hardware in the loop simula-
tor. To the date, there is no
hardware in the loop simula-
tor able to run multi-UAV with
different missions and differ-
ent frameworks.
Author developed hardware
in the loop simulator to run
multiple instances at the same
time (refer to Chapter 5).
The real performance of
different UAV models in
scanning mission after a
disaster.
Optimization of flight plans
and algorithms of paths of
the flight plan design have
been well researched. Nev-
ertheless, most of these re-
searches utilized UAV frame-
work randomly without tak-
ing the advantages from UAV
framework since each model
has a unique flight behavior.
For instance, in work [Bendea,
2008], authors used the heli-
copter and quadcopter frame-
work with no mention why
they picked these two UAV
models. In the work of [Eze-
quiel, 2014], authors used the
fixed-wing framework.
This work evaluated the three
UAV frameworks based on
real products in the mar-
ket. Also, the fine-tuning
method has been developed
to scan a city-scale disas-
ter area through a developed
HITL. Post-information and
pre-information of the disaster
have been utilized to find the
best flight plan design (refer to
Chapter 6).
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System Architecture
3.1 Introduction of system architecture
This chapter introduces an overview of the Multi-UAV system architecture for disaster re-
sponse mission. In the system architecture, flowcharts, structure, and UAV behaviors in
tracking and scanning mission are preliminarily presented. The first subsection demon-
strates the differences between single and multi-UAV in terms of productivity, performance,
and usability. Then, the benefits of the integration of UAV into M2M and IoT technologies
have been discussed. In this study, Multi-UAV system architecture consists of two main
domains: hardware and software domains. The main contribution is presented in the ex-
periment section of this chapter. Further, Multi-UAV system implementation into disaster
response application and experiments of the safe map have been presented at the end of
Chapter 3.
Multi-UAV integrate IoT system for 
disaster response
Tracking UAV system
Real flight experiments
Scanning UAV system
Simulator experiments
Communication control and network system
of the UAV system
Real flight experiments
Developing a tracking human 
algorithms 
Flight plan design and fine 
tuning
Integration UAV into Internet network and IoT
Multi-GCS control
System development
NTMobile integration
For security
Master protocols 
evaluationSetup a tracking environment 
Developing HITL and Evaluating 
the performance of UAV 
Generating Safe Map
Figure 3.1: Systems overview.
3.2 System overview
System overview explains the subsystems of tracking, scanning, and communication con-
trol and network of Multi-UAV system in a simple flowchart. Figure 3.1 illustrates the three
subsystems and their running stages while multi-UAV integration IoT system for disaster
response is the main title of the primary system. In step one, the flowchart defines the
contribution of each subsystem in simple terms. For instance, tracking a UAV system is
an individual subsystem has been developed to track human using different tracking algo-
rithms. After testing primarily algorithms tracking in real flight experiments, a module of
the tracking system was established. Then, the tracking experiments are executed in the
pseudo scenario of postdisaster. After following multiple pedestrians at the experimental
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area, routes of the tracking process have been generated from the UAV. These routes are as-
signed as safe routes since they are based on tracing refugees from disaster area to shelters
or disaster meeting points. Later, the human inserted these trails in a newly created map.
Scanning UAV system is processed through a developed simulator. This simulator is de-
signed to execute multiple instances at the same time. The simulator is based on hardware in
the loop simulation system, which is so different from software in the loop simulator (More
details about these simulators in Chapter 5). Inside the simulator, different frameworks of
UAV and parameters can be imported and execute scanning mission at the same time. The
scanning mission is a fully automated system. A series of waypoints have been designing to
scan different area sizes in various altitude. Flight strips and a number of photographs have
been evaluated statistically in Chapter 5.
In this work, communication control and network in the UAV system has a series of
concerns after integration UAV into IoT. For instance, in the IoT setting, the control system
(i.e., GCS) is in the cloud server. After the integration into GCS in the cloud, the cloud suf-
fered from overload when multiple UAVs connected to the same GCS in the cloud. The
GCS couldn’t display the flight logs of two UAVs in the map at the same. It only revealed
inaccurate information of both UAVs scanning mission. Therefore, the author developed a
multi-GCS using swarm-cloud based system. After designing and managing the network
inside the GCS-cloud, an experiment has been executed in real flight experiments, and the
flight logs of the two UAV are presented. The master protocol the system used to commu-
nicate with UAV through the internet has two methods of communication with UAVs. The
methodology can be via the Transmission Control Protocol and (TCP) or User Datagram
Protocol (UDP). An evaluation of these two protocols has been verified through real flight
experiments. In the disaster, communication can be through three different networks after
turning UAV to a node in the network. The network and communication of the UAV system
must support heterogeneous network environment. A new technology called NTMobile has
been integrated into the UAV communication and network. A scanning mission has been
executed, and UAV and the End device were forced to switch network during the mission.
3.2.1 Model-based design
This study followed the Model-based design method to design the proposed system and ver-
ified in the final stage. The model-based design starts with designing models using simple
blocks and using these models as foundations for the development of embedded software
and hardware systems. The modeling-based design also helps to reduce the complexity of
the system and the costs for having earlier results instead of at the end of the development.
Furthermore, it helps validate the designed embedded systems. Figure 3.2 demonstrates
the model-based design approach. Besides, it is a powerful tool for quick examination and
verification of software and hardware embedded systems.
System Requirements demonstrates the point of view of the issues, theories, design
requirement, procedures, and techniques, during the research and practice [Loucopoulos,
1995]. Table 3.1 demonstrates the system requirements from the designer point of view and
based on shortages in the previous studies that have been already demonstrated in Chap-
ter 2. In the following, it briefly explains each stage of the system design in Figure 3.2 and
starting with System requirement.
• System requirements: Table 3.1 shows the requirements of the proposed system. There
are specific requirements for each subsystem. In the tracking system, a model of track-
ing human body has been developed. Then, these models are tested in a pseudo sce-
nario of disaster before executing tracking experiments. After preliminary testing and
confirming that UAV can track human using the developed algorithm, tracking exper-
iments have been executing on a pseudo scenario of disaster. After tracking humans in
the disaster using UAVs, a tracking layer has been generated. The scanning mission is
the default mission in post-disaster. However, there are many frameworks of the UAV
has been used randomly in previous studies. Although the differences between these
frameworks are theoretically addressed, the real performances of these frameworks are
missing. Through a developed simulator, this study verified the performance of these
frameworks. Nevertheless, in all existing simulators, a multi-UAV hardware feature
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Figure 3.2: Model-Based Design (MBD).
cannot be deployed. Therefore, the tested simulator can execute multiple missions for
different framework at the same time and assisted by the hardware units of the UAV.
Fine-tuning and flight plan are designed according to rules to scan a city-scale effec-
tively. The communication control and network is a central system to send and receive
data from UAV and GCS, respectively. By implementing UAV to public network in-
frastructure and IoT service, multiple concerns need to be addressed carefully. The
GCS that installed in the cloud needs to be developed in case of a multi-UAV system
is integrated.
Through communications, UAV, and GCS using master protocols. These protocols
need to be evaluated when LTE or 3G dongle is utilized in the UAV communication
system. Having a heterogeneous network in post-disaster is highly possible. A new
networking technology that supports UAV and GCS to move through sectors has been
integrated. The verification goes through real flight experiments.
• System analysis: System analysis is a problem-solving technique that includes study-
ing the entire system by splitting the system and subsystem to elements, and find out
how the complete system works to accomplish the requirements. System analysis is
mainly used in the proposed system for reducing failures during problem-solving.
Figure 3.3 shows the system analysis process in this work. After defining the sys-
tem objectives, a preliminary investigation is processed for existing subsystems. The
objective of the preliminary investigation process is to confirm whether the deficiency
exists. Then, a confirmation process of integration into the main system processes. If
the current subsystem had a deficiency or problem was found. First of all, these prob-
lems will be addressed and explained, then a solution is proposed in the next stage.
Finally, the integration of the proposed solution of the subsystem is integrated into the
primary system.
• System design and model design: Systems design is the process of representing the
system architecture, modules, interfaces, and data for a system to meet designated
requirements. There is a system architecture where represents the proposed solution
or integration at the beginning of the chapter and some sections. A use case and simple
figure explain where the problem and the main contribution of the design.
• Code generating: Automated code generation In the model-based design process is
essential to the cost-effectiveness of development of the system design. It is a process
that excludes the manual effort in the coding of the main system design. Consequently,
it expedites the overall process while reducing the possibility of having errors when
compared to manual coding from requirements or models. In this work, automated
code generating has been used in the developed simulator (refer to Chapter 5). Activity
and sequence diagrams are developed in this work.
• Software and hardware in the loop simulators: In the system-level verification proce-
dure, software and hardware in the loop simulators validate the system requirements
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Table 3.1: System requirements
Tracking UAVs Scanning UAVs UAV communication control
and network in UAV system
Developing an algorithm ca-
pable of tracking human au-
tonomously on the disaster
environment.
Designing a simulator ca-
pable of executing multiple
missions for different UAV
frameworks at the same
time.
The GCS is able to control
multiple UAVs at the same
time.
UAV can effectively track hu-
man and generate routes for
safe map.
A novel method to evaluate
the UAVs performance after
scanning area in the simula-
tor.
Finding the best protocol
to communicate with UAV
through the Internet.
Sharing the final map with
refugees in the disaster area.
Demonstrating the perfor-
mance of UAVs as statistical
data.
A Network system that can
support UAV in a heteroge-
neous network environment.
and analyses the system design. The software in the loop runs experiments and test
without needing to control hardware unit. Hardware in the loop is a simulation model
in which the hardware unit is needed. It validated involves using actual hardware to
test the controller in real-life situations or inside simulated environmental. The ap-
proach of using hardware in the loop simulator is to test the flight plans design on the
real hardware unit not inside the application only as in the software in the loop system
process. The benefit of using hardware in the loop simulator is that hardware in the
loop simulator manages to be less costly for design modifications. Hardware in the
loop simulation can perform earlier validation in the MBD workflow so the designer
can classify and redesign the system at an early stage of the project. More details about
software in the loop, hardware in the loop, and the developed hardware in the loop
simulators in Chapter 5.
• Validation: System validation is a set of procedures used to verify that the designed
system meets the system requirements. Validation also is a check process after fin-
ishing the designed of the system. Verification procedures in this work include con-
ducting specific real experiments to model or simulate the portion of the system. In
this work, a preliminary verification has processed at the beginning of each proposed
problem and system design. Then a validation of the main system is processed (refer
to Chapter 6).
3.3 Single and multi-UAV systems
The proposed system can generate evacuation maps autonomously and individually after
the earthquakes in a short period by taking the advantages of implementing multi-UAV fly-
ing in the impacted area. Many studies confirmed that the multi-UAV system is better than
a single UAV system [Gupta, 2016]. In the early usages of UAV, UAV system was described
by employing single large UAV and one node of GCS to execute various missions. However,
due to the low cost of UAV system and many open-source platforms to develop GCS and
UAV, most of the civilian applications can be carried out more effectively with the multi-
UAV system over single UAV system.
In a multi-UAV system, UAVs can be a micro version framework with low specifica-
tions and less expensive from one single huge and advanced UAV. In most of the multi-UAV
systems, the communication network in the UAV system can be between UAV-to-UAV and
UAV-to-GCS, by default multi-UAV system can provide a cooperative service and extend
the communication coverage when UAVs act as relays and stationary vehicles above the
impacted area. The amount of communication coverage of UAVs always depends on the
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Preliminary investigation 
of the existing subsystems
Confirming  deficiency in 
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Addressing the problem 
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Integration into the 
main system
FalseTrue
False
True
Figure 3.3: Subsystem analysis process.
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Table 3.2: Single UAV and Multi-UAV systems.
Feature Single UAV Multi-UAV
Impact of Failure Considerably High, Since
(Mission Fails)
Low, System Reconfigurable
Scalability for different As-
signments
Limited Hight
Speed of Finishing Tasks slow Fast
Survivability Poor High
Cost Expensive (Large scale UAV
with many features)
Low
Bandwidth Required high to reach to far places Low since it can do UAV to
UAV communication
Complexity of Control simple control system complex control system
application. For example, after an earthquake struck, UAVs can hover over the impacted
area and create links configuration, these links can be slow dynamic configurations. More-
over, when one of the UAV is going out of the service due to battery drain or malfunction,
Multi-UAV system can reconfigure the distributions of vehicles on the mission and covers
the absent UAV’s spot in the assigned area. Table 3.1 demonstrates briefly the general dif-
ferences between a single UAV system and multi-UAV system which presented by [Gupta,
2016].
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3.4 Tracking and scanning missions
This section demonstrates the two main missions that author assigned in the primary system
(see Figure 3.4). The originality in this study is merging these missions to generate layers
and a safe map in the final stage. The process of these missions was executed "repeatedly"
in this work to verify each proposed subsystem. For instance, in the system architecture
(i.e., Chapter 3), preliminarily scanning and tracking missions are executed to propose that
UAV as an M2M device in M2M architecture can be deployed in disaster response tasks.
Moreover, through these missions, a timeline and map generating have been verified. In the
communication control and network, i.e., Chapter 4, a scanning mission is used frequently
to demonstrate the benefits of communication solutions. Also, In multi-UAV performance
evaluation chapter, (i.e., Chapter 5 ) scanning missions are executed to evaluate the UAVs
models and help to provide statistical results of different UAV frameworks UAV [Aljehani,
2019a]. Figure 3.4 illustrates the scanning mission and tracking mission in this study briefly.
More details about the scanning and tracking missions have been presented in the system
validation Chapter 6.
Disaster alert 
Scanning UAVs Tracking UAVs 
Analyze Data
Sharing safe map 
Refugees and rescue team 
Start tasks
Figure 3.4: tracking and scanning missions in this work.
3.5 M2M and IoT architectures
Machine to Machine (M2M) cannot be defined in a single definition [Boswarthick, 2012]. But
generally, M2M can be defined as a machine connected to another machine in a bidirectional
communication flow method for exchanging data through a network with very limited hu-
man interferes. Internet of Things (IoT) also share some idea of an M2M communication
system, and both systems are considered wireless solutions for humanitarian applications in
term of business. M2M and IoT can be both a connectivity solution for the enterprise. Nev-
ertheless, in the system architecture level, M2M and IoT are completely different. Figure 3.5
simply demonstrates the general differences between IoT and M2M system architectures. In
both communication systems, the server can be a computing cloud or local server. The big
difference between M2M and IoT is the way of collecting and managing the data. IoT uses a
big central cloud to collect the (big data) from all connected devices and standard protocols.
The destination of the data in IoT architecture is roughly going to one central server. On the
contrary, M2M communication system architecture, data direction, and destination are a lit-
tle bit different. M2M uses individual servers and protocols to collect data from machines or
42 Chapter 3. System Architecture
connected devices based on their groups. Usually, the group of devices that share the same
application will be set together as a group. For example, transportation machines (cars, traf-
fic light, trains, and buses) data are collected in the same cloud server. So, in theory, each
group has an individual data center. By having many M2M communication groups based
on various applications, these data can be easily analyzed and monitored by the application
and users. For having more development, the data center of these groups can be gathered
on a single cloud, and it can be expanded to an IoT system architecture. So, in short, IoT
architecture is horizontal system architecture, and M2M is vertical system architecture.
In general, IoT is the wider and bigger version of connectivity and manageability that is
supplied by the development of M2M applications. On top of this, M2M and IoT are largely
anticipated in today’s leading scenarios of devices to device communication architecture.
In the near future, IoT and M2M will provide an extraordinary increase in the number of
communication capable devices [Shah, 2016]. The expected number of connected devices by
2020 will be more than 50 billion online units, and most of these devices have an integrated
wireless chip to give more simple access and reduce the cost of deployment [Bradley, 2013].
The concept of integrating UAV into M2M and IoT system architecture started from the
definition of UAV. UAV is a flying robot that doesn’t have a pilot on board. By default,
a ground pilot is required to manage and control UAV remotely. However, when UAV is
integrated into M2M system, things are slightly is going to change in terms of management,
control, and collecting the data. Thanks to M2M and IoT systems, ground pilot assignments
can be reduced when UAV start the autonomous mission. Also, the development chances
for both academia and business is limitless in such a proposal. Next section detailed the
overall system architecture of UAV integrated into M2M and IoT technologies.
Big Data 
Devices
Horizontal
(IoT) 
Devices
Vertical
(M2M) 
Gateways
Figure 3.5: The differences between M2M and IoT systems.
3.5.1 UAV integration in M2M and IoT
When multi-UAV integrated into M2M, UAVs turned into a wireless device that can be
controlled by another device through the network. At the beginning of telecommunica-
tion infrastructures and protocols, M2M lacked standards [Datta, 2014]. To counteract this
problem, a frameworks efforts to standardize the M2M communication system has been cre-
ated and called "OneM2M" [Swetina, 2014]. OneM2M has been proposed by the European
Telecommunication Standards Institute (ETSI)[ETSI, 2011]. Figure 3.6 illustrates the system
architecture of Multi-UAV integrated into M2M system after following the ETSI standards.
The architecture consists of two distinctive domains: M2M network & applications domain
and M2M device & gateway domain. Network and application domain includes of an M2M
application, M2M management, services, e.g., IoT services, AI and Machine Learning (ML),
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core network and access network.
Client and administrator are in the M2M management domain. Administrator (i.e., pilot)
can send commands to the UAV via M2M application. M2M application consists of software
and hardware units that allow the administrator to communicate with M2M devices (i.e.,
UAVs). Service layer assists the M2M device and administrator to make a decision, analyze,
or store data. In the core network, the system offers service and connectivity to multiple
access networks, e.g., 3GPP, LTE, 4G, and other cellular network [Kellokoski, 2012]. Access
Network provides connectivity between M2M device Domain and the Core Network. In the
M2M device domain, M2M device network also consists of M2M application and system.
The interface between M2M devices is called M2M device network. Ad-hoc network config-
uration can also be integrated into M2M device domain as well.
Using M2M system saves time and cost whether for refugees or administration after
a disaster. In the proposed method, scanning UAV and tracking UAV responsibilities are
entirely different. In general, tracking mission is for tracking pedestrians’ movements and
record the routes while tracking. On the other hand, scanning UAV mission is for scanning
the area and provide images of the impacted area to be evaluated by the user like Images
of routes and buildings status. Tracking and scanning will be detailed in Chapter 6. In this
study, UAV worked as an M2M device attached to the single board computer, which operates
as a gateway. Single board computer is responsible for collecting and sending the data to
the M2M application. The configuration of connected UAV micro-controller into a single
computer board will be detailed in Chapter 4. In this system, individuals also can contribute
to finding multiple safe routes by giving their used route log history and the locations that
have not been scanned or need to be re-examined again after a secondary disaster.
Figure 3.6: Multi-UAV integration into M2M architecture.
3.5.2 Tracking human using OpenCV and ROS
A UAV considered a robot with high demand with a high level of control. Generally, writ-
ing a program to control UAV autonomously via software is difficult and time-consuming,
especially for fixed-wing UAV that relays so much on precise movements and accurate sen-
sors outputs. Since there are many types of UAV framework, there are diverse methods of
controlling software. Many robotics researchers and organizations have built frameworks to
control and manage robotics [Kramer, 2007]. Each framework was built for specific usage
and targets. An open-source robot operating system (ROS) is a framework that the author
used in this study to control UAVs [Aljehani, 2016b]. The proposed work used ROS and
OpenCV to start track human process. Previously, the author developed a framework of
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a tracking system using AR. Drone micro UAV framework and image processing to track
targets [Aljehani, 2016c]. Multi-UAV has two main frameworks to achieve autonomous mis-
sions:
• Software integration by different platforms in different languages
• Hardware configurations like embedding G.P.S. shield on UAV board
OpenCV has been interfaced with ROS. ROS sends images to its sensor_msgs or Im-
age message format. Therefore, ROS has been used with OpenCV in conjunction. A com-
mand "CvBridge" in the ROS library provides a link and bridge between ROS and OpenCV.
CvBridge is available in cv_bridge package in the vision_opencv stack [Bradski, 2000]. Fig-
ure 3.7 shows the interface method between ROS and OpenCV.
OpenCV OpenCV lpllmage
CvBridge
ROS	Image	Massage
ROS
Figure 3.7: OpenCV interfaced with ROS.
This study also used OpenCV_app packages with ROS for image processing and human
body detection. Importing openCV_apps allows the pilot to skip writing OpenCV applica-
tion code. The pilot can simply run a launch file from the packages. It provides a simple
manner in ROS by running a launch file. Example of launch files: Edge detection, structural
analysis nodes, people detection, custom detection (developed by the author), and motion
analysis and detection. Parameters of the launch file can be integrated with ROS and used for
controlling UAV. The main goal from interfacing OpenCV with ROS is to UAV camera feeds
with OpenCV and controlled by ROS. After installation ROS and OpenCV, ROS controls
UAV and images from UAV camera will be a stream into openCV for real-time processing.
3.5.3 Example of tracking system using micro UAV
The tracking system in this research aimed to track human on different algorithms au-
tonomously and for generating routes after disaster occurrence [Aljehani, 2016d]. The au-
thor used different algorithms of tracking to evaluate the tracking process. These algorithms
are explained details in Chapter 6. While UAVs in the mission process, each UAV has four
modes of independent functional control: tracking mode, scanning mode, searching mode,
and return to launch (RTL) mode. Tracking through image processing can be executed by
a different method, e.g., a particular color, face, a human body, particle object [Chen, 2005].
Figure 3.8 demonstrates an example of the tracking particle object process using OpenCV
and ROS interfacing. After training the feature of the notebook logo in the ground control
station, the control unit sends 15Hz ∼ 20Hz signals to UAV to track the trained object au-
tonomously and keep the detected target in the middle. Such a method can be applied to
human body detection. In this example, UAV tracks human using image processing. While
following human, a route will be produced from the UAV flight logs. This route is consid-
ered a history of the tracked individual made to the safe place, and supposedly this route is
still safe to take since UAV followed and provide images of the area while tracking.
In the beginning, UAV has to be connected to the M2M area network. Then, the sys-
tem needs to build a C++ program and UAV headers and connecting the Drone API to the
application that the pilot is using. After that, the pilot has to select the launch file from
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openCV_apps package to use it for initialing tracking. From there, ROS will do the rest of
controlling and makes UAV fly and track autonomously. The author implemented a de-
cision function in the flying code, if there is no target found to track during or before the
mission, UAV will set on hovering and searching mode. Chapter 6 manifests the results of
this method of tracking system in the field and with more in-depth evaluation.
Figure 3.8: Tracking wystem using OpenCV and ROS.
3.6 Colored evaluated map
The author developed a new approach to evaluate the disaster-struck areas. In disaster re-
sponse, the method of creating a colored evaluated map and using M2M system to publish
will be straightforward to understand by refugees. Moreover, it enhances the evacuation
procedures in the impacted area. After receiving aerial imagery data from scanning and
trails from tracking UAVs on the area, in M2M service and management, pilot evaluates the
area and generates colored maps that consist of safe routes that highlighted in green color,
dangerous routes displayed in red color, and the scanned areas by UAV are displayed in
yellow color. The sent file format can be visualized the area in three dimensions map. Also,
the sent file can be opened by many map Apps on any smart device that can access the web
and demonstrates the map layer. This file consists of the timeline, waypoints, and polygons
with different colors in Keyhole Markup Language (KML) file format extension. Figure 3.9
demonstrates a colored map that has opened by the user’s smart device after sharing the
link. Area evaluation is prepared in M2M management layer after tracking multiple pedes-
trians and finishing real experiment of scanning and tracking missions. Human assistance is
essential to judge the safeness, M2M services, and the developed application assisted pilot
tp manage the missions and control multi-UAV in real-time. The evaluated colored map is
going to be distributed and posted on social network services (SNS), which easily accessible
to all refugees in the disaster area.
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Figure 3.9: 3D colored evaluated map.
3.7 Time-line and data acquisition
The timeline for providing data evaluates system performances. Evacuation timeline is one
of the principal characteristics of disaster response and management assignment. The op-
timal time has to be in a range of five minutes after a disaster occurrence. The following
formula shows the timeline sequence where T represents the time.
Tcost = TScanning + |TScanning − TTracking|+ TProcessing (3.1)
Figure 3.10 shows the timeline sequence of the tracking and scanning missions in this
system. Many published works in the last decades focused on human behaviors during
the evacuations. Although human behavior after a disaster is unpredictable, experiments in
these studies have been carried out through simulators and evacuation model tools to ver-
ify the evacuations procedures. Studies presented by [Gwynne, 1999], [Kuligowski, 2010],
[Lindell, 2012] and [Olander, 2017]. Human behavior will influence the timeline results.
Nevertheless, the presented study results are based on an optimal case scenario.
3.7.1 Summary
This chapter (i.e., Chapter 3) introduces a multi-UAV system that integrated into M2M com-
munication system architecture. UAVs can track and provide imagery data from the disaster
area on different scenarios of network and area status, which are going to be detailed in dif-
ferent chapters. UAV proved its reliability to be trustful device since it cannot be affected
by secondary disasters. In this study, tracking UAVs track pedestrians and, scanning UAVs
scan the area in a simple experiment. The tracking process performance depends on the
UAVs’ capabilities and the situation of the pedestrians. At the end of the tracking and scan-
ning missions, refugees will receive alternative routes and colored evaluated map based on
real-time analysis of impacted area after a disaster occurrence. In this system, the timeline of
providing the data depends on the UAVs speed of tracking and scanning speed processes,
and it can differ from a scenario to another.
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Figure 3.10: Timeline of providing the data.
Figure 3.11: KML file opened by map Apps.
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Chapter 4
Communication Control and
Network
4.1 Communication control and network of UAV and GCS
systems
Maintaining the performance of communication control and the network in the multi-UAV
system is vital in disaster application. Although the problems and requirements have been
addressed in Chapters 2 and 3, Table 4.1 presents the requirements and the problems in the
communication control and network of the UAV system in this research. The three issues in
communication control and network are presented in this chapter in order as follows:
• Swarm-cloud developed system: After integration multi-UAV system into IoT and
M2M systems and assigning GCS in the cloud, the GCS could not handle multi-UAV
system efficiently. Therefore, a developed multi-GCS system is used to control UAVs
at the same. Verification of the system is processed after testing two UAV in one-GCS
and multi-GCS in real flight experiments, respectively.
• Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) evalua-
tions: When the UAV system used the internet, two protocols can be used to commu-
nicate with GCS. The author evaluated these protocols in the cellular network during
real flight experiments.
• Heterogeneous network support: In the disaster life cycle, UAV communication sys-
tem must support heterogeneous network environment since the type of the network
is not predictable. Therefore, the author integrated UAV system into technology (Net-
work Traversal with Mobility) [Suzuki, 2019] that supports UAV communication sys-
tem in a heterogeneous network environment.
4.2 Swarm of computational clouds control system
Most of the multi-UAV systems have been characterized to be controlled by one GCS. How-
ever, in the case of an enormous number of UAVs with different assignments to each one or
each group, one GCS cannot handle such substantial computational processing. Therefore,
in this section, the author is proposing a swarm computational clouds to control multi-UAV
in real-time. Multi-UAV as autonomous robotic is introduced to enhance rescue and search
missions after a devastating disaster occurrence. Usually, a small group of UAVs is con-
trolled by one GCS. GCS is required to have a reliable communication system to correctly
manage data (e.g., missions, waypoints, and communication); therefore, swarm computa-
tional clouds can be an answer for such a call. Swarm clouds is a new pattern of the IoT
control systems, which is becoming very prevalent in diverse applications of data process-
ing. It also creates cooperative mutual groups of the control system that offers redundancy
and dependable system if a single or multiple control node experiences an outage or over-
loading.
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Table 4.1: Communication control and network
Problem Details of the issue Proposed Solution
The overload and defi-
ciency of the GCS af-
ter controlling multiple
UAV via an IoT service.
When the GCS has installed
in the cloud server, The cloud
cannot handle multi-UAV effi-
ciently.
A swarm of computational
clouds is integrated to enhance
the GCS performance when
multi-UAV is used.
The master protocol is
able to use two different
types of protocols when
using IoT.
Evaluation of TCP and UDP
protocols was missing and
used randomly in previous re-
searches.
TCP and UDP protocols have
been evaluated in real flight
experiment, and an evaluation
has been given.
Heterogeneous network
environment.
A heterogeneous network is a
possible scenario in a disaster
scenario. There is no technical
solution to support UAV com-
munication system in a het-
erogeneous network environ-
ment.
NTMobile is integrated into
UAV and GCS and evaluated
through real flight experiment
where UAV and remote con-
trol device have been forced to
exchange networks.
In previous work [Aljehani, 2016d] in Chapter 3, authors introduced a multi-UAV system
for disaster response system. Tracking mission and scanning mission used image processing
techniques in order to make an evacuation map from captured images of pedestrians and ar-
eas, it also requires high computational processing capabilities to distinguish valuable data
and control UAVs at the same time. So, in this Chapter 4, author is proceeding the work with
intensely focusing on enhancement of the multi-UAV communication control and network,
suggesting using swarm clouds as multiple GCS nodes instead of a single cloud. Author has
inspired by swarm clouds after it has been verified in work of [Ardagna, 2012].
4.2.1 UAV as a device
Utilizing UAV as an IoT device, UAV must possess a capability to connect to the Internet.
Hence, the platform of the UAV must be compatible with cellular, and wireless communi-
cations. Nowadays, the technology of embedded systems offers comprehensive features for
engineers to configure, develop and integrate devices mutually together. In this study, au-
thor used Linux single board comupter on the main frame of the UAV. It helps integrating
UAV board into a cellular dongle. Moreover, author used virtual proxy network (VPN) ser-
vices to earn a secure connection and identify GCSs and UAVs IPs. Figure 4.1 demonstrates
the proposed system of single UAV connected to the cloud via a VPN service.
4.2.2 System design
Any simplistic IoT architecture consists of devices, networks, and applications domain (see
Figure 4.1). In Figure 4.2, Multi-UAV controlled by one GCS Cloud. Technically, GCS-cloud
manages UAVs and transmits and receives data based on UAV System Identification (SYS
ID), which is a systemic identification for each UAV in the network. In this configuration,
MAVProxy is the master protocol to control UAVs [Nirmala, 2014]. Also, specific ports have
been assigned to provide a simultaneous and real-time control system.
4.2.3 Swarm clouds as Multi-GCS
Swarm clouds are more efficient to control multiple UAVs since each cloud can be assigned
to a single UAV or a group of UAVs depending on the system design and cloud processing
ability. Also, a third-party of clouds can analyze data, monitor the operations, and record the
flight history like logs for each UAV. PPTP protocol has been used to have secure communi-
cation between the VPN server and UAVs. The developed Multi-GCS is shown in Figure 4.3.
Both of Figures 4.2 and 4.3 demonstrated independent flights; however, shadow control can
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Figure 4.1: UAV controlled by one cloud GCS via VPN.
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deliver central monitoring and management, which makes UAVs completely visible to the
client and accessible via remote protocols such as Remote Desk Protocol (RDP) and Secure
Shell Protocol (SSH).
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Figure 4.3: Developed system designed for Multi-GCS system.
4.2.4 Implementation
This system demonstrates two UAVs controlled by swarm clouds with and assigned with
different flight modes. ArduPilot Mega (APM) flight modes is used to control UAVs [Bin,
2009]. The guided initial UAV to receive all waypoints from the cloud server. Then, Auto
mode fetches all received waypoints to start autopilot mission. "Stabilized" mode is used
for manual assistance and shadow control. It also uses onboard sensors to perform a sta-
ble flying experience. In both of "Loiter" and Auto modes system employs 3D-GPS lock to
perform better flight experience. Failsafe and Return to Launch (RTL) have been stipulated
for emergency (i.e., low battery or lost connection). Figures 4.3, 4.4, and 4.5 illustrate two
UAVs on different modes of control by swarm cloud after executing scanning mission in real
experiments at the institution campus.
4.2.5 Summary
This system shows an invented method to control multi-UAV throughout swarm clouds
servers. Each cloud server has been assigned to control one or a group of UAVs, and third-
party clouds can manage the income data from the flight controller to manage UAV’s assign-
ments. In this system, the performance of multi-GCS proved its dependability compared to a
single-GCS system, communication was more consistent due using multiple network ports,
and the approachability to the UAV controller was much faster considering each UAV has a
sole connection to individual private cloud. The system has not experienced any overload
on swarm clouds as he has on a single cloud system, which is reasonably anticipated. How-
ever, communication requires more evaluation. Therefore, the next section will go in-depth
among TCP and UDP protocols evaluation. Furthermore, it describes how UAV can be a
valuable device if it converts to an IoT device.
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Figure 4.4: Navigation data of two UAVs on different GCS-Cloud
on real flight experiment.
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4.3 IoT and autonomous control
Providing real-time images can assist in pinpointing the exact geographical locations of
refugees and victims before planning to guide them to safe locations [Doherty, 2007]. There-
fore, employing a Multi-UAV system with integration of IoT for disaster response is very ap-
preciated, especially for rescue operations [Sakano, 2013]. In the previous study, the author
used a single UAV to track pedestrians in a scenario of after disaster occurrence [Aljehani,
2016b]. However, in a case of multiple missions, using one single UAV is not sufficient for
the overall system functionality since it has many imperfections in various features compar-
ing to the multi-UAV system as author demonstrated in Chapter 3.
IoT is a suitable solution for autonomous missions and controlling multi-UAV system from
one GCS. However, the default controller (i.e., radio controller) has implementation issues
in controlling multi-UAV system. For instance, assigning operators is a necessary proce-
dure in order to control multiple UAVs simultaneously. Furthermore, it has a short-range
communication problem. However, in the case of cellular network coverage or multiple
Internet Access Points (AP), problems of short-range control and multiple operators desig-
nation are not shortcomings anymore. Of course, after disaster occurrence, cellular towers
may collapse. In aforementioned, emergency communication can be implemented like mo-
bile satellite Internet systems or mobile ad-hoc network (MANET) which primarily works
as a temporary network provider [Casoni, 2015].
4.3.1 Communication systems
Employing UAV as an IoT device with its equipped sensors and cameras makes UAV in-
structable for various commands through the Internet. Initiating a specific requirement; the
Internet access point (AP) has to be employed in the area where UAV will execute mis-
sions. The Internet AP also can be employed to communicate with refugees, like transmit-
ting warning messages and leading them by sharing a new safe map. In the meanwhile,
it makes UAV accessible agent in the network. For attaining an effective communication,
UAV acts as a server in remote and nearby GCS. The communication in nearby GCS is go-
ing to be through whether ZigBee Network or 3DR telemetry radio. In the case of using
remote GCS, the communication is going to be through cellular coverage or Internet AP, as
Figure 4.6 demonstrates. Firstly, UAV is going to receive commands to adjust itself. Then,
it transmits images back to the GCS. The location of the operator is not a problem in the
remote GCS system since it used a long-range communication and internet accessibility (i.e.,
cellular coverages).
4.3.2 Internet of Things service (AWSIoT)
Elastic Compute Cloud (EC2) in Amazon Web Service IoT (AWSIoT) will establish an ArduPi-
lotMega (APM) connection. MAVlink protocol is the master protocol [Meier, 2009] that used
to communicate with UAVs via UDP or TCP protocols. The connection between UAV and
GCS can be initiated through ZigBee in a case of nearby GSC mode or LTE for remote GCS
as the author mentioned earlier. In either case, IP addresses of the UAVs and GCS must be
known. In LTE/3G telemetry data connection, the problem of assigning new arbitrary IP
addresses and dynamic ISP in the network (i.e., DHCP). It can be temporarily resolved by
implementing a Dynamic DNS (DynDNS) or using a Virtual Proxy Network server (VPN)
[Coonjah, 2015]. After forwarding the embedded dongle modem, the approachability to the
UAV can be achieved via remote protocols like SSH on port 22 protocol or RDP on port 3389.
In VPN mode, tunnels between clouds and the UAVs provide secure end-to-end communi-
cation (see Figure 4.7). In the beginning, the operator needs to set up dynamic networks for
both UAV and EC2 that has GCS. Also, gateways need to be comprehensively configured
with network specifications.
4.3.3 Tracking mission in the control level
Tracking mission is mainly used to record routes history and trajectories of refugees in the
impacted areas, as mentioned in Chapter 3. After evaluation, the user uses the cloud to
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generate a map according to the refugee’s paths. In the work of [Aljehani, 2016b], UAV
managed to track human successfully by using image processing and send GPS data of the
UAV to the cloud as safe routes. EC2 has a GCS software that has the application and devel-
oped algorithm for assigning UAVs to follow refugees and record their tracks. In that study,
the author used tracking histograms of oriented gradients (HOG) for human detection, and
tracking method to track the human body in real-time [Dalal, 2005].
4.3.4 Scanning mission in the control level
Scanning mission is different from tracking mission in terms of control and process. In track-
ing mission, waypoints of the UAV depend on the movements of targets (i.e., humans, bi-
cycles, or cars). However, in scanning mission, the waypoints are already pre-programmed.
Scanning mission can also be described as a survey mission or mapping mission. Basically,
after disaster occurrence, UAV scans the impacted area and send the aerial imagery data to
the cloud to help to generate an emergency map. Figure 4.8 shows the activity diagram of
the scanning and tracking tasks.
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Figure 4.8: Activity diagram of UAV missions in control level.
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4.3.5 Autonomous control
Controlling multi-UAV system has attracted a lot of attention in robotics communities. Many
methods can be implemented to proceeded to the autonomous control of the UAVs [Krzysztof,
2010]. As shown in Figure 4.9, the autonomous control of UAVs is different in both mis-
sions. In this system, the scanning task used a sense-plan-act control system. However, in
the tracking task, the control method is a reactive-robotic control system. (In the sense-plan-
act control system, the system starts planning missions and then UAV acts to execute the
mapping process after sensing the dangerous of the disaster impacts. The reactive-robotic
control system, UAV reacts to the refugee’s movements in the disaster area.)
Act
b)a)
PlanSense SenseAct
Figure 4.9: (a) Scanning control and (b) Tracking control.
4.3.6 Ground control station (GCS)
The UAV model in this study was a hexacopter type. Generally, copter’s frames can do
hovering mode, which helps to get more stable imaging angles. Furthermore, by using the
multi-rotor model, there is no need to maintain velocity to avoid a crash or falling like fixed-
wing model. The location of the controller is not an issue. Since the system has to be dy-
namic and easy to reconfigure according to the requirements of the manual interruptions.
So, in remote GCS, the methodology of controlling is different from nearby GCS as Figure
4.10 shows. In this system, both missions are autonomous. Nonetheless, manual control is
necessary as an emergency control interruption.
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Figure 4.10: (a)Nearby GCS and (b)Remote GCS.
4.3.7 MAVlink
MAVlink is an acronym of Micro Air Vehicle Link [Meier, 2013]. It is a protocol that helps
UAV to communicate and interact with GCS. MAVlink protocols can be defined as a large
number of waypoints command types that can be sent wirelessly to the UAV flight controller.
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For retrieving a list of all waypoints from GCS, WAYPOINT_REQUEST_LIST message has
to be sent by UAV first. Then, GCS will response with a WAYPOINT_COUNT message
stating the number of waypoints list. After that, UAV will ask for all waypoints starting
with a sequence number of 0, and that can be performed by sending WAYPOINT_REQUEST
message. As soon as GCS received the request message, it needs to answer to every request
with a corresponding of WAYPOINT message. When the last waypoint has successfully
retrieved, UAV sends a WAYPOINT_ACK message to the GCS and then waiting for the start
flight command to execute the received mission. Figure 4.11 demonstrates the messages of
waypoints between GCS and UAV.
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Figure 4.11: MAVlink massages of waypoints between GCS and
UAV.
4.3.8 Single-UAV
In this experiment, a single UAV is used in mission planning, as Figure 4.12 shows. Flight
plan with several waypoints was sent to the autopilot unit of UAV’s flight controller. The
experiments were executed on the institution campus that has 0.16km2 area of interest. The
mission took around 16 minutes, and that did not include the taking off and landing time.
However, 16 minutes range is an inadequate performance for providing disaster information
and to send proper information about the emergency map. Also, factors like altitude, the
way of scanning and speed are essential pillars for the mission time.
4.3.9 Multi-UAV scanning
As Figure 4.13 shows, in the same area of interest, two scanning UAVs have been assigned.
Practically, the assignment of two UAVs is appropriate for 10 minutes of interest. For more
demonstration, Formula 4.1 presents an equation that simplified the relationship between
time of interest, the area of interest, and the number of UAVs. Theoretically, the less time
of interest needed, the more UAVs have to be assigned. Of course, assigning two UAVs
in the same area of interest decreased the time of the mission. However, besides the less
time of interest, Multi-UAV enhanced the quality of emergency data since the images of
all orientations at the stricken area have been provided at the same time during real flight
scanning experiments. Table 4.2 shows the difference between two UAVs and one UAV
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Figure 4.12: Single UAV scanning mission before real flight experi-
ment.
Table 4.2: Two UAVs and Single UAV in Scanning Mission.
Parameter Single UAV Two UAVs
Area (km2) 0.16 0.16
Mission Flight Time (min) 15: 57 10:05
Distance (km) 3.83 4.53
Number of Images 36 43
Distance between Lines(m) 50.64m 55.44
Footprints(m) 168.8x126.6 352.6x279.5
where they have been assigned to scan the same area of interested. Time and number of
UAVs have been discussed in the system model section in Chapter 6.
Figure 4.13: Example of two instances of EC2 executing scanning
mission before real flight experiment.
Tscan =
AreaO f Interest(km2)
(NumberO f UAVs) ∗ (SingleUAVscan(km2/min)) = min (4.1)
• Altitude =150m
• Speed =5m/s
• Area of Interest = 0.16km2
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4.3.10 MAVlink protocol over UDP and TCP
In order to evaluate the network performance, the author analyzed the network traffic and
packets per seconds in both UDP and TCP links over LTE and MAVlink protocol during
missions. MAVlink protocol supports UDP and TCP protocols connection to send telemetry
data and receive commands from the GCS. In this experiment, the signal power was between
-110 dBm and -79 dBm, and it was diversely changing. Author operated missions in the EC2
using MAVlink protocols through TCP and UDP. Then, software recorded the pockets traffic
between GCS and UAV (see Figure 4.14).
Figure 4.14: Graph of TCP and UDP PacketsTraffic per second after
the real flight experiments.
The experiments revealed that UDP and TCP have different characteristics. Therefore,
they performed quite differently during the missions. Theoretically, TCP has many advan-
tages over UDP protocols. For example, TCP guarantees the data transmission to be received
and manages the sequence of the data without duplication. However, TCP is a massive pro-
tocol and does not have a broadcasting feature like UDP. Nevertheless, UDP can work as a
broadcast protocol, and it is lighter than TCP. In the experiment, UDP used more packets
than TCP and that because TCP connection in MAVlink protocol used some UDP protocols
to transfer telemetry data to GCS. On the other hand, in UDP connection, MAVlink proto-
col used UDP only without any TCP. Therefore, UDP looks had more traffic than TCP in
MAVlink protocol.
4.3.11 Summary
This section shows how Multi-UAV system can contribute to multiple rescues tasks like
scanning and tracking autonomously and simultaneously using IoT as GCS. The footprints
of two UAVs are more than single UAV with less time, and that proved the usability of the
multi-UAV system over a single UAV system in scanning mission. In this system, UAV is
a server of the EC2, and EC2 is an interface of an operator. Using DynDNS or VPN gave
a secure connection between UAVs and the GCS in EC2 and solved the issue of unknown
IPs. The experiments revealed that MAVlink could not establish a TCP connection without
UDP protocol. The next step in this research is to keep improving communication by using
NTMobile technology, which is very practical in a heterogeneous network environment.
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4.4 Secure and continuous communication by NTMobile
This section proposes a secured UAV-assisted heterogeneous network environment. UAV is
controlled over the Internet to resolve a long-range communication barrier and to improve
remote sensing. In the new technology, a pilot can control UAV via an end device (ED)-
secured communication without any information about the network architectures, network
address translation (NAT) types, IP version, or switch access network. Network traversal
with mobility (NTMobile) offers a secured communication for UAV through a public net-
work infrastructure. Further, the UAV flight controller can install a GCS application on the
UAV board. An ED can be any smart device connected to the Internet, which allows the pilot
to send commands and receives data from UAV. Moreover, the pilot transmits communica-
tion through the remote desktop protocol (RDP) or secure shell (SSH) protocol. Experimen-
tally, an autopilot mission is written on the flight controller, and the UAV and ED can change
the network and IP. The results revealed the effectiveness of the application of NTMobile for
securely communicating with UAV over the Internet.
4.4.1 Backgrounds
In recent years, the UAV has been applied in many traditional mobile network systems such
as an ad-hoc network (FANET), satellite communication systems, and antenna design. The
UAV communication control system is divided into two [Luo, 2015b]. The first category
improves the UAVs function control communication system using new systems proposed
by [Kim, 2012], [Han, 2009],[Alshbatat, 2010] and [Jawhar, 2014]. The second focuses on new
communication design and new algorithms to meet the application requirements proposed
by [Lyu, 2016], [Fadlullah, 2016] ,[Lyu, 2016], [Fadlullah, 2016], and [Gu, 2000]. This study
follows the first category since the author used NTMobile system to enhance communication
in a heterogeneous network environment.
Daniel et al [Daniel, 2011] proposed the benefits of integrating UAV into public network
infrastructures for remote sensing and civilian security application. In the future, police
departments and homeland security may use UAVs for their daily assignments as they may
suffer from insufficient access to non-military frequencies. Thus, UAVs are indispensable for
the police departments and homeland security owing to the expensiveness of the traditional
communication equipment. Since Wireless Sensors Network (WSN) is adaptable to a variety
of harsh environments [GarciaHernandez, 2007], Daniel et al proposed UAV public network
communication systems to support wireless networks and to act as a node in an isolated
environment. Intermittent and outages are a common problem in WSN since ground users,
and WSN nodes require a reliable connection to transfer and receive data. These situations
can be permanent or temporary, depending on the status of the network [Taherkordi, 2006].
To overcome these problems, a study revealed that UAVs could act as a stationary node to
connect WSN nodes [De Freitas, 2010].
Application of UAV in the public network raises security and communication issues.
Hence, the Internet allows ED to communicate with UAV. Generally, UAV and ED exchange
IP addresses to communicate. As Internet Protocol version 4 (IPv4) becomes outdated, IPv6
overcomes this shortcoming to increase scalability and solve the service deficiencies of the
current IP version (i.e., IPv4). However, IPv4 and IPv6 cannot directly communicate with
each other [Levkowetz, 2003] and [Miyazaki, 2018].
4.4.2 Network handovers
Integrated wireless networks have two methods of handover: a horizontal handover mech-
anism for a switching network between the same type of network; a vertical handover that
represents switching between two different types of network (refer to Figure 4.16). In a mo-
bile network, movements of MTs from cell to cell in the same network causes an intermittent
connection. In the first mobile network generations, i.e., GPRS, CDMA, W-CDMA, and GSM,
handover mechanisms supported MTs’ mobility and provided on-going service for the MT
even from sector to another [Kassar, 2008]. In this study, the term MT represents UAV and
ED since both might be exposed to the handover process. The cellular network uses soft
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(connect-before-break) horizontal handover mechanisms to support on-going service. Mea-
suring the power of one, two or more base stations facilitates soft handover. Then, the radio
network controller (RNC) instructs the MT to update its active set and to connect the base
station and previous base station for the highest power signal and seamless communication,
respectively. The fourth generation of the cellular network (4G) and Long-Term Evolution
(LTE) are revolutionary handovers mechanisms that support a heterogeneous network en-
vironment with different wireless access [McNair, 2004]. The soft handover is skipped in
4G LTE architecture, and hard handover is performed to guarantee seamless communica-
tion between MT and base stations. LTE has an orthogonality modulation scheme and flat
architecture, not requiring central control, e.g., RNC or measurement report provides seam-
less communication. The cell-edge reception problem in the 3G network infrastructure is
non-existence in 4G LTE network infrastructure. Three types of handover in 4G LTE infras-
tructure are [Nikaein, 2011]:
1. Intra-LTE Handover: MT and cells are part of the same network..
2. Inter-LTE Handover: Handover occurs in other LTE base stations.
3. Inter-RAL Handover between different networks e.g., handover from LTE to WCDMA.
These handovers in 4G/LTE are according to the MT and base stations, inapplicable in
a vertical handover [Magagula, 2008] Thus, NTMobile technology is applicable for vertical
handover.
Many techniques can facilitate communication with UAVs (refer to Figure 4.15). For in-
stance, a pilot can use a satellite system to control UAV; however, this method is costly and
not practical for small-scale UAV. Radio control is the most common method to communicate
and control UAV. However, the distance is impractical for autonomous and long-range mis-
sions owing to a limited data transmission bandwidth. Many studies overcome these prob-
lems by integrating UAV into public network infrastructures, mobile network, and wireless
communication networks (refer to Figure 4.16). However, these solutions face many essen-
tial security concerns. UAV and GCS are treated as nodes in the network, exposing the entire
system to intermittency due to IP change and insecurity. This present study proposed a se-
cured communication method by integrating UAV into NTMobile technology. This method
enhances the applicability of UAV and enhances ED connection to the Internet in a hetero-
geneous network environment.
Satellite
Radio	Signal
Internet
UAV
Ground	Control	Station
Workstation	
Figure 4.15: Default methodologies for controlling UAVs through
the ground control stations in both manual and autonomous mis-
sions.
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Figure 4.16: Practical examples of horizontal and vertical handover
in a heterogeneous network environment.
4.4.3 NTMobile technology
NTMobile is a new protocol and IP mobility system designed to support IPv4 and IPv6 net-
works and to solve NAT traversal [Le, 2006]. NTMobile also provides a secure key distribu-
tion mechanism for NTMobile MTs. Thus, this technology can ensure secure communication
among MTs. A previous study revealed that IP mobility supports only IPv6 network in het-
erogeneous networks [Naito, 2012].
The author designed a system compatible with internet network architecture (refer to
Figure 4.17). The proposed system uses an open-source flight controller integrated into the
advanced RISC machines processor architecture unit. The UAV receives commands to exe-
cute an autonomous mission from the GCS workstation. Then, UAV replies about the flight
logs and sensors data of the GCS workstation. In the UAV mainframe, a single board com-
puter [Pi, 2015] is connected to the UAV flight controller through a serial port. Hence, a
single board computer can run NTMobile node application. A board computer has two
primary assignments: a gateway and an onboard GCS command center.
In the backend application gateway, a 4G/LTE Dongle is connected to a board computer
via USB port. The 4G/LTE Dongle offers Internet access from the mobile network to the
GCS software installed on the single board computer. This configuration allows the pilot to
access the flight controller through the remote desktop protocol (RDP) or secure shell (SSH)
internet protocol. A standard way of controlling UAV is to install the GCS software running
on a single board computer, not in the ED. However, ED does not require GCS software to
communicate with the UAV system. It only requires access to the GCS application on the
single board computer remotely.
In the data servers, NTMobile application manages the communication between UAV
and ED. First, authentication is executed between the ED and a single board computer. Then,
a secure tunnel is initialized directly to the UAV after created by the NTMobile [Naito, 2012].
This tunnel has encryption keys on both sides, i.e., ED and UAV. ED can be a mobile, a PC, or
a tablet with an operating system can connect the Internet and run SSH or Remote Desktop
(RDP) protocols. The pilot can manage, send a mission, display, and store data securely in
a created tunnel Fully Qualified Domain Name (FQDN) of UAV connected to the NTMobile
network.
Vertical handover causes intermittent connectivity when MT moves inside the heteroge-
neous network. Moreover, most of the applications rely on IP addresses to maintain commu-
nication between the two MTs. Nevertheless, when vertical handover occurs, IP addresses
of MTs change and causing intermittency. Consequently, a continuous communication of IP
mobility has been developed to maintain the connectivity even when the switch access net-
work occurs [Le, 2006]. In most of the conducted researches, IP mobility has been developed
to support IPv6 network since IPv6 supports mobility in heterogeneous networks [Naito,
2012]. However, in reality, most of the existing networks still run IPv4 network. UAV and
ground user need a system that can support both IPv4 and IPv6 networks like NTMobile
technology, which can support communication between IPv6 and IPv4 network. NTMobile
consists of three systems. Each system has an assignment to maintain secure communication
between two MTs in the heterogeneous network case scenario [Suzuki, 2019].
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Figure 4.17: UAV control and management systems based on Net-
work Traversal with Mobility NTMMobile system.
4.4.4 Cellular network for UAV
Using mobile cellular networks to control UAV offers extended distance coverage and se-
cure wireless communication, which can enhance the control and safety associated with the
usage of UAV in various missions. In a previous study [Lin, 2018b], the authors shared
some of their experiences with respect to the long-term evolution (LTE) cellular network to
control small low-altitude UAVs. Lin et al [Lin, 2018b] proposed that the existing fourth-
generation cellular networks can provide wide-area wireless connectivity to ensure the op-
eration and deployment of small UAVs for low-altitude missions. They also demonstrated
performance-enhancing solutions to optimize LTE connectivity to efficiently communicate
with small UAVs while maintaining the performance of ground mobile devices using the
base stations network. Aerial imagery can be performed by utilizing mounted UAV stream-
ing video through cellular network and single command and control center. The authors of
a previously conducted study [Qazi, 2015] demonstrated an architecture for closed-circuit
monitoring of sites comprising various indoor and outdoor vantage points using the fourth-
generation network cellular infrastructure in and around the buildings to build a closed-
circuit monitoring framework for streaming real-time video. Further, authors have also
investigated the effects on network performance in terms of data throughputs that can be
achievable in UAV-based building surveillance networks in a simulated environment. A
previously conducted study [Nguyen, 2017] considers the territory of the path loss based
on the height of the UAV, which is obtained from the actual measurements, and the cellu-
lar network design and configuration. The results indicate that interference when using the
cellular network to control UAV is the principal factor that restricts the cellular coverage of
UAVs in the downlink. The authors proposed an ideal interference cancellation scheme that
has the capacity to eliminate the dominant interferer shows less practical for UAVs than for
ground users. Regardless, macro network heterogeneity has excellent potential for UAV be-
cause it not only enhances the coverage but also improves the reliability of the connection to
the ground control station.
4.4.5 NTMobile devices and communication system
4.4.5.1 Simple definition of NTMobile devices
NTMobile must have access to Server Account Server (AS), Direction Coordinator (DC), and
Relay server (RS) to establish a secured communication between NTMobile nodes. MT is
End Terminal in NTMobile, and MT is UAV or ED. AS contains MTs account information
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with NTMobile accounts and settings. DC is the system responsible to assign virtual ad-
dresses when launching an MT and to guide both MTs to establish a communication path
when communication commences. RS is a relay server available when the MTs are unable to
communicate directly, e.g., a case of IPv4 and IPv6 communication, and NAT firewall.
4.4.5.2 Login process
TLS authentication is performed in the login process, and when the NTMobile framework is
launched for the first time, the following procedures are carried out in the AS: In the pass-
word authentication method (refer to Figure 4.18), the MT’s password is registered in the
AS. In the public key authentication, a key pair in MT that holds a public key certificate is
set. Similarly, MT authenticates the AS via TLS authentication. HTTPS encrypts communi-
cation, and MT sends account information (i.e., MT registered e-mail address and password)
to AS in Login request. Then, AS certifies MT account information. After that, AS generates
a common key "Kmtdc" to let MT and DC communicate with each other. Then, AS sends
the FQDN of the MT and generated key Kmtdc to the DC via key distribution. The commu-
nication between AS and DC is encrypted and MAC-authenticated. When communication
between the AS and DC is established for the first time, or when the common key date is
expired, TLS authentication is performed between the AS and DC to achieve mutual au-
thentication and share the common key "Kasdc" securely. After confirmation and receiving
the response (ACK) from DC, AS transmits MT’s FQDN and Kmtdc to MT. Thereby, the
common key Kmtdc is shared between the MT and DC, and mutual communication is es-
tablished.
Figure 4.18: Password authentication method.
4.4.5.3 Registration process
The registration process is executed during a new IP address assignment. When the NTMo-
bile framework starts, or when the network switches on, and a new IP address is obtained
behind NAT (see Figure 4.19), MT performs registration through DC. The packet at this time
is encrypted with Kmtdc and MAC-authenticated. MT transmits its FQDN and the real IP
address to DC in the Registration request. Then, DC generates a virtual address to avoid
duplications with the real IP address and transmits the generated virtual IP to the MT via
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Registration response. After that, MT keeps sending Keep-Alive every 20 seconds to main-
tain a connection between MT and DC.
Figure 4.19: Registration process.
4.4.5.4 Creating tunnel route (not via RS)
When the communication is established, an end-to-end tunnel path is generated from a DC
device. In NTMobile framework, the DNS mechanism looks for other MTs DC. However,
Figure 4.20 shows one DC case scenario. Communication is not established unless all the
MAC authentications are successful. MT 1 specifies the FQDN of MT 2 for communication.
MT 1 sends a Direction request to DC. After that, DC determines the best route and gen-
erates a temporary key "Ktmp" and an RS tunnel key "Ktun". These keys are generated to
communicate with RS. However, in Figure 6, the author considers no RS implementation,
and key Ktun is for the tunnel creation process. DC sends route direction to MT 2 and noti-
fies the Ktmp and Ktun. The process from Direction request to Route direction is performed
with one stroke. If this process does not finish successfully, re-transmission is performed
from Direction request process. In Figure 4.20, MT 2 is behind NAT. After sending an ACK
to DC, MT 2 generates a common key Kmtmt for end-to-end communication with MT 1. MT
2 encrypts Kmtmt with temporary key, i.e., Ktmp (expressed as "Ktmp (Kmtmt)"). Then, MT
2 sends Tunnel request to MT 1 and shares the Ktmp (Kmtmt). Tunnel request is encrypted
with Ktun, and Tunnel response is encrypted with Kmtmt. If MAC authentication succeeds
on the MT 2 side, Kmtmt is shared between MT 1 and MT 2.
4.4.5.5 Creating tunnel route (via RS)
RS can provide communication if MT 1 and MT 2 are unable to communicate directly. Figure
4.21 shows a case when direct communication is not established owing to different address
systems (IPv4 or IPv6) and owing to MT 1 and MT 2 behind various symmetric NAT. In this
situation, MT 1 and MT 2 create a tunnel route carried out by RS. It is assumed that DC and
RS are sharing a common key "Kdcrs". The sharing process is neglected because of the same
process in the AS and DC key sharing method. The communication between DC and RS
is encrypted and is MAC-authenticated through a shared key Kdcrs. MT 1 requests DC to
make a route by Direction request. Then, DC determines the route and generates temporary
Ktmp and Ktun for RS (the same process in Figure 4.20). This time, RS replies the ACK to
DC; then, the operation is carried out by RS. DC instructs RS to relay Tunnel request to MT
2 that comes from MT 1. The request is processed through Relay direction and ACK from
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Figure 4.20: Tunnel creation without RS.
DC and RS, respectively. At this point, RS only knows a common key Ktun. After that,
DC makes a route to MT 2 and informs MT 2 Ktmp and Ktun via Route direction from DC
and ACK to MT 2. The DC makes a route to MT 1 and informs Ktmp and Ktun Route di-
rection. At this time, the communication between MT and RS is encrypted with Ktun and
MAC-authenticated. The MT 1 generates an end key Kmtmt and encrypts it with Ktmp (i.e.,
Ktmp (Kmtmt)). MT 1 sends Ktmp (Kmtmt) to RS via Tunnel request, encrypted with Ktun.
Then, Hole Punch message is sent from MT2 to RS since MT 2 is behind NAT. RS uses MAC
authentication to encrypt packets with key Ktun and sends it to MT 2. Then, MT 2 decrypts
MAC authentication with Ktun. Decryption is also performed using Ktmp to get Kmtmt.
From this point, MT 1 and MT 2 know key Kmtmt, and MT 2 replies a Tunnel response to
RS. Tunnel response is encrypted with Kmtmt. RS relays Tunnel response to MT 1 as it is
without decryption. Next, MT1 confirms that the MAC response can share key Kmtmt in
Tunnel response. After that, all communications between MTs are encrypted with Kmtmt.
Even if the communication packet passes through RS, decryption is impossible since RS does
not have Ktmp to decrypt Kmtmt.
4.4.6 NTMobile setup and integration into UAV
4.4.6.1 NTMobile in UAV board
To run NTMobile application on the UAV board, the author must connect the flight con-
troller to the independent operation system since most of the current flight controllers in the
market have insufficient memory to run additional application or external program. Flight
controllers execute manual and autopilot tasks with some few basic commands such as run-
ning external sensors. Therefore, author integrated a single board computer with quad-core
cortex 1.2 GHz and one-gigabyte random access memory into the flight controller to run
NTMobile client application and to use the single board computer as a telecommunication
gateway and GCS host.
Figure 4.22 shows the electronic circuit diagram that connects the flight controller to the
single board computer. The flight controller supports two serial ports (i.e., serial one and
serial two). These serial ports support autopilot protocols, and the serial port number two
communicates with the flight controller through a single board computer. Then, serial two
as a default serial input on 921600 baud has been set. After that, the author configured the
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Figure 4.21: Tunnel creation via RS.
single board computer by installing the required packages of the autopilot commands, NT-
Mobile framework, and adapter files. The power module provides a 5-volt power source and
ground inputs on the UAV module. Moreover, the author used Radio link, Radio telemetry,
GPS, and Camera in the UAV (refer to Figure 4.23).
4.4.6.2 NTMobile servers and nodes
NTMobile application is installed on three separate virtual machines. Table 1 shows the
virtual machine specifications for AS, DC, and RS installation. All use the "attached to a
bridged adapter". In the bridged network mode, the guest system receives direct access to
the network where the host system is connected to the network. After installing Linux op-
eration on the virtual machines, the authors installed the NTMobile network on the servers.
Then, the authors checked whether the AS, DC, and RS could access each other in the NT-
Mobile network by pinging each other’s’ FQDN. The authors created two accounts for UAV
and ED in AS. Each account has an e-mail address and password; then, FQDN is generated
and displayed automatically on the console. The UAV account information is demonstrated
in Listing 4.1; the ED account information is presented in Listing 4.2. After running the NT-
Mobile client application on the ED and UAV, the logs of the login process are shown in AS.
Listing 4.3 and 4.4 illustrated "LOGIN RESPONSE MESSAGE" for UAV and ED after login
and registration processes.
1 as_fqdn= "as.ntm.jp" <-- AS server FQDN
2 mail_address = "uav@ntm.com" <-- UAV account
3 password = "password" <-- UAV Password
Listing 4.1: UAV account information.
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Figure 4.22: Electronic circuit diagram of flight controller and single
board computer.
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Figure 4.23: The developed prototype UAV that used in the experi-
ments.
Table 4.3: Direct Coordinator (DC), Access Server (AS) and Relay
Server (RS) Server Virtual Machine Specifications.
Host Machine Setting Value and Specification
Operating system Linux Ubuntu 14.04 LTS
Motherboard based memory 2048 MB
Emulated host chipest PIIX3
Video memory 16 MB
Storage SSD 10 GB
Processor 2 CPUs
Network adapter NAT bridged adapter
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1 as_fqdn= "as.ntm.jp" <-- AS server FQDN
2 mail_address = "gcs@ntm.com" <-- GCS account
3 password = "password" <-- GCS Password
Listing 4.2: GCS account information
1 <LOGIN RESPONSE MESSAGE >:
2 [thread=b65ffb40] DC IPv4: xxx.xxx.xxx.xxx <-- DC server IP in the private
network
3 [thread=b65ffb40] Node FQDN Length: 13
4 [thread=b65ffb40] Node FQDN: uav.dc.ntm.jp <-- UAV FQDN
5 [thread=b65ffb40] Key Type: 1 <-- Key Type
6 [thread=b65ffb40] Key Len: 16 <-- Key Length
7 [thread=b65ffb40] Key Expire Date: 2019/3/12
8 [thread=b65ffb40] Key: 34 AA0347142DE9119694ABABC0637339
Listing 4.3: UAV login process in AS server.
1 <LOGIN RESPONSE MESSAGE >
2 DC IPv4: xxx.xxx.xxx.xxx <-- DC server IP in the private network
3 [thread=b5bffb40] Node FQDN Length: 13
4 [thread=b5bffb40] Node FQDN: gcs.dc.ntm.jp <-- GCS FQDN
5 [thread=b5bffb40] Key Type: 1 <-- Key Type
6 [thread=b5bffb40] Key Len: 16 <-- Key Length
7 [thread=b5bffb40] Key Expire Date: 2019/3/12
8 [thread=b5bffb40] Key: 4E5D90EB152DE911BD6FABABC0637339
Listing 4.4: GCS login process in AS server.
After the authentication, the authors pinged UAV FQDN from ED and ED FQDN from
UAV to verify the communication (refer to Listing 4.5). In this experiment, DC assigned two
virtual IPs: 198.19.7.74 for UAV and 198.19.188.174 for ED.
1 $ ping uav.dc.ntm.jp
2 PING uav.dc.ntm.jp (198.19.7.74) 56(84) bytes of data.
3 64 bytes from 198.19.7.74: icmp_seq =1 ttl =64 time =5.07 ms
4 64 bytes from 198.19.7.74: icmp_seq =2 ttl =64 time =3.31 ms
5 64 bytes from 198.19.7.74: icmp_seq =3 ttl =64 time =6.46 ms
6 64 bytes from 198.19.7.74: icmp_seq =4 ttl =64 time =6.57 ms
7 64 bytes from 198.19.7.74: icmp_seq =5 ttl =64 time =9.81 ms
8 64 bytes from 198.19.7.74: icmp_seq =6 ttl =64 time =7.96 ms
9
10 $ ping gcs.dc.ntm.jp
11 PING gcs.dc.ntm.jp (198.19.188.174) 56(84) bytes of data.
12 64 bytes from 198.19.188.174: icmp_seq =1 ttl =64 time =4.15 ms
13 64 bytes from 198.19.188.174: icmp_seq =2 ttl =64 time =17.4 ms
14 64 bytes from 198.19.188.174: icmp_seq =3 ttl =64 time =8.92 ms
15 64 bytes from 198.19.188.174: icmp_seq =4 ttl =64 time =6.41 ms
16 64 bytes from 198.19.188.174: icmp_seq =5 ttl =64 time =8.72 ms
17 64 bytes from 198.19.188.174: icmp_seq =6 ttl =64 time =6.83 ms
Listing 4.5: Pinging UAV FQDN and GCS FQDN.
The authors can access the UAV single board computer using SSH or RDP protocols. By
default, "$ ssh pi@UAV IP address" from ED can access the UAV computer. When UAV IP
changed, the communication is disconnected, and ED should know the new IP address to
establish communication with UAV. However, in NTMobile network system, "FQDN" can
be used instead of IP addresses. Thus, ED and UAV are not required to display each other
IPs when exchanging IPs. Accessing the UAV computer can be processed via FQDN. This is
permanent even if the IP is changed due to vertical handover as explained in section 4.4.2.
To access the UAV computer, the authors must input the following in the ED shell: "$ ssh
pi@uav.dc.ntm.jp" as illustrated in Listing 4.6. Then, the authors can run the GCS autopilot
software in the single board computer to send commands to the flight controller (refer to
Listing 4.7).
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1 user:~ $ ssh pi@uav.dc.ntm.jp
2
3 Warning: Permanently added the ECDSA host key for IP address '198.19.7.74 ' to
the list of known hosts.
4 pi@uav.dc.ntm.jp's password: ******
5
6 Linux raspberrypi 4.14.79 -v7+ #1159 SMP Sun Nov 4 17:50:20 GMT 2018 armv7l
7
8 The programs included with the Debian GNU/Linux system are free software;
9 the exact distribution terms for each program are described in the
10 individual files in /usr/share/doc/*/ copyright.
11 Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY , to the extent permitted by
applicable law.
12
13 pi@raspberrypi :~ $
Listing 4.6: Access to UAV single board computer by using FQDN and
SSH protocol.
1 pi@raspberrypi :~ $ mavproxy.py --master =/dev/serial0 --baudrate 57600 --
aircraft MyCopter
2
3 Connect /dev/serial0 source_system =255
4 no script MyCopter/mavinit.scr
5
6 Log Directory: MyCopter/logs /2018 -11 -22/ flight32
7
8 Telemetry log: MyCopter/logs /2018 -11 -22/ flight32/flight.tlog
9
10 Waiting for heartbeat from /dev/serial0
11
12 MAV > Qonline system 1
13 STABILIZE > Mode STABILIZE
Listing 4.7: Run autopilot software in the single board computer.
4.4.7 Experiments and evaluation
In this experiment, UAV and ED are connected to the NTMobile servers to capture the packet
flows. The SSH protocol has been used to send commands to the GCS software on the UAV
computer. In the assigned mission, UAV and ED are communicating with each other. Then,
author exposed UAV and ED to vertical handover (changing the IP by switch network).
When UAV and ED has been enforced to switch network, a new IP is assigned. In this ex-
periment, UAV is assigned to a map and a crop field according to the waypoints in Table 4.4.
Figure 4.24 shows the experimental filed where real flight flight experiments have been exe-
cuted, and Figure 4.25 demonstrates a simple mapping mission of network switching points
that have designed, forcing the UAV and ED to change their IP (see to Table 4.5). Listing
4.8 shows the autopilot code uploaded onto the UAV computer via NTMobile. "Flying to a
point simple goto" function is used to write a fully autonomous flight mission. Network ac-
cess switch moves between 3G/LTE and Wi-Fi connectivity. A network packet analyzer has
been used to capture network packets between UAV and ED. Figure 4.28 shows the pack-
ets flow between UAV and ED during the mission. The red areas in the graph pinpoint the
lost connection status when the vertical handover occurs or when the IP changes. However,
blue areas show the continuous connection status between UAV and ED. Network packet
analyzer shows the packets per second in Y-axis and time in second X-axis. Figure 4.26
demonstrates the flight logs during the mission. The flight logs of the mapping mission are
received through NTMobile (refer to Figure 4.27).
1 print "Basic pre -arm checks"
2 vehicle.mode = VehicleMode("GUIDED")
3 vehicle.armed = True
4 while not vehicle.armed:
5 print " Waiting for arming ..."
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6 time.sleep (1)
7 print "Taking off!"
8 vehicle.simple_takeoff (4)
9 while True:
10 print " Altitude: ", vehicle.location.global_relative_frame.alt
11 if vehicle.location.global_relative_frame.alt >= aTargetAltitude *0.95:
12 print "Reached target altitude"
13 break
14 time.sleep (1)
15 arm_and_takeoff (10)
16 set Home location: LocationGlobal:lat =35.96046600 , lon= 139.66927500 ,alt=4
17 vehicle.airspeed =5
18 point1 = LocationGlobalRelative (35.96067360 , 139.66948010 , 30)
19 vehicle.simple_goto(point1)
20 #All way points in table 4.4
21 print "Returning to Launch"
22 vehicle.mode = VehicleMode("RTL")
Listing 4.8: Autopilot code for mapping mission.
4.4.8 Results
Figure 4.28 illustrates the packet flow in the NTMobile servers. The experiments show that
ED can access to UAV efficiently by using FQDN NTMobile instead of a real IP address. The
experiments of the vertical handovers were executed in a real flight experiment. Three points
in the field are assigned to switch network for UAV and also for ED. According to the results,
NTMobile guaranteed mobility and continuous communication between UAV and ED in a
heterogeneous network environment. Also, it confirmed the integration of NTMobile into
the UAV system is an approach to maintain UAV and ED mobility in a critical situation,
namely in post-disaster. Figure 4.29 shows the all packets between UAV and ED. Loss TCP
packets are also illustrated in Figure 4.30. Finally, a throughput graph of TCP in port 22 of
the SSH protocol is presented in Figure 4.31.
4.4.9 Summary
This study integrated the UAV communication system into the NTMobile technology to en-
sure secure communication and to support UAV in a heterogeneous network. The novelty
of this study is the introduction of continuous connectivity into the UAV communication
system even during the occurrence of vertical handover. Three systems are set up (i.e., AS,
DC, and RS). AS, DC, and RS offer consistent communication between two nodes in the net-
work even if one of the MTs is exposed to vertical handover. Each node has the FQDN and
an account in AS. FQDN communicates with the nodes without using the real IP addresses
of the nodes. A key sharing mechanism between the nodes and TLS protocol encrypts the
keys and all the communication packets in the NTMobile. The author used a single board
computer, connected to the UAV flight controller, to run the NTMobile client application and
manage the autopilot mission. A simple flight experiment is executed to map a crop field (re-
fer to Figure 4.24). During the mission, UAV and ED are exposed to vertical handover at the
selected waypoints. The experiment revealed that ED can easily access UAV using FQDN
instead of a UAV real IP address. The author used the SSH protocol to access the UAV single
board computer and to send commands. Pinging FQDNs captures the packet flow between
UAV and ED during the mission. The packet flow graph shows a reconnection of ED with
UAV quickly without the UAV real IP address. A loss of communication is due to a network
switch, and obtaining a different IPv in a heterogeneous network system is critical for UAV
during the mission. Thus, the integration of NTMobile into the UAV system is an approach
to maintain UAV and ED mobility in a heterogeneous network environment.
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Table 4.4: Mission waypoints.
Waypoint Delay Latitude Longitude Altitude (m)
Home 20 35◦ 57’ 37.6776” N 139◦ 40’ 9.39” E 4
3 16 35◦ 57’ 38.4264” N 139◦ 40’ 10.128” E 30
5 16 35◦ 57’ 34.1856” N 139◦ 40’ 12.63” E 30
7 16 35◦ 57’ 34.4196” N 139◦ 40’ 13.098” E 30
9 16 35◦ 57’ 38.6424” N 139◦ 40’ 10.6068” E 30
11 16 35◦ 57’ 38.8584” N 139◦ 40’ 11.0892” E 30
13 16 35◦ 57’ 34.6536” N 139◦ 40’ 13.5696” E 30
15 16 35◦ 57’ 34.8876” N 139◦ 40’ 14.0376” E 30
17 16 35◦ 57’ 39.0744” N 139◦ 40’ 11.568” E 30
19 16 35◦ 57’ 39.2904” N 139◦ 40’ 12.0468” E 30
21 16 35◦ 57’ 35.118” N 139◦ 40’ 14.5056” E 30
23 16 35◦ 57’ 35.352” N 139◦ 40’ 14.9772” E 30
25 16 35◦ 57’ 39.5064” N 139◦ 40’ 12.5256” E 30
27 16 35◦ 57’ 39.7224” N 139◦ 40’ 13.0044” E 30
29 16 35◦ 57’ 35.586” N 139◦ 40’ 15.4452” E 30
31 16 35◦ 57’ 35.82” N 139◦ 40’ 15.9168” E 30
33 16 35◦ 57’ 39.9384” N 139◦ 40’ 13.4868” E 30
35 16 35◦ 57’ 40.1544” N 139◦ 40’ 13.9656” E 30
37 16 35◦ 57’ 36.054” N 139◦ 40’ 16.3848” E 30
39 16 35◦ 57’ 36.288” N 139◦ 40’ 16.8528” E 30
41 16 35◦ 57’ 40.3704” N 139◦ 40’ 14.4444” E 30
43 16 35◦ 57’ 40.5864” N 139◦ 40’ 14.9232” E 30
45 16 35◦ 57’ 36.522” N 139◦ 40’ 17.3244” E 30
Table 4.5: Switching points in the experiment.
point Latitude Longitude Status
1 35◦ 57’ 38.8584” N 139◦ 40’ 11.0892” E UAV switched network
2 35◦ 57’ 35.352” N 139◦ 40’ 14.9772” E UAV switched network back
3 35◦ 57’ 36.3168” N 139◦ 40’ 15.6” E ED IP changed
4 35◦ 57’ 38.5848” N 139◦ 40’ 14.286” E ED IP changed
5 35◦ 57’ 39.9384” N 139◦ 40’ 13.4868” E ED IP changed
6 35◦ 57’ 38.1852” N 139◦ 40’ 15.1572” E UAV switched network
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Figure 4.24: Experimental area.
Figure 4.25: Mission design and switching points before real flight
experiment.
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Figure 4.26: Real-time monitoring while executing mapping mis-
sion in real flight experiment.
Figure 4.27: Flight logs after completing the real flight experiment.
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Figure 4.29: All packets between UAV and ED during the mission.
Figure 4.30: tcp errors packets between UAV and ED during the
mission.
Figure 4.31: Throughput graph of TCP at port 22 of SSH protocol:
Encrypted packet in specific period of time.
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5.1 Performance evaluations
The performance evaluation of scanning and mapping missions are missing in many pre-
vious works (refer to Table 5.1). In the related studies of implementing UAV in mapping
and scanning missions in disaster cycle life, UAV model was selected randomly and without
proper evaluation and reasonable argument. For instance, authors in work [Bendea, 2008]
used Helicopter and quadcopter types in the scanning mission. And authors in the works
of [Ezequiel, 2014], [Neto, 2012] and [Ezequiel, 2014] used only fixed-wings. In work of
[Maza, 2011] a helicopter framework only used. Therefore in this chapter, the author verifies
the performance of the different UAV models in the post-disaster life cycle. Simulators can
provide flight profiles of various frameworks of UAV. However, there are shortages in the
existing simulators:
• Hardware-in-the-loop: Most of the studies used the software in the loop (SITL) sim-
ulator to verify the flight experiment in the scenario that the study covers. Although
the hardware in the loop (HITL) simulator provides more realistic results compared
to software in the loop simulator, HITL was rarely used in the simulated flight experi-
ments.
• Multi-UAV: Almost all existing HITL simulator supports one type of UAV at the time.
The feature of employing multiple UAV executing different assignments in the simu-
lator is not available. Also, flight tuning has not been verified through simulators in a
scenario of post-disaster study before.
Table 5.1: UAV performance evaluation in HITL simulator
Problem Details of the issue Proposed Solution
Deployment of UAV
frameworks.
Unclear usage of UAV frame-
works in post-disaster in re-
lated studies.
evaluation of UAV frame-
works in scanning mission
based on market products.
Simulators. Most of the presented work ex-
ecuted flight mission of UAV
in software in the loop sim-
ulator rather than hardware
in the loop simulator since
HITL doesn’t support multi-
UAV feature
Developing a Hardware in
the loop simulator to support
multi-UAV systems.
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5.2 Introduction of scanning mission
This chapter proposes an evaluation of UAVs performance in the mapping of disaster-struck
areas. The disaster area was mapped using multi-heterogeneous UAV. Normal mapping and
searching missions are challenging as human resources are limited, and rescue teams are
always needed to participate in disaster response mission. Mapping data and UAV perfor-
mance evaluation will help rescuers to access and commence rescue operations in disaster-
affected areas more effectively. Herein, flight plan designs are based on the information
recorded after the disaster and on the mapping capabilities of the UAVs. The numerical
and statistical results of the mapping missions were validated by executing the missions on
real-time flight experiments in a simulator and analyzing the flight logs of the UAVs. After
considering many factors and elements that affect the outcomes of the mapping mission,
the author provides a significant amount of useful data relevant to real UAV modules in the
market. All flight plans were verified both manually and in a hardware-in-the-loop simu-
lator developed by the author. Most of the existing simulators support only a single UAV
feature and have limited functionalities such as the ability to run different models on mul-
tiple UAVs (refer to Table 5.1). The simulator demonstrated the mapping and fine-tuned
flight plans on an imported map of the disaster. As revealed in the experiments, the pre-
sented results and performance evaluations can effectively distribute different UAV models
in post-disaster mapping missions.
5.2.1 Overview and background
The deployment of multi-UAV systems in disaster response missions is a relatively innova-
tive solution faced with many practical challenges, such as the effectiveness and stability of
the operations during the mission, the network and communication system, the flight plan
design, energy requirements, and mission management [Gupta, 2016]. When integrating a
multi-UAV system into a post-disaster application, the area of interest must be entirely cov-
ered. Coverage problems in static wireless sensor networks and the coverage enhancement
of mobile nodes have been well researched in several studies [Fan, 2010], [Mulligan, 2010],
[Vecchio, 2015] [Liu, 2005]. Communication and networking (particularly the communica-
tion barriers) in UAV systems are discussed in depth in the next subsection. When planning
the flight path of a UAV system with new modules, the designer must consider the high
mobility and flight time while minding the limited battery life [Chen, 2014] The authors of
[Chen, 2014] proposed two methods for tackling the dynamic coverage problem of multi-
UAVs: dividing the area into subareas and planning the flight path of each UAV serving a
designated sub-area in a two-dimensional scenario. Occlusion-awareness of a multi-UAV
system has been addressed in [Jakob, 2010]. However, the system in [Jakob, 2010] covers a
specific area, and the waypoints are covered several times without considering the cover-
age quality. In another study, a flight plan for two-dimensional mapping was designed by a
genetic algorithm [Fu, 2012]. This planning considers undiscovered obstacle environments
and solves the optimization problem using stochastic methods. Energy consumption and
the effectiveness of path planning have also been researched. The algorithm in [Di Franco,
2015] minimizes the energy consumption of multi-UAV deployed in missions. This algo-
rithm considers the velocity and acceleration parameters of the mission and plans the path
that best minimizes the energy consumption without affecting the missions’ outcomes.
In autonomous missions, a UAV mainly uses its GPS and compasses to navigate the given
waypoints. Real-time kinematic (RTK) GPS receivers can enhance the precision of GPS sys-
tems from meters (in conventional GPS) to centimeters. Other sensors that detect optical
flow, ultrasonic, and distance (LIDARs) ensure a stable flight experience. In a related re-
search project, Razi et al. [Razi, 2018] employed a UAV in a 3D photogrammetry technique
that validates the methodology of monitoring an area. After mapping the land deforma-
tion and conducting a terrestrial survey, they reported more precise monitoring results by
3D photogrammetry than by Advanced Land Observation Satellite Phased Array L-band
Synthetic Aperture Radar (ALSO PALSAR) [Razi, 2018]. Another study confirmed the excel-
lent performance of UAVs in disaster recovery networks, regardless of whether the disaster
is natural or man-made [Hayajneh, 2018]. In that study, the multiple UAVs distributed in
the disaster area acted as a relay between the surviving mobile-base stations. In [Hayajneh,
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2018] a stochastic geometric framework based on clustered deployment of drone small cells
around the site of a destroyed base station is considered. The UAVs significantly enhanced
the quality of information delivered to the ground users and the surviving base stations in
post-disaster and other unforeseen events. UAVs are suitable not only for mapping and sur-
veying missions, but also for tracking humans after a disaster [Aljehani, 2016d] [Aljehani,
2019b]. In [Aljehani, 2019b], a group of UAVs semi-autonomously traced the paths of hu-
man refugees and generated escape routes based on their movements, while other groups
of UAVs surveyed the area. Human planners then examined these routes along with aerial
image data, and created a safe map. That safe map consists of new routes based on evalu-
ation from aerial images. These images and highlighted routes can be uploaded to a social
network service for easy access by endangered residents.
5.2.2 Post-Disaster Simulation
This subsection addresses the importance of simulations in disaster applications. A simu-
lator helps to verify the system models in the post-disaster scenario. The authors of [Tuna,
2012] deployed UAVs as a wireless sensor network in a post-disaster situation. Simulations
are useful not only in communication scenarios but also for navigation and performance
evaluations of disaster applications. For instance, the authors of [Snchez Garca, 2016] evalu-
ated the efficiency and navigation performance of UAVs in a robotic simulator. By running
artificial intelligence algorithms in the same simulator, they also established the UAV control
settings that maximize the communication service coverage in a disaster scenario. Christy et
al. [Christy, 2017] presented UAVs as a flying mobile-base tower station for device-to-device
finding in a disaster area. In simulations, they verified that the flight plans were enhanced
and that the coverage of the impacted area exceeded 80% with relatively low power con-
sumption. As demonstrated in these examples, simulations are widely used in UAV-based
post-disaster response, mapping, and communication. However, finding a suitable UAV
(i.e., multi-UAV application, customized camera, and UAV parameters) for specific usage in
disaster applications is a challenging task. Moreover, most of the existing simulators have
limited functionalities for mapping-mission support. Therefore, the simulator was devel-
oped to verify the evaluation results of the UAV performance in the present study.
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Figure 5.1: Block diagram showing the overall system-level design
of the UAVs, HTL simulator and ground control station.
5.2.3 Problem Statement and work contribution
Although many researches and studies have tested the practicality of deploying UAV sys-
tems in post-disaster response missions, flight planning considering capabilities of UAV’s
parameters needs further evaluation. Essential challenges of UAV’s parameters need to dis-
cuss the efficiency of the flight performance and the number of UAV based on a scenario of
the disaster area (outlined in Chapter 6). UAV’s coverage capabilities must be analyzed sta-
tistically before implementation in the mission, and the limit performance must be revealed
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Figure 5.2: Schematic of a user and ground control station use case.
to map the area effectively. Such system models and performance evaluations are missing
and have not been systematically presented for heterogeneous UAV system. In an efficient
flight plan, the UAVs should navigate only the critical areas, particularly in areas with a
complex geometry accommodating various population distributions and natural areas. This
study presents a system model and performance evaluations of two different types of UAVs
on the market [Aljehani, 2019a]. Effective post-disaster flight plans have been implied con-
sidering communication range, GCS location, and disaster area data (refer to Chapter 4 and
Chapter 6). Because pre-processing stages and simulators can help in verifying the system
models, the author evaluated the system model in a self-developed simulator operated in
three–dimensional (3D) model with different flight heights. Furthermore, numerical and
statistical expressions were generated by implementing and fine-tuning the UAV parame-
ters and selecting the camera specifications for mapping an area of interest, which is state of
the art in this work. These parameters and specifications are based on real products on the
market.
5.2.4 Requirements
Before designing a system model, the system requirements must be determined in a pre-
conditioning process [Nuseibeh, 2000]. This section outlines the system objectives from a
development point of view, with reference to previous UAV implementations in disaster
response planning. The purposes of the present study are listed below:
• Developing a cooperative multi-UAV system for post-disaster mapping missions.
• Selection different UAV models.
• Fine-tuning to minimize the flying time.
• Evaluating the UAV performance in the simulator.
5.2.5 Hardware in the loop simulators
Many hardware in the loop (HITL) simulators are available for testing UAV performances.
However, most of these simulators do not provide multi-UAV options, and almost every
simulator only tests the performance of a specific UAV model, which is impractical for eval-
uating different UAV models. To overcome this difficulty, the authors of [Meier, 2013] de-
veloped a HITL simulator based on a standard protocol (i.e., the MAVlink protocol). This
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simulator can simultaneously run UAV in the GCS workstation. Moreover, the default map
can be updated by importing photographs, highlighted items, and map information into the
simulator. The authors imported new map parameters from a geographic information sys-
tem (GIS) like authors in their work [Nagata, 2012], which provides frameworks of gathering
and analyzing geography data. The simulator was developed in the C# programming lan-
guage. Before demonstrating the multi-UAV system design in the HITL simulator, the UAV
control and GCS must be systematically defined. Figure 5.1 is a block definition diagram
of the overall system design. The GCS application (GCSApp) transmits the commands and
receives feedbacks from the UAVs and workstation (which can be a processing unit such as
a computer or mobile device). The mission plan comprises flight strips, height, footprints,
and the vehicle velocity. The controller on the UAV board is connected to multiple sensors
inside the HITL simulator. The sensor data and disaster environment have been simulated
in HITL, providing UAV feedback on a given map rather than sensor data in real flight ex-
periments. After designing the missions, the waypoints are uploaded and sent to the UAV
controller through the network. The mission planning begins with the mission design and
terminates after syncing the flight plans to the flight controller. The GCS stores the UAV
flight data logs in the workstation and the flight controller storage unit. These are sensor
data provided by the HITL simulator (or by sensors in real flight experiment). The user
(usually called the ground user) refers to the person or the pilot who controls the UAV and
designs the mission plans. The ground user has four primary assignments: flight plan de-
sign, sending commands, managing the communications, and network and monitoring (see
Figure 5.2).
5.2.6 GCS application
The main tasks of the GCS are controlling the UAVs and running the Ground Control Station
Application (GCSApp) to design the flight plans. The GCSApp tool communicates with the
UAV via a human–machine interface. Through the GCS unit, the ground user can control the
UAVs, assign missions, and receive the telemetry data of the UAVs. The GCS unit performs
multiple tasks as listed below:
• Managing the communications between the UAVs and GCSApp.
• Interfacing the control tools and sensors of the UAVs.
• Setting up the UAV parameters.
• Designing the UAV flight plan and manages missions.
• Sending commands and receiving information from a UAV.
• Monitoring the UAVs in real time.
• Analyzing and storing the videos and photographs which captured from the UAV.
• Processing the received data and analysis.
• Simulating the mission and presents its results before execution.
• Recording the flight logs of the mission and stores them in the workstation.
The UAVs can be represented in 3D-dynamic robot simulators connected to one GCS. The
simulator generates sensor data based on the UAV model parameters. To start the simula-
tion, the simulator must be simultaneously connected to the control unit and GCSApp. The
three dynamic–robot simulators generate the sensor data in real-time. Various algorithms,
flight tests, and training of UAV systems can be implemented in the robot simulators in real-
istic scenarios. The simulators are connected to the GCSApp through serial ports. Although
the simulator executes the mission on the controller unit, the feedbacks are simulated on the
GCS or an external system with the same protocol as the flight controller. After executing the
mission and receiving the simulated flight logs, the controller reports these data as telemetry
data to the GCSApp, and displays the flight logs of the mission in real-time.
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Figure 5.3: Model-Based Design (MBD).
5.2.7 The difference between Hardware in the loop HITL and Software
in the loop (SITL)
As a system-level testing technique, the HITL simulator is applicable to realistic electronic
components and embedded systems [Ledin, 1999] (See figure 5.3 Same Figure in Chapter
presented in 3). HITL simulation is one stage of model–based design; specifically, it validates
the system requirements and tests the system design. Hardware-in-the-Loop is a simulation
model in which "UAV flight controller runs commands" The approach of using HITL is to
test the actual flight plans design on the real hardware not in the inside the application only
as Software in the loop system (SITL).
On the other hand, SITL operates on the work station only without requiring a flight con-
troller processor or its master protocol. In the simulated environment, SITL uses firmware
generated explicitly for that environment. The significant difference between SITL and HITL
is that SITL provides a typical behavior of the flight profile in the simulator environment.
However, HITL provides the real behaviors of the flight profile if it runs on that particular
flight control since HITL simulator executes the command inside the flight controller units.
HITL, in this case, is better to use than SITL since it examines the real hardware performance
and provides a more realistic flight experience of the designed flight plan. Figure 5.4 illus-
trates the HITL simulator for the flight controller. Figure 5.5 shows the SITL simulator setup
to test the flight design inside the workstation and without the flight controller. The simu-
lator in both figures is responsible for providing the sensors data that should read from the
flight controller. In HITL, the sensor data are simulated inside the workstation, and the flight
profile is generated from the flight controller itself. For example, if the GCS sends a takeoff
command for 100m, the UAV receives that command and send it to the simulator instead of
sending real PWM singles to motors. After that, the simulator provides the simulated data
of the flight and send back to the UAV controller. Later, UAV records the flight logs and send
them back to the GCS application. The master protocol refers to the flight protocol that can
be utilized to send flight commands and receive data from the flight controller (same master
protocol that has been used in Chapter 4).
In essence, HITL runs the flight plans on the hardware (i.e., flight controller) using
standard firmware of the UAV model. However, SITL executes the standard system code
on the workstation with fake environmental data where the system runs normally.
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5.2.8 The problem of existing HITL simulator
All the existing HITL simulators do not support multi-UAV system. In case of testing a flight
plan on the flight controller, the GCS application and the simulator only capable of control-
ling one flight controller at the time. This obstacle must be overcome since multi-UAV for
scanning missions for the large city is very important. Most of the previous studies used
SITL instead of HITL. Some studies used HITL simulator for multi-UAV missions. How-
ever, the mission was solely executed. Then, in the final stage, they collected the flight logs
of the scanning mission and uploaded in a single map. In this work, the author developed
a HITL that can run multiple flight controller in one time. In the next Section, it detailed the
developed HITL setup to test multi-UAV system. Figure 5.6 shows the target after develop-
ing a multi-UAV system in HITL.
USB hop
GCS
Figure 5.6: The target of the developed system.
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5.2.9 The developed Hardware in the loop (HITL)
For developing the system shown in Figure 5.6, a three dynamic robot simulator in the main
simulator and workstation are utilized. That gives the ability to connect multiple instances at
the same time. Each instance is going to be simulated in embedded dynamic simulator inside
the main simulator. In Figure 5.7, multiple instances are connected to USB hop, and in the
backend, USB hop is connected to the workstation. Inside the workstation, a three dynamic
simulator is going to represent each connected flight controller as a node in the GCS. Each
instance has been connected to the GCS application in different UDP port. Figure 5.8 also
shows the setup of the flight controllers when they connected directly to the three dynamic
simulators in the beginning. However, these cause an overload on the GCS application.
Therefore, author used the multi-GCS setup that the author presents in Chapter 4. The multi-
GCS will not be discussed in this chapter or demonstrated since it is the same setup of swarm
cloud but installed in local workstation visual servers instead.
The HITL simulator runs commands into a gateway connected to the vehicle controller
in real-time and displays the outputs. The technique can be used in systems of various com-
plexity, from simple to very complicated. As HITL runs its commands on real hardware, it
can evaluate a proposed system that cannot be tested easily, and verify the system outputs
in realistic scenarios. When the vehicle flight controller connected to the GCSApp is pro-
vided with a vehicle simulator of the selected vehicle type, it is ready to receive commands
from the GCSApp and execute commands. After that, the HITL simulates the flight logs and
sends its data to the controller. The simulator and GCSApp must be connected to the same
network. The vehicle simulator provides the necessary feedbacks and displays them in the
GCS interface. The more accurate the data from the simulator, the better are the validation
results of the system.
In this study, all feedbacks were transmitted through the UDP protocol. However, the
output data can also be configured to pass through the TCP protocol. The flight plan is
transmitted to the vehicle controller through the network and GCS. The plan contains a se-
ries of waypoints and mission parameters such as velocity, altitude, acceleration, and control
mode. In all missions, the control mode was set to autopilot mode. The UAV model must
be known before sending the flight design to the vehicle controller. In this system, the GCS
autonomously recognizes the UAV type at the instant of connecting the vehicle controller to
the vehicle simulator. In real flight experiments, the GCS recognizes the UAV type from the
vehicle controller, which has been configured to the UAV type before connection.
5.2.9.1 Main benefits of using the developed HITL over the existing HITL
The developed HITL helps the author to get results of the flight experiments in a short time
compared to the normal HITL, which it has been demonstrated in Figure 5.4. Later in this
chapter, the results of executing 880 missions could take a week or more. However, by using
the developed HITL simulator Author managed to finished all the flight experiment in two
days work or less (depending on how many flight controllers are connected and workstation
performance) since the developed HITL simulator able to execute multiple missions at the
same time and bypass initial setups (e.g., connected to the vehicle flight controller, runs the
master protocol, re-designing each plan individually, upload the flight plans each time).
Table 5.2 shows the differences between existing HITL and developed HITL.
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Table 5.2: The differences between existing HITL and developed
HITL.
Feature Normal HITL Developed HITL
The number of in-
stance.
one at the time. multiple flight controllers at
the same time.
UAV framework oper-
ation.
Each time the HITL must be
reset to run the specific UAV
frameworks.
Different types of UAV
framework run at the same
time.
Flight plan design. For each mission, user needs
to re-design the flight plan and
upload again after restart the
HITL with the new UAV frame-
work.
Each UAV runs on three dy-
namic simulator and flight
plan can uploaded to each
flight controller. Therefore,
this developed HITL doesn’t
need to be reseted on each
mission uploading process.
Figure 5.8: Operational setting of the developed HITL of the multi-
UAV system.
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5.2.10 UAV frameworks (heterogeneous implementation)
A heterogeneous Multi-UAV system for scanning missions was proposed by Berger et al.
[Berger, 2016]. However, to ensure appropriate UAVs in the system, the author must investi-
gate several candidate models of UAVs. This section examines three UAV designs based on
the parameters of their real products in the market: helicopter, multi-rotor, and fixed-wing
models (see Figure 5.9) and designs a flight plan for mapping an urban area of interest.
Figure 5.9: Common UAV frameworks.
5.2.11 Multi-rotor framework
The multi-rotor framework embraces several designs, for example, the quad-copter with
four rotors, the hexacopter with six motors, the octa-copter with eight motors, and the tri-
copter with three motors and one servo. The quad, hexa, and octa multi-rotor can be con-
figured in a cross (x) or a plus (+) forms. Among these designs, the quad-copter with the
x configuration was simulated in the HITL. Unlike fixed-wing and helicopter frameworks,
multi-rotor is controlled by changing the motors’ speeds to achieve 3D trajectory move-
ments, i.e., pitch, yaw, and roll [Tsai, 2015]. When the multi-rotor copter reaches the end of
a flight strip, it can yaw at an aggressive angle (see Figure 5.10). In contrast to its fixed-wing
counterpart, the multi-rotor copter need not maintain its speed while executing roll, yaw
or elevation maneuvers. The flexibility and maneuverability of multi-rotor frameworks are
advantageous for mapping complex geometric areas.
Sidelap
End	lap
Coverage	
of	the	photo
Flight	Strip	1
Flight	Strip	2
Flight	Strip
Flight	Height
Lens	exposure	
Flight	direction	
Figure 5.10: Operation of the multi-rotor framework in a mapping
mission.
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5.2.12 Fixed-wing framework
Unlike the multi-rotor UAV, the fixed-wing vehicle can fly when air passes across its wings,
creating an upward force on the wings that overcomes the downward pull of gravity. The
three basic flying maneuvers, namely, roll, yaw, and pitch, are promoted by adjusting the
wing angles [Pepe, 2018]. However, the fixed-wing aircraft must maintain its speed while
turning dynamically (see Figure 5.11). The advantages of the fixed-wing over the multi-
rotor framework are high velocity and rapid flight time. Therefore, fixed-wing aircraft are
frequently deployed over wide and remote areas.
Sidelap
Endlap
Coverage	
of	the	photo
Flight	Strip	1
Flight	Strip	2
Flight	Strip
Flight	Height
Lens	exposure	
Flight	direction	
Figure 5.11: Operation of the fixed-wing framework in a mapping
mission.
5.2.13 Helicopter
The helicopter uses rotating wings to fly (lift, propulsion, and control). The helicopter’s
wings can generate forces by taking advantages of motions on its rotary wings even when
the velocity is zero. Therefore, the helicopter UAV shares a feature with multi-rotors frame-
works – the capability to perform vertical flight mechanism and hovering mode. Never-
theless, the mechanism of the helicopter framework is entirely different from multi-rotors
frameworks. Multi-rotors relies on the blades speed to perform maneuverability. On other
hands, helicopter relies on the blade flap angles and motion [Johnson, 2012]. Figure 5.12
shows the operation of the helicopter framework in mapping mission.
Sidelap
End	lap
Coverage	
of	the	photo
Flight	Strip	1
Flight	Strip	2
Flight	Strip
Flight	Height
Lens	exposure	
Flight	direction	
Figure 5.12: Operation of the helicopter framework in a mapping
mission.
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5.3 Performance of UAV in simple mapping experiments
Before designing the flight plan, which is going to be detailed in the next section, the author
conducted experiments on the three selected UAV designs. The slowest UAV model mapped
an area of 492,728 m2 in range of 18 min. Two UAVs mapped an experimental area of 738,525
m2. However, an overlap between the mapping areas of two UAVs will always be appreci-
ated by the other members of a UAV team. Therefore, when a new UAV was deployed
outside the urban area, the total mapped area increased to 1,349,985 m2, i.e.,182.7 % of the
experimental area. Figure 5.13 shows the mapping of an area of interest using rectangular-
polygon survey method. Table 5.3 lists the parameters of the flight-plan design and UAV
models.
End lap
Side lap
Flight line
Area of 
interest
Line spacing
UAV
Photo 
Center
Length
Width
Start Point
Figure 5.13: Mapping an urban area of interest via the rectangular-
polygon method before simulating the flight experiment.
Each framework was assigned to map the three zones, as shown in Figure 5.13. The
missions began with takeoff and ended with RTL commands. The UAV parameter settings
were based on real models in the market, and the launch point was at the north edge of
Zone One. The launch point was reset in each mission. Although each framework was
uploaded with identical flight plans, each yielded a different flight profile. Table 5.4 and
Figure 5.14 present the mapping results and flight profiles, respectively, of the three UAV
frameworks in the urban area. The author examined the flight behavior profiles of three
common UAV frameworks based on the parameters of their real products in the market. All
three candidates mapped the area of interest autonomously with different flight behaviors.
The fastest UAV was the fixed-wing model, which mapped the widest area (Zone Two) in
just over 6 min, nearly one-half and one-third the mapping times of the multi-rotors and
helicopter models, respectively. However, the fixed-wing UAV traveled a longer distance
as compared with the multi-rotor and helicopter models. The multi-rotors minimized the
travel distance but not the mission time. So, the multi-rotor is suitable for mid-sized zones
in the tested flight-plan design. The helicopter model scored an average travel distance and
the slowest mission time. This multi-rotor can be deployed in small-zone mappings of the
urban area. The results revealed that replacing the helicopter with multi-rotor instead is
better for mapping mission [Aljehani, 2018]. Consequently, in the performance evaluation,
the author excludes helicopter framework due to weak performance in comparison with the
multi-rotor framework.
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Figure 5.14: Flight profiles of the multi-rotor, fixed wing, and heli-
copter models in the mapping mission in the developed HITL sim-
ulator.
Table 5.3: Parameters of the fight design and UAVs in HITL.
Parameter Value
End lap 70%
Side lap 50%
Distance between lines 103.95 m
Flying height 100m
Total area 1,349,985 m2
Fixed wing Max Flight Time 45min, Max Airspeed 23m/s
Multi-rotors Max Flight Time 27min, Max Airspeed 15m/s
Helicopter Max Flight Time 23min, Max Airspeed 8m/s
Camera 4000 pixels width × 3000 pixels height with
5.23 cm/pixel of (GSD)
5.4 Performance evaluations of Multi-UAV in the second stage
evaluation
5.4.1 Design polygons
Table 5.5 presents the specifications of the UAVs deployed in this stage of comprehensive
evaluations. They also based on real commercial products and the results of the simple
mapping experiments. The UAV parameters were inserted in the developed HITL simulator.
The pre-information and post-information data were then inserted into the map application
of GCSApp (more information about pre-information and post-information in Chapter 6).
The tsunami, earthquake, and population density data were imported from the Geospatial
Information Authority of Japan (GSI) [Zerger, 2003]. The GSI monitors the land conditions
in Japan and provides the latest results of land surveys and disaster impacts. The polygon
design is merely a rectangular design in GCS default map (see Figure 5.15).
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Table 5.4: Mission results in mapping Zones One, Two, and Three.
Parameter Zone one Zone two Zone three
Area of the zone 491007 m2 504676 m2 354308 m2
Number of flight lines 5 6 4
Number of way points 22 27 19
Number of pictures 99 102 63
Average airspeed of fixed wing 22.3 m/s 22 m/s 21.5 m/s
Average airspeed of multi-rotors 14.3 m/s 14 m/s 14.8 m/s
Average airspeed of helicopter 8 m/s 7.8 m/s 7.8 m/s
Mission time of fixed wing 00:05:39 00:06:11 00:06:05
Mission time of multi-rotors 00:08:41 00:11:40 00:10:08
Mission time of helicopter 00:16:13 00:17:18 00:15:15
Travel distance of fixed wing 6.55km 7.53 km 6.91 km
Travel distance of multi-rotors 6.20km 6.60 km 5.43 km
Travel distance of helicopter 6.24km 6.61 km 5.47 km
Figure 5.15: Area polygons designed inside the GCS map after im-
porting GSI reports.
Table 5.5: Specifications of multi-rotor and fixed-wing vehicles.
Feature Multi-rotor Fixed-wing
Dimensions 289mm x 289mm x 196mm 1150mm x 580mm x 120mm
GPS GPS+ rtk GPS + rtk
Max flight time 28 minutes 45 minutes
Safe flight time 25:45 minutes 42:15 minutes
Velocity 22.3 m/s 25 m/s
weight+payload 1388g 900g
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5.4.2 Experiments
This subsection evaluates the performances of the UAVs in the simulator. Such numerical
results will help rescue teams and pilots to integrate the UAV(s) fulfilling the mapping mis-
sion requirements. For this purpose, the evaluation investigates many relations between the
UAV parameters and considers many factors: flight time, velocity, flight behavior (which
influences the numbers of photographs and flight strips), camera specifications, fine-tuning,
flight height, and area coverage. The values of these factors are based on those of marketed
products as above-mentioned. As the technical evaluations of marketed products are either
missing or determined from a few data, the performances of commercial UAVs are unclear.
Herein, the relations between these factors were demonstrated statistically on graphs and
based on multiple missions in the simulator. The investigated factor relations are listed be-
low:
• Number of flight strips, area, and flight height, investigated by linear interpolation.
• Number of photographs, number of flight strips, and area, investigated by linear in-
terpolation.
• Number of photographs, area, and flight height investigated by polynomial fitting
with robust least absolute residuals (LAR).
• Number of photographs and flight height with area-weighted, investigated by non-
robust polynomial fitting.
Functional expressions were generated for each relation. The author executed 880 mis-
sions on the simulators (200 multi-rotor and 680 fixed-wing UAVs) with real flight times.
The mission numbers were based on the UAVs’ maximum mapping abilities over the given
area (5 km and 17 km for the multi-rotor and fixed-wing UAVs, respectively). Therefore,
in the polygon representation, the impacted area was expressed as A = {1, 2, ...5} for the
multi-rotor UAVs and A = {1, 2, ...17} for the fixed-wing UAVs. The height h was varied as
100,110,... 400. The velocity was set to its maximum value (22 m/s and 25 m/s for the multi-
rotor and fixed-wing UAVs, respectively). All missions in the simulators were assumed to
be successfully completed (i.e., with successful takeoff, mapping and landing).
5.4.3 Multi-rotor performance results
This section evaluates the flight performances of the multi-rotor UAV model for different
polygon sizes and flight heights over the impacted area. The polygon design methods and
the experimental area were introduced in Section Four. Figure 5.16 relates the number of
flight strips, number of photographs, and flight heights for the multi-rotor UAV. The re-
sults are displayed as linear interpolations and contour plots. The black dots are the data
sequences obtained from the HITL. The simulated velocity (set to the maximum velocity of
the multi-rotor UAV, as mentioned above) decreased during each turn of the UAV. The UAV
performance as a function of area size and flight height, is presented in Figure 5.17. Again,
these graphs present the linear interpolation results and contour plots. The colors delineate
the number of flight strips. Figure 5.18 relates the number of photographs, area, and alti-
tude. Herein, the color range graduates the number of photographs. The data were fitted by
a polynomial with robust LARs. Finally, Figure 5.19 plots the number of photographs versus
the flight altitude, weighted by area. These data were fitted to a 9-degree polynomial (blue-
solid curve in the figure). The functional expressions of the multi-rotor relations in Figures
5.16–5.19, and their statistics, are presented in Table 5.6. The error sum of squares in Table
5.6 quantifies the divergence between the individual observation and the group mean. The
coefficient of determination root square (R-squared) defines the proportionate deviation in
the variable y explained by the independent variables x in the linear regression model. The
R-squared value is a property of the fitted model and can be either unadjusted or adjusted (if
the adjustment statistically improves the model performance) for the number of predictors
in the model. The root mean squared error (RMSE) quantifies the deviation of the estimated
values from the flight results. The last column in Table 5.6 presents the standard deviations
and the coefficients of the relations.
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Figure 5.16: Relations among altitude, number of photographs and
flight strips for the multi-rotor UAV in 3D view and down-view
graphs after simulating the flight experiment in the developed
HITL.
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Figure 5.17: Relations among altitude, area and flight strips for the
multi-rotor UAV in 3D view and down-view graphs after simulat-
ing the flight experiment in the developed HITL.
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Figure 5.18: Relations among area, number of photographs and al-
titude for the multi-rotor UAV in 3D view and down-view graphs
after simulating the flight experiment in the developed HITL.
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Figure 5.19: Relations among altitude and number of photographs
for the multi-rotor UAV model. Where f (x) represents the non-
robust residuals function and weighted by the area as shown in
Table 5.6 after simulating the flight experiment in the developed
HITL.
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Table 5.6: Statistical evaluation of multi-rotor UAV performance
based on 200 missions under different considerations of relations
after simulating the flight experiment in the developed HITL.
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5.4.4 Fixed-wings performance results
The flight times, flight behaviors (i.e., velocity, flight time, and turn angles), and camera
specifications all differ among fixed-wing and multi-rotor UAV models. These differences
are mainly responsible for the disparate results of fixed-wing and multi-rotor UAVs in au-
tonomous mapping missions [Aljehani, 2018]. The specifications of both types were intro-
duced and discussed in previous sections of this paper. Herein, the fixed-wing model has
a maximum flight time of 45 min, a maximum velocity of 25 m/s, and an overall coverage
ability of 17 km. All these factors were inserted manually to the developed HITL simulator.
Similar to the multi-rotor performance evaluations, the mapping results were displayed as
contour plots, and the fixed-wing performances in the mapping missions were statistically
expressed by linear interpolation or polynomial fitting. The number of flight strips, number
of photographs, and flight height are related in Figure 5.20. The black dots represent the
data from the HITL simulator. Figure 5.21 coverage ability of 17 km. All these factors were
inserted manually to the simulator in each mission. Similar to the multi-rotor performance
evaluations, the mapping results were displayed as contour plots, and the fixed-wing per-
formances in the mapping missions were statistically expressed by linear interpolation or
polynomial fitting. The number of flight strips, number of photographs, and flight height
are related in Figure 5.20. The black dots represent the data from the HITL simulator. Fig-
ure 5.21 shows the fixed-wing performances over differently sized areas at different flight
heights. Both figures display the linear interpolation results and contour plots. The num-
ber of photographs, coverage area, and altitude are related in Figure 5.22, where the colors
delineate the number of photographs in the executed missions. The data were fitted to a
polynomial with robust LARs. Figure 5.23 plots the number of photographs versus the flight
altitude, weighted by area. These data were fitted to a 9-degree polynomial. The functional
expressions of the fixed-wing UAV performances in Figures 5.20–5.23, and their statistics,
are presented in Table 5.7.
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Figure 5.20: Relations among altitude, number of photographs and
flight strips for the fixed-wing UAV in 3D view and down-view
graphs after simulating the flight experiment in the developed
HITL.
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Figure 5.21: Relations among altitude, flight strips and area for the
fixed-wing UAV in 3D view and down-view graphs after simulating
the flight experiment in the developed HITL.
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Figure 5.22: Relations among area, number of photographs and al-
titude for the fixed-wing UAV in 3D view and down-view graphs
after simulating the flight experiment in the developed HITL.
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Figure 5.23: Relations among altitude and number of photographs
for the fixed-wing UAV model. Where f (x) represents the non-
robust residuals function and weighted by the area as shown in
Table 5.7 after simulating the flight experiment in the developed
HITL.
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Table 5.7: Statistical evaluation of the fixed-wing UAV performance
based on 680 missions under different considerations of relations
after simulating the flight experiment in the developed HITL.
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5.5 Summary
This chapter demonstrated the mapping performance of a multi-UAV system in a disaster-
struck area of Japan [Aljehani, 2019a]. Experiments were conducted on a self-designed HITL
simulator, a very realistic testing simulator that estimated the outcomes of the mapping mis-
sions. 880 missions have been executed in the simulator with real flight time-consuming.
The HITL simulator was constructed from 3D dynamic robot simulators, which replace real
flight experiments. The GCSApp was connected to all UAVs at different ports. The simu-
lator was run on two common UAVs with different camera specifications. Both UAV types
(multi-rotor and fixed-wing) are based on current commercial products. Based on the cam-
era specifications, the ground surface distance was also determined for each framework.
This study confirmed the importance of UAV performance data to design flight plans. After
defining the system objectives, the ground user can design polygons that meet the mapping
capabilities of the UAVs considering communication and flight behaviors of each model.
Multi-rotor UAVs are suitable for monitoring small urban areas, as their complexity and ma-
neuverability enable obstacle avoidance in these areas. In flooded areas, areas far from the
GCS, and remote areas, high maneuvers for avoiding obstacles are unnecessary. Such areas
should be monitored by fixed-wing UAVs, which have longer flight times than multi-rotor
UAVs. In this work, the flight plan design was based on UAV capabilities and area features.
After executing the mapping mission in the HITL simulator, the performances of the UAVs
were demonstrated in the flight logs generated during the mission. All mapping mission
flight times included the takeoff, time of service, and RTL time costs. The utilized simulator
can run multiple instances at the same time, enabling simultaneous mission executions,
which is developed by the author. The best-fit numerical expressions for both UAV types
were derived by analyzing the flight logs of both UAV framework while varying the number
of photographs, a number of flight strips, areal size, and altitude within the UAV and camera
specifications. The 880 experimental mapping missions revealed the real performance of the
UAVs. The empirical equations and statistical evaluations of the UAV performances were
obtained in a HITL simulator. The obtained graphs and statistical results will help rescue
teams and pilots to deploy UAVs in disaster applications effectively. The numerical and sta-
tistical performances of marketed UAVs are minimally provided or missing, impeding the
effective application of UAVs in post-disaster mapping missions. Therefore, the marketed
UAVs must be comprehensively evaluated in several time-consuming flight experiments.
This study has highlighted the benefits of the simulator in performance evaluations of two
different UAV models (based on their flight logs) under various considerations of mapping
factors and the ways of UAV performance evaluation.
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System validation
6.1 Tracking and scanning validations
After preliminary experiments of tracking in Chapter 3, investigation of the communication
control and network of UAV and GCS in Chapter 4 and finally demonstration the perfor-
mance evaluation of different frameworks of UAV in Chapter 5. Validation of the tracking
and scanning missions are presented in this Chapter. In this Chapter, the author validated
the tracking missions through real experiments and scanning mission via HITL simulator
(same developed HITL in Chapter 5) in the postdisaster scenario. The system validations
methods are presented in Table 6.1. After tracking and scanning experiments were executed,
layers of the safe map are exhibited. The following points shortly illustrated Chapter 6 main
contributions:
• Tracking algorithm: The proposed algorithms of tracking needs to be evaluated in real
flight experiments. Proving the system can provide a UAV tracking layer based on real
flight experiments.
• Mobile and UAV tracking systems: Merging UAV tracking, mobile tracking and par-
ticipatory sensing in a scenario of the disaster and provide a tracking layer of pedes-
trians trails and UAV flight trajectories.
• City scale scanning: Executing scanning missions on city-scale based on post-information
and pre-information of the disaster scenario in the developed simulator which has
been presented in Chapter 5. System Model has been developed for scanning mission.
• Safe map sharing: Generating safe map based on tracking and scanning mission.
Eventually, the safe map and the all layers are shared on social network service (SNS)
for easy access by refugees and rescue teams.
6.2 Scanning and mapping missions
Although many research groups have tested the practicality of deploying UAV systems in
postdisaster response missions, further evaluation in various scenarios is necessary. Essen-
tial challenges to be discussed are the efficient design of flight plans, the implementation
of different UAV frameworks in different types of missions, and the pre-processing stages
and data collection before and after the disaster strike. In an efficient flight plan, the UAVs
should navigate only the important areas, especially in areas with complex geometry, accom-
modating various population distributions and natural areas. The present study designs an
effective postdisaster flight plan in city-scale and evaluates it in a self-developed simulator.
The mission results are presented on the simulator. Finally, after mapping and scanning the
disaster area, a flight analysis is conducted in statistic graphs after performance evaluations
of multi-UAV. In Table 2.4, the author summarized the problems in the previous studies and
the proposed solutions.
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Table 6.1: System validation methods
The name of validating
subsystem
Details of subsystem Method of validation
UAV Tracking algorithms. After tracking mission in
Chapter 3, an algorithm of
tracking has been developed.
Developed algorithms need to
be evaluated before execution,
and human tracking experi-
ments have been in the post-
disaster scenario.
UAV tracking human
through mobile and merg-
ing with participatory
sensing.
A set of tracking methods have
been designed in this system
(i.e., mobile tracking, partici-
patory sensing, and tracking
human using image process-
ing).
A scenario of tracking environ-
ment has been set, and real
flight experiments have been
executed. After that trails
of tracking, missions are pro-
vided in the tracking layer. A
simple scanning mission has
been performed and added to
the scanning layer.
UAV in mapping mission
in city scale.
After performance eval-
uation of different UAV
framework in Chapter 5,
fine-tuning, and area features
like post-information and
post-information scanning
mission for city-scale has to
proceed.
By using the developed HITL
simulator, the author can val-
idate the scanning mission in
the city-scale that has a his-
tory of disaster. Background
of the area is investigated. Af-
ter that, flight plan designs are
designed. Also, the system
model has been developed for
scanning mission.
6.3 Introduction of tracking mission
This section proposes a new method to build safe maps through disaster-stricken zones by
taking advantageous from different scenarios of tracking pedestrians combined with area
scanning experiments. Tracking is usually achieved by following refugees’ mobile devices.
However, sometimes, refugees do not hold mobiles to track. To overcome this problem, the
author exploited the tracking systems of UAVs, which enable both image processing and
mobile tracking depending on the scenario. UAV technology is a low-cost, flexible solution
in missions that are difficult to execute by humans and other systems. After a disaster event,
a safe map can be constructed from aerial imagery data of the moving pedestrians. Aerial
data are also useful for evaluating damage in the stricken areas. The present study integrates
UAVs into the tracking system, generating a pseudo scenario for the map generation. The
given experiments in this chapter confirmed the usefulness of low-cost UAVs in tracking
and scanning with and without smartphone tracking data.
Although UAV technology can provide promising assistance systems in disaster relief
missions, its use in this area is much less developed than in military applications [Itkin,
2016]. Moreover, several technical problems, such as the communication difficulty between
UAVs and geographic coordinate systems (GCSs) and the properties of the system archi-
tectures (network topology, protocols, routing, energy efficiency, and management), must
be overcome. Previously, the author proposed deploying a multi-UAV system for disaster
response and highlighted the benefits of integrating UAVs into an M2M communication sys-
tem for disaster response [Aljehani, 2016d] and in Chapter 3. The author also demonstrated
how a group of multiple low-cost UAVs contributes to different postdisaster missions such
as tracking and scanning. NTMobile network and IoT service technology also have been pro-
posed in this researcher to cover the practicality questionings about communication control
and network (refer to Chapter 4).
In a previous study of a search and rescue mission, injured civilians were detected by
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image processing [Doherty, 2007]. The mission objectives always determine the appropri-
ate UAV model and the overall system architecture. For instance, some UAV teams are
constructed with three subsystems: end-to-end communication, formation control, and au-
tonomous navigation [Tuna, 2014], [Luo, 2011]. Each UAV has a low-level control system,
providing a local communication infrastructure.
In disaster response applications, the velocity extremes of the UAVs determine the time
cost of accomplishing the mission. Moreover, the overall tracking performance of the system
depends on various subsystems, such as the camera’s resolution, the given altitude, and the
waypoints of the UAVs. The time cost also depends on the environmental status, which
affects the postdisaster aerial imaging and the tracking possibilities. All of these factors and
others affect the mission’s outcomes.
6.4 System design of tracking mission
For increasing the reliability of control management and data analysis in UAV missions,
the UAV can be controlled by IoT services as a central control unit (read Chapter 4). In
such control, a human operator can remotely manage and assign different missions to UAVs
in real-time, as illustrated in Figure 6.1. After a disaster, the safety and usability of the
routes in the disaster-stricken zone must be evaluated and monitored by humans. However,
human evaluators will appreciate the control assistance offered by the system, which does
not critically affect the map quality or the mission objectives. .
Disaster area
Device tracking
Image processing
Tracking  
Cloud
Images
and Data
Control
Base station
Mobile car station
Satellite
Recourse
Default network
Figure 6.1: Tracking system scenarios in a disaster-stricken zone.
In this work, UAV was converted into an IoT device with multiple sensors (i.e., a cam-
era, ultrasound sensors, and temperature sensors) presented by previous works in [Aljehani,
2016b] and [Aljehani, 2017] in Chapter 3, with the assistance of these equipped sensing de-
vices, the system collects data and sends them to the cloud for generating and sending a safe
map. The data received by the cloud are real-time images of the stricken area, combined
with the participatory data of multiple pedestrians through the network domain, as demon-
strated in Figure 6.2. The business application domain manages, controls, and analyzes the
data to and from the UAV system. It also sends a safe map with recommended and dan-
gerous routes based on the UAV images and mobile tracking system (participatory sensing).
Because the route evaluation is subject to human variation, this system provides four main
layers of mobile: default routes and exits layer, tracking layer based on the mobile, a UAV
layer based on the trajectories of UAV in scanning and tracking missions, and an evaluated
layer showing the recommended route based on human operator feedback and evaluation.
These layers are detailed in the Experiment section 6.7.
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Figure 6.2: Schematic of communication between the IoT system
and UAV.
6.4.1 Scenarios
Scenarios in a disaster-stricken zone can be unpredictable. There are tools and data must
be available to build a safe map. These tools are not guaranteed in every scenario in post-
disaster. Consequently, the author listed all possible scenarios regarding network status,
pedestrians availability, the potential UAV assessments, and data that can be obtained (see
Table 6.2). After evaluation by a human operator, the cloud service generates a link and
posts it on Social Network Service (SNS) [Doroodgar, 2014]. To achieve a dynamic system,
the present study includes various ways of communication. Owing to the unpredictable
infrastructure following a disaster, communication can be isolated or intermittently discon-
nected [Tardioli, 2010]. Also, rescue teams usually follow standard steps and frameworks
[AitsiSelmi, 2015]. For instance, what missions should be assigned to the UAV based on the
post-information and pre-information in the disaster-stricken zone.
6.4.2 Network status
The network managed to send and receive data from UAV as the author demonstrated in
Chapter 4. The pedestrians tracking system and area scanning missions are used autopilot
protocol to execute the mission [Meier, 2009]. This study aimed to make the system usable
in any network status. Therefore, UAV has been modified to be controlled by three different
ways of communication, as shown in Table 6.3. Mobile network in the present study is the
default communication method to control UAVs and receive image data because UAV can
be controlled from anywhere as long as the mobile network is operating.
This system uses LTE/3G dongle to send telemetry data through the Internet as the au-
thor demonstrated in Chapter 4. The HTTP protocols have been evaluated in the previous
work [Aljehani, 2017] in Chapter 4. If the mobile network is a blackout state, radio con-
trol and Wi-Fi can be the alternatives ways of communication. Tracking mission is possible
in two network status, which is LTE and Radio-telemetry. However, scanning mission ap-
plies to the three methods of communication since scanning mission is a fully autonomous
mission. The human operator can send the waypoints via Wi-Fi and check the data when
the UAV returned to the launch point. If the default way of communication has been inter-
mittent during the mission, the human operator can use another available communication
option to control the UAV as shown in Figure 6.3 and it can be changed in other case scenar-
ios.
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Table 6.2: All possible scenarios after disaster.
Scenario UAV mission Network Data
pedestrians located
by mobile, mobile
network is active
Scanning mobile network images of the routes in
the area and GPS data
of users mobile
no pedestrian lo-
cated, mobile net-
work is active
Scanning mobile network images of the routes in
the area
pedestrian located
by UAV, mobile
network is active
Tracking
and Scanning
mobile network images of the routes in
the area and paths of
tracking
pedestrian located
by UAV, mobile
network is inactive
Tracking
and Scanning
Radio Control, tempo-
rary hotspots network
provided by UAVs
and ground control
stations
images of the routes in
the area and paths of
tracking
no pedestrian lo-
cated, mobile net-
work is inactive
Scanning Radio Control, tempo-
rary hotspots network
provided by UAVs
and ground control
stations
images of the routes in
the area
LTE/3G
Telemetry 1 
Wi-Fi
Telemetry 1 
Radio Telemetry
Telemetry 2  
Mobile Network
Yes No
Start
Figure 6.3: Communication system.
For managing the communication system, the author integrated a single board computer
on the UAV to send telemetry and receive the data. Technically, a single board computer
works as a gateway connected to telemetry port number two in the flight controller (see
Figure 6.4). It also stores the data and sends it to the server. The gateway manages the flight
controller mission and receiving commands using MAVlink protocols. Radio telemetry is
directly communicated to the flight controller. In this case, telemetry port number one has
privilege over telemetry port number two in the flight controller, and it also can interrupt the
current communication. The author also used a Wi-Fi antenna to extend the range of Wi-Fi,
since the single computer built-in Wi-Fi has a short range of communication. As mentioned,
Wi-Fi only used for autopilot mission like scanning. After sending the waypoints to the
UAV flight controller, UAV will execute received waypoints and plan and capture the aerial
images of assigned points and store it in the single computer SD card memory. Then UAV
returns to the launch point to evaluate the captured images.
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Table 6.3: Network status depending on the scenario.
Communication
method
Process Data Usage and range
LTE/4G simultaneously send-
ing and receiving data,
manual and autopilot
Receiving real time
imagery data and
execute missions
For long commu-
nication and sta-
ble mobile network
in range of Mobile
Coverage
Radio
Telemetry
simultaneously send-
ing and receiving data,
manual and autopilot
Receiving real time
imagery data and
execute missions
for medium com-
munication in
range of 3km
Wi-Fi IEEE
802.11 standard
Store the data and
back to the launch
point
Only for autopilot
mission and scanning
process
Not for real-time
communication
and only appli-
cable for long
mission that needs
to store data and
back again to the
launch point con-
trollable in range
of 200m
Figure 6.4: Schematic of flight controller connected to the gateway.
6.5 Assignments
6.5.1 Human variation and contributions
The contribution of the human operator can be manifested into three primary assignments.
(i.e., managing UAVs missions, monitoring tracking with scanning process and building a
safe map). Controlling UAV can be executed by starting with stipulated missions and the
number of UAVs. In tracking mission, the human operator ensures that UAV follows the
right target. In this chapter, the tracking process by UAV is a semi-autonomous process since
there are many undesired tracking results could occur if this process is a fully autonomous
operation [Doroodgar, 2014]. For example, in case of losing the sight of the tracked target
due to insufficient image data during tracking which can cause losing the target even if it
is on the sight of UAV camera, obstacles can also prevent to proceed the tracking process.
Therefore, assistance and monitoring by human subject are essential to competence in the
tracking process. The human contribution to the scanning process it is overcome by sending
flight plans and waypoints of the disaster zone to the UAV.
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6.5.2 Tracking missions
6.5.2.1 Pedestrian tracking
There are two ways of tracking in this system (i.e., mobile tracking and image processing
tracking). The tracking process is an estimation of the history of an object’s motions. It
generates a path history of the moving object. The position of the assigned object must
be known before starting tracking. Therefore, the object must be recognizable in previous
frames. Author used UAV has the same flight controller in Figure 6.4 and uses the same
protocols (i.e., MAVlink) to execute visual tracking mission. Generally, a visual tracking
system depends on camera resolutions, distance, frame rates, and brightness. Therefore,
UAV camera specs and environment can affect the tracking process performance. In the
present study, the UAV camera has a resolution of 640x480 and 30fps. Image detection modes
in the tracking process can be described as below:
• Kalman Filter: to reduce the noise that initiated by inaccurate and noisy data input
inside the video feeds. Author used this filter with OpenCV and the main classifier.
• Haar-cascade: it uses as rapid classifier to detect and train object object. This study
uses upper body and full body detection. It is an effective object detection method
proposed by Paul Viola and Michael Jones [Aljehani, 2016a].
• Color Detection: to detect skin colors at different brightness levels, author changed
the red-green-blue color space into luminance-blue-difference-red-difference (YCbCr)
color space, which also detects specific colors.
• Particle Object: this detection mode is based on previously saved frames and special
features of the object. However, this mode proved error-prone and unreliable in human
detection.
• Human Upper Body: Haar-cascade upper part of the human body (size range: 4 meter)
in 640x480 resolution video feed with 30 fps.
• Human Full Body: Haar-cascade whole length of the human body (size range: 6 meter)
in 640x480 resolution video feed with 30 fps.
Full-body and upper-body were processed in the tracking ranges of six, five, and three
meters, respectively. In all of these ranges, the tracking has been optimized by Kalman filter-
ing and Haar-cascade algorithms in OpenCV to increase the reliability of the tracking process
and ensure UAV does not follow a random object in the sight of UAV camera [Barták, 2015].
As the tracking can be affected by the camera’s quality and the brightness level, the author
implemented full-body and upper-body detection with skin-color detection in the present
experiments [Aljehani, 2016a]. The tracking experiments have been verified through actual
flight using the process of image tracking as shown in Figure 6.5. A number of reassignments
points have occurred during the tracking process. The algorithms that author has used in
tracking mission are shown in Figure 6.6.
UAVImages 
Coordinate 
Target 
History
Haar
Cascade
Kalman
Filter
PID 
Control
Figure 6.5: Autonomous tracking using kalman algorithms and
Haar cascade.
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Face to Upper body Full-body detection
Multiple Filters 
(i.e., Non-Maxima 
Suppression Feature) with 
Full-body detection 
Figure 6.6: Tracking System using OpenCV and ROS.
Figures 6.7-6.11 illustrate the autonomous tracking trajectories and checkpoints during
the experiments of actual flight in an indoor environment. The author got the UAV tra-
jectories from UAV sensors that send the value of pitch, yaw, and roll. These values can
be displayed as a map of the flight trajectories. However, human trajectories (target) from
smartphone application (participatory sensing) [Kusano, 2013]. Moreover, the author used
the camera in the back (see Figure 6.8) to record the trajectory of the target and UAV. During
upper-body tracking, the UAV lost the target three times due to the short distance between
the current and the previous target-detection checkpoints. Two of these incidences occurred
at the same point. During full-body tracking, the UAV remained at more than four meters
from the target, and the image was more easily retained than the upper-body tracking. Con-
sequently, the target was lost only once. The performance of full-body tracking improved in
combination with color detection, even when the target made critical movements (see Figure
6.11). These three scenarios confirmed the ability of the UAV-based system to track pedes-
trians and generate routes by image processing and low video resolutions in the absence of
smart devices tracking system. Using many algorithms can enhance the tracking process.
However, human variation and monitoring are significant for accurate tracking results. The
height of the UAV can be higher if the UAV has a camera gimbal. Figure 6.7 demonstrates
the full-body tracking process. P is the destination of A (target), B refers to UAV and BξA
is the distance between UAV and the target, it must be least than tracking threshold, and
that depends on the UAV camera specifications. H is the height of the UAV. In the present
study, the tested UAV camera was fixed on the front of the UAV. Therefore, it must be in four
meters height or less as long as the full-body is detectable. AξP is the target direction to a
destination of P. These parameters are varied from UAV model to another.
45o
0o
walkingStanding
AξP
HCr
{P}
{B}
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{A}
{B}
Bξ A< Threshold 
Figure 6.7: Image processing tracking system.
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Figure 6.8: Image tracking in real flight experiment.
Figure 6.9: The result of full-body tracking by the UAV system after
recording the performance through camera and GPS in real flight
experiment.
118 Chapter 6. System validation
Figure 6.10: Upper-body tracking by the UAV system result after
recording the performance through camera and GPS in real flight
experiment.
Figure 6.11: Upper-body with skin-color detection tracking by the
UAV system after recording the performance through camera and
GPS in real flight experiment.
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6.5.2.2 Mobile tracking
Mobile tracking is an essential tracking process in this work. After a disaster occurs, pedes-
trians’ smart devices can provide GPS and accelerometer data to give a history of the pedes-
trians taken routes. These routes can be across buildings or private properties. The only
issue with this method is that there is no image to evaluate the taken paths. So, author can
use mobile tracking data with scanning UAV and tracking UAV which tracks human with
an absence of mobile to evaluate the area. It also can be used by Follow-me feature by fol-
lowing mobile GPS data. Then, UAV can autonomously cover that route and provide its
images. So, the pilot can have two important tracking data; i.e., the image of the route and
pedestrians’ taken routes to evaluate and build the final safe map (see Figure 6.12). Author
used an android device to be tracked and MAVlink message to start the Follow-me process.
Also, the pilot can configure Follow-me behaviors using the following parameters:
• NAV_FT_MIN_HT: Vehicle follow-me height relative to the home or arm flight modes.
The default and minimum height is range of eight meters.
• NAV_FT_FS: Flight position relative to the user when follow-me mode is operated.
• 0 = Follow from the front right of the user.
• 1 = Follow from behind or trail the user (Default).
• 2 = Follow from the front of the user.
• 3 = Follow from the front left of the user.
Device tracking
Aerial images 
Figure 6.12: Mobile tracking and UAV surveying.
6.5.3 Area scanning mission
As mentioned in this study, scan mission presents in all case scenarios. It is considered
as a default mission after a disaster occurrence, by scanning disaster-zone and providing
images of its routes. Figure 6.13 shows how the human operator selects the area using GCS
tools. Scanning mission is a fully autonomous mission, and the altitude can be changed
from that waypoint to another. When UAV received the flight plan, it will automatically
scan and cover the area of interest. Scanning mission depends on two main factors: flying
altitude and camera resolution. Flying altitude determines the distance between pixels on
the ground sampling. Also, it depends on the UAV performance like the maximum value
of altitude and maximum velocity (refer to performance evaluation in Chapter 5). Camera
resolution determines how many pixels can be acquired in the captured image. The present
study, UAV, can cover 22000 m2 per image in the height of 100m. For the area of interest with
128553.35 m2 as Figure 6.14 shows, the pilot needs a minimum number of 6 images to cover
the whole area. Table 6.4 demonstrates the scanning mission of area of interest.
Then, author simulated the scanning mission by using the software in the loop (HITL)
simulation (see Figure 6.15). SITL allows running open-source ArduPilot software on PC
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Figure 6.13: Waypoints and scanning area before executing in real
flight experiment.
Table 6.4: Results of scanning process.
Feature Value
Area of interest 128553.35 m2
Time of interest less than 25 minutes (depends on UAV)
UAV area cover 22000 m2 in 100m2 altitude
Mission time 00:11:16
Number of images 31
Air speed 5 m/s
Altitude 100 m
Heading degree 30o
Number of waypoints 85
Distance 3081m
without the need for external hardware. In this small size of author tested the flight plan
on SITL first to execute real scanning mission on the area safely. SITL can run on multiple
platforms and use a MAVlink as the primary protocol, which is the same protocols that have
been used in the tested UAVs. In this example, PC is considered as another platform that
ArduPilot software (GCS) can execute a flight plan and receive flights logs. When the system
running in SITL, the sensor data comes from a flight dynamics model in a flight simulator.
In this system, author used multi-rotor aircraft.
Moreover, author inserted the area of interest and other parameters before executing the
mission. Then, SITL demonstrates how the mission results in the simulated and shows the
autonomous flying lines in real-time on GCS software. After confirmation, the flight plan in
SITL simulator, a real flight experiment of scanning mission has been executed on the insti-
tution campus. City scale scanning missions of the disaster area is going to be demonstrated
in this section and describe a scanning mission with more evaluation using HITL simulator.
The UAV frameworks are the same frameworks that have been evaluated in Chapter 4.
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Figure 6.14: Area of interest.
Figure 6.15: Logs of UAV in scanning mission of the real flight ex-
periment.
6.6 Preparedness and control
6.6.1 Activity diagram of the system
This subsection presents the system workflow by using Unified Modeling Language UML
[Fowler, 2004], which consider all possible scenarios in section 6.4.1. Once the UAV con-
nection finished, the area and the time of interest for the GCS must be defined (refer to
Figure 6.14). These data can be found by post-information processing with the human op-
erator assistance after defining the area of interest. Scanning mission starts in all scenarios.
It begins with receiving waypoints from the GCS. Then, the human operator initializes the
mission by arming the motors and setting "auto mode" as flight mode in the UAV flight con-
troller. Later takeoff, the UAV visits the waypoints given by the GCS, which can be a series
of mobile GPS of a pedestrian in the scenario of mobile tracking and follow-me feature and
post-information of the normal map or acquired by an autonomous image processing track-
ing system. When a pedestrian is found or detected by the image processing tracker in the
GCS, the UAV begins sending images of the route during the tracking. In the image track-
ing process, the pedestrians’ bodies are detected and tracked by Haar-cascade and Kalman
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filter classification methods as demonstrated in section 6.5.2.1. If the pedestrian is lost, the
tracking process enters the looking mode, which reverts the UAV to mobile tracking until
the target is locked again. The number of UAV depends on the area, UAV performance, and
camera specification. In the tested area, the author needs only two UAVs one for scanning
and one for tracking processes – besides, the mobile data in the mobile tracking scenario. A
human operator verifies the images collected during the tracking missions and paths of the
UAV, and the recommended routes in the safe map are finalized. If the paths and received
images are sufficient, the human operator will generate simple links and post them on the
SNS account. If the data are insufficient, the tracking process restarts from the beginning.
Figure 6.16 demonstrated the activity diagram of UAV missions.
6.7 Experiments and evaluation of tracking mission
6.7.1 Map layers
A safe map is generated through four main layers: a default routes and exit layer based on
post-information, a tracking layer of the pedestrians, a UAV layer and finally an evaluated
map and recommended routes layer. Once published through the SNS service, refugees can
access any one of these layers. Figure 6.17 illustrates the four layers in this system. Each
layer is generated as KML and GPS eXchange Format (GPX) files that can be opened by map
application in any device connected to the Internet. Also, each layer has a shareable link that
can be posted to the SNS account. When clicked on by refugees, the link opens the selected
layer. The author assumed that the mobile network is active in this experiment.
The first process after a disaster is sending the post-information and default routes.
The human operator generates a map using online map application programming interface
(API); he can add points and lines on the map and create a link to post it on SNS account.
After, publishing the default routes and exits map, UAV tracking and UAV scanning mis-
sions with mobile tracking process will be executed to generate the three reminded layers.
Figure 6.18 demonstrates three stages, a normal map without default exit and routes (see
Figure 6.18 (A)), a published link of default routes and exits in SNS (see Figure 6.18 (B)), and
displaying the map in mobile device application (see Figure 6.18 (C)).
Experiments were conducted in the institution campus. The UAV takeoff point was the
middle of the campus, as shown in Figure 6.19. Before starting the tracking mission, the
author confirmed the flight plan by executing flight commands of the APM application
software in the loop (SITL). Then, the author started the actual flights experiment inside
the campus. During the tracking, human operator communicated with the UAV through
MAVlink protocols and implemented the image tracking process. For the follow-me system,
an autopilot mode has been set, the UAV’s movement in tracking flight is based on given
waypoints (generated here by the pedestrian’s image tracking process). On the other hand,
in scanning mission, the waypoints are given by the human operator, and it covers the entire
area as shown in the scanning section.
After the disaster, the data indicated a number of exits and default routes as shown in
Figure 6.20. The four main exits within the experimental area were designated as A, B,
C., and D. Although the exits in the postdisaster data are generally known, they are not
always accessible because they may default obstacles and disaster impacts block routes. In
the present experiments, the author assumed that all exits remained accessible, but not all
defaults paths are usable.
6.7.2 Tracking layer
After confirming that the UAV can track humans who are not carrying mobile phones, track-
ing experiments have been conducting, which consists of mobile tracking and UAV tracking.
In the mobile tracking system, a mobile device sends mobile GPS logs to the server. These
logs can generate multiples routes that have not been discovered in the default routes and
exit map layer. Tracking layer is based on a real tracking process, and it can be across build-
ings and private properties. Also, it confirms the usability of the default routes since the
routes are taken by pedestrians are not the finally evaluated routes but represent the track-
ing layer of the safe map (see Figure 6.21). After acquiring the data of mobile tracking and
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Figure 6.16: Activity diagram of the UAV missions.
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UAVs Layer
Tracking Layer
Recommend Routes 
Default Routes 
and exits layer
Figure 6.17: Map layers generated by the UAV system.
(A)Normal map (B)Published link (C)Displaying default 
routes and exits 
Figure 6.18: Default exits and routes in the campus experiment.
6.7. Experiments and evaluation of tracking mission 125
Figure 6.19: Start point of the UAV mission in the campus environ-
ment.
A
A
B
CD
Figure 6.20: Default exits in the campus experiment.
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(A) Reference of trails on the map 
(B) All trails on the software  
Figure 6.21: Paths of pedestrians in a mock disaster-stricken zone.
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(A) Link of new map in SNS
(B) Display tracking 
layer on mobile app
Figure 6.22: Tracking layer on SNS and mobile application.
(A) Links of UAV 
trajectories
(B) UAV scanning 
mission
(C) UAV tracking 
mission
Figure 6.23: UAV layer on SNS and mobile map application after
real tracking and scanning experiments.
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Table 6.5: Trails of pedestrians in the published tracking layer.
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Figure 6.24: Chart of UAV and mobile tracking experiment.
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Figure 6.25: Final safe map and routes evaluations after real flight
experiment.
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Table 6.6: UAV telemetry logs from the start point.
Trail number Mission duration waypoints Average air speed Distance
1 00:02:44 7 1.4 m/s 221 m
2 00:03:39 8 1.3 m/s 264 m
3 00:03.15 5 1.0 m/s 176 m
4 00:02:29 5 1.0 m/s 173 m
5 00:01:11 7 0.9 m/s 274 m
6 00:02:03 6 0.8 m/s 152 m
7 00:02:49 9 1.3 m/s 277 m
8 00:01:21 6 1.3 m/s 226 m
UAV tracking, the human operator generates a shareable link and post in SNS account (see
Figure 6.22), refugees can access to this layer including the default routes and exits layer
using smart devices. In the tracking layer, time, and distance for each route can be seen and
checked. Also, it can be replayed in the GPX file extension to ensure the usability of the
selected route. Table 6.5 demonstrates the tracking trails of pedestrians via UAV tracking
process and mobile tracking process, including checkpoints, distance, duration, and aver-
age speed. In these experiments, the system gained 18 trials, ten from mobile tracking, and
eight from UAV tracking system. It is a hypothetical situation, and it can be varied from this
scenario to another.
6.7.3 UAV layer
This layer consists of trails of two assigned missions to the UAVs (the tracking mission and
the scanning mission). In scanning mission, the human operator selected a series of way-
points and send it to UAV to scan the impacted area (read section 6.8). After uploading
the waypoints, UAV executes these waypoints autonomously and generates flight logs on
the map, including taken images. UAV layer shows UAV trajectories after image tracking
process and scanning mission. While tracking, scanning UAV captures images and sends
them to the server to be evaluated by the human operator. Referring to these images, the
human operator evaluated and checked the usability of the routes. Figure 6.23 shows the
generated link posted on SNS, which represents UAVs trajectories in tracking and scanning
missions. After completing the mobile tracking and acquiring images from UAV in the given
and checked points, the human operator posts all layers on the SNS account. These images
and data are updateable and available online for further processing (e.g., obstacle detection
or accessibility of the route to walkers, motorists, and cyclists).
In this experiment, UAV tracked eight pedestrians, as shown in Table 6.5. UAV layer
shows the entire tracking mission time, and distance of the UAV, which is different from
tracking only since the distance from takeoff point and searching for pedestrians do not in-
clude in tracking mission time and distance. Table 6.6 demonstrates flight logs of UAV in
image processing tracking. Figure 6.24 shows a graph of the distance of UAVs mission in
tracking process which includes taking off, landing, searching and tracking the process, a
distance of tracking pedestrians in mobile tracking process with the duration. In this ex-
periment, the UAV launch point has been reset in every tracking instance to measure the
distance from the launch point to the final destination. Therefore, the entire UAV tracking
mission line is a liner graph.
6.7.4 Evaluated safe map and recommended routes approach
As mentioned, human operators are an essential component of the evaluation process and
managing the mission. Following a disaster, human monitoring ensures that the information
provided to refugees is accurate and usable. A fully automated system would likely provide
an inaccurate evaluation. Therefore, the generated safe map and the recommended routes
must be processed by a human operator before publishing in SNS. The operator uploads the
safe map as a link on the SNS account. This map can be opened by map applications such
as Google Map or Google Earth, or as a photo. Figure 6.25 (A) and Figure 6.25 (B) show
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Figure 6.26: Dangerous and safe routes demonstration.
the map derived from UAV missions and the routes taken by the pedestrians displayed on
the mobile device. The safe routes are highlighted in green. Some paths (red areas) are not
recommended because pedestrians avoided them. Guided by the imagery data from the
UAV and mobile tracking, the human operator considered that these routes were unsafe, so
it has been described as a dangerous route (see Figure 6.26). Also, there are two new paths
have been discovered, and it was not known in the default map layer. The evaluation of
the pedestrians’ routes and the UAV images revealed several exit routes in this hypothetical
scenario.
6.8 Scanning disaster area
This section proposes surveying and mapping of disaster-struck areas using multi-heterogeneous
multi-UAVs. Sendai City in Japan, which was struck by the Tohoku earthquake/tsunami
disaster in 2011, was mapped using two UAVs with different designs (fixed-wing and multi-
rotor) (see Figure 6.27). The selection based on performance evaluations in Chapter 5. This
section also demonstrates system design and presents new methods for designing flight
plans. Mapping data will help rescuers to access and commence rescue operations in disaster-
affected areas. Here flight plan designs are based on the information recorded before and
after a disaster, and on the mapping capabilities of the UAVs. After finishing the flight plan
designs, the ground user uploads rescue missions from a GCS to the UAVs in the impacted
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Figure 6.27: Scenario of a post-disaster mapping mission under-
taken by fixed-winged and drone UAV models.
area. The missions were validated by analyzing flight logs of the UAVs after execution. All
flight plan designs were processed in the author developed HITL simulator. The experi-
ments revealed the effectiveness of deploying different cooperative UAV models in post-
disaster mapping missions.
6.9 Flight plan design and fine tuning
Fine-tuning in the flight design is an essential task before starting the mission. Generally,
fine-tuning helps to complete the mission within the shortest time coupled with the fewest
flight paths. On a polygon, fine-tune is characterized by two parameters, the number of
turns w and the number of flight strips l. Figures 6.28 and 6.29 illustrate a non-fine-tuned
and fine-tuned, respectively, on the same given polygon. When the mission takes many
turns, the flight time increased. For example, the suboptimal flight plan design in Figure
6.28 requires w = 7 turns and l = 8 strips.
In Figure 6.29 reduces these values to w = 3 and l= 4. Note that when the UAV flight strips
are parallel to the longest line of the given rectangular polygon, the number of turns, and
hence the number of flight strips are reduced. When mapping a complex area, the polygon
must sometimes be divided into multiple polygons, and the flight must start from different
points to minimize the w and l [Li, 2011b]. Before starting a flight plan design, the ground
user requires the following specifications:
• The UAV framework and their specifications (i.e., ground speed, maximum height,
and flight behavior).
• The camera specifications (focal length, field of view (FOV), and ground sampling dis-
tance (GSD).
• The amount of overlap (end lap and side lap).
• Area size and status.
The data of aerial photogrammetry mappings are commonly collected from three FOVs:
the true vertical FOV (from 0◦ up to ±3◦ from the nadir of the UAV), a lowly oblique FOV
(titled photography; above±3◦ but within±30◦ of the nadir), and a highly oblique FOV ( be-
tween ±35◦ and ±55◦ off-nadir). The present study adopts the vertical mapping orientation
in all flight plan designs. When the UAV is dispatched to fly forward in the real experiments,
a gimbal stabilizes to maintain a vertical camera view at all times.
6.9.1 Photogrammetric Overlaps
Overlaps in the photogrammetric process are of two main types: end laps and side laps. The
end lap represents the amount of data shared between images of photographic points along
the flight strip, whereas the side lap describes the amount of data shared between images
of adjacent flight strips. In typical cases, the end and side overlaps are 50–70% and 30–50%,
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⍵
l
Figure 6.28: Example of polygon design without fine-tuning config-
uration over the disaster area (shaded polygon).
⍵
l
Figure 6.29: Example of fine-tuning the configuration over the dis-
aster area (shaded polygon).
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l
Figure 6.30: Overlaps in the mapping mission of a rectangular poly-
gon using a vertical field of view.
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respectively for fine-tuning [Wolf, 2000]. Figure 6.30 demonstrates the end and side laps in
the photogrammetric process of a rectangular polygon. In the experimental section of this
study, the end and side laps are set to 70% and 50%, respectively.
6.9.2 Ground Sampling Distance
The flight plan design in the proposed framework considers the digital camera types. The
camera model plays the main role in the flight plan design process because the FOVs and
GSD (which determines the resolution of the image) differ from one camera to another. A
digital camera with a low FOV increases the w and time of the mission, whereas a camera
with a high FOV decreases the w because the distance between lines is increased. A low GSD
acquires high-quality images but requires a heavy, expensive camera. Table 6.7 shows the
camera specifications used in the two UAV framework. The GSD is computed as follows:
GSDh =
h ∗ Sensor height
FL ∗ Image height (6.1)
GSDw =
h ∗ Sensor width
FL ∗ Image width (6.2)
Where h denotes the UAV height and FL represents the focal length (see Figure 6.31). In
Table 6.7, the GSD of the digital camera was computed in both flight designs. For example,
the GSD at h=400 m is 11.81 cm/px for the multi-rotor camera and 24.72 cm/px for the
fixed-wing camera. However, the fixed-wing camera offers a wider FOV than the multi-
rotor camera, which reduces the number of flight strips in the mission. When computing
the GSD, a designer must always consider the worst-case scenario. For instance, if the GSDh
exceeds the GSDw, the GSDh should be considered in the flight plan design.
Figure 6.31: Focal length and flight height in the GSD computation.
6.9.3 System model
This subsection discusses the problems of deploying UAVs to scan disaster area. These prob-
lems are solved through system modeling of a multi-UAV system. Let u = UAV (u > 1 for
a multi-UAV system) and g = GCS (g = 1 for a single GCS, or g ≥ 1 for multiple GCSs). In
this study, the application (post-disaster deployment) required a mobile GCS. The location
of the GCS was denoted as w = [xg(t), yg(t)] where is xg and yg are the GCS coordinates in
the field at time instant t. Additionally, 0 ≤ t ≤ T(D) where T(D) is the total period of the
service. 3D modeling was applied to accommodate the varying flight height. In Cartesian
coordinates, the 3D location of the UAV was expressed as (m ∈ R3) where is m represents
the location of the UAV during the mission, given by
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Table 6.7: Camera specifications in the multi-rotor and fixed-wing
frameworks.
Model Multi-rotor Fixed wing
Sensor type CMOS COMS
Focal length 8.8 mm 2.5 mm
Field of view (H) (h = 100 m) 600 m 1003.3 m
Field of view (V) (h = 100 m) 363.6 m 741.5m
Sensor size 13.2mm x 8mm 6.17mm x 4.56mm
Aspect ratios 4:3 4:3
Color filter type RGB RGB
Shutter type Electronic / Mechanical Electronic
Image resolution (Pixels) 5472 x 3078 4000 x 3000
Table 6.8: Maximum performances of the UAVs.
Feature Multi-rotor Fixed-wing
Distance 24.73 km 45.23 km
Covered area 5.1 km2 17 km 2
Velocity 22.3 m/s 25 m/s
Flight time 25:45 minutes 42:15 minutes
Photo every 5.45 seconds 9.97 seconds
Footprints when h=400 m 600 * 363.8 m 1003.3 * 741.5 m
m = [xu(t), yu(t), hu(t)], hu(t) > 0, (6.3)
Where Hu is the altitude of the UAV, and x and z represent the UAV location from the
FOV angle. The time t satisfies 0 ≤ t ≤ TD. TD, where TD is the overall mission time
(including the takeoff time T(TK), the service (i.e., mapping) time T(S), and the time to back
to the RTL point T(RTL). As the UAV will not take off unless the flight plan has been uploaded
in the flight controller, the out-of-service time was ignored, and all missions were assumed
to be completed successfully. The mission time was simply computed as follows:
T(D) = T(TK) + T(S) + T(RTL) (6.4)
where TD must be less than the maximum flight time (Tu) of the UAV (i.e., TD < T(u)MAX).
Herein, the maximum flight time of the UAVs is given in Table 6.8 The distance du,g between
a UAV and the GCS at time t. t was calculated by Pythagoras’ theorem in Cartesian coordi-
nates:
du,g[t] =
√
(xu[t]− xg[t])2 + (yu[t]− yg[t])2 + (hu[t])2 (6.5)
The communication range of the GCS was denoted asβg, with βg ≤ βMax, and the area
of interest was denoted by A. The GCS can locate outside the impacted area, but the commu-
nication must cover the area and collect the information from the UAVs during the mission.
In particular, the GCS must locate within the UAV communication range. The GCS can com-
municate with the UAVs by several methods. The GCS–UAV communication is generally
expressed as
w /∈ A⇒ βg ≥ A (6.6)
The distance between the UAV and GCS during the mission must not exceed the maxi-
mum range of the communication coverage at any instant. This constraint is given by
∀du,g(t) ∈ βMax (6.7)
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The UAV capabilities and flight times of the UAVs (n) might be insufficient for mapping
a large area. The number of UAVs that can be assigned to map A is calculated as follows:
‖n‖ = ( A
C(u)MAX
) + 1 (6.8)
Where C(u)MAX represents the maximum coverage of the single UAV in mapping mis-
sion. It can be acquired from the flight logs results. Adding one more UAV is always ap-
preciated in missions requiring fast completion. The times TTK, TS, and TRTL differ among
models with different UAV parameters and flight mechanisms, as explained in the flight
design section.
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Figure 6.32: Area of Japan (Miyagi Prefecture) affected by the To-
hoku earthquake and tsunami disaster of 2011: a) Areal popula-
tion density (2010), b) Areal population distribution (2010), c) Earth-
quake sites (2011), and d) Areas flooded by the tsunami (2011).
6.9.4 Background of the experimental area
A great earthquake struck the Pacific coast of Tohoku, Japan (38.1035◦ N, 142.861◦ E, M 9.0)
at 14:46:18 JST, the earthquake, followed by a huge and devastating tsunami, caused 15,729
fatalities and 4,539 missing persons in the Hokkaido, Tohoku and Kanto regions [Fujii, 2011].
Highways and railways were blocked, and some were totally destroyed, preventing evac-
uees from leaving or reaching the nearest shelter. Nearly 5,200 spots were surveyed in the
disaster area, providing one of the most extensive post-disaster datasets in surveying history
[Mori, 2012]. The inundation height was surveyed by advanced instruments such as satellite
systems, lasers, and GPSs. Based on the survey dataset, the maximum run-up height of the
tsunami exceeded 10 m and was distributed along 500 km of coastline. The area affected
by the 2011 event was the largest recorded in Tohoku’s disaster history. Search and res-
cue teams, volunteers, and firefighters attempted to find survivors and access the impacted
areas. However, as the routes were severely damaged and many areas were flooded, the dis-
aster recovery required a prior mapping of the area and the identification of feasible entry
routes. In such a scenario, a low-cost multi-UAV system contribution is invaluable for map-
ping and providing terrestrial and aerial images [Aljehani, 2017]. Therefore, the section pro-
poses a disaster-scanning framework and evaluate. Strong earthquakes followed by large
tsunamis are recurring events in the Tohoku region. In 1896, the Pacific coasts of Tohoku
were struck by a Sanriki earthquake, causing approximately 22,000 casualties [Kanamori,
1972]. Another strong Sanriku earthquake in 1933 generated a large tsunami (up to 29 m)
with approximately 3,000 casualties [Kanamori, 1971]. Similar earthquakes in 1968 and 1994
struck the region with magnitudes of 8.2 and 7.5, respectively [Kawasaki, 2001]. As the Pa-
cific coasts of Tohoku have always been vulnerable to earthquakes and tsunamis, the utility
of mapping scenarios in this area cannot be underestimated.
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Table 6.9: Information of the affected area before the disaster.
Area Feature Value
Impacted area name Miyagi prefecture, Sendai
Coordinates 38.2682◦ N, 140.8694◦ E
Total area 786.30 km2
Population 1046000
Population Density 1,286.6 persons per km2
Number of Highways 13
Number of Railways 7
Number of households ≥ 444,514 units
Ports One seaport and one airport
Wards Aoba, Izumi, Miyagino, Taihaku, and Wak-
abayashi
Shelters 11
Table 6.10: Information of the affected area after the disaster.
Area Feature Value
Assigned area name Miyagi prefecture, Sendai
Coordinates of the disaster 38.1035◦ N, 142.861◦ E
Disaster type A strong earthquake of magnitude 9.0, caus-
ing a devastating 10–50 high m tsunami
along with 500 m
Time of the shock 14:46:18 JST
Damage distance 700 km
Aftershocks status Additional 403 earthquakes, 32 with a mag-
nitude greater than 6.0.
Airport, railways and seaport status Severely damaged
6.10 Pre-information and post-information
Rescue teams rely on the data related to a disaster in real-time. Consequently, disaster data
has been categorized into two main classes: pre-information (acquired before the disaster)
and post-information (acquired after the disaster). The pre-information includes popula-
tion distribution, urban areas, natural areas, and travel routes before the disaster. The post-
information includes the time of the disaster strike, the coordinates of the disaster, and the
flooded and impacted areas. Panels (a) and (b) of Figure 6.32 and Table 6.9 present the
pre-information data of Miyagi Prefecture, Japan, before the 2011 Tohoku earthquake and
tsunami [Population Census, 2010]. Panels (c) and (d) of Figure 6.32, along with Table 6.10,
present the post-information data of the impacted area [[Sugawara, 2012]-[Ajami, 2009]].
6.10.1 Design polygons
As shown in Table 6.9 and Table 6.10, the mapping mission and specifications of the UAVs
deployed in the main work of mapping impacted area have been listed respectively, which
are based on real commercial products. The UAV parameters were inserted in the HITL
simulator. The pre-information and post-information data were then inserted into the map
application of GCSApp. The tsunami, earthquake, and population density data were im-
ported from the Geospatial Information Authority of Japan (GSI) [Japan, 2010]. The GSI
monitors the land conditions in Japan and provides the latest results of land surveys and
disaster impacts. Figure 6.33 displays the post-disaster impact data imported into the map
application. In the present study, the UAVs were assigned to map Sendai, the capital city
of Miyagi Prefecture. The first-priority mission is surveying the flooded areas to acquire
the latest information on the refugees inhabiting those areas. Figure 6.34 shows the flooded
areas in Miyagi Prefecture. The light blue layer on the shores indicates the quantity of the
inundating water. The designed polygon representation of the flooded areas of Sendai City
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(53 km2) is shown in Figure 6.35. The latest population distribution data are imported with
the file extension KML (Keyhole Markup Language; see Figure 6.36). Figure 6.36 shows the
distribution of the high-density population in Sendai City (2000 =< x < 200, where x is the
number of individuals) after the disaster in 2011.
6.10.2 Mission design and execution
Exact or approximate methods pilot can map polygons [Bulušek, 2015]. The approximate
method covers the region with a convex grid composed of a number of cells. The cell size
depends on the coverage capabilities of the UAVs and the area of interest. The exact method
decomposes the region into a set of polygonal subareas that exactly covers the original area.
This study applies the approximate method because the area of interest has a very sophisti-
cated infrastructure. As the assigned area cannot be mapped by a single UAV with the spec-
ifications shown in Table 6.8, it was divided into sub polygons that fit the UAVs capabilities.
Table 6.11 shows the mapping mission planner. Table 6.8 shows the maximum performance
of the UAVs and based on UAV performance evaluation in Chapter 5. The following process
designed the polygons:
• Decompose the area into polygons that fit the UAV and GCS communication capa-
bilities.
• Ignore the polygons covering natural areas (rivers, forests, mountains), and areas
with no population.
• Distribute the GCSs on the area, such that each GCS serves the maximum number
of polygons and is located at the nearest start point of its mission.
• Assign multi-rotor vehicles in missions requiring high-resolution images (complex
geometries such as urban areas, small countryside areas, and areas needing many
maneuvers). These data are available in the pre-information and post-information
tables. If the area coverage exceeds 5.l km2 (the capability limit of mapping by
multi-rotor vehicles), divide the polygon into multiple polygons.
• Assign fixed-wing UAVs in missions requiring a fast response over a wide area
(A >17 km2). Fixed-wing UAV deployment is suitable for midtown areas, areas
near the sea, flooded areas, and remote areas far from the GCS.
By following the above rules, the subregions and polygons can be designed in endless
ways. The polygon designs and GCS distribution in the present study are displayed in Fig-
ure 6.37 and Figure 6.40, Figures 6.38 and 6.39 show the polygons designed while following
and not following the above rules, respectively. If a UAV executes the polygons divided
without the rules, it must map 20.1 km2 of the disaster area, which exceeds the combined
area coverage of the two polygons (14.74 km2).
In this example, the assigned area needs eight GCSs (green circles in Figure 6.40). The
GCSs were distributed according to the polygon designs and the UAV flight time. Recall that
the polygons are exported as KML files. As this data format is not supported by GCSApp,
the KML files were converted to Shapefile (SHP) format by a conversion tool that can be read
by GCSApp. The flight plans were then designed as it has been explained in Section 6.9 and
Subsection 6.10.2 . Table 6.12 presents the results of the mapping mission in the simulator of
Sendai City after the disaster. Figure 6.41 shows the deployment of the UAVs in the missions.
6.10.3 Sequence diagram of the mission design
Figure 6.42 shows the sequence diagram of the overall system which developed by the au-
thor, starting from the flight design and HITL execution, and concluding at the receipt and
display of the flight logs of the mission. After establishing the connection between a UAV
and GCSApp, Work_Station sends the command CMD_Plan_Design() to the ground user,
granting permission to start designing the flight plan in GCSApp. GCSApp then confirms
the requests via ACK_Plan_Design massages. The design process is begun in Plan_Design.
During the flight plan design, GCSApp estimates the mission outcomes such as the flight
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Table 6.11: Mapping mission planner.
Parameter Value
Altitude 400 m
Velocity 20 m/s
GSD multi-rotor = 11.81cm/px, fixed-wing =
24.72cm/px
Overlaps 70% Endlap, 40% Sidelap
time, visual trajectories, and footprints. The ground user uploads the completed flight plan
design via the Upload_Flight_Design() command. GCSApp then processes the uploaded
flight design and converts it into flight commands and a series of waypoints based on the
protocol adopted by the UAV. In the next step, the flight design is synced with the UAV con-
troller via the Sync_Flight_Design() message. In the present study, the UAVs adopt a serially
communicated UDP protocol. All flight plan designs must begin with a takeoff and end
with RTL commands. After the syncing process, the flight controller reforms the mission to
suit the framework of the registered vehicle and executes the mission commands in HITL.
The mission is processed inside the HITL simulator, which produces telemetry data for the
GCSApp. These data generate the flight logs of the vehicle’s mission in real-time on a virtual
map.
Figure 6.33: Postdisaster information imported from GSI.
6.10.4 Results
Figure 6.43 illustrates the footprints of the completed missions on a visual map, derived
from the flight logs of both types of UAV. Figures 6.44 and 6.45 present the linear interpolant
graphs in the multi-rotor and fixed-wing missions for mapping Sendai city, respectively. All
missions considered the takeoff and the RTL time costs from the distributed GCS. Figure
6.44 illustrates the performance of the multi-rotor deployment in 17 missions with different
values. The linear interpolant graph is a statistical plot in which f(x, y) is the piecewise linear
surface computed from the value of p = coefficient structure 17, where x is normalized by the
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Figure 6.34: Areas flooded by the tsunami.
Figure 6.35: Polygon design of the flooded area.
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Figure 6.36: Population distributions in Miyagi Prefecture in 2011.
Figure 6.37: Polygon designs of the impacted areas. Red and yellow
polygons delineate the areas affected by the earthquake and the
flooded areas, respectively.
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Figure 6.38: Polygon design ignoring the rules.
Figure 6.39: Polygon design applying the rules.
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Figure 6.40: GCS distribution in the assigned area based on the
polygon design.
Table 6.12: Mission outputs after mapping the impacted area based
on the pre-information and post-information data in the developed
HITL simulator.
Polygon
number
Coordinates (Latitude and longitude) Perimeters Area Assigned UAV GCS
number
Flight time Number of
photos
Number of
flight strips
1 38 ◦ 15’54.26"N, 140 ◦ 52’6.79"E 9.80 km 5.18 km2 Multi-rotor 3 00:21:18 143 5
2 38 ◦ 14’7.38"N, 140 ◦ 47’6.18"E 5.27 km 1.65 km2 Multi-rotor 4 00:08:59 45 4
3 38 ◦ 13’11.75"N, 140 ◦ 47’52.43"E 7.90 km 3.71 km2 Multi-rotor 4 00:17:05 114 6
4 38 ◦ 15’29.54"N, 140 ◦ 45’47.37"E 5.84 km 1.90 km2 Fixed-wing 5 00:11:35 16 2
5 38 ◦ 15’48.79"N, 140 ◦ 48’40.33"E 8.80 km 4.15 km2 Multi-rotor 5 00:17:04 119 5
6 38 ◦ 15’33.48"N, 140 ◦ 50’28.17"E 6.79 km 2.64 km2 Multi-rotor 2 00:11:21 71 5
7 38 ◦ 16’24.25"N, 140 ◦ 49’29.11"E 8.20 km 3.44 km2 Multi-rotor 5 00:14:47 101 4
8 38 ◦ 19’45.21"N, 140 ◦ 46’57.87"E 5.33 km 1.63 km2 Multi-rotor 6 00:11:42 60 5
9 38 ◦ 13’0.08"N, 140 ◦ 52’52.88"E 14.30 km 9.78 km2 Fixed-wing 3 00:24:19 87 4
10 38 ◦ 14’11.18"N, 140 ◦ 52’25.18"E 11.60 km 7.56 km2 Fixed-wing 3 00:17:47 59 4
11 38 ◦ 14’13.24"N, 140 ◦ 54’15.52"E 10 km 5.43 km2 Fixed-wing 1 00:18:07 49 4
12 38 ◦ 15’26.24"N, 140 ◦ 53’36.96"E 17 km 13.7 km2 Fixed-wing 2 00:41:49 127 5
13 38 ◦ 16’38.29"N, 140 ◦ 53’42.24"E 18.20 km 15.40 km2 Fixed-wing 2 00:32:20 122 4
14 38 ◦ 13’46.93"N, 140 ◦ 55’40.53"E. 10 km 5.00 km2 Multi-rotor 1 00:21:16 146 9
15 38 ◦ 15’44.16"N, 140 ◦ 57’23.85"E 15.90 km 13.80 km2 Fixed-wing 1 00:38:38 125 7
16 38 ◦ 19’1.72"N, 140 ◦ 47’56.61"E 5.76 km 1.79 km2 Multi-rotor 6 00:10:46 67 4
17 38 ◦ 17’54.37"N, 140 ◦ 49’50.55"E 12.9 km 8 km2 Fixed-wing 5 00:23:56 77 4
18 38 ◦ 16’53.59"N, 140 ◦ 50’34.62"E 9.60 km 4.43 km2 Multi-rotor 2 00:22:37 147 8
19 38 ◦ 17’50.03"N, 140 ◦ 53’36.28"E 18.7 km 15 km2 Fixed-wing 8 00:41:07 139 5
20 38 ◦ 18’53.15"N, 140 ◦ 53’27.30"E 18.80 km 15.30 km2 Fixed-wing 8 00:33:59 133 4
21 38 ◦ 20’2.88"N, 140 ◦ 52’52.28"E 17.40 km 13.10 km2 Fixed-wing 7 00:39:13 130 5
22 38 ◦ 21’17.08"N, 140 ◦ 51’50.04"E 10.90 km 5.86 km2 Multi-rotor 7 00:26:57 183 7
23 38 ◦ 18’0.88"N, 140 ◦ 56’56.30"E 8.37 km 4.26 km2 Multi-rotor 8 00:19:35 135 6
24 38 ◦ 12’43.98"N, 140 ◦ 55’51.73"E 18 km 14.10 km2 Fixed-wing 1 00:33:02 125 4
25 38 ◦ 112’12.08"N, 140 ◦ 157’29.49"E 16.8 km 15.50 km2 Fixed-wing 1 00:42:51 139 6
26 38 ◦ 14’36.33"N, 140 ◦ 58’42.96"E 15.50 km 14.90 km2 Fixed-wing 1 00:38:46 129 7
27 38 ◦ 15’58.37"N, 141 ◦ 0’7.20"E 13.60 km 10.20 km2 Fixed-wing 1 00:35:26 84 6
28 38 ◦ 17’15.83"N, 140 ◦ 57’36.10"E 19.91 km 3.53 km2 Multi-rotor 8 00:18:18 99 4
29 38 ◦ 18’23.41"N, 140 ◦ 46’6.63"E 5.95 km 2.1 km2 Multi-rotor 6 00:13:03 65 6
30 38 ◦ 11’49.52"N, 140 ◦ 53’10.49"E 10.2 km 4.96km2 Fixed-wing 3 00:19:47 39 3
31 38 ◦ 18’14.00"N, 140 ◦ 49’19.18"E 12.3 km 7.67 km2 Fixed-wing 6 00:23:09 68 4
32 38 ◦ 20’40.27"N, 140 ◦ 49’46.82"E 8.26 km 4.14 km2 Multi-rotor 7 00:19:46 136 7
33 38 ◦ 13’37.23"N, 140 ◦ 48’55.33"E 8.36 km 4.0 km2 Multi-rotor 4 00:18:51 117 8
34 38 ◦ 16’48.81"N, 140 ◦ 45’44.08"E 16.6 km 15.1 km2 Fixed-wing 5 00:38:15 141 6
35 38 ◦ 14’50.66"N, 140 ◦ 50’7.99"E 8.33 km 4.1 km2 Multi-rotor 3 00:20:10 117 6
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mean 3.624 and standard deviation 1.271, and y is normalized by the mean 5.471 and stan-
dard deviation 1.375. The structure goodness-of-fit sum squared error (SSE) performance
function is1.893e-29, with R2 = l.
Figure 6.45 shows the linear interpolant graph of the fixed-wing deployment, derived
from the results of 18 assigned missions. The linear interpolant graph is more linear in the
fixed-wing deployment than in the multi-rotor deployment. Again, f(x, y) is the piecewise
linear surface computed from the value of p = coefficient structure 17, but with x normalized
by the mean 11.74 and standard deviation 3.772 and y normalized by the mean 5.471 and
standard deviation 1.375. The structure goodness of fit SSE is 6.311e-29 with R2= 1. In other
flight designs with the same specifications, the expected performances of the multi-rotor and
fixed-wing deployments will lie within the ranges of the linear interpolant demonstrated in
Figures 6.44 and 6.45.
The number of captured photographs depends on the camera specifications and overlap
percentages. Figure 6.46 plots the number of photographs taken by each camera versus the
areal coverage after executing the missions. The best-fitting lines for the multi-rotor and
fixed-wing cameras, obtained by multiple linear regression, were y = 29.038x + 4.4699 (R2 =
0.9521) and y = 9.0881x – 2.2964 where (R2 = 0.9741), respectively. The multiple regression
lines represent the number of photos captured by each camera per unit area. These equations
can be applied in the flight design of 70% end lap and 40% side lap at the height of 400 m.
Figure 6.47 illustrates the flight logs of the assigned missions executed by the multi-UAV
system (the 17 and 18 missions in the multi-rotor and fixed-wing deployments, respectively).
The total land area of Sendai is approximately 785 km2. Aided by the pre-information and
post-information data, flight tuning, and applying the rules, then author obtained useful
flight plan design data after surveying only 263.01 km2, nearly one-third of the total area.
a)
c)
b)
d)
Figure 6.41: a) Synced fight plan before starting the mission. (b)
Multi-rotor deployed in the mapping mission (c) Fixed-wing air-
craft deployed during the mapping mission executed in the devel-
oped HITL in simulator (d) is the telemetry data of UAVs.
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Figure 6.43: Footprint demonstration in the GCSApp after execut-
ing scanning mission in the developed HITL simulator.
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Figure 6.44: Linear interpolants in 17 multi-rotor missions. The
flight time is converted to decimal minutes. Structure goodness of
fit: SSE= 1.893e-29 and R2= 1.
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Figure 6.45: Linear interpolants in 18 fixed-wing missions. The
flight time is converted to decimal minutes. Structure goodness of
fit SSE= 6.311e-29 and R2= 1.
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Figure 6.46: Multiple regressions of photograph capture in the
multi-rotor and fixed-wing deployments.
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Figure 6.47: Flight logs of UAVs in the HITL simulator after map-
ping the impacted area. The yellow and blue paths track the fixed-
wing UAVs (18 missions) and multi-rotor UAVs (17 missions), re-
spectively (RTL and takeoff paths are not inserted in this Figure).
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Chapter 7
General Discussion and Future
Works
Although the pedestrian tracking system outfitted with mobile sensors helps to generate a
safe map, the UAV provides image data that enhance the quality of the safe map. It can also
generate viable alternative routes that were not taken by pedestrians. This has been con-
firmed through experiments in a scenario when the human operator viewed images of the
routes. Autonomous processing would speed up the map generation but is based on unre-
liable image processing that is affected by multiple factors (image quality, brightness level,
and image processing algorithms). Therefore, a fully automated map generation would pro-
vide unreliable information and irregular tracking performance.
Moreover, tracking the pedestrian flows by image processing alone cannot yield accurate
results. To avoid these problems, the proposed system implements two tracking methods
(i.e.,., image processing tracking and mobile tracking) in two scenarios. The many regula-
tions imposed on UAVs prevented further experiments in outdoor environments. However,
the author believes that UAV technology will be welcomed after a disaster and will outper-
form present-day disaster relief technologies. Figure 7.1 shows the UAVs and GCS author
has used in this work. UAV has 26 minutes average flying time, and it can be extended if
double batteries with higher capacity is used.
The communication system between the UAV and the GCS is essential because the com-
munication infrastructure allows various scenarios. To allow communication when the stan-
dard communication channels are entirely lost, this work proposed the creation of a tem-
porary network and using the mobile network as a default communication system. Then,
the study proceeded to the tracking and scanning experiments and provided a safe map
based on image evaluation after discussions and evaluation the communication control and
network systems in Chapter 4). In future smart cities, tracking data will become easier to
acquire, and tracking missions will increasingly exploit technologies such as smart sensors
and smart devices. Multi-UAV can also provide an efficient system service, as the time cost
of parallel tracking is much less than the time cost of the single-UAV tracking system.
In the scanning work, the author developed Hardware In The Loop (HITL) simulator
to evaluate the flight plan design in different UAV platforms, which will give tremendous
assistance in safe map evaluation overall. Scanning mission is a vital field of research and
requires intensive evaluations. Consequently, the author had to concentrate on the scan-
ning mission, including utilizing different UAVs platforms combined with mobile tracking
process and UAVs tracking mission.
7.1 Future work
The room of improving the proposed system is tremendous, such as enhancing the tracking
algorithms, classification of human status using image processing, efficiently map a disaster
area using enhanced flight plan design of distributed UAVs with the assistance of ground
robots. All these abovementioned and more can be part of the future work of this research.
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Figure 7.1: Flight profiles of the multi-rotor, fixed wing, and heli-
copter models in the mapping mission.
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Chapter 8
Conclusion
After the introduction and related work chapters, the study transitioned into communication
and network part, which is has been covered in multiple sections. The author demonstrated
the integration system of Multi-UAV into IoT and M2M communication system, evaluation
of HTTP protocols (TCP and UDP protocols), and NTMobile technology. The author tried
to cover most of the technical questions that related to UAV implementation into public net-
work Infrastructure and the method of controlling Multi-UAV system. The study established
a new method to securely communicate with UAV via NTMobile technology and IoT/M2M
communication systems.
In UAV performance evaluation chapter, the author demonstrated the mapping perfor-
mance of a multi-UAV system in a disaster-struck. Experiments were conducted on a newly
designed HITL simulator, a very realistic testing simulator that estimated the outcomes of
the mapping missions. The HITL simulator was constructed from three dynamic-robot sim-
ulators which replace real flight experiments. The GCSApp was simultaneously connected
to all UAVs at different ports. The simulator was run on three conventional UAVs with dif-
ferent camera specifications. The three UAV types (helicopter, multi-rotor, and fixed-wing)
are based on current commercial products. Based on the camera specifications, the ground
surface distance was also determined for each type. Furthermore, evaluations have pro-
ceeded. After the evaluation from the first stage,a dedicated evaluation of two of the UAVs
models (i.e., fixed-wing and multi-rotors) has been executed. The study revealed the per-
formance of fixed-wing and multi-rotors in statistical evaluation. In Chapter ??, the author
confirmed that the developed simulator could run multiple instances at the same time, en-
abling simultaneous mission executions. Further, statistical data of UAV flight performance
is beneficial and easily viewed to the deployer.
In the tracking and scanning chapter, safe map for refugees that are fleeing disaster-
stricken zones were generated from the trajectories of pedestrians and were enhanced by
simultaneous imagery data from UAVs. The maps generated more safe routes that were
taken by pedestrians. In the experimental scenario, the UAV tracked routes in tracking mis-
sions, providing checked points and their accompanying images. These images provide
useful information for human operators deciding the safety of a route and can be published
on user-accessible sites like SNS account and IoT services. In this way, the refugees can de-
cide their own escape routes. This system publishes four main layers: default routes and
exit layer based on post-information, a tracking layer of the pedestrians, a UAV layer in-
cluding scanning and tracking mission, and finally an evaluated map and recommended
routes layer. The system captures images throughout the trajectory tracking and generates
safe maps as GPX and KML file extensions, which can be viewed by users. Any map pub-
lished on SNS account can be opened by any smart device. The author believes that the
color representation of safety on the generated map will be easily read and interpreted by
refugees. Before starting the tracking mission, the author confirmed the flight commands
in a HITL simulation, which provided UAV behaviors and feedbacks in the optimal sce-
nario of the tracking process. In the experimental scenario, a human operator evaluated the
pedestrian tracking data and found new usable routes and dangerous routes. In this sce-
nario, the task was semi-autonomously completed by the UAV in the tracking mission and
fully autonomous in scanning mission inside HITL. A manual control system can be used if
interference is required. Also, Chapter 6 shows the importance of pre-information and post-
information data in designing flight plans. After defining the system objectives, the ground
user can design polygons that meet the mapping capabilities of the UAVs. Multi-rotor UAVs
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are suitable for monitoring small urban areas, as their complexity and maneuverability en-
able obstacle avoidance in these areas. In flooded areas, areas far from the GCS, and remote
areas, high maneuvers for avoiding obstacles are unnecessary. Such areas should be mon-
itored by fixed-wing UAVs, which have longer flight times than multi-rotor UAVs. In this
work, the flight plan design was based on the pre-information, post-information, and UAV
capabilities. The GCSs were distributed equally among the polygons, with each GCS serv-
ing at least three polygons. After executing the mapping mission in the HITL simulator, the
performances of the UAVs were demonstrated in the flight logs generated during the mis-
sion. All mapping mission flight times included the takeoff and RTL time costs. The best-fit
equations for both UAV types were derived by analyzing the flight logs of both UAVs. The
experiments revealed the effectiveness of deploying different cooperative UAV models in
postdisaster scanning and tracking missions. Also, the results confirmed the usefulness of
the pre-information and post-information data in a postdisaster mapping of an impacted
area. After applying this information, the required survey area was reduced to 263.01 km2,
nearly one-third of the total area. GCS locations can be distributed in many ways. The
equations for finding the flight time in the optimized flight plan design, and the number of
photographs captured by the camera in a given area, depending on the UAV model. These
formals have been explained in Chapter 6 in the system model Section
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