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Introduction générale
La microélectronique a nettement inﬂuencé l’évolution de la civilisation moderne
telle que nous la connaissons, en permettant notamment le développement de l’in-
formatique, la robotique et l’aéronautique. A la base de tout cela, l’invention du
transistor le 23 décembre 1947 par les Américains John Bardeen, William Shock-
ley et Walter Brattain, chercheurs de la compagnie Bell Téléphone, qui recevront en
1956 le prix Nobel de physique pour leurs travaux. De l’anglais «Transfer resistor »
(résistance de transfert), le transistor est la brique élémentaire de tout circuit lo-
gique. Il est aujourd’hui omniprésent dans notre quotidien que ce soit dans notre
carte bleue, notre téléphone ou encore dans notre voiture.
Depuis les années 60, la taille de ces dispositifs élémentaires n’a cessé de dé-
croître. D’un point de vue économique, une plus grande intégration sur une même
surface va réduire le coût de fabrication unitaire de chaque transistor. D’un point
de vue physique, la nature a bien fait les choses puisque réduire les dimensions des
transistors va permettre aussi d’accroître leurs performances. En 1965, Gordon E.
Moore sortit d’ailleurs sa fameuse loi prédisant une augmentation de la densité d’in-
tégration des circuits d’un facteur 2 tous les deux ans [1]. Plus de cinquante ans
après, cette loi s’est avérée juste et, à titre d’exemple, un circuit intégré contient
aujourd’hui plus d’un milliard de transistors contre moins de 100 dans les années
60.
Le type de transistor le plus communément utilisé aujourd’hui est le transistor à
eﬀet de champ MOSFET («Metal Oxide Semiconductor Field Eﬀect Transistor »)
composé d’un empilement Metal-Oxyde-Semiconducteur. Jusqu’à la ﬁn des années
90, son architecture était tout en silicium (Si), à savoir un substrat en silicium, un
oxyde natif de type SiO2 et une grille en polysilicium. Cependant, la diminution des
tailles caractéristiques du transistor passe par la diminution de l’épaisseur d’oxyde
tox aﬁn de maintenir un couplage capacitif Cox suﬃsamment important pour contrô-
ler le courant débité en fonctionnement (Cox = κ/tox avec κ la constante diélectrique
de l’oxyde). Or, des épaisseurs proches du nanomètre (équivalent à deux ou trois
couches atomiques) sont requises et de si faibles épaisseurs de SiO2 vont induire des
fuites de grille trop importante. Pour remédier à ce problème, des matériaux alter-
natifs ont été introduits et ont permis le dépôt de couches d’oxyde suﬃsamment
épaisses pour limiter les fuites de grille tout en gardant un fort couplage capacitif,
avec une constante diélectrique κ plus grande que celle du SiO2. Ces matériaux dits
High-κ sont selon Gordon E. Moore « le plus grand changement dans la techno-
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logie transistor depuis la ﬁn des années 60 ». On notera cependant qu’une couche
interfaciale de SiO2 est nécessaire au dépôt de tels matériaux.
Un changement du matériau de grille est notamment arrivé avec l’intégration
de matériaux High-κ. En eﬀet, les grilles en polysilicium souﬀrant de problèmes de
« polydepletion » [2], elles ont été remplacées peu à peu par des grilles métalliques,
comme par exemple du nitrure de titane TiN. De plus, dans le but d’ajuster au mieux
les tensions de seuil des transistors, diﬀérentes couches composées d’aluminium ou
de lanthane peuvent être intercalées dans la grille. On est ﬁnalement passé d’une
technologie « tout silicium » relativement simple à une technologie High-κ/grille
métallique complexe où diverses couches sont empilées.
Outre les transistors MOSFET issus d’une technologie planaire, d’autres archi-
tectures utilisant les trois dimensions (3D) sont actuellement explorées, notamment
en vue des longueurs de grilles inférieures à 20nm. Plus particulièrement Intel, lea-
der incontestable dans le domaine de la microélectronique, a annoncé la mise en
production en 2012 de leur « Tri-Gate » avec des longueurs de grille de 22nm. Ce
dernier est illustré Figure 1.

	ABCAD
EFD
BD
BC
CAD
Figure 1 – Illustration du Tri-Gate d’Intel [3]
En annonçant un gain de 30% de performance par rapport à une technologie
classique, Intel annonce en quelque sorte la ﬁn de l’ère des technologies planaires
sur substrat en silicium massif pour les noeuds technologiques à venir. Une seule
alternative permettrait de continuer sur la voie du planaire pour les longueurs de
grille inférieure à 20nm : l’utilisation de substrats silicium sur isolant complètement
déserté FDSOI (« Fully Depleted Silicon On Insulator »). Les substrats silicium
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sur isolant (SOI) sont des substrats qui possèdent un oxyde enterré BOx (« Buried
Oxide ») permettant d’isoler électriquement la zone active, où le transistor est fa-
briqué, du substrat en silicium massif. On parle de FDSOI quand le ﬁlm de silicium
(zone active) est plus ﬁn que la zone de désertion. Ces substrats sont réalisés par
collage de plaques selon la technologie Smart CutTM [4].
Initialement développé pour des applications spatiales pour sa résistance aux
rayonnements ionisants, le FDSOI apparaît comme un candidat sérieux pour rem-
placer les substrats en silicium massif classiques, notamment grâce à sa faible varia-
bilité due à un ﬁlm non dopé. De plus, un des avantages principaux des substrats
FDSOI est l’amélioration du contrôle électrostatique de la grille sur le canal de
par la présence d’un oxyde enterré. En appliquant une tension sous le BOx, il est
d’ailleurs possible grâce au fort couplage électrostatique de moduler la tension de
seuil VT des transistors. Des applications Multi-VT sont à terme envisagées. Enﬁn,
contrairement à l’intégration des Tri-Gates, il est possible de transposer directement
une technologie planaire silicium massif sur substrat FDSOI sans avoir à changer
les règles de dessin (même « design kit »), ce qui apparaît moins couteux malgré le
prix plus élevé des substrats SOI.
La Figure 2 illustre l’évolution des technologies planaires, du « tout silicium »
aux technologies High-κ/grille métallique sur substrat FDSOI.
  

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  
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
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
	A
BC
BC
BC
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Figure 2 – Evolution des technologies planaires
Toute cette évolution technologique entraîne cependant de nombreux problèmes
liés à la ﬁabilité des dispositifs qu’il est indispensable de prendre en compte. Contrai-
rement au domaine de la qualité qui traite des besoins du client au temps initial, le
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domaine de la ﬁabilité traite lui du vieillissement des dispositifs. La ﬁabilité peut être
ainsi déﬁnie comme « la probabilité qu’un dispositif exécute une fonction exigée dans
les conditions indiquées pendant une période donnée ». Comme il est inimaginable
de laisser vieillir dix ans un dispositif dans les conditions d’utilisation nominales
pour voir s’il répond aux critères de vieillissement, les dégradations doivent être
accélérées lors des études de ﬁabilité, tout en veillant à ne pas induire de nouveaux
modes de dégradation. Le but ﬁnal est d’extraire une durée de vie TTF (« Time
To Failure ») du dispositif vis-à-vis d’un critère de défaillance donné, typiquement
10% de dégradation à 10 ans.
Une grande partie des problèmes de ﬁabilité des transistors MOSFET peut se
résumer à des défaillances au niveau de l’oxyde de grille et cela est d’autant plus vrai
avec l’intégration de diélectrique High-κ. De plus l’utilisation de substrats FDSOI
à ﬁlms minces fait apparaître de nouvelles problématiques liées à la ﬁabilité de
l’oxyde enterré. Il est en eﬀet intéressant de se poser la question de l’impact d’une
dégradation du BOx sur les performances des transistors. L’objectif de ce travail
de thèse est donc de développer de nouveaux outils de caractérisation électrique
pour l’étude de dispositifs FDSOI avec des empilements High-κ/grille métallique.
Ces outils seront utilisés par la suite pour étudier les mécanismes à l’origine des
problèmes de ﬁabilité sur ces technologies et l’impact des procédés de fabrication.
Les travaux présentés dans ce manuscrit s’articuleront autour de quatre grands
axes :
Le Chapitre 1 étudie dans un premier temps le fort couplage électrostatique qui
existe entre la grille (face avant) et le substrat (face arrière) dans les transistors FD-
SOI. Aﬁn de comprendre comment varie la tension de seuil VT lorsqu’une tension en
face arrière est appliquée, le modèle de Lim & Fossum est présenté et ses limitations
sur ﬁlms minces sont discutées. Dans un deuxième temps, les paramètres électriques
couramment suivis lors des études de ﬁabilité tels que la tension de seuil, la mobilité
et le courant de saturation sont présentés. Les méthodes d’extraction associées y
sont aussi décrites.
Le Chapitre 2 présente la nature des défauts qui peuvent exister dans les oxydes
de type SiO2 mais aussi dans les diélectriques High-κ. Les méthodes de pompage de
charge et de conductance pour mesurer la densité de pièges à l’interface avant entre
le ﬁlm de silicium et l’oxyde de grille sont décrites dans le cas d’une technologie
sur silicium massif. Leur légitimité pour des technologies FDSOI à ﬁlms minces est
ensuite discutée. Dans le cas de la méthode de la conductance, une adaptation de
la technique permettant de mesurer aussi la densité de pièges à l’interface arrière
entre le ﬁlm et l’oxyde enterré sur des transistors FDSOI est présentée. Enﬁn, une
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nouvelle méthode de suivi de performances permettant de localiser et de quantiﬁer
une dégradation à l’interface avant ou arrière est proposée. Toutes ces méthodes se
basent sur le couplage électrostatique présenté au Chapitre 1.
Le Chapitre 3 va traiter des instabilités en température lorsqu’une contrainte
électrique est appliquée sur la grille, connues sous le nom de contraintes BTI («Bias
Temperature Instabilities »). Selon le signe de la tension appliquée, Positif ou
Négatif, on parlera de PBTI ou de NBTI. L’évolution des modèles de dégrada-
tion NBTI sur transistors PMOS est dabord présentée avec un accent sur les deux
modèles les plus aboutis, ceux de Tibor Grasser et de Vincent Huard. Les problé-
matiques liées aux phénomènes de relaxation durant la mesure des paramètres élec-
triques lors du stress sont soulevées et une nouvelle technique basée sur des mesures
pulsées est proposée pour pallier ce problème. Enﬁn, deux études expérimentales
sont présentées : la première sur l’impact de la diﬀusion d’azote dans l’empilement
de grille sur les performances en NBTI pour des technologies High-κ/grille métal-
lique, la seconde sur les mécanismes de piégeage/dépiégeage dans les High-κ lors de
contraintes PBTI. Dans cette seconde étude, les eﬀets de l’incorporation de lanthane
dans l’empilement de grille sont aussi traités.
Le Chapitre 4 porte enﬁn sur deux problématiques spéciﬁques aux dispositifs
de faibles dimensions. Les problèmes de ﬁabilité porteurs chauds sur des transis-
tors courts sont dans un premier temps traités pour le cas spéciﬁque des transistors
FDSOI à ﬁlms minces. La dégradation de l’interface arrière lors du pire cas de
dégradation est notamment étudiée. Dans un second temps, les eﬀets d’augmen-
tation de tension de seuil sur les dispositifs étroits sont présentés. Une étude sur
diﬀérents diélectriques High-κ est réalisée et permet de déceler l’origine de ces in-
stabilités de VT . Enﬁn, un modèle basé sur l’oxydation de la grille est proposé et
vériﬁé expérimentalement par des caractérisations électriques diverses et des mesures
physico-chimiques.
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Chapitre 1
Le transistor MOS FDSOI
Avant même de présenter toute étude, il est important de rappeler les principes
de fonctionnement de base des transistors Métal/Oxyde/Semiconducteur à eﬀet de
champ (MOSFET), spécialement lorsqu’une structure FDSOI est utilisée (voir Fi-
gure 1.1). En eﬀet, par rapport à un transistor MOS classique sur substrat en silicium
massif, une telle structure rajoute une épaisseur d’oxyde sous le semiconducteur et
vient changer l’électrostatique du dispositif. Dans tout ce chapitre, seul le cas du
NMOS sera présenté.


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Figure 1.1 – Tansistor MOSFET FDSOI
Ainsi, dans un premier temps, l’équation de Poisson sera appliquée à un empile-
ment Oxyde de grille/Semiconducteur/Oxyde enterré aﬁn d’étudier l’électrostatique
de la structure. Un modèle valable pour tous les régimes de fonctionnement du tran-
sistor y sera présenté. Aﬁn d’appréhender plus facilement le couplage entre l’interface
avant (oxyde de grille/silicium) et l’interface arrière (silicium/oxyde enterré), cer-
taines simpliﬁcations seront ensuite introduites pour déﬁnir la tension de seuil d’un
transistor FDSOI. Enﬁn, seront introduits d’autres paramètres électriques tels que
la mobilité et le courant de saturation, utilisés dans la suite de ce travail au cours
des études de ﬁabilité. Les méthodes pour les extraire seront notamment décrites et
discutées.
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Un transistor FDSOI pouvant être comparé à un transistor double grille - le sub-
strat sous l’oxyde enterré jouant le rôle de grille, on parlera de grille avant (« Front
Gate ») et de grille arrière («Back Gate »). On rappelle notamment que le silicium
sous l’oxyde enterré, initialement le même que pour le ﬁlm, peut être dopé dans le
cas où un ground plane est intégré.
On rappelle le diagramme de bande à l’équilibre d’une structure FDSOI Figure
1.2. Les notations sont les suivantes :
– NV le niveau d’énergie du vide
– Φm,FG le travail de sortie de la grille avant (métal)
– Φm,BG le travail de sortie de la grille arrière (silicium)
– ΦS le travail de sortie du silicium de type p
– EC et EV les bandes de conduction et de valence du silicium
– EF le niveau de Fermi du silicium
– Ei le niveau intrinsèque du silicium
 	ABC	DCE F BDEE 



	



Figure 1.2 – Diagramme de bande d’une structure FDSOI à l’équilibre
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1 Etude électrostatique d’une structure FDSOI
Dans la partie suivante est étudiée l’électrostatique d’un empilement Oxyde de
grille/Semiconducteur/Oxyde enterré. Les hypothèses utilisées sont les suivantes :
– la structure est unidimensionnelle (1D) selon la direction x
– les deux oxydes sont idéaux i.e sans charge
– tous les dopants du ﬁlm sont ionisés
– le ﬁlm est complètement déserté (principe de FDSOI)
– les eﬀets quantiques sont négligés dans le ﬁlm (gaz d’électron 3D)
1.1 Définition des régions
Pour travailler avec des notations plus simples, on déﬁnit Figure 1.3 trois régions,
dont on précise pour chacun le matériau, la permittivité électrique ε et l’épaisseur.
Les valeurs données sont celles classiquement utilisées :
À région « oxyde de grille », matériau=SiO2, εSiO2 = 3.9ε0, épaisseur tox
Á région « semiconducteur », matériau=Si, dopage de type P (Na>0), εSi =
11.9ε0, épaisseur tSi
Â région « oxyde enterré », matériau=SiO2, εSiO2 = 3.9ε0, épaisseur tBOx



 

	
AB
C D E


	
AB
Figure 1.3 – Empilement FDSOI 1D
Pour connaître le potentiel dans la structure, il suﬃt alors de résoudre l’équation
de Poisson dans chacune des régions, dont on rappelle l’expression :
∆Φ = −ρ
ε
(1.1)
avec Φ le potentiel électrique et ρ la densité volumique de charge.
Dans notre cas 1D selon x, cette équation de Poisson s’écrit alors :
∂2Φ
∂x2
= −ρ(x)
ε
(1.2)
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1.2 Equation de Poisson sur la structure
1.2.1 Région À : −tox 6 x 6 0
Comme il n’y a pas de charge ﬁxe dans l’oxyde (ρox = 0), on a ∂
2Φ
∂x2
= 0, d’où :
Φ1(x) = A1x+B1 (1.3)
avec A1 et B1 des constantes.
1.2.2 Région Á : 0 6 x 6 tSi
La densité de charges dans le ﬁlm ρSi :
ρSi = q (p− n−Na) (1.4)
avec q = 1.6 10−19C > 0 la charge en valeur absolue d’un électron (on gardera la
convention q>0 dans le reste du manuscrit). p et n représentent les concentrations
de trous et d’électrons libres dans le semiconducteur en m−3, fonctions non linéaires
du potentiel Φ2 [1] :
n(x) =
2√
π
H(x) Nc F1/2
(
− q
k T
[
Eg
2
+ ΦF +Φ2(x)
])
(1.5)
p(x) =
2√
π
H(x) Nv F1/2
(
− q
k T
[
Eg
2
+ ΦF − Φ2(x)
])
(1.6)
où k la constante de Boltzmann et T la température. Nc et Nv sont repectivement
les densités d’état d’électrons et de trous.
Les expressions des densités de porteurs sont calculées en considérant une distri-
bution de Fermi (fonction de Fermi F1/2). De plus, une correction quantique a été
ajoutée avec la fonction de Hansh H(x) [2] adaptée au FDSOI :
H(x) =
(
1− exp
(
−
(x
λ
)2))(
1− exp
(
−
(
tSi − x
λ
)2))
(1.7)
où λ =
~√
2 me k T
avec me la masse d’un électron.
Il est important aussi de noter que dans le cas d’un ﬁlm de silicium complètement
déserté, les porteurs libres proviennent essentiellement de la source et du drain. Dans
le cas précis du transistor NMOS, seuls les électrons peuvent être fournis par ces
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derniers, dopés N+.
L’équation de Poisson dans le ﬁlm correspond alors à une équation diﬀérentielle
non linéaire. Cependant, en régime de désertion totale, la densité de porteurs libres
est négligeable devant la charge de désertion et on a ρSi = −q Na. La résolution de
l’équation de Poisson dans le ﬁlm donne alors un potentiel Φ2 quadratique :
Φ2(x) =
q Na
2εSi
x2 +A2x+B2 (1.8)
avec A2 et B2 des constantes.
1.2.3 Région Â : tSi 6 x 6 tSi + tBOx
Tout comme dans la région À on a ρBOx = 0, d’où :
Φ3(x) = A3x+B3 (1.9)
avec A3 et B3 des constantes.
1.3 Conditions aux limites
Aﬁn de pouvoir résoudre ces équations, diﬀérentes conditions aux limites doivent
être considérées :
– condition de continuité du potentiel en x = 0 et x = tSi
Φ1(0
−) = Φ2(0
+) et Φ2(t−Si) = Φ3(t
+
Si)
– potentiels ﬁxés aux extrémités de la structure
Φ1(x = −tox) = VFG et Φ3(x = tSi + tBOx) = VBG
où VFG est la polarisation que l’on applique sur la grille avant du transistor
et VBG celle appliqué sous le BOx.
– continuité du vecteur de déplacement électrique
→
D= ε
→
E en x = 0 et x = tSi
en présence d’une charge surfacique Q (
→
D .
→
n= Q)
−εox ∂Φ1
∂x
∣∣∣∣
0−
+ εSi
∂Φ2
∂x
∣∣∣∣
0+
= −QitFG
−εSi ∂Φ2
∂x
∣∣∣∣
t−
Si
+ εox
∂Φ3
∂x
∣∣∣∣
t+
Si
= −QitBG
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avecQitFG la densité surfacique de charges à l’interface oxyde de grille/silicium
et QitBG celle à l’interface silicium/oxyde enterré. Ici, on ne considère aucune
charge dans les oxydes, d’où QitFG = QitBG = 0
1.4 Modèle en régime de désertion totale
En régime de désertion totale, on obtient alors six équations reliant les six
constantes inconnues :
B1 = B2 (1.10)
− εoxA1 + εSiA2 = 0 (1.11)
q Na
2εSi
t2Si +A2tSi +B2 = A3tSi +B3 (1.12)
− εSiA2 + εoxA3 = q Na tSi (1.13)
−A1tox +B1 = VFG (1.14)
−A3(tSi + tBOx) +B3 = VBG (1.15)
Ecrit de façon matricielle, il suﬃt alors de résoudre le système :


0 1 0 −1 0 0
−εox 0 εSi 0 0 0
0 0 tSi 1 −tSi −1
0 0 −εSi 0 εox 0
−tox 1 0 0 0 0
0 0 0 0 tSi + tBOx 1




A1
B1
A2
B2
A3
B3


=


0
0
− q Na2εSi t2Si
q Na tSi
VFG
VBG


(1.16)
1.5 Modèle complet
Pour obtenir le potentiel dans le ﬁlm dans les autres régimes de fonctionnement
du transistor, accumulation et inversion, il est nécessaire de considérer les porteurs
libres et pour cela résoudre l’équation de Poisson dans le ﬁlm de façon numérique
par des méthodes de diﬀérences ﬁnies.
On déﬁnit ΦsFG le potentiel à l’interface oxyde de grille/silicium et ΦsBG ce-
lui à l’interface silicium/oxyde enterré, grandeurs qui seront utilisées par la suite,
notamment pour le calcul de la concentration d’électrons aux interfaces :
ΦsFG = Φ2(0) et ΦsBG = Φ2(tSi) (1.17)
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Figure 1.4 – Potentiel électrique dans le ﬁlm
Le potentiel Φ obtenu avec le modèle complet est présenté Figure 1.4 pour dif-
férentes valeurs de VBG classiquement utilisées et pour VFG = 1V . On retiendra
qu’une variation de la tension en face arrière induira forcément une variation du
potentiel de surface avant ΦsFG.
Enﬁn, la Figure 1.5 représente la densité surfacique d’électrons Qn dans le ﬁlm
introduite équation 1.18 en fonction de la tension de grille avant VFG, pour diﬀé-
rentes valeurs de tension de grille arrière VBG. Le modèle complet avec les porteurs
libres y est comparé à celui avec l’hypothèse du régime de désertion totale. On ob-
serve que jusqu’à des densités d’environ 1013C/cm2, l’approximation de désertion
totale est justiﬁée.
Au delà de cette valeur dans le régime d’inversion, il devient primordial de consi-
dérer les porteurs libres dans le ﬁlm, la densité de porteurs libres (électrons) n’étant
plus négligeable.
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Figure 1.5 – Densités surfaciques d’électrons : comparaison des deux modèles
1.6 Capacité du film de silicium
On peut déﬁnir les densités surfaciques d’électrons Qn et de trous Qp exprimées
en C.m−2, fonctions de Φ2 et déﬁnies par :
Qn(Φ2) = −q
∫ tSi
0
n(x) dx (1.18)
Qp(Φ2) = +q
∫ tSi
0
p(x) dx (1.19)
La densité surfacique de charges dans le ﬁlm de silicium QSi peut ainsi s’écrire ;
QSi = Qdep+Qn(Φ2) +Qp(Φ2) (1.20)
avec Qdep = −q Na tSi la charge de désertion.
On peut alors remonter à la capacité du ﬁlm de silicium CSi déﬁnie par :
CSi =
dQSi
dΦsFG
(1.21)
Dans le cas d’un transistor FDSOI de type NMOS, la charge de désertion est
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constante et comme il n’y a pas de trou, CSi s’écrit :
CSi =
dQn
dΦsFG
(1.22)
Enﬁn, expérimentalement, on va venir appliquer un signal directement sur la
grille et non à l’interface avant. La capacité Cmes réellement mesurée correspond
alors à :
Cmes =
∂QSi
∂VFG
∂ΦsFG
∂VFG
(1.23)
La Figure 1.6 représente donc cette capacité du semiconducteur pour trois valeurs
de VBG. Pour VBG = 0 on retrouve le comportement classique d’un transistor sur
silicium massif [3] sans la partie accumulation puisque le ﬁlm est totalement déserté
(pas de porteur majoritaire). Pour VBG = +10V , cette capacité peut se décomposer
en deux parties : une première montée autour de VFG = −0.5V qui correspond à
l’inversion de la face arrière puis une deuxième montée vers VFG = 0.5V qui elle, est
représentative de l’inversion de la face avant. Enﬁn, appliquer une tension négative
VBG = −10V revient à déclencher l’inversion face avant pour des valeurs de VFG
plus grandes.
L’étude de cette dépendance de la tension de seuil avant VT,FG avec la tension
face arrière VBG est l’objet de la partie suivante.
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Figure 1.6 – Capacité du ﬁlm de silicium
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2 Etude de la tension de seuil : modèle de Lim & Fossum
Comme on vient de le voir avec la Figure 1.6, il est important de comprendre
la dépendance de la tension de seuil avant VT,FG avec la tension face arrière VBG
[4]. Pour moins de lourdeur d’expression, on ne précisera plus par la suite l’indice
« FG » en ce qui concerne la tension de seuil avant. On aura donc :
VT = VT,FG
2.1 Rappel : définition de la tension de seuil
Un canal d’inversion peut être formé dans le silicium lorsqu’une tension de grille
VFG adéquate est appliquée. On parle d’inversion forte pour VFG > VT . Concrète-
ment, dans le cas d’un transistor NMOS, pour VFG > VT un gaz d’électrons se forme
à l’interface oxyde de grille/silicium en densité largement supérieure à celle des trous
dans le volume du semiconducteur. Si on déﬁnit nsFG = n(x = 0), la condition d’in-
version forte est atteinte pour la condition nsFG = Na, ce qui correspond plus ou
moins à ΦsFG = 2ΦF avec :
ΦF =
kT
q
ln(
Na
ni
) (1.24)
où k est la constante de Boltzmann, T la température et ni la densité de porteurs
intrinsèque au semiconducteur. Le potentiel de Fermi ΦF représente la diﬀérence de
potentiel entre le niveau d’énergie de Fermi et le niveau intrinsèque dans le volume
du silicium (q ΦF = Ei − EF ).
Pour un transistor sur silicium massif, VT est donc déﬁni comme la tension pour
laquelle [5] :
VT = VFG(ΦsFG = 2ΦF ) (1.25)
On gardera cette déﬁnition dans le cas d’un transistor FDSOI.
2.2 Modèle
Aﬁn de déterminer une expression analytique de VT , on se place dans l’approxi-
mation d’un régime de désertion totale, cadre du modèle de Lim & Fossum [6].
On déﬁnit ΦMS,FG (ΦMS,BG) la diﬀérence de travaux de sortie entre la grille
avant (arrière) et le semiconducteur :
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

ΦMS,FG = ΦS − Φm,FG
ΦMS,BG = ΦS − Φm,BG
(1.26)
Aprés résolution du système d’équation 1.16 en remplaçant VFG par VFG −
ΦMS,FG et VBG par VBG − ΦMS,BG pour prendre en compte les diﬀérences de tra-
vaux de sortie des matériaux, il est possible d’exprimer VFG et VBG en fonction
de ΦMS,FG, ΦMS,BG et des capacités Cox = εoxtox , CBOx =
εox
tBOx
et CSi =
εSi
tSi
les
capacités d’oxyde de grille, d’oxyde enterré et de ﬁlm respectivement :
VFG = ΦMS,FG +
(
1 +
CSi
Cox
)
ΦsFG − CSi
Cox
ΦsBG − Qdep
2Cox
(1.27)
VBG = ΦMS,BG +
(
1 +
CSi
CBOx
)
ΦsBG − CSi
CBOx
ΦsFG − Qdep
2CBOx
(1.28)
avec Cox = εoxtox , CBOx =
εox
tBOx
et CSi =
εSi
tSi
les capacités d’oxyde de grille,
d’oxyde enterré et de ﬁlm respectivement.
Il existe donc clairement un couplage entre la face avant et la face arrière puisque
la tension de grille avant VFG dépend directement du potentiel de surface à l’arrière
ΦsBG, et donc de la tension appliquée en face arrière VBG. Ainsi, pour calculer la
tension de seuil du transistor, il faut considérer le régime de fonctionnement de la
face arrière. On va donc considérer les trois cas classiques possibles à savoir la face
arrière inversée, désertée et accumulée. Cette dernière est en pratique diﬃcilement
atteignable puisque le ﬁlm de silicium est déserté et qu’il n’y a pas d’apport possible
de porteurs majoritaires. Cependant on l’étudiera car on verra dans la suite qu’il
existe des structures spéciﬁques qui peuvent apporter ces porteurs majoritaires.
2.3 Expressions de VT pour les différents régimes de la face arrière
2.3.1 Face arrière accumulée
Le ﬁlm de silicum n’étant pas dopé, l’accumulation de la face arrière correspond
à ΦsBG = 0. De plus on a ΦsFG = 2ΦF et donc la tension de seuil du transistor
lorsque la face arrière est désertée VT,BGacc s’écrit :
VT,BGacc = ΦMS,FG +
(
1 +
CSi
Cox
)
2ΦF − Qdep
2Cox
(1.29)
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2.3.2 Face arrière inversée
Si la face arrière est inversée, on considère ΦsBG = 2ΦF et donc la tension de
seuil du transistor lorsque la face arrière est inversée VT,BGinv s’écrit :
VT,BGinv = ΦMS,FG + 2ΦF − Qdep
2Cox
(1.30)
2.3.3 Face arrière désertée
On a déjà ΦsFG = 2ΦF . De plus, si la face arrière est désertée, on a 0 < ΦsBG <
2ΦF , les bornes représentant le cas de la face arrière désertée ΦsBG = 0 et celui de
la face arrière inversée ΦsBG = 2ΦF .
On déﬁnit alors VBGacc la tension VBG qu’il faut appliquer pour que l’interface
arrière soit accumulée (ΦsBG = 0) et VBGinv celle pour que cette même interface
soit inversée (ΦsBG = 2ΦF ), ce qui revient après substitution dans l’équation 1.28
à :
VBGacc = ΦMS,BG − CSi
CBOx
2ΦF − Qdep
2Cox
(1.31)
VBGinv = ΦMS,BG − CSi
CBOx
2ΦF +
(
1 +
CSi
CBOx
)
2ΦF − Qdep
2Cox
(1.32)
On notera que cette VBGinv n’est rien d’autre que la tension de seuil du transistor
MOS arrière.
Enﬁn, pour VBGacc < VBG < VBGinv, la tension de seuil avant VT,BGdes, lorsque
la face arrière est désertée, est obtenue en combinant les équations 1.27 et 1.28 :
VT,BGdes = VT,BGacc − CSiCBOx
Cox(CSi + CBOx)
(VBG − VBGacc) (1.33)
Le coeﬃcient CSiCBOxCox(CSi+CBOx) est représentatif du couplage électrostatique entre
les interfaces avant et arrière du ﬁlm de silicium. On remarque d’ailleurs que lorsque
tBOx ≫ tSi, ce coeﬃcient de couplage n’est rien d’autre que le rapport des épaisseurs
de l’oxyde de grille et de l’oxyde enterré :
CSiCBOx
Cox(CSi + CBOx)
≈ tox
tBOx
(1.34)
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2.4 Résultats expérimentaux et limitations du modèle
La Figure 1.7 présente une caractéristique VT (VBG) expérimentale, obtenue sur
un transistor NMOS avec tSi = 15nm et tBOx = 140nm.
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Figure 1.7 – Tension de seuil en fonction de VBG
Pour VBGacc < VBG < VBGinv, on observe clairement un couplage électrostatique
entre la face avant et la face arrière. Cependant, pour VBG 6 VBGacc et VBG >
VBGinv, VT devient indépendant de VBG et permet un découplage total des deux
interfaces.
Cependant, ce phénomène de découplage n’est possible que si l’on peut distinguer
le canal d’inversion formé à l’avant de celui formé à l’arrière et donc seulement
si le ﬁlm de silicium est suﬃsamment épais. En eﬀet, pour des ﬁlms minces avec
tSi < 10nm le découplage des populations de porteurs à l’interface avant et arrière
ne s’observe plus.
Le modèle de Lim & Fossum nous a donc permis d’appréhender le phénomène
de couplage électrostatique entre la face avant et la face arrière et de formuler de
façon analytique les expressions de VT , et ce pour les diﬀérents régimes de la face
arrière. Cependant, ce modèle n’est valable que lorsque l’épaisseur du ﬁlm de silicium
est grande. En eﬀet, dans le modèle de Lim & Fossum, les charges sont considérées
comme surfaciques, ce qui n’est plus valide pour des ﬁlms minces. Ce phénomène est
illustré Figure 1.8 sur un ﬁlm mince (tSi = 5nm) où l’on observe que dans certaines
conditions de polarisation avant et arrière, les canaux d’inversion des interfaces avant
et arrière se confondent.
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Figure 1.8 – Concentration d’électrons dans le ﬁlm
2.5 Effet d’un ground plane sur VT (VBG)
Aﬁn de pouvoir moduler la valeur de la tension de seuil avant VT , il est possible
d’appliquer une polarisation arrière VBG au niveau du substrat sous l’oxyde enterré.
Cependant, ce substrat étant de même type que le ﬁlm FDSOI, à savoir non dopé,
il apparaît un régime de désertion sous l’oxyde enterré. Ce dernier vient limiter le
couplage électrostatique en augmentant « l’épaisseur électrique » du BOx [7]. Ce
phénomène est illustré Figure 1.9 par un « décroché » au niveau de VBG = 0V de la
caractéristique VT (VBG) et peut être corrigé par l’implantation d’une zone dopée
sous l’oxyde enterré (ground plane).
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Figure 1.9 – Illustration du régime de désertion sous le BOx et de sa correction
par un ground plane
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De plus, il peut y avoir une chute de potentiel dans le substrat sous l’oxyde
enterré qui engendre une diﬀérence entre la tension appliquée par l’utilisateur et
la tension eﬀectivement appliquée au niveau de l’oxyde enterré. Cette diﬀérence
pouvant prendre de l’importance lorsque le BOx est ﬁn, des solutions technologiques
sont réﬂéchies aﬁn de venir créer un contact directement au niveau du ground plane
en gravant l’oxyde enterré.
3 Caractéristiques expérimentales du transistor MOS
Dans ce chapitre, on a jusqu’à présent introduit le transistor MOS FDSOI de
façon théorique et déﬁni des expressions de la tension de seuil VT . Dans la pratique,
d’autres méthodes expérimentales sont mises en place pour mesurer VT . De plus,
si VT est une caractéristique importante du transistor MOS, d’autres paramètres
sont étudiés pour caractériser les performances des dispositifs, ce quelque soit la
technologie utilisée (FDSOI ou silicium massif). Certains de ces paramètres sont
introduits ci-après.
3.1 Tension de seuil
Deux méthodes d’extraction de VT sont présentées ici à partir d’une caracté-
ristique courant de drain-tension de grille avant ID(VFG) : la méthode du courant
constant et celle du VT extrapolé depuis le maximum de transconductance.
D’autres techniques basées sur des mesures courant-tension ID(VFG) [8, 9] ou
sur des mesures capacitives [10, 11] existent, mais sont plus contraignantes à mettre
en place car plus longues à mesurer (capacités) ou plus approximatives (dérivées à
calculer).
3.1.1 VT,Icc à courant constant
La méthode d’extraction de VT,Icc à courant constant consiste à évaluer la valeur
de la tension de grille avant VFG pour laquelle le courant de drain atteint un courant
seuil ICC choisi arbitrairement. Cette valeur arbitraire de ICC , censée représenter le
passage entre le régime d’inversion faible à celui d’inversion forte, peut varier d’un
technologie à une autre. Historiquement, cette valeur du courant de seuil est égale
à :
ICC = 0.1µA
W
L
(1.35)
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avec W la largeur de grille du transistor et L sa longueur.
L’atout principal de cette technique est qu’elle est simple et rapide et peut être
utilisée pour des tests à grande échelle. De plus, elle utilise une gamme de courant
proche du seuil, peu dépendante de la valeur des résistances série.
Cette méthode est illustrée Figure 1.10.
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Figure 1.10 – VT à courant constant
Enﬁn, cette méthode basée sur une mesure de courant sous le seuil est valable
à la fois en régime de saturation et en régime linéaire. La diﬀérence de tension
de seuil entre ces deux régimes correspond notamment au DIBL (« Drain Induced
Barrier Lowering »), eﬀet de canal court ou SCE (« Short Channel Eﬀect ») dû à
l’abaissement de la barrière de potentiel au niveau du drain :
DIBL = VT,Icc(VD fort)− VT,Icc(VD faible) (1.36)
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Les phénomènes de SCE et plus précisément de DIBL sont récapitulés Figure
1.11 :
Figure 1.11 – Illustration des eﬀets de canaux courts [12]
3.1.2 VT,lin extrapolé en régime linéaire
La méthode du VT,lin par extrapolation est basée sur l’expression suivante du
courant de drain ID en régime linéaire [13] :
ID =
W
L
µeff Cox
(
VFG − VT − VD
2
)
VD (1.37)
avec µeff =
µ0
1 + θ1(VFG − VT − VD2 ) + θ2(VFG − VT − VD2 )2
(1.38)
µeff est la mobilité eﬀective qui caractérise le transport des porteurs dans le
canal d’inversion et sera étudiée plus en détail dans le paragraphe suivant. µeff est
cependant composée de µ0 la mobilité sous champ électrique faible qui représente
la mobilité des porteurs sous le seuil (en terme d’ID(VFG)) et θ1 et θ2 les facteurs
empiriques de réduction de mobilité due à l’interaction porteurs libres/phonons du
réseau cristallin et à la rugosité de l’interface Si/SiO2 respectivement [14, 15].
Le paramètre θ1 prend aussi en compte la résistance série Rserie tel que θ1 =
θ1,0 +
W
L µ0 Cox Rserie (voir Figure 1.12).
On déﬁnit β = WL µ0 Cox qui est connu sous le nom de paramètre de gain en
transconductance du transistor et qui déﬁnit la quantité de courant que peut débiter
ce dernier sous l’application d’un couple de polarisation (VFG,VD). Le courant de
drain ID s’écrit ﬁnalement :
ID = β
VFG − VT − VD2
1 + θ1(VFG − VT − VD2 ) + θ2(VFG − VT − VD2 )2
VD (1.39)
27
Chapitre 1. Le transistor MOS FDSOI
 	AB
CD
CDE
CF
D
CDE CD	ABD CDAD
Figure 1.12 – Schéma électrique du transistor MOS incluant les résistances série
On en déduit la transconductance qui n’est autre que la dérivée de ID par VFG :
gm =
dID
dVFG
= β
1− θ2(VFG − VT − VD2 )2
[1 + θ1(VFG − VT − VD2 ) + θ2(VFG − VT − VD2 )2]2
VD (1.40)
Si on déﬁnit Vext la tension de grille extrapolée linéairement à partir du point
d’inﬂexion de la caractéristique ID(VFG) (au maximum de gm) et VG,gmMAX la
tension VFG pour laquelle gm est maximale, on a :
Vext = VG,gmMAX −
ID(VG,gmMAX )
gmMAX
(1.41)
d’où :
Vext = VT,lin +
VD
2
− θ1(VG,gmMAX − VT −
VD
2 )
2 + 2 θ2(VG,gmMAX − VT − VD2 )3
1− θ2(VG,gmMAX − VT − VD2 )2
(1.42)
Si on néglige la réduction de mobilité (θ1 = θ2 = 0), on arrive à :
VT,lin = Vext − VD
2
= VG,gmMAX −
ID(VG,gmMAX )
gmMAX
− VD/2 (1.43)
Finalement, bien que la réduction de mobilité et l’inﬂuence des résistances série
ne soient pas prises en compte, cette méthode graphique (voir Figure 1.13) est facile
à mettre en place. Plus qu’une valeur exacte de la tension de seuil VT , cette technique
permet de comparer deux dispositifs équivalents, ou de suivre la dérive de VT sur
un même dispositif lors d’un stress.
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Figure 1.13 – VT extrapolé
3.2 Mobilité effective
3.2.1 Définition
La mobilité eﬀective µeff introduite précédemment est un paramètre essentiel
qui permet de caractériser le transport électrique dans la couche d’inversion d’un
transistor MOS [16]. Elle établit un lien simple entre le champ électrique parallèle
au canal d’inversion E et la vitesse de dérive des porteurs vd :
vd = µeff E (1.44)
Cette mobilité eﬀective dépend notamment du champ électrique transverse Eeff
[17, 18] vu par les porteurs du canal d’inversion déﬁni par :
Eeff =
Qdep + η Qinv
εSi
(1.45)
avec Qdep la charge de désertion du ﬁlm de silicium et Qinv = Qn la charge d’inver-
sion. η est un paramètre empirique qui peut être considéré comme le « barycentre
électrostatique » de la couche d’inversion, et qui diﬀère selon le cas NMOS avec des
électrons (η = 12) ou PMOS avec des trous (η =
1
3) [19, 20].
3.2.2 Principe de la méthode de « split CV »
La méthode la plus utilisée pour mesurer la mobilité eﬀective µeff à faible VD en
fonction du champ eﬀectif Eeff est la méthode dite de « split CV », mise au point
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par Koomen [21] et améliorée par Sodini [10], où µeff est déﬁnie comme :
µeff =
Leff
W
ID
Qinv VD
(1.46)
avec Leff la longueur eﬀectivement contrôlée par le canal. En eﬀet, la diﬀérence
entre la longueur physique L et la longueur eﬀective Leff peut varier d’une dizaine
de nanomètres. Cette erreur est négligeable lorsqu’on travaille avec des transistors
de longueur de grille L = 10µm mais prend son importance avec des transistors
courts sub-100nm, erreur qui se répercute directement sur le calcul de la mobilité
eﬀective µeff . Diﬀérentes méthodes pour extraire Leff [22] existent mais ne seront
pas traitées dans ce travail.
Initialement développée pour des transistors sur silicium massif, cette technique
consiste à une mesure de courant-tension ID(VG) associée à deux mesures capaci-
tives. Une première entre la grille et le substrat (Cgs) qui sert à calculer la charge
de désertion Qdep et l’autre entre la grille et le canal (Cgc) qui permet de remonter
à la charge d’inversion Qinv.
Dans le cas du FDSOI, le calcul de Qdep ne nécessite pas de mesure capacitive
puisque le ﬁlm est complètement déserté (Qdep négligeable). Seule la mesure de la
capacité entre la grille et le canal Cgc (Figure 1.14) est alors nécessaire et la charge
d’inversion est obtenue en intégrant cette dernière :
Qinv =
∫ VG
−∞
Cgc(V ) dV (1.47)
Enﬁn, pour éviter toute variabilité de la mobilité avec VD [23], il est préférable de
faire une moyenne arithmétique de deux mobilités mesurées avec des VD symétriques
par rapport à 0 :
µeff corrigée =
1
2
(µeff (VD) + µeff (−VD)) (1.48)
3.2.3 Exemple et discussion
Une caractéristique expérimentale classique µeff (Eeff ) est présentée Figure 1.15.
On retrouve en pointillés la mobilité universelle introduite par Takagi pour un em-
pilement SiO2/grille poly-silicium [20]. On peut voir qu’à champ faible, la caracté-
ristique expérimentale s’éloigne de la mobilité universelle, ce qui s’explique par une
réduction de mobilité due à l’interaction coulombienne des porteurs du canal avec
des défauts chargés [24]. Ces impuretés peuvent être situées dans le canal (dopants
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Figure 1.14 – Mesure de la capacité grille-canal Cgc
du substrat pour les technologies sur silicium massif ) ou plus haut dans l’empilement
oxyde/grille [25, 26] et on parle alors de « remote coulomb scattering ». Cependant,
le fait que la mobilité tende vers 0 à très faible champ n’est pas physique et peut
être expliqué par une diﬀérence de tension de seuil VT entre la mesure de capacité et
celle de courant. D’autres phénomènes inﬂuent sur la mobilité tels que les collisions
avec des phonons du réseau ou des collisions dues à la rugosité de l’interface Si/SiO2
[27].
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Figure 1.15 – Mobilité eﬀective µeff en fonction du champ eﬀectif Eeff
Cette méthode de « Split CV » est donc une méthode trés eﬃcace pour mesu-
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rer la mobilité eﬀective des porteurs dans le canal d’inversion. Elle est cependant
limitée à trés faible champ (donc à trés faible charge d’inversion) et il faut préférer
une extraction de la mobilité par magnéto-transport dans cette gamme [28]. Elle
présuppose notamment que l’on travaille avec des dispositifs longs (L > 100nm)
pour pouvoir mesurer un signal capacitif suﬃsant (Cgc ∝ W × L). Une alternative
est l’utilisation de structurez matricée où plusieurs dispositifs courts sont mis en
parallèle mais il faut cependant faire attention aux nombreuses capacités parasites
qui interviennent lors de la mesure et sont négligeables lorsque le canal est long.
La méthode de « Split CV » a été pourtant adaptée pour des dispositifs sub-
100nm en corrigeant la capacité mesurée des capacités parasites [29] et en y extra-
yant Leff sans approximation sur la mobilité, contrairement à d’autres techniques
d’extraction de Leff basées sur des mesures courant-tension ID(VFG). Cette mé-
thode reste cependant fastidieuse.
3.2.4 Méthode de la fonction Y
Finalement, la technique la moins périlleuse pour étudier la mobilité µ0 sur des
dispositifs courts reste l’étude de la fonction Y introduite par Ghibaudo et al. [30]
déﬁnie par :
Y =
ID√
gm
(1.49)
En utilisant les équations 1.39 et 1.40 on a :
Y ≈
√
W
Leff
µ0 Cox VD (VFG − VT ) (1.50)
ce qui nous permet d’extraire une valeur de µ0 en s’aﬀranchissant des résistances
séries (pente de Y) mais aussi une valeur de la tension de seuil VT (abscisse à l’origine
de Y).
De plus, si on déﬁnit la fonction θeff linéaire dans le régime d’inversion du
transistor telle que :
θeff =
W
Leff
µ0 Cox
VD
ID
− 1
VFG − VT = θ1 + θ2 (VFG − VT ) (1.51)
on peut extraire les paramètres θ1 (abscisse à l’origine de θeff ) et θ2 (pente de
θeff ).
En pratique, la linéarité de la fonction Y dans le régime d’inversion n’est pas si
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évidente. La précision de l’extraction doit être améliorée par une méthode itérative
proposée par Mourrain et al. [31] en utilisant la fonction Ynew :
Ynew = Y
√
1− θ2 (VFG − VT )2 (1.52)
L’algorithme est présenté Figure 1.16. Cette procédure peut être appliquée tant
que le critère θ2 (VFG − VT )2 ≪ 1 n’est pas atteint.
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Figure 1.16 – Procédure d’extraction itérative de la fonction Y
3.3 Courant de saturation Isat
Dans le régime de saturation (VD > VFG−VT ), le canal proche du drain est pincé
et le courant de drain ID n’évolue plus avec VD (ID = ID,sat). Cependant pour les
dispositifs courts, le courant de drain continue d’augmenter avec la tension de drain
(Figure 1.17), ce qui peut s’expliquer par l’éloignement du point de pincement par
rapport au drain, par la réduction de tension de seuil avec VD (eﬀets de canaux
courts) ou encore par l’eﬀet d’avalanche [32].
On peut déﬁnir aussi Ion le courant de drain pour lequel le transistor est dans
son état « ON » ou « 1 » en binaire, i.e pour lequel la grille et le drain sont polarisés
à la tension d’alimentation du circuit VDD :
Ion = ID(VFG = VD = VDD) (1.53)
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Figure 1.17 – Caractéristique ID(VD) en forte inversion (VFG ≫ VT )
avec la valeur de VDD qui peut varier entre 0.9V et 1.1V selon la technologie utilisée.
On considèrera par la suite que ID,sat = Ion (à tort car non valable pour des
transistors à canaux courts).
De façon similaire on peut déﬁnir Ioff le courant de drain pour lequel le transistor
est dans son état « OFF » ou « 0 », i.e lorsque la grille est polarisée à 0V et le drain
à la tension d’alimentation VDD :
Ioff = ID(VFG = VD = 0) (1.54)
La caractéristique Log(Ioff ) en fonction de Ion - faite sur des transistors de
diﬀérentes longueurs L, la largeur W étant ﬁxe - est souvent utilisée pour juger des
performances d’un dispositif. En eﬀet, le courant Ion est représentatif de la vitesse de
commutation alors que le courant Ioff rend compte de la puissance statique dissipée
par le dispositif. Un exemple est proposé Figure 1.18 avec des transistors de largeur
W=80nm. L’intérêt d’appliquer une polarisation VBG pour moduler la tension de
seuil VT (et donc Ion et Ioff ) est illustré ici.
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Figure 1.18 – Caractéristique Ioff (Ion pour diﬀérentes polarisations face arrière)
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4 Conclusion du Chapitre 1
On a étudié dans ce chapitre la spéciﬁcité électrostatique d’une structure FDSOI
en résolvant l’équation de Poisson sur une strucure oxyde/semiconducteur/oxyde.
On a montré que le potentiel du ﬁlm à l’avant (en x=0) était intimement lié à celui à
l’arrière (x=tSi). Bien que limité par son hypothèse de désertion totale, le modèle de
Lim & Fossum nous a permis d’exprimer analytiquement le couplage électrostatique
au travers de la tension de seuil en fonction des épaisseurs de l’oxyde enterré, de
l’oxyde de grille et du ﬁlm de silicium (équation 1.33).
Ce modèle nous a aussi montré qu’il est possible, lorsque le ﬁlm de silicium
est épais, de découpler totalement les deux interfaces en appliquant un polarisation
VBG suﬃsante pour inverser ou accumuler l’interface arrière. Ce phénomène devient
cependant obsolète lorsque l’on travaille avec des ﬁlms minces tSi < 10nm. En
eﬀet, dans le modèle Lim & Fossum les charges sont considérées comme surfaciques,
ce qui n’est plus valable pour ces ﬁlms de faible épaisseur où l’on observe que les
canaux d’inversion à l’avant et à l’arrière peuvent se confondre (Figure 1.8). Pour
appréhender le couplage sur des structures à ﬁlms minces dans tous les régimes
de fonctionnement du transistor (accumulation, désertion et inversion), il est donc
primordial de considérer tous les porteurs libres dans le volume du ﬁlm.
Enﬁn, on a introduit diﬀérents paramètres électriques caractéristiques des tran-
sistors, paramètres qui seront utilisés par la suite dans les études de ﬁabilité. Les
notions de tension de seuil, de mobilité et de courant de saturation y ont été pré-
sentées ainsi que diﬀérentes méthodes électriques pour les extraire. On retiendra
principalement la méthode d’extraction de la tension de seuil à courant constant
qui est empirique mais valable en régime linéaire et en régime de saturation, ainsi
que la méthode de « CV split » pour l’extraction de la mobilité eﬀective en fonction
du champ électrique eﬀectif, technique cependant limitée aux transistors à canaux
longs.
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Chapitre 2
Méthodes de caractérisation des
pièges dans l’oxyde
On a considéré dans le chapitre précédent des oxydes parfaits, c’est-à-dire vierges
de tout défaut. Pourtant tout oxyde possède des défauts, qu’ils soient intrinsèques
au matériau (cristallographie) ou extrinsèques, comme des contaminations au cours
des diﬀérentes étapes de fabrication. Ces défauts peuvent être électriquement actifs
et avoir un impact direct sur les performances électriques des dispositifs notamment
sur la tension de seuil VT (termes Qox et QBOx qu’on a négligé dans les équa-
tions 1.27 et 1.28 page 21). La ﬁabilité des dispositifs est d’ailleurs essentiellement
dépendante de la qualité de l’oxyde de grille et pour la technologie FDSOI, il est
intéressant notamment d’étudier la qualité de l’oxyde enterré. Il est donc important
de comprendre la nature des pièges qui existent dans les oxydes et surtout d’être
capable de les caractériser électriquement.
Comme présenté dans l’introduction, les technologies actuelles utilisent pour
oxyde de grille des diélectriques de haute permittivité high-κ (HK) de type HfO2
ou HfSiON. Cependant, du fait de l’instabilité de l’interface ﬁlm de silicium/high-κ,
la formation d’une ﬁne couche interfaciale (IL pour Interfacial Layer) de type SiO2
et d’épaisseur variable entre 4 et 10Å selon les procédés de fabrication utilisés est
nécessaire pour pouvoir déposer l’oxyde high-κ.
On introduit d’ailleurs Figure 2.1 la notion d’épaisseur d’oxyde équivalente ou
EOT (Equivalent Oxide Thickness) aﬁn de se ramener à une référence commune
lorsqu’on étudie diﬀérents types d’oxydes. Il s’agit en fait de l’épaisseur de SiO2
qu’il faudrait pour avoir un eﬀet capacitif équivalent à celui de la bicouche IL/HK
soit :
EOT
εSiO2
=
tIL
εSiO2
+
tHK
εHK
(2.1)
L’oxyde de grille est donc composé d’une bicouche SiO2/high-κ et il est donc
important de diﬀérentier les défauts présents dans le SiO2 et ceux propres au high-κ.
On s’intéressera en particulier aux états d’interface aux deux interfaces Si/SiO2, à
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Figure 2.1 – Illustration de la notion d’épaisseur équivalente d’oxyde EOT
l’avant avec l’oxyde de grille mais aussi à l’arrière avec l’oxyde enterré, qui lui est
composé uniquement de SiO2. Deux méthodes électriques d’extraction de densité
d’états d’interface seront ensuite proposées : le pompage de charge et la méthode
de la conductance. Les principes généraux valables pour des dispositifs sur silicium
massif y seront présentés ainsi que les éventuelles adaptations pour des dispositifs
FDSOI. Enﬁn, une nouvelle méthode de suivi de la qualité des interfaces avant et
arrière d’un dispositif FDSOI durant un stress sera présentée.
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1 Nature des pièges
1.1 Défauts dans l’oxyde interfacial SiO2
1.1.1 Origine des défauts
L’origine des défauts présents dans la couche interfaciale vient essentiellement
du désaccord de maille qui existe entre Si et SiO2 (ﬁgure 2.2). En eﬀet, le silicium
présente une structure cristalline alors que la silice est amorphe. Ce désaccord de
maille est à l’origine d’une couche interfaciale de quelques angström (4-5Å) [1] et
provoque des distorsions électroniques qui engendrent des défauts à l’interface et
dans le volume du SiO2 [2].
Figure 2.2 – Illustration du désaccord de maille entre Si et SiO2 [3]
D’un point de vue énergétique, les défauts se situent dans la bande interdite du
SiO2 à un niveau ET . Ils deviennent électriquement actifs lorsqu’ils peuvent interagir
avec des porteurs du canal d’inversion. On distingue les pièges profonds (« deep
traps ») situés vers le milieu du gap du SiO2 des pièges peu profonds (« shallow
traps ») situés près des bandes.
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1.1.2 Défauts en volume
Diﬀérents types de défauts dans le volume du SiO2 ont été identiﬁés [4] :
– oxygène non liant : O3 ≡ Si−O•
– pont péroxyde : O3 ≡ Si−O −O − Si ≡ O3
– silicium bivalent : O2 ≡ Si• •
– lacune d’oxygène : O3 ≡ Si− Si ≡ O3
– centre E’ : O3 ≡ Si•
Les centres E’, appelés aussi silicium trivalent, sont les plus fréquemment ren-
contrés [5]. La présence d’un électron non apparié dans ce défaut a permis leur
identiﬁcation par technique ESR (Electronic Spin Resonance) en 1953 par Weeks
et al. [6].
Figure 2.3 – Illustration d’un centre E’ [7]
Cependant, étant donnée l’épaisseur de SiO2 de la bicouche SiO2/high-κ, on
s’intéressera essentiellement aux défauts à l’interface Si/SiO2.
1.1.3 Défauts d’interface
On a pu voir Figure 2.2 qu’il y avait un désaccord de maille à l’interface Si/SiO2.
Du fait des contraintes, certains atomes de silicium de l’interface déjà liés à trois
autres atomes de silicium ne peuvent plus se lier à un atome d’oxygène. Cette liaison
pendante de silicium se comporte alors comme un défaut électriquement actif. Ces
derniers ont été mis en évidence par ESR en 1971 par Nishi [8] et dénommés centres
Pb (P pour Paramagnétique et b comme l’indexation du pic de résonance).
Deux diﬀérents types de centres Pb ont été par la suite distingués selon l’orien-
tation du substrat et sont illustrés Figure 2.4 :
– les centres Pb0 •Si ≡ Si3 [9]
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– les centres Pb1 Si2 = Si •−Si ≡ Si20 uniquement présents pour les interfaces
Si/SiO2 d’orientation cristallographique (100) [10]
Figure 2.4 – Illustration des centres Pb0 et Pb1 [7]
Il a été cependant montré que l’impact électrique ainsi que la quantité de centres
Pb1 étaient plus faibles que ceux des centres Pb0 [11]. Par la suite, on ne diﬀérenciera
pas les deux types de centres Pb et on parlera d’états d’interface (« état » qualiﬁe
le niveau d’énergie du piège). Leur densité est notée Dit (« Density of interface
traps ») et exprimée en cm−2eV−1 ou en cm−2 si l’on intègre cette densité pour tous
les états d’énergie.
D’ailleurs, du point de vue énergétique, ces centres Pb se situent dans la bande
interdite du silicium. Ils ont de plus la particularité d’être amphotères, c’est-à-dire
qu’ils peuvent piéger à la fois des trous et des électrons. Plus précisément, ils sont
de type donneur (piège à trous) si leur énergie ET est dans la moitié inférieure de
la bande interdite du silicium (ET 6 Eg/2) et accepteur (piège à électrons) dans la
partie supérieure (ET > Eg/2). Cette distribution est illustrée Figure 2.5 pour une
condition de bandes plates et pour une condition d’inversion, sur NMOS et PMOS.
Les mécanismes de piégeage/dépiégeage peuvent être formalisés par le modèle de
Shockley-Read-Hall [12].
Cette distribution des pièges dans la bande interdite du silicium va avoir une
incidence très importante sur la charge piégée en fonction de la polarisation de la
grille avant VFG. Une variation q ∆Dit de charges à l’interface induit alors une
variation ∆VT de tension de seuil telle que :
∆VT =
q ∆Dit
Cox
(2.2)
Enﬁn, il est important de noter qu’un recuit de l’oxyde à haute température
(T=400°C) sous atmosphère hydrogénée permet une réorganisation de l’interface
et une diminution des liaisons pendantes du silicium [14], les atomes d’hydrogène
venant se ﬁxer à ces dernières (la liaison Si-H est électriquement neutre). On parle
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Figure 2.5 – Inﬂuence de la distribution des pièges d’interface sur la charge piégée
sur NMOS (a) et PMOS (b) [13]
alors de passivation des liaisons pendantes.
1.2 Défauts dans l’oxyde high-κ
Les matériaux high-κ les plus plus utilisés sont ceux formés à partir d’Hafnium
(Hf) tels que HfO2 ou HfSiO(N), de par leur propriété isolante mais aussi pour
leur ﬁabilité et leur faisabilité en condition industrielle (couches minces et budget
thermique le plus faible possible).
Tout comme pour l’oxyde de silicium, des défauts peuvent apparaître suite à des
réarrangements de liaisons électroniques lors du processus de fabrication. Cependant,
la nature des défauts dans les high-κ est moins bien connue que pour le SiO2. On
retiendra quand même deux types de défauts [15] :
– les groupements moléculaires contenant des atomes d’oxygène interstitiels. Ces
défauts peuvent être neutres O0 ou chargés négativement O− ou O2−
– les lacunes d’oxygène. Elles présentent diﬀérents niveaux de charges tels que
V+O, V
2+
O , V
−
O et V
2−
O et sont considérées comme étant à l’origine des problèmes
de piégeage d’électrons dans les high-κ [16].
Diﬀérents résultats sont reportés dans la littérature en ce qui concerne la position
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énergétique de ces diﬀérents défauts dans la bande interdite de l’oxyde [17, 18].
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Figure 2.6 – Illustration des mécanismes de piégeage et dépiégeage d’électrons dans
l’oxyde pour un transistor NMOS
Du point de vue électrique, ces défauts sont des pièges réversibles, à savoir qu’en
appliquant un champ électrique favorable (VFG < 0) il est possible de les dépié-
ger comme illustré Figure 2.6. Ce phénomène de piègeage réversible a été mis en
évidence par Kerber et al. [19] initialement sur des diélectriques de type HfO2. Il
met notamment en évidence des temps caractéristiques de piégeage τ ≪ 1ms, non
détectable par des mesures de courant ou de capacité classiques. Ce dernier point
peut être problématique dans l’estimation des durées de vie des dispositifs dans les
études de ﬁabilité puisqu’une partie du piégeage est indétectable par des mesures
classiques. Diﬀérents procédés de mesures dynamiques de courant ont été proposés
[19, 20] au début des années 2000 et aujourd’hui les équipements commerciaux de
type Agilent B1530 permettent des mesures de courant ultra rapides, capables de
mesurer des caractéristiques ID(VFG) en une dizaine de microsecondes. Ce type de
mesure sera détaillé dans le Chapitre 3 et son importance montrée dans les études
des contraintes PBTI.
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2 Méthode de pompage de charge
2.1 Principe
Le terme pompage de charge (« charge pumping » en anglais) a été introduit
en 1969 par Brugler et Jespers [21] suite à l’observation sur des transistors sur
silicium massif d’un courant de substrat lorsque l’on vient basculer périodiquement
un transistor du régime d’inversion au régime d’accumulation.
Les diagrammes de bande de ces deux régimes sont illustrés Figure 2.7 où le
remplissage des pièges y est indiqué par la bande rectangulaire (coloriée lorsque le
piège est occupé par un électron, vide dans le cas contraire). Dans le régime d’inver-
sion, les porteurs minoritaires issus des source et drain viennent remplir les pièges
d’énergie inférieure au niveau de Fermi (ET < EF ). Dans le régime d’accumulation,
ce sont les porteurs majoritaires issus du substrat qui vont être capturés par les
pièges d’énergie supérieure au niveau de Fermi (ET > EF ). Ainsi, à chaque période
un porteur minoritaire est capturé par un état d’interface puis se recombine avec
un porteur majoritaire du substrat capturé à son tour, donnant lieu au courant
« pompé » proportionnel à la densité d’état d’interface avant DitFG.
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Figure 2.7 – Remplissage des états d’interface en inversion et en accumulation
(NMOS)
Ce phénomène a donné lieu à diﬀérentes méthodes de caractérisation de la densité
d’états d’interface en appliquant des impulsions (pulses) de tension sur la grille du
dispositif, la forme du pulse pouvant varier [22, 23]. On s’intéressera ici à la méthode
la plus classique utilisant des signaux trapézoïdaux caractérisés par :
– un niveau haut VH (« High ») et un niveau bas VL(« Low ») choisis de sorte
que l’amplitude du signal permette de passer de l’accumulation à l’inversion
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et vice versa, soit ∆V = VH − VL > VT − VFB, VFB étant la tension de bande
plate.
– des temps de montée (« rise ») tr et de descente tf (« fall »)
– une fréquence f du signal
Le protocole expérimental est illustré Figure 2.8 pour un transistor sur silicium
massif :
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Figure 2.8 – Illustration de la méthode de pompage de charges
2.2 Expression du courant pompé ICP
L’expression du courant ICP prenant en compte les émissions de porteurs a été
apportée par Groeseneken et al. en 1984 [24], soit :
ICP = qSf
∫ Eem,e
Eem,h
Dit(E)dE (2.3)
≈ q S f (Eem,e − Eem,h) Dit (2.4)
avec Eem,e − Eem,h la fenêtre d’énergie dans laquelle il y a recombinaison dans
les états d’interface et Dit la densité moyenne des pièges (considérée uniforme dans
le canal et indépendante de l’énergie). S est la surface du dispositif.
Eem,h et Eem,e sont plus exactement les énergies à partir desquelles les trous et
les électrons respectivement ne sont plus émis. En eﬀet, un piège peut être rempli soit
par capture d’un électron de la bande de conduction soit par émission d’un trou vers
la bande de valence. Pour qu’il y ait recombinaison, il faut que le piège se remplisse
par capture d’un électron de la bande conduction du silicium puis se vide par capture
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d’un trou de la bande de valence (Figure 2.7). Or pour EF>Eem,e, le piège va avoir
plutôt tendance à réémettre l’électron piégé vers la bande de conduction et pour
EF<Eem,h le piège va avoir plutôt tendance à être rempli par émission d’un trou
plutôt que par la capture d’un électron.
Les expressions Eem,h et Eem,e sont données par Simmons et Wei [25] :
Eem,e = Ei − k T ln(tf |VT − VFB|
VH − VL ni vth σn) (2.5)
Eem,h = Ei + k T ln(tr
|VT − VFB|
VH − VL ni vth σp) (2.6)
avec ni la densité intrinsèque de porteurs, vth la vitesse thermique, σp et σn les
sections de capture de trous et d’électrons respectivement des états d’interface.
En pratique, on fait varier le niveau bas VL tout en gardant l’amplitude du signal
VH − VL constante [26]. On peut aussi garder un niveau bas constant et faire varier
l’amplitude du signal [21], mais on ne détaillera pas cette méthode ici.
On obtient ainsi une courbe caractéristique en forme de cloche (voir Figure 2.9)
où ICPmax correspond eﬀectivement au courant pompé décrit précédemment. Celle-
ci peut être divisée en 5 zones :
À la surface du semiconducteur reste accumulée et le vidage/remplissage des
pièges ne met en jeu que des trous ⇒ pas de recombinaison possible
Á zone intermédiaire où la recombinaison est limitée à cause de l’émission de
trous
Â durant un cycle, la surface du semiconducteur passe de l’accumulation à l’in-
version ⇒ courant de recombinaison maximal ICPmax pour les pièges situés
entre Eem,h et Eem,e
Ã zone intermédiaire où la recombinaison est limitée à cause de l’émission d’élec-
trons
Ä la surface du semiconducteur reste inversée et le vidage/remplissage des pièges
ne met en jeu que des électrons ⇒ pas de recombinaison possible
Enﬁn, les équations 2.5 et 2.6 montrent que Eem,h et Eem,e dépendent des temps
de montée tr et de descente tf du signal. Il est donc possible de changer la fenêtre
de recombinaison des états d’interface en jouant sur ces paramètres. Plus précisé-
ment, en dérivant l’équation 2.3 et en considérant que les sections de capture sont
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Figure 2.9 – Caractéristique ICP (VL) en forme de cloche pour un transistor NMOS
indépendantes du niveau d’énergie de l’état d’interface, on obtient [24] :
Dit(Eem,e) =
tf
q S f k T
dICP
dtf
(2.7)
Dit(Eem,h) =
tr
q S f k T
dICP
dtr
(2.8)
On remarquera que l’on peut jouer aussi sur la température pour balayer une
gamme d’énergie plus large de la bande interdite du silicium.
2.3 Limitations sur FDSOI
Le principe du pompage de charge repose donc sur la mesure d’un courant de
recombinaison proportionnel à la densité d’états d’interface. Cependant, pour qu’il y
ait recombinaison, la présence de porteurs minoritaires ET majoritaires dans le canal
selon les diﬀérentes polarisations de grille avant est primordiale, ce qui n’est pas le
cas dans une structure FDSOI classique ! En eﬀet, le ﬁlm de silicium étant très peu
dopé, la génération de porteur majoritaire est très faible. L’utilisation de structures
spéciﬁques capables de fournir des porteurs majoritaires est ainsi indispensable.
Pour appliquer cette méthode, on utilise alors des structures adaptées de type
transistor « à body contacté » dotées d’une prise à trous [27] ou des « diodes à
grille » aussi appelées structures PIN, qui possèdent des source et drain de dopages
opposés [28]. Ces dernières sont illustrées Figure 2.10.
L’eﬃcacité de la prise à trous d’une structure « à body contacté » a été vériﬁée
ainsi que son éventuelle inﬂuence sur l’électrostatique de l’empilement. Pour cela,
une mesure de capacité grille-canal a été réalisée pour deux diﬀérentes valeurs de
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Figure 2.10 – Adaptation du pompage de charge sur FDSOI
polarisation arrière VBG = 0V et VBG = 10V . Ces résultats expérimentaux ont
ensuite été comparés à une simulation réalisée par le solveur Poisson-Schrödinger
« Schred » [29] dans laquelle les populations de trous et d’électrons sont à l’équilibre,
d’où la possibilité d’un régime d’accumulation. Cette comparaison présentée Figure
2.11 a été réalisée sur un dispositif avec un ﬁlm d’épaisseur tSi=6nm et un oxyde
enterré de tBOx=25nm.
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Figure 2.11 – Validation des structures à body contacté
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On observe donc bien un régime d’accumulation pour les tensions négatives
même si l’expérience diﬀère de la simulation. Cela peut s’expliquer par une mau-
vaise modélisation des trous, récurrente dans ce type de simulation. Dans le régime
d’inversion, la cohérence entre l’expérience et la simulation pour les deux diﬀérents
VBG atteste que la prise de porteurs majoritaires ne vient pas modiﬁer le couplage
électrostatique et que ces structures sont comparables à des transistors classiques.
Cependant, si la mesure de courant pompé ICP s’avère possible sur des transis-
tors FDSOI, diﬀérentes interrogations restent en suspens quant à son interprétation,
plus particulièrement lorsqu’une polarisation arrière est appliquée. La méthode clas-
sique a été appliquée à une structure à body contacté (tSi = 7nm & tBOx = 25nm)
pour diﬀérentes valeurs de polarisations arrière VBG.
Les résultats de courant pompé ICP récupéré au niveau du body sont présentés
Figure 2.11. Les paramètres utilisés pour cette mesure sont :
– f=1MHz
– VH − VL = 1.2V
– tr = tf = 50ns.
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Figure 2.12 – Courant pompé ICP pour diﬀérentes polarisations arrière −5V <
VBG < +5V
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Dans un premier temps, on retrouve bien des courbes de courant pompé ICP (VL)
en forme typique de cloche et ce quelles que soient les polarisations arrière VBG.
Ensuite, on peut observer un décalage du pic de courant vers les tensions positives
lorsque VBG diminue. Cela s’explique facilement par le couplage électrostatique :
lorsque l’on applique VBG > 0 la tension de seuil diminue et inversement pour VBG <
0 (voir Figure 1.7 page 23). Le maximum de courant pompé ICPmax obtenu lorsque
l’interface avant passe du régime d’accumulation au régime d’inversion (Figure 2.9)
suit donc les variations de la tension de seuil. Ces premières observations sont en
accord avec d’autres travaux sur le sujet [27, 28, 30] réalisés sur des transistors
FDSOI avec des ﬁlms épais tSi > 40nm.
Cependant, contrairement aux études citées, on observe l’augmentation du pic de
courant ICPmax lorsque VBG augmente. Ce phénomène non observé jusqu’à présent
dans la littérature peut être attribué à la trés faible épaisseur de ﬁlm (tSi = 7nm).
En eﬀet, plus l’épaisseur de ﬁlm est petite, plus l’interface arrière avec l’oxyde en-
terré est proche et donc il n’est pas improbable de retrouver dans le courant pompé
une contribution des états d’interface arrière (DitBG). Pour essayer de comprendre
qualitativement ce phénomène, les cas VBG=+5V, VBG=0V et VBG=-5V ont été si-
mulés avec le solveur Poisson présenté au chapitre précédent. Une étude des densités
de porteurs aux interfaces avant et arrière a été ainsi eﬀectuée pour des tensions de
grille avant comprise entre -1<VFG<+1.4V. On a considéré arbitrairement que les
régimes d’inversion et d’accumulation étaient atteints pour des densités de porteurs
n > 1017cm−3 et p > 1017cm−3 respectivement, aux interfaces avant et arrière.
Les résultats sont présentés Figure 2.13 où la « bande de couleur magenta »
correspond à une fenêtre de tension d’amplitude VH − VL = 1.2V aﬁn de visualiser
le passage du niveau bas VL au niveau VH lors d’une mesure de pompage de charge.
Elle a été placée approximativement au niveau du maximum de courant pompé
(zone Â de la Figure 2.9), à savoir dans un régime d’accumulation à l’avant pour
VFG = VL et dans un régime d’inversion à l’avant pour VFG = VH . La tension de seuil
n’ayant pas été ajustée dans les simulations, la fenêtre VH − VL ne correspond pas
exactement aux résultats. Les diﬀérents régimes de fonctionnement aux interfaces
avant et arrière sont précisés pour chaque couple (VFG,VBG). Enﬁn la double ﬂèche
correspond à une éventuelle recombinaison d’électrons et de trous lors du passage
du niveau bas au niveau haut, et inversement. Ce point sera détaillé par la suite.
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Figure 2.13 – Simulation des diﬀérents régimes des interfaces avant et arrière pour
trois valeurs de VBG
Dans le cas VBG=0V, on se rend compte dans un premier temps que dans la
fenêtre de tension pour laquelle le pic de courant pompé est maximum, les deux
interfaces FG et BG passent en même temps d’un régime d’accumulation à un régime
d’inversion. Concrètement, si l’on reprend les principes du pompage de charge, cela
signiﬁe qu’en plus des états d’interface avant (ICP,FG), on vient sonder les états
d’interface arrières (ICP,BG). Il faut donc être très prudent quant à l’interprétation
des densités de piège mesurées sur des transistors FDSOI lorsqu’aucune polarisation
est appliquée en face arrière puisqu’on a :
ICP = ICP,FG + ICP,BG (2.9)
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Dans le cas VBG=-5V, on voit que l’interface avant passe bien d’un régime
d’accumulation à un régime d’inversion, alors que l’interface arrière est soit en accu-
mulation soit en désertion. A priori, aucun piège arrière n’est alors sondé. Pourtant,
expérimentalement, on voit le pic de courant pompé augmenter. On pourrait attri-
buer ce phénomène à un courant de recombinaison directe ICP,rd entre un trou de
l’interface arrière et un électron de la face avant lorsque le pulse passe du niveau
bas au niveau haut (double ﬂèche sur le schéma), phénomène de recombinaison en
volume similaire à celui observé par Ouisse [28] sur des transistors à canaux longs.
On aurait alors :
ICP = ICP,FG + ICP,rd (2.10)
Cependant, lorsqu’on regarde le cas VBG=+5V, on se retrouve dans un cas symé-
trique, cette fois-ci avec une possible recombinaison entre un électron de l’interface
arrière et un trou de l’interface avant. Pourtant, l’expérience montre que le pic de
courant diminue par rapport au cas VBG=0V !
Il est donc très diﬃcile de conclure sur la validation de la méthode de pompage
de charge à amplitude constante pour des transistors FDSOI à ﬁlms ﬁns. En eﬀet,
le courant pompé ICP varie de façon conséquente lorsque l’on vient appliquer une
polarisation en face arrière, phénomène encore insuﬃsamment compris.
Finalement, selon la polarisation arrière VBG, deux problèmes distincts appa-
raissent quant à l’interprétation du courant pompé ICP sur les transistors FDSOI à
ﬁlms ﬁns :
– distinguer la réponse électrique des états d’interface à l’avant ICP,FG de celle
à l’interface l’arrière ICP,FG
– distinguer la réponse des pièges (ICP,FG + ICP,BG) d’une autre contribution
ICP,rd issue de la recombinaison directe de porteurs dans le ﬁlm de silicium
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3 Méthode de la conductance
3.1 Principe
Comme on a pu le voir au début de ce chapitre, les états d’interface peuvent
être considérés comme des états électroniques monoénergétiques d’énergie Et dont
l’ensemble forment un continuum d’énergie dans la bande interdite du silicium. Ces
pièges ont en plus la particularité d’être amphotères et peuvent donc échanger des
porteurs avec les bandes de valence et de conduction. C’est cet échange qui est à
l’origine d’une réponse capacitive CitFG de ces défauts, dépendante du potentiel de
surface à l’interface avant ΦsFG :
CitFG(ΦsFG) =
dQit(ΦsFG)
dΦsFG
(2.11)
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Figure 2.14 – Illustration d’une mesure de capacité sur un transistor MOS classique
Ces échanges ne s’eﬀectuent pas systématiquement à l’équilibre thermodyna-
mique et donnent lieu à des pertes énergétiques sous forme d’eﬀet Joule dans le
substrat, qui vont donner lieu à un pic de conductance GitFG proportionnel à la
densité de piège DitFG [31]. Ces deux grandeurs (CitFG et GitFG) sont accessibles
via une mesure de capacité du dispositif illustrée Figure 2.14 pour un transistor MOS
classique sur silicium massif. Cette mesure est réalisée entre une borne « High » re-
liée à la grille et une borne « Low » reliée au groupe source + drain + substrat
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(source + drain uniquement sur FDSOI).
Enﬁn, la réponse capacitive CitFG des pièges, ainsi que la perte énergétique
GitFG associée, dépendent de la fréquence (ω = 2 π f) du signal alternatif de mesure
d’amplitude δVG. A basse fréquence, les pièges ont le temps d’échanger des porteurs
avec les bandes de valence et de conduction et vont répondre instantanément à la
variation de courbure de bande imposée par δVG. CitFG(ω) atteint alors sa valeur
statique Cit0 alors que GitFG(ω) tend vers une valeur nulle, les échanges se faisant
à l’équilibre thermodynamique. A haute fréquence, les pièges n’ont pas le temps de
répondre et n’échangent plus de porteurs avec les bandes. Encore une fois, aucune
perte énergétique n’a lieu et à la fois CitFG(ω) et GitFG(ω) tendent vers une valeur
nulle.
La réponse fréquentielle des pièges n’est ﬁnalement visible que pour une gamme
de fréquences comprise approximativement entre 1Hz<f<1MHz et apparaît dans
le régime d’inversion faible, comme l’illustrent les Figures 2.15 et 2.16 pour un
transistor FDSOI de type NMOS avec VBG = 0V . Cette dépendance fréquentielle
sera illustrée plus loin après modélisation.
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Figure 2.15 – Caractéristique C-V à diﬀérentes fréquences : illustration de la ré-
ponse fréquentielle des pièges
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Figure 2.16 – Caractéristique G-V à diﬀérentes fréquences : illustration de la ré-
ponse fréquentielle des pièges
3.2 Modélisation électrique
Il faut à présent relier la capacité Cmes et la conductance Gmes mesurées aux
capacité CitFG et conductance GitFG propres aux états d’interface. Ce modèle a
été largement décrit par Nicollian et Brews [32] pour des technologies sur silicium
massif. Il sera adapté au cas spéciﬁque du FDSOI dans un second temps.
On déﬁnit Cit∗FG la réponse électrique complexe des états d’interface. On dis-
tinguera les échanges de porteurs entre les pièges et la bande de valence Ctp∗FG(ω)
de ceux de la bande de conduction Ctn∗FG(ω), soit :
Cit∗FG = Ctn
∗
FG + Ctp
∗
FG (2.12)
Dans l’approximation d’un régime petit signal, on considère alors Figure 2.17 le
circuit électrique équivalent du transistor en régime de désertion. On rappelle que les
capacités Cox, Cdep et CinvFG introduites au Chapitre 1 sont les capacités d’oxyde
de grille, de désertion et d’inversion à l’interface avant respectivement.
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Figure 2.17 – Circuit électrique équivalent à un transistor technologie silicium
massif en inversion
Ctp∗FG et Ctn
∗
FG prennent en compte le fait que la réponse des états d’interface
varie avec la fréquence et s’écrivent :
Ctn∗FG(ω) =
q2
kT
∫ Ec
Ev
(τn,FG)
−1 ft (1− ft)2 DitFG(Et)
j ω ft (1− ft) + ft (τp,FG)−1 + (1− ft) (τn,FG)−1 dEt
(2.13)
Ctp∗FG(ω) =
q2
kT
∫ Ec
Ev
(τp,FG)
−1 f2t (1− ft) DitFG(Et)
j ω ft (1− ft) + ft (τp,FG)−1 + (1− ft) (τn,FG)−1 dEt
(2.14)
où τn,FG = (cn ns,FG)−1 et τp,FG = (cp ps,FG)−1 les temps de vie caractéristiques des
électrons et des trous à la surface. Ils dépendent des coeﬃcients de capture des pièges
(cn, cp) et des concentrations de trous ps,FG et d’électrons ns,FG à l’interface. A
noter que dans la pratique, ces concentrations sont obtenues pas simulation Poisson-
Schrödinger à l’équilibre.
On rappelle les expressions des coeﬃcients de capture des pièges déﬁnies en
fonction des sections eﬃcaces de capture des électrons σn et des trous σp et de la
vitesse thermique des porteurs vth [12] :
cn = σn vth et cp = σp vth (2.15)
Enﬁn, ft(Et) est la probabilité d’occupation d’un piège d’énergie Et et obéit à
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une statistique de Fermi-Dirac :
ft(Et) =
1
1 + exp
(
Et−EF
kT
) (2.16)
On remarquera que Cit∗FG peut se décomposer en une partie imaginaire et une
partie réelle telle que :
j ω Cit∗FG = GitFG + j ω CitFG (2.17)
où CitFG et GitFG sont les réponses capacitive et conductive des états d’interface
introduites au paragraphe 3.1 précédent. En régime de désertion (τn ≪ τp) et en
considérant DitFG constant dans la bande interdite du silicium, on peut montrer
que :
GitFG
ω
= q DitFG
ln
(
1 + (ωτn)
2
)
2 ωτn
(2.18)
CitFG = q DitFG
arctan(ωτn)
ωτn
(2.19)
Le comportement en fréquence de CitFG et de CitFG représentés Figure 2.18 est
en accord avec la description de la réponse fréquentielle des pièges au paragraphe
3.1.
10-1 100 101 102
0.0
0.2
0.4
0.6
0.8
1.0
q DitFG
GitFG/
q DitFG
CitFG
 
C
it F
G
/q
D
it F
G
  &
  G
it F
G
/q
D
it F
G
n
Figure 2.18 – Comportement en fréquence de la capacité CitFG et conductance
GitFG des pièges d’interface avant
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Finalement, si l’on revient à Figure 2.17, l’admittance complexe Y ∗eq équivalente
au circuit est égale à :
Y ∗eq(ω) =
(
1
j ω Cox
+
1
j ω (Cdep + CinvFG + Cit
∗
FG)
)
−1
(2.20)
Les conductances et capacités mesurées correspondent alors respectivement à la
partie réelle et à la partie imaginaire (à un facteur ω près) de l’admittance Y ∗, soit :
Gmes = Re(Y
∗) et Cmes =
Im(Y ∗)
ω
(2.21)
Les comparaisons du modèle et de l’expérience sont présentées Figure 2.19 pour
la capacité et Figure 2.20 pour la conductance pour transistor NMOS sur silicium
massif et pour trois diﬀérentes fréquences de mesure. Les sections eﬃcaces de capture
des pièges utilisées pour les simulation sont σp = σn = 10−20m2. On observe à
gauche sur les caractéristiques C-V que les bosses caractéristiques de la réponse
des états d’interface sont bien simulées pour les trois fréquences utilisées. A droite
sur les caractéristiques G-V, on distingue l’interaction des pièges avec les porteurs
majoritaires (pic de gauche), ici des trous, de celle des pièges avec les porteurs
minoritaires (pic de droite), ici des électrons.
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Figure 2.19 – Comparaison des capacités mesurées à celles simulées sur un tran-
sistor NMOS technologie silicium massif pour diﬀérentes fréquences
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Figure 2.20 – Comparaison des conductances mesurées à celles simulées sur un
transistor NMOS technologie silicium massif pour diﬀérentes fréquences
On notera aussi que sur les courbes expérimentales, la conductance augmente
drastiquement autour des pics pour VFG < −0.6V et VFG > 0.2V . Il s’agit en fait
des fuites du courant de grille avant. On pourrait modéliser ces fuites en mesurant ce
courant de grille et en le dérivant par rapport à la tension de grille avant. Cependant,
une mesure de plus est nécessaire et cette fuite est négligeable dans la gamme de
réponse des pièges. C’est la raison pour laquelle cela n’a pas été fait ici.
3.3 Limitations de la méthode pour le FDSOI
Pour des transistors sur silicium massif, la méthode de la conductance se base
sur une réponse des pièges de l’interface avant dans le régime d’inversion faible. On
peut notamment montrer par des simulations que cette réponse électrique a lieu
pour des densités de porteurs à l’interface avant nsFG autour de 1013 − 1014cm−3.
Pour des transistors FDSOI à ﬁlms ﬁns, deux interfaces avant et arrière entrent
en considération et il est intéressant d’étudier les densités d’électrons aux interfaces
avant nsFG et arrière nsBG pour une polarisation arrière nulle et un balayage de la
tension de grille avant classique aﬁn de se rapprocher du cas sur silicium massif.
63
Chapitre 2. Méthodes de caractérisation des pièges dans l’oxyde
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
tBOx=145nm
tSi=25nm
HfZrO 2.5nm / TiN 10nm 
ns,FG
Réponse des pièges
en inversion faible
ns,BG
Tension de grille avant VFG (V)
C
on
ce
nt
ra
tio
n 
d'
él
ec
tro
ns
 (c
m
-3
)
VBG=0V
 
Figure 2.21 – Concentration d’électrons aux interfaces avant et arrière d’un tran-
sistor NMOS FDSOI
Les résultats sont présentés Figure 2.21 et montrent que dans la gamme classique
de réponse électrique des états d’interface avant sur des transistors sur silicium
massif, les concentrations de porteurs à l’avant et à l’arrière sont équivalentes, ce
qui laisse penser à une contribution des pièges d’interface arrière. Si l’on veut pouvoir
évaluer indépendamment les densités de pièges à l’avant DitFG et à l’arrière DitBG
sur des transistors FDSOI, la méthode de la conductance ne peut pas être appliquée
telle qu’elle est pour des transistors sur silicium massif, sous peine de « sonder » à
la fois les pièges de l’interface avant et ceux de l’interface arrière.
3.4 Adaptation de la méthode pour le FDSOI
On a vu qu’à polarisation nulle en face arrière (VBG = 0V ), il était diﬃcile de
distinguer l’inversion faible de l’interface avant de celle de l’interface arrière. Une
solution est de « séparer » ces deux régimes d’inversion en jouant sur l’électrostatique
de la structure, plus précisément en appliquant une polarisation arrière positive VBG
adéquate. Cette séparation est illustrée Figure 2.22 avec une polarisation arrière
VBG = +20V .
64
3. Méthode de la conductance
-1.0 -0.5 0.0 0.5 1.0
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
Tension de grille avant VFG (V)
C
on
ce
nt
ra
tio
n 
d'
él
ec
tro
ns
 (c
m
-3
)
Réponse des pièges
en inversion faible
ns,FG
nsBG
ns,BG
VBG
Open:+20V
Filled:0V
 
Figure 2.22 – Concentration d’électrons aux interfaces avant et arrière pourVBG =
0V et VBG = +20V
Appliquer une polarisation arrière positive va ainsi permettre de séparer la ré-
ponse électrique des pièges arrière (DitBG) de celle des pièges à l’interface avant
(DitFG). Ce phénomène est clairement visible sur les caractéristiques C-V et plus
particulièrement sur les caractéristiques G-V Figure 2.23 pour diﬀérentes polarisa-
tions arrière. En eﬀet, pour une polarisation arrière suﬃsamment grande, l’activation
du canal arrière est complètement décorrélée de celle du canal avant et il apparaît
alors clairement deux pics de conductance distincts. Le premier pic correspond alors
à la réponse des pièges de l’interface arrière et le second à celle des pièges de l’in-
terface avant.
On notera que pour les polarisations arrière VBG < +20V , un seul pic de conduc-
tance apparaît, d’amplitude supérieure au cas où l’on observe deux pics distincts.
Cela peut s’expliquer par une réponse électrique à la fois des pièges d’interface avant
et arrière. Cependant, l’augmentation de ce pic lorsque VBG diminue reste incom-
prise.
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Figure 2.23 – Mesure de la capacité et de la conductance associée sur un transistor
NMOS pour diﬀérentes polarisations arrière [33]
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On peut présenter désormais un nouveau modèle prenant en compte le cas spé-
ciﬁque du FDSOI en présence d’une polarisation arrière VBG. Pour cela on va consi-
dérer deux charges d’inversion distinctes à l’avant QinvFG et à l’arrière QinvBG
déﬁnies telles que :


QinvFG =
∫ tSi
2
0 n(x)dx
QinvBG =
∫ tSi
tSi
2
n(x)dx
(2.22)
La charge totale Qtot dans le semiconducteur peut alors s’écrire :
Qtot = QitFG +QinvFG +QinvBG +QitBG +Qdep (2.23)
On en déduit ainsi la capacité totale Ctot :
Ctot =
dQtot
dΦsFG
(2.24)
= Cit∗FG + CinvFG + CinvBG + Cit
∗
BG (2.25)
Aﬁn de donner des expressions aux capacités Cit∗FG et Cit
∗
BG, il est primordial
de déﬁnir deux probabilités d’occupation des pièges distinctes aux interfaces avant
ft,FG et arrière ft,FG, la position relative du niveau de Fermi EF par rapport au
niveau intrinsèque Ei étant diﬀérente à chaque interface (voir Figure 2.24) :
ft,FG(Et,FG) =
1
1 + exp
(
Et,FG−Efs,FG
kT
) (2.26)
ft,BG(Et,BG) =
1
1 + exp
(
Et,BG−Efs,BG
kT
) (2.27)
où Et,FG et Et,BG sont les niveaux d’énergie des pièges référencés par rapport
au niveau d’énergie intrinsèque Ei à l’interface avant et arrière. De même Efs,FG et
Efs,BG correspondent au niveau de Fermi référencé par rapport à Ei à l’interface
avant et arrière.
La Figure 2.24 représente le diagramme de bande du ﬁlm de silicium lorsque
VFG = −1.5V et VBG = +30V et permet d’illustrer l’importance de déﬁnir deux
probabilités d’occupation distinctes. En eﬀet pour ces conditions, les pièges de l’in-
terface avant sont totalement vides (ft,FG = 0) alors qu’à l’interface arrière, une
partie des pièges sous le niveau de Fermi est occupée (ft,BG = 1).
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Figure 2.24 – Diagramme de bande du ﬁlm de silicium lorsque VFG = −1.5V et
VBG = +30V
De façon analogue à l’équation 2.13, on obtient alors :
CitFG(ω) =
q2
kT
∫ Ec
Ev
(τn,FG)
−1 ft,FG (1− ft,FG)2 DitFG(Et)
j ω ft,FG (1− ft,FG) + (1− ft,FG) (τn,FG)−1 dEt (2.28)
CitBG(ω) =
q2
kT
∫ Ec
Ev
(τn,BG)
−1 ft,BG (1− ft,BG)2 DitBG(Et)
j ω ft,BG (1− ft,BG) + (1− ft,BG) (τn,BG)−1 dEt (2.29)
On obtient ﬁnalement le circuit équivalent Figure 2.25 dont l’admittance équi-
valente Y ∗eq est donnée équation 2.30. Il ne reste plus qu’à identiﬁer les capacité et
conductance mesurées aux parties réelle et imaginaire de Yeq pour extraire DitFG
et DitBG comme pour l’équation 2.21.
Y ∗eq(ω) =
(
1
j ω Cox
+
1
j ω (Cit∗FG + CinvFG + CinvBG + Cit
∗
BG)
)
−1
(2.30)
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Figure 2.25 – Circuit électrique équivalent à un transistor FDSOI en inversion
Enﬁn, la comparaison avec l’expérience est présentée Figure 2.26 pour la ca-
pacité et la conductance : le modèle arrive à prédire clairement la localisation des
deux pics. Le premier, de plus petite amplitude, correspond à la réponse des états
d’interface arrière alors que le deuxième, plus grand, est celle des pièges avant. Pour
les simulations, on a choisi des sections eﬃcaces de capture égales à l’avant et à
l’arrière, soit σn,FG = σn,BG = 10−20m2.
La méthode de la conductance a donc été adaptée pour la première fois sur des
transistors FDSOI [33]. Contrairement à la méthode de pompage de charge, c’est
une méthode applicable à des transistors classiques et qui permet de mesurer à la
fois les densités d’états d’interface avant DitFG et arrière DitFG. Enﬁn, c’est une
méthode précise puisqu’elle permet de détecter des densités de pièges de l’ordre de
1010cm2.
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Figure 2.26 – Comparaison des capacités et conductances mesurées et à celles
simulées sur un transistor FDSOI pour diﬀérentes fréquences. VBG = +20V [33]
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3.5 Limitations de la méthode sur films minces
Dans la pratique, pour les ﬁlms minces tSi < 10nm, la séparation des pics de
conductance par l’application d’une polarisation en face arrière est plus diﬃcile.
Un exemple est proposé Figure 2.27 sur un transistor NMOS avec tSi = 7nm et
tBOx = 25nm où une polarisation arrière VBG = +10V est appliquée.
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Figure 2.27 – Caractéristique G-V mesurée sur un transistor FDSOI à ﬁlm mince
tSi = 7nm
Bien que pour VBG = +8V les canaux d’inversion à l’avant et à l’arrière sont
décorrélés, les deux pics de conductance ne se distinguent pas clairement, voire pas
du tout pour cet exemple. Pour expliquer ce phénomène, la simulation des pics
est présentée sur la Figure 2.27 et montre qu’en jouant sur les sections eﬃcaces de
capture des pièges, il est possible de rapprocher voire confondre la réponse électrique
des pièges aux interfaces avant et arrière. Une plus grande connaissance de ces
sections eﬃcaces de capture aux interfaces avant et arrière est donc nécessaire à
l’avenir pour déterminer précisément les densités de pièges.
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4 Méthode de localisation d’une dégradation
Dans cette partie, on présente une méthode d’évaluation des performances des
transistors FDSOI aprés dégradation ou vieillissement naturel (on parlera par le
suite de « stress »). Cette méthode qui utilise le couplage électrostatique sur FDSOI
consiste en une comparaison des capacités mesurées avant et après stress et permet
de distinguer une dégradation à l’interface avant d’une dégradation l’interface arrière
du dispositif et de la quantiﬁer.
Cette évaluation pourrait être eﬀectuée avec de la méthode de la conductance
mais dans l’idée d’un suivi de performances au cours du temps, cette dernière appa-
raît plus lourde car nécessite deux mesures (capacité + conductance) et l’utilisation
d’un modèle complexe (simulation poisson Schrödinger + modèle capacitif).
4.1 Principe théorique
Le principe de cette méthode s’appuie sur le couplage électrostatique existant
dans les dispositifs FDSOI. Aﬁn de comprendre l’impact d’une charge ﬁxe située
à l’interface avant ou arrière sur la capacité d’un dispositif FDSOI, l’équation de
Poisson présentée au chapitre 1 a été résolue en considérant cette fois QitFG et
QitBG non nuls dans les conditions limites imposées par le théorème de Gauss (voir
paragraphe 1.3 page 15). Enﬁn, on a considéré que les porteurs dans le ﬁlm étaient
à l’équilibre thermodynamique. Ainsi, la présence de porteurs majoritaires dans le
ﬁlm FDSOI permet de considérer les cas NMOS et PMOS indépendamment.
Les résultats présentés par la suite sont issus de simulations sur des transistors
NMOS avec les paramètres suivants :
– EOT = 1.2nm
– tSi = 7nm
– tBOx = 25nm
On présente Figure 2.28 l’impact d’une charge positive Q>0 avant ou arrière
sur la capacité, lorsqu’une polarisation arrière VBG = −10V est appliquée, de sorte
à séparer les canaux d’accumulation des interfaces avant et arrière, tout comme
dans la méthode de la conductance adaptée au FDSOI où l’on vient séparer les
canaux d’inversion. ∆V Bas et ∆V Haut sont déﬁnis dans le régime d’accumulation
comme le décalage en tension par rapport à la courbe référence sans charge dans
la « partie basse » et dans la « partie haute » de la courbe respectivement. On
déﬁnit de façon similaire ∆V inv dans le régime d’inversion. On rappelle que la partie
basse correspond à la formation d’un canal d’accumulation à l’interface arrière et
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que la partie haute correspond à celle du canal d’accumulation à l’interface avant
(l’interface arrière étant toujours accumulée).
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Figure 2.28 – Caractéristiques C-V simulées côté accumulation à VBG = −10V
pour des charges situées à l’interface avant et arrière (Q = −2 1012/cm2)
Au niveau de VFG = −0.4V (régime d’accumulation aux deux interfaces), on
observe
∣∣∆V Haut∣∣ > 0V pour une charge localisée à l’interface avant alors que
∆V Haut = 0V pour une charge à l’arrière. Si on regarde les concentrations de trous
Figure 2.29, on voit que le canal d’accumulation formé à l’interface arrière vient
écranter la charge située à cette interface. Au contraire, une charge à l’interface avant
ne sera jamais écrantée et c’est la raison pour laquelle on aura toujours ∆V Haut =
∆V Bas.
Les concentrations de trous pour une tension VFG = −0.3V proche de VFG =
−0.4V ont notamment été rajoutées pour illustrer la variation de charge aux deux
interfaces. C’est cette variation qui va permettre de comprendre les diﬀérences sur
la capacité (on rappelle que C = dQdΦsFG ). En eﬀet, on observe la même variation de
charge pour la courbe référence et la courbe avec des pièges en face arrière, ce qui
n’est pas le cas pour une charge localisée à l’interface avant. Cela explique pourquoi
on voit uniquement l’impact d’une charge à l’interface avant dans cette gamme de
tension.
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Figure 2.29 – Concentration de trous dans le ﬁlm de Si pour VFG = −0.3V et
VFG = −0.4V (Q = 2 1012/cm2)
Au niveau de VFG = +0.6V (régime d’accumulation à l’interface arrière), on
retrouve bien ∆V Haut = ∆V Bas pour une charge localisée à l’interface avant. Pour
une charge localisée à l’interface arrière, on observe cette fois-ci
∣∣∆V Bas∣∣ > 0V . Cela
peut s’expliquer Figure 2.30 par un « abaissement de l’écran » formé initialement
par le canal d’accumulation à l’interface arrière.
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Figure 2.30 – Concentration de trous dans le ﬁlm de Si pour VFG = +0.6V (Q =
2 1012/cm2)
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Enﬁn, pour VFG = +1.4V dans le régime d’inversion à l’interface avant, on ob-
serve un même décalage ∆Vinv que la charge soit localisée à l’avant ou à l’arrière.
En eﬀet, on observe Figure 2.31 que la charge à l’interface arrière n’est plus écrantée
par le canal d’inversion à l’avant. La même valeur de ∆Vinv pour des pièges à l’inter-
face avant ou arrière peut s’expliquer par un découplage électrostatique complet des
deux interfaces. Cependant, expérimentalement, si l’on mesure un décalage ∆Vinv
dans le régime d’inversion, il est impossible de conclure quant à la localisation de la
charge.
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Figure 2.31 – Concentration d’électrons dans le ﬁlm de Si pour VFG = +1.4V
(Q = 2 1012/cm2)
Finalement, pour une charge Q>0 située à l’interface avant, la totalité de la
courbe C(VFG) se décale de ∆V Haut = ∆V Bas = ∆V FG. On a d’ailleurs :
Q = Cox ∆V
FG (2.31)
.
Pour une charge Q<0 située à l’interface arrière, on observe une asymétrie entre
∆V Haut = 0V et ∆V Bas =
∣∣∆V BG∣∣ > 0V qui s’explique par un écrantage de la
charge par le canal d’accumulation à l’interface arrière.
La Figure 2.32 présente la variation de charge ∆QBG à l’interface arrière en
fonction de ∆V BG pour diﬀérentes épaisseurs d’oxyde enterré et de ﬁlm de silicium
et montre que∆QBG est une fonction linéaire de∆V BG, indépendante de l’épaisseur
de l’oxyde enterré.
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Figure 2.32 – ∆QBG(∆V BG) en fonction de tSi et tBOx
Il est d’ailleurs possible de sortir une une expression empirique de ∆QBG en
cm−2 en fonction de l’EOT et de l’épaisseur de ﬁlm en cm :
∆QBG =
∆V BG
α EOT + β tSi
(2.32)
avec :
{
α = 1.2 10−4 mV.cm
β = 1.4 10−4 mV.cm
Dans la pratique, les deux interfaces avant et arrière peuvent être dégradées
ce qui conduirait à une asymétrie entre ∆V Haut et ∆V Bas mais cette fois-ci avec
∆V Haut non nul. L’équation 2.31 reste alors valable pour calculer la densité de piège
à l’interface avant. En ce qui concerne la densité de piège à l’interface arrière, il suﬃt
juste de remplacer ∆V BG par ∆V BG −∆V FG dans l’équation 2.32.
Enﬁn, il est important de rappeler l’importance d’appliquer une polarisation ar-
rière suﬃsante pour séparer les régimes de fonctionnement (accumulation ou inver-
sion) des interfaces arrière et avant. On l’illustre Figure 2.33 en traçant les décalages
en tension ∆V Haut et ∆V Bas mesurés dans le régime d’accumulation (à gauche).
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Dans le cas d’un charge à l’interface avant, on retrouve bien ∆V Haut = ∆V Bas
quelque soit la polarisation arrière. Cependant, pour une charge située à l’interface
arrière, on observe que ∆V Bas augmente avec |VBG| jusqu’à ce que les canaux de
porteurs à l’avant et à l’arrière soient eﬀectivement décorrélés et que sa valeur stagne
à une valeur seuil ∆V BG. C’est à ce même moment que, symétriquement, ∆V Haut
vient s’annuler.
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Figure 2.33 – Décalage ∆V Haut et ∆V Bas en fonction de la polarisation arrière,
pour des charges situées à l’interface avant et arrière (Q = 2 1012/cm2)
4.2 Application aux états d’interface
On a considéré jusqu’à présent des charges ﬁxes aux interfaces, c’est-à-dire des
défauts chargés positivement ou négativement, quelque soit la position du niveau de
Fermi dans la bande interdite du silicium. Or, les états d’interface sont des défauts
amphotères, de type « piège à trou » dans la partie inférieure du gap et « piège à
électron » dans la partie supérieure. Il est donc important de considérer cette parti-
cularité puisqu’en eﬀet, selon la position du niveau de Fermi EF , l’état d’interface
peut avoir une signature électrique neutre (voir Figure 2.5 page 46).
On illustre le remplissage des états d’interface dans le cas particulier VFG =
+0.6V et VBG = −10V avec le diagramme de bande Figure 2.34 (régime d’accumu-
lation en face arrière). On se rend compte que seuls les pièges de la moitié inférieure
de la bande interdite du silicium sont électriquement actifs et on peut penser que
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cette méthode ne viendra sonder que la moitié de la densité d’états d’interface réelle
DitFG à l’interface arrière. Un exemple pratique est présenté Figure 2.35 sur un
transistor NMOS à body contacté dont on a volontairement dégradé l’interface ar-
rière en appliquant à 125°C une tension de stress VBG = −20V durant tstress = 500s.
Comme attendu on retrouve bien ∆V Haut = 0 et ∆V Bas < 0 en accord avec un
piégeage de trous, ce qui valide la méthode présentée.
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Figure 2.34 – Diagramme de bande dans le ﬁlm de silicium : illustration du rem-
plissage des états d’interface arrière
Enﬁn, en utilisant l’équation 2.32, on a pu remonter à une densité de piège
DitBG = 4 10
11/cm2, à un facteur 2 près. On remarquera que dans le régime d’in-
version on a un comportement un peu diﬀérent de ce que montre la simulation avec
∆Vinv qui varie jusqu’à rejoindre la courbe initiale. Cela pourrait s’expliquer par le
fait qu’expérimentalement, le découplage électrostatique complet n’est pas atteint.
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Figure 2.35 – Validation de la méthode sur un transistor NMOS à body contacté
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5 Conclusion du chapitre 2
Nous avons détaillé dans ce chapitre les diﬀérents défauts qui peuvent exister
dans les oxyde High-κ et surtout dans le SiO2 qui forme la couche interfaciale de
l’oxyde de grille et aussi l’oxyde enterré d’une structure FDSOI. Les centres Pb plus
communément appelés états d’interface apparaissent comme les défauts principaux
et proviennent du désaccord de maille qui existe entre le silicium et son oxyde natif,
le SiO2. De par la spéciﬁcité des structures FDSOI avec un oxyde enterré, ces défauts
peuvent être présents à l’interface avant entre le ﬁlm de silicium et l’oxyde grille mais
aussi à l’interface arrière entre le ﬁlm de silicium et l’oxyde enterré.
Deux méthodes de caractérisation électrique de ces défauts d’interface ont été
présentées. La méthode de pompage de charge, basée sur une mesure de courant
de recombinaison proportionnel aux densités de pièges, s’est avérée adaptable à des
structures FDSOI dédiées telles que les diodes à grille ou les transistors à prise,
capable de fournir les deux types de porteurs, minoritaire et majoritaire, nécessaires
à la recombinaison. Cependant, si cette méthode est valable pour mesurer la den-
sité d’états d’interface avant sur des transistors FDSOI à ﬁlms relativement épais
(tSi > 15nm), elle est remise en question pour des ﬁlms minces, une contribution des
états d’interface à l’arrière ainsi que des phénomènes de recombinaison en volume
apparaissant.
La méthode de la conductance, elle basée sur des mesures de capacité et de
conductance, a été adaptée pour le FDSOI et permet en utilisant le couplage élec-
trostatique de la structure de mesurer à la fois les densités de pièges à l’avant et à
l’arrière. Cette méthode capable de mesurer de très faibles densités de piège (jus-
qu’à 1010/cm2) a l’avantage de pouvoir s’appliquer à des structures classiques mais
nécessite un modèle complexe.
Enﬁn, une nouvelle méthode de localisation et de quantiﬁcation d’une dégra-
dation au cours du temps sur des structures FDSOI a été présentée. Toujours en
utilisant les propriétés électrostatiques d’une structure FDSOI, elle permet à partir
de deux mesures de capacité, avant et après stress, de dire si la dégradation a eu lieu
à l’interface avant, arrière ou les deux, et de la quantiﬁer. Une expression empirique
permettant de remonter à la densité de piège à l’interface arrière à partir de l’EOT
et de l’épaisseur de ﬁlm y est notamment proposée.
Toute cette description de la nature des pièges ainsi que les méthodes de carac-
térisation électrique adaptées au FDSOI est primordiale pour les études ﬁabilité sur
cette technologie, plus particulièrement pour décorréler des dégradations de l’em-
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pilement de grille de celles de l’oxyde enterré. Son importance sera notamment
démontrée pour les études de porteurs chauds sur FDSOI au Chapitre 4.
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Chapitre 3
Etude des contraintes BTI
On va s’intéresser dans ce chapitre aux problèmes de ﬁabilité liés à des contraintes
BTI (« Bias Temperature Instabilities »), c’est-à-dire des contraintes électriques
sur la grille (source, drain et substrat à la masse) à haute température, comme
illustré Figure 3.1. Les tensions de stress sur la grille peuvent être négatives (NBTI),
classiquement sur des transistors PMOS, ou positives (PBTI) pour des transistors
NMOS et sont généralement de l’ordre de 2-3VDD (on rappelle que VDD est la tension
d’alimentation du dispositif, typiquement ±1.1V pour les technologies actuelles).
Quant à la température, elle reste un paramètre d’accélération du vieillissement et
ne doit pas dénaturer la structure (T<200°C).


	
A
BA
C
DEDD
Figure 3.1 – Illustration d’une contrainte BTI
Historiquement, les premières dégradations induites par des contraintes NBTI
sont apparues à la ﬁn des années 60 [1]. Des contaminations ioniques sur les transis-
tors étaient source de dérive des paramètres électriques du transistor et plus particu-
lièrement de la tension de seuil. En eﬀet, les ions mobiles (Na+, Cl−, K+) réagissent
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à la fois à la température et au champ électrique en diﬀusant à travers la struc-
ture. Aujourd’hui, bien que cette contamination soit en majeure partie supprimée,
le terme NBTI est utilisé pour qualiﬁer toute dérive des paramètres électriques lors
d’une contrainte négative sur la grille.
On présentera dans ce chapitre l’évolution des modèles permettant d’expliquer les
dégradations NBTI, considérées comme plus critiques que les dégradations PBTI, du
modèle historique de réaction-diﬀusion de Jeppson et Svensson aux modèles les plus
aboutis de Tibor Grasser et de Vincent Huard. On verra ainsi la problématique liée
à la relaxation de la dégradation lors de la mesure des paramètres électriques durant
une contrainte BTI. Des méthodes conventionnelles permettant de limiter ces eﬀets
au premier ordre seront présentées, puis sera proposée une nouvelle technique basée
sur des mesures pulsées ultra rapides permettant de s’aﬀranchir complètement de ces
eﬀets. Ces méthodes seront ensuite utilisées pour des études expérimentales des dé-
gradations liées aux contraintes NBTI et PBTI. On étudiera dans un premier temps
l’impact de la diﬀusion d’azote dans l’empilement de grille sur les performances en
NBTI et en mobilité des transistors. Dans un deuxième temps, on utilisera les mé-
thodes de mesure de courant ultra rapide pour étudier les contraintes PBTI sur des
empilements de type HfSiON/TiN où du lanthane a été incorporé. Les mécanismes
de piégeage d’électrons dans le diélectrique High-κ seront notamment traités.
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1 Evolution des modèles NBTI
C’est en 1967 que Deal et al. [1] mettent en évidence la création de défauts
chargés lors d’une contrainte NBTI en montrant l’apparition d’une charge trés re-
productible sur un grand nombre d’échantillons, ce qui n’est pas le cas lors de conta-
minations ioniques. Suite à ces observations, l’équipe de Bell Telephone Laboratories
a montré que cette apparition correspondait en réalité à la génération de centres Pb
par dépassivation des liaisons Si-H à l’interface Si/SiO2 [2] soit :
≡ Si3 − SiH ⇋ ≡ Si3 − Si• +H (3.1)
La génération d’états d’interface durant un stress BTI est aujourd’hui admise de
tous, même si son origine et son importance dans la dégradation sont controversées.
1.1 Modèle de réaction diffusion
Le premier modèle décrivant la création d’états d’interface lors d’une contrainte
NBTI est le modèle de Réaction-Diﬀusion (R-D), né d’une idée de Jeppson et Svens-
son [3] mais formulé analytiquement par Ogawa et Shiono [4]. Partant de l’obser-
vation que l’équilibre de réaction de dissociation équation 3.1 n’est pas suﬃsant
pour expliquer la dynamique observée, le modèle introduit de plus un mécanisme
de diﬀusion de l’espèce hydrogénée libérée après rupture des liaisons Si-H. Malgré
quelques modiﬁcations, le modèle R-D fera oﬃce de référence pendant une vingtaine
d’années.

 
 	AB CD	E
 F
 F
 F
 F
 F
F
Figure 3.2 – Illustration de la diﬀusion d’espèce hydrogénée neutre dans la struc-
ture. δ correspond à l’épaissseur de l’interface Si/SiO2
Le modèle R-D repose principalement sur les deux équations suivantes, la pre-
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mière modélisant la réaction de dissociation équation 3.1 et la seconde la diﬀusion
de l’espèce hydrogénée, initialement H dans le modèle de Svensson et Jeppson :
dNIT
dt
= kF (N0 −NIT )− kR NH NIT (x = 0) (3.2)
dNIT
dt
= DH
d2NH
dx2
(3.3)
avec :
– NIT le nombre d’états d’interface à un instant t
– N0 le nombre initial de liaisons Si-H potentiellement dissociables
– NH la concentration d’hydrogène
– kF le facteur de dissociation
– kR le taux de recombinaison des atomes Si et H
– DH le coeﬃcient de diﬀusion de l’Hydrogène
La phase de dégradation NBTI est donc contrôlée par la création d’états d’inter-
face et la diﬀusion de H. Dans la formulation la plus aboutie de Alam et Mahapatra
[5], plus connue sous le nom du modèle R-D étendu, l’espèce hydrogénée considérée
est du dihydrogène H2. Ce modèle, détaillé en annexe, permet de décrire la généra-
tion d’états d’interface ∆Nit(t) avec une loi en puissance tn. Cinq diﬀérents régimes
peuvent être considérés et sont représentés Figure 3.3 où les cinétiques n sont pré-
cisées. Cependant, seul le troisième régime en t0.25, contrôlé par la diﬀusion de H2
dans l’oxyde de grille, est généralement observé expérimentalement.
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Figure 3.3 – Illustration des diﬀérentes phases du modèle R-D
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1.1.1 Dépendance en champ électrique et en température
Aﬁn de modéliser plus précisément les dégradations NBTI, Alam inclut dans
son modèle une dépendance en champ électrique mais aussi en température [5]. La
dépendance en champ électrique dans l’oxyde est faite par le biais du coeﬃcient kF
de dissociation des liaisons Si-H :
kF = B σ0 p Tcoeff (3.4)
Le coeﬃcient kF dépend donc de la densité de trous p, de leur capacité à atteindre
les liaisons Si-H par eﬀet tunnel Tcoeff ∝ exp(Eox/E0) (E0 étant le champ électrique
localisé à l’interface), de la section de capture σ0 des liaisons Si-H et d’une fonction B
non déterminée modélisant la dépendance en champ de la dissociation de la liaison.
L’activation en température est, elle, contrôlée par le coeﬃcient de diﬀusion de
l’hydrogène DH puisque Alam montre que :
Ea(NBTI) ≈ Ea(DH)
4
= 0.12− 0.15 eV (3.5)
Toujours dans l’idée du modèle R-D, d’autres variantes ont été proposées pour
mieux prendre en compte la dépendance en température lors d’une contrainte NBTI,
basées sur le principe d’une diﬀusion dispersive d’hydrogène [6, 7]. L’idée est que
dans un système désordonné tel que le SiO2, la diﬀusion n’est pas « gaussienne »
(classique) mais dispersive. Autrement dit, le coeﬃcient de diﬀusion DH va varier
dans le temps.
1.1.2 Limitations du modèle R-D
Tous ces modèles dérivés du modèle R-D ont cependant montré leurs limites, plus
précisément pour expliquer les phénomènes de relaxation et ont été remis en cause
dans les années 2000. En eﬀet, lorsqu’une contrainte NBTI est interrompue, la dé-
gradation semble « s’auto-guérir » en partie et on parle alors de recouvrement ou de
relaxation. Comme on peut le voir Figure 3.4, la relaxation va dépendre de la tension
de relaxation VGrecov appliquée pendant l’interruption du stress et être plus impor-
tante lorsque le transistor est basculé en régime d’accumulation VGrecov = +1V . Or,
le modèle R-D explique ce phénomène de relaxation par une rétro-diﬀusion d’es-
pèces hydrogénées neutres (H2) et donc une relaxation indépendante de la tension
de relaxation VGrecov, ce qui n’est pas en accord avec l’expérience.
De plus, certaines études [9, 10] montrent qu’expérimentalement la relaxation
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Figure 3.4 – Phénomène de relaxation après une contrainte NBTI dépendant de la
tension de relaxation VGrecov [8]
est indépendante du degré de passivation de l’interface (expériences avec diﬀérents
recuits) ce qui contredit le modèle R-D où la concentration d’hydrogène initiale à
l’interface va jouer un rôle primordial. D’autres résultats contredisent notamment la
relaxation universelle prédite par le modèle R-D. Elles sont détaillées dans [11, 12].
Finalement, la seule diﬀusion d’espèce hydrogénée issue de la rupture des liaisons
Si-H ne peut pas expliquer les phénomènes de relaxation observés lors de l’interrup-
tion d’un stress NBTI. Un autre mécanisme pour expliquer de tels phénomènes est
alors introduit : le piégeage de trous réversible. Fait amusant, cette possibilité avait
déjà été suggérée dans les travaux pionniers de Jeppson et Svensson [3], mais mise
de côté pendant une vingtaine d’années ! L’impact d’un piégeage de trous est au-
jourd’hui accepté de tous et les études récentes suggèrent même que ce mécanisme
est la contribution dominante d’une dégradation NBTI [10, 13, 14, 15].
Certaines études ont d’ailleurs clairement mis en évidence ce piégeage de trous
par des mesures de bruit RTN (« Random Telegraph Noise »)[10, 16]. Le principe
consiste à suivre au cours du temps le courant de drain ID sur des dispositifs courts
et étroits à une tension VGmesure donnée, durant le stress ou la relaxation. En ef-
fet sur des transistors de petites surfaces, les pièges sont moins nombreux que sur
des transistors longs et larges et il est possible de visualiser le piégeage/dépiégeage
d’un seul trou ou d’un seul électron. Le principe est illustré Figure 3.5 : un pié-
geage/dépiégeage va induire un décalage de tension de seuil qui va engendrer une
diminution ou une augmentation du courant de drain à la tension VGmesure donnée.
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Figure 3.5 – Principe des mesures RTN sur dispositifs courts et étroits
La Figure 3.6 présente des mesures de relaxation RTN après un stress NBTI et
montre bien que sur des dispositifs courts et étroits la relaxation correspond à un
dépiégeage discrétisé des trous piégés durant le stress et non pas d’une relaxation
par rétro-diﬀusion de H2.
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Figure 3.6 – Mesures RTN : dépiégeage discret de trous [10]
Reisinger montre d’ailleurs qu’en faisant une moyenne sur plusieurs dispositifs
courts et étroits, on retrouve bien le comportement observé sur des dispositifs longs
et larges classiquement utilisés pour les études NBTI [17].
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Figure 3.7 – Comparaison des mesures de relaxation RTN entre un unique dispositif
et la moyenne de 25 dispositifs (courbes lisses) [17]
Ces analyses de bruit RTN semblent aujourd’hui être la voie pour la compré-
hension des mécanismes de dégradation sur dispositifs courts et étroits. En eﬀet,
celles-ci permettent des études détaillées sur les temps caractéristiques de piégeage
et notamment leur dépendance en champ et en température [12, 17].
On va distinguer à présent les deux modèles les plus aboutis pour expliquer les
contraintes NBTI : le modèle de Grasser basé sur deux mécanismes couplés pour
expliquer la dégradation pendant le stress et la relaxation et le modèle de Huard
qui au contraire considère deux mécanismes totalement indépendants.
1.2 Modèle de Grasser
Si, pour expliquer la relaxation, certains prennent en compte l’eﬀet du piégeage
de trou en l’intégrant au modèle R-D (trous piégés très rapidement + rétrodiﬀusion
de l’hydrogène) [18] ou considèrent un dépiégeage de trou dans des défauts préexis-
tants (modèle de Huard) [10], Grasser lui opte pour un piégeage de trous dans des
défauts créés pendant le stress, et plus précisément dans des lacunes d’oxygène de
type E’ (cf Chapitre 2) [15].
En eﬀet, certains travaux montrent que les centres E’ sont les candidats les
plus propices au piégeage de trou et en particulier ceux de type E′γ [19]. A partir
d’une lacune d’oxygène neutre (précurseur), un centre E′γ peut être créé lorsqu’un
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trou est piégé. La particularité de ces centres E′γ est qu’ils peuvent jouer le rôle de
« pièges commutatifs » (switching traps) à savoir qu’une fois qu’ils ont ré-émis un
trou (capture d’un électron), la liaison entre les atomes de silicium ne se reforme
pas tout à fait et le défaut se retrouve dans un état neutre dans lequel il va pouvoir
facilement ré-émettre un électron [20]. Du point de vue énergétique, le précurseur
est situé 1eV sous la bande de valence du silicium et une fois le centre E′γ créé,
son énergie se situe alors dans la bande interdite du silicium. Tout cela est résumé
Figure 3.8 ou un centre Pb est représenté en comparaison au centre E’.
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Figure 3.8 – Particularité des centres E′γ : du précurseur au piège commutatif [15]
Une particularité de ce modèle est notamment l’introduction du mécanisme d’ef-
fet tunnel MPFAT («Multi-Phonon Assited Tunneling ») assisté en champ élec-
trique et eﬀectué par émission multiple de phonons pour expliquer le piégeage de
trous. En eﬀet, jusqu’à présent, le mécanisme de conduction communément utilisé
était de type tunnel élastique, mais expliquait mal les dépendances en tempéra-
ture et en champ électrique. A noter que ce mécanisme MPFAT pour modéliser le
piégeage de trou est issu d’études sur le bruit RTN [21].
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Pour expliquer le processus total d’une dégradation NBTI et de sa relaxation,
Grasser procède en deux étapes. Dans un premier temps, sous l’application d’un
stress, des trous sont piégés par MPFAT dans des lacunes d’oxygène (précurseurs)
proches de l’interface. Dans un second temps, les centres E’ ainsi créés vont favoriser
la dépassivation d’états d’interface.
En eﬀet, une fois qu’un trou est piégé par le précurseur, l’autre moitié du centre
E’ correspond à une liaison pendante dépassivée (Figure 3.8). D’un point de vue ther-
modynamique, les atomes d’hydrogène issus d’états d’interface passivés vont avoir
alors tendance à migrer vers ces derniers, « réactivant » ainsi les états d’interface.
Le processus en deux étapes est illustré Figure 3.9 :
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Figure 3.9 – Processus de dégradation en deux étapes [15]
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Enﬁn, comme le montre la Figure 3.10, le modèle en deux étapes de Grasser
arrive à reproduire ﬁdèlement les phénomènes de dégradation et de relaxation lors
d’une contrainte NBTI. On notera que contrairement au modèle de Huard présenté
juste après, Grasser ne considère pas une partie permanente liée au états d’interface
et une autre partie, elle recouvrable, liée au dépiégeage de trous. Pour lui, les deux
composantes sont totalement couplées et seules les constantes de temps vont varier
entre ces dernières.
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Figure 3.10 – Comparaison avec l’expérience du modèle en deux étapes de Grasser
[15]
Ce modèle de Grasser est certainement le modèle le plus abouti et a « révolu-
tionné » en quelque sorte la modélisation des dégradations NBTI. En introduisant
pour la première fois un mécanisme de piégeage de trous MPFAT dans des centres
E’, il a permis d’expliquer notamment les dépendances en champ électrique et en
température.
Cependant, ce modèle semble essentiellement valable pour des oxydes de type
SiO2 et prend peu en compte les eﬀets des procédés de fabrication tels que l’incorpo-
ration d’azote dans les empilements de grille. Pour prendre en compte les diﬀérents
eﬀets des procédés de fabrication, il est impératif de considérer d’autres types de
précurseurs et d’autres défauts que les centres E’.
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1.3 Modèle de Huard
Le modèle de Huard [10] pour expliquer la dégradation NBTI et la relaxation est
lui basé sur deux composantes totalement indépendantes : une composante recou-
vrable DR, liée au piégeage/dépiégeage de trous, superposée à une composante très
peu recouvrable (quasiment permanente) DP , due à la fois à la génération d’états
d’interface et de charges ﬁxes, en proportion équivalente (Figure 3.11).
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Figure 3.11 – Partie permanente et recouvrable d’une dégradation NBTI
Huard part de l’idée que, si les deux composantes sont intimement liées, comme
Grasser le prétend, alors les dépendances en température et en champ électrique (en
tension de grille) doivent être les mêmes quels que soient les temps de stress/relaxation
utilisés. Or, il montre le contraire, pour diﬀérents types d’empilement de grille (SiO2,
SiON, HfSiON) et pour une large gamme d’EOT (1.3 à 6nm).
De plus, pour conﬁrmer le fait que les deux composantes DP et DR sont claire-
ment indépendantes, Huard s’appuie sur des études sur les eﬀets des procédés lors
de la fabrication et plus précisément les eﬀets de l’hydrogène et de l’azote. En eﬀet,
en comparant les eﬀets de recuit en atmosphère composée d’hydrogène H2 ou de
deuterium D2 (isotope de l’hydrogène mais plus lourd, ce qui implique une dépas-
sivation des liaisons Si-D plus diﬃcile), il montre que seule la partie permanente
DP est sensible à la présence d’hydrogène. Au contraire, il montre que l’azote a un
impact uniquement sur la partie recouvrable DR comme l’illustre la Figure 3.12.
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Figure 3.12 – Impact de l’incorporation d’azote sur DP et DR [10]
Dans la continuité de cette étude des eﬀets d’azote, il montre par des mesures de
bruit associées à des proﬁls SIMS (« Secondary Ion Mass Spectrometry ») permet-
tant de suivre la concentration d’azote dans l’empilement, que les défauts impliqués
dans le piégeage de trous (DR) ne sont pas uniquement des centres E’ mais aussi des
pièges associés à des atomes d’azote (nitrogen related centers). Il conﬁrme d’ailleurs
expérimentalement le mécanisme de piégeage par MPFAT introduit par Grasser.
Huard montre notamment par des mesures de bruit à basse fréquence LFN
(« Low Frequency Noise ») avant et après stress NBTI, que les centres dans lesquels
les trous sont piégés sont des défauts présents avant le stress et donc liés aux procé-
dés de fabrication. Ce résultat contredit en partie Grasser qui parle de précurseurs
que l’on active lors de la contrainte alors que pour Huard, ces précurseurs sont « déjà
activés ».
Enﬁn, en ce qui concerne la composante permanente DP , il l’attribue à la dé-
passivation de liaisons Si-H et au transfert de l’hydrogène vers un site oxygéné. Ce
transfert est favorisé au préalable par un piégeage de trous dans ce dernier, indui-
sant ainsi une charge positive [22], ce qui explique la proportion équivalente des états
d’interface et des charges positives créés. Ce mécanisme est illustré Figure 3.13.
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Figure 3.13 – Mécanisme de création d’un état d’interface et de la charge ﬁxe
positive induite [10]
Enﬁn, bien que Huard prenne en compte certains eﬀets liés à la fabrication, tels
que l’impact de l’hydrogène et de l’azote pour valider son modèle, d’autres eﬀets
restent peu étudiés notamment les eﬀets d’aluminium. En eﬀet, aﬁn d’ajuster la
tension de seuil des transistors PMOS, l’incorporation d’aluminium dans la grille
est couramment utilisée. Or des études ont montré que des atomes d’aluminium
pouvaient diﬀuser jusqu’à la couche interfaciale et dégrader ainsi la mobilité des
dispositifs ainsi que les performances en NBTI [23]. Cet impact de l’aluminium
n’est qu’un exemple d’eﬀet de procédé de fabrication à inclure dans les modèles de
ﬁabilité. Les technologies à venir étant de plus en plus complexes, les dégradations
NBTI ne peuvent pas se résumer qu’à l’impact de l’hydrogène et de l’azote.
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2 Problématique de la mesure
Toutes ces études sur les diﬀérents modèles de dégradation NBTI ont mis en
évidence de nouvelles problématiques liées à la durée de la mesure des paramètres
électriques lors d’un stress et plus particulièrement VT . En eﬀet, comme on vient
de voir, des phénomènes de relaxation apparaissent dès que le stress est interrompu
(visible dès les premières µs de relaxation [12]) ce qui a pour conséquence de sous-
estimer la dégradation et par conséquent d’induire des erreurs sur les durées de
vie des dispositifs. A cela vient généralement s’ajouter un temps de commutation
incompressible entre le stress et la mesure, dépendant de l’instrumentation. Par
conséquent, des techniques de caractérisation ont dû être mises en place pour limi-
ter voire supprimer les phénomènes de relaxation. L’impact de la relaxation sur la
mesure est illustré Figure 3.14 où wT correspond à la durée de la mesure.
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Figure 3.14 – Impact de la relaxation sur la mesure [24]
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2.1 Technique « On the Fly »
La technique « On the Fly » ou « à la volée » a été développée par Denais et
al. [25] dans le but de saisir la dégradation sans relaxation. La principe consiste à
appliquer deux pulses de faibles amplitudes ±VGpulse, typiquement 50mV, autour
de la valeur de stress VGstress pour pouvoir mesurer le pic de transconductance gm.
En eﬀet, en appliquant une faible tension au drain, on peut alors mesurer le courant
linéaire IDlin en trois points : ID à VGstress puis I ′D et I
′′
D à VGstress ± VGpulse. Tout
cela est illustré Figure 3.15 :
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Figure 3.15 – Principe de la mesure « On The Fly » [24]
A partir de ces trois courants il est possible alors de donner une approximation
de la transconductance à VGstress, en tout point i de l’échantillonnage, soit :
gmi =
∂ID
∂VG
≈ I
′
Di
− I ′′Di
2 VGpulse
(3.6)
Dans le régime linéaire, l’approximation de la transconductance gm suivante est
réalisée :
gm(t) =
∂IDlin
∂VFG
∣∣∣∣
VT
≈ ∂IDlin
∂VT
∣∣∣∣
VGstress
(3.7)
Cela permet d’exprimer ainsi la variation de tension de seuil dVT sous la forme :
dVT (t) = −dIDlin(t, VGstress)
gm(t)
(3.8)
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Enﬁn, en intégrant cette expression on obtient ainsi ∆V nT (t) à chaque mesure n
(n>2) :
∆V nT (t) = −
∫ ID(t)
ID(t=0)
dIDlin(t)
gmi(t)
= −
n∑
i=1
2
IDi − IDi−1
gmi − gmi−1
(3.9)
Cette méthode est aujourd’hui couramment utilisée et diﬀérentes variantes en
ont découlé [26, 27]. Cependant, elle reste limitée notamment du fait que l’on vient
estimer ∆VT à VGstress. En eﬀet, l’expression 3.7 sous-entend que la transconduc-
tance gm varie peu avec VG, en particulier entre VGstress et VT , ce qui n’est pas en
accord avec l’expression de gm donnée équation 1.40 page 28. De plus, les études de
relaxation avec cette technique ne sont possibles que quelques millisecondes après
la phase de stress.
2.2 Technique de Kaczer
Pour éviter de faire une mesure de tension de seuil par une mesure de courant
autour de VGstress, Kaczer a proposé une autre méthode basée sur une mesure de
courant de drain à une tension V ′T arbitraire proche de la tension de seuil VT . En
eﬀet, à partir d’une caractéristique ID(VG) initiale et en mesurant la variation de
courant ∆InD à VG = V
′
T induite pendant le stress, on peut remonter facilement à la
variation de tension induite ∆V nT , comme indiqué à la Figure 3.16 :
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Figure 3.16 – Principe de la méthode de Kaczer
Cette méthode est cependant sujette à des phénomènes de relaxation lors de la
mesure de courant autour de VT en quelques millisecondes. De plus, tout comme
la méthode « On The Fly », les études de relaxation avec cette technique ne sont
possibles que quelques millisecondes après stress.
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2.3 Mesures pulsées
Toujours dans la recherche d’une meilleure précision, de nouveaux équipements
permettent aujourd’hui des mesures de courant ultra-rapides en quelques centaines
de nanosecondes. Ainsi, par des méthodes pulsées, il est possible de mesurer des
caractéristiques ID(VG) pulsées en quelques microsecondes comme l’illustre la Fi-
gure 3.17. Ces équipements, agissant comme des générateurs de pulses, permettent
notamment d’appliquer des stress très courts dès 300ns ainsi que des stress longs
supérieurs à 1000s.
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Figure 3.17 – Illustration des mesures ultra-rapides
Cette méthode permet donc de mesurer sans approximation la tension de seuil
directement sur une caractéristique ID(VG) tout en s’abstenant des éventuels pro-
blèmes de relaxation. De plus, le fait de pouvoir appliquer des pulses très courts va
permettre l’étude de la dégradation sur une dizaine de décades de temps et de la
relaxation dès la centaine de nanosecondes contrairement à la méthode « On The
Fly » et à la méthode de Kaczer.
Elle va permettre notamment d’étudier les phénomènes d’instabilité de tension
de seuil sur transistor NMOS liés au piégeage rapide d’électrons dans les diélectriques
High-κ et qui peuvent avoir un impact conséquent sur les performances en PBTI.
Des exemples seront présentés plus tard dans ce chapitre.
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3 Impact de l’azote sur les performances en NBTI
Un des challenges de l’intégration de technologies High-κ est d’atteindre de
hautes performances (bon ratio Ion-Ioff ) tout en maintenant une bonne ﬁabilité des
dispositifs. Dans ce cadre, on va s’intéresser plus précisément aux eﬀets de l’azote sur
les performances en NBTI des transistors PMOS pour les technologies High-κ/grille
métallique. En eﬀet, les dégradations NBTI ont pris de l’importance lorsqu’on a
commencé à incorporer de l’azote dans la grille pour limiter les fuites de grille et
la diﬀusion d’atomes de Boron. Cette incorporation est reconnue pour dégrader les
performances en NBTI pour les technologies SiON et il est donc important de le vé-
riﬁer pour les technologies High-κ/grille métallique où de l’azote peut être présent
dans l’oxyde de grille et dans la grille. Ces travaux sont largement détaillées dans
[28, 29].
Cette étude a été réalisée sur une large gamme d’empilements High-κ/grille
métallique qui est résumée Figure 3.18. Les transistors ont été fabriqués sur des
plaques 300mm (silicium massif) avec un procédé CMOS classique. On peut voir
que sur certains empilements une couche de TiN a été rajoutée au dessus de la grille
(capping), ce dans le but d’ajuster la tension de seuil VT .
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Figure 3.18 – Description des diﬀérents empilements testés
La méthode de Kaczer présentée précédemment a été utilisée pour suivre les
dégradations NBTI.
3.1 Effets de l’incorporation d’azote dans l’oxyde de grille
Des mesures de pompage de charge ont été réalisées sur des empilements de
grille avec diﬀérentes concentrations d’azote et sont présentées Figure 3.19. On se
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rend compte que, dès lors que de l’azote est incorporé dans le diélectrique High-κ,
la densité d’état d’interface augmente. Ce phénomène est exacerbé lorsque l’azote
est directement incorporé dans la couche interfaciale.
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Figure 3.19 – Impact de l’azote dans l’oxyde sur la densité d’états d’interface
De plus, si on regarde les performances en NBTI sur les transistors PMOS Fi-
gure 3.20 qui sont trés dépendantes de la qualité de l’interface Si/Si02, on retrouve
les mêmes tendances. On a bien les plus mauvaises performances en NBTI pour
l’empilement SiON/HfSiON.
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Figure 3.20 – Impact de l’azote dans l’oxyde sur les dégradations NBTI
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Ces résultats bien connus sont similaires à ceux des technologies SiON. Ils s’ex-
pliquent par une diﬀusion de l’azote vers la couche interfaciale qui vient fragiliser
cette dernière en y créant des défauts de type centre Pb, centre E’ ou encore des
défauts liés à des liaisons SiN.
Cependant, sur les technologies High-κ/grille métallique, l’azote a aussi un eﬀet
néfaste sur la mobilité des porteurs, à la fois sur des transistors NMOS et PMOS. Ce
phénomène est illustré Figure 3.21 sur les mêmes empilements que précédemment.
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Figure 3.21 – Impact de l’azote dans l’oxyde sur la mobilité
Ce résultat important montre que la diﬀusion d’azote dans l’empilement serait
une des cause principales de la dégradation de mobilité sur les technologies High-
κ/grille métallique à faible et à fort champ électrique transverse. Physiquement, cela
peut s’expliquer par une plus grande interaction coulombienne entre les porteurs du
canal et des défauts induits par la diﬀusion d’azote [30]. Cette chute de mobilité va
aﬀecter directement les performances Ion/Ioff des transistors.
3.2 Effets de l’incorporation d’azote dans la grille
On a étudié jusqu’à présent diﬀérents empilements en faisant varier la concen-
tration d’azote dans le diélectrique High-κ ou dans la couche interfaciale. Il est
intéressant à présent de vériﬁer si l’on observe les mêmes eﬀets lorsque l’on vient
mettre de l’azote dans la grille.
La Figure 3.22 présente les dégradations NBTI pour diﬀérents types de grille.
On rappelle que les sigles PVD, MOCVD et ALD correspondent à la technique de
dépôt de la grille :
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– PVD : dépôt physique en phase vapeur(« Physical Vapor Deposition »)
– MOCVD : dépôt chimique en phase vapeur («MetalOrganicChemicalVapour
Deposition »)
– ALD : épitaxie par cycle, en phase vapeur (« Atomic Layer Deposition »)
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Figure 3.22 – Impact de l’azote dans la grille sur le NBTI
Les meilleures performances sont obtenues encore une fois pour des grilles non
nitrurées de type TaC PVD. En ce qui concerne les grilles nitrurées en nitrure de
titane TiN ou de tungstène WN, on remarquera l’eﬀet du type de dépôt. En eﬀet,
les plus mauvais résultats sont obtenus lorsque des dépôts PVD sont utilisés.
De plus, les mobilités eﬀectives des électrons à Eox=1MV/vm ont été rajou-
tées sur cette ﬁgure pour montrer la corrélation entre les dégradations NBTI et la
mobilité. En eﬀet, plus la dégradation est grande, plus la mobilité est faible.
Aﬁn d’étudier cette corrélation, on a traçé Figure 3.23 pour tous les empilements
présentés jusqu’à présent, la variation de tension de seuil après 1000s de stress à
Eox=8MV/cm en fonction de la mobilité eﬀective des électrons à Eox=1MV/cm
(utilisation courante). On observe clairement une forte corrélation entre NBTI et
la mobilité, le meilleur compromis étant obtenu avec des empilement HfZrO/TaC
totalement non nitrurés. Bien que les silicates HfSiON nitrurés par plasma induisent
des dégradations plus importantes que les autres diélectriques, les dégradations de
la mobilité pour les diﬀérentes technologies High-κ/grille métallique s’expliquent
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principalement par l’azote présent dans la grille plutôt que dans le diélectrique.
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Figure 3.23 – Corrélation entre la mobilité et les performances en NBTI
Ces résultats ont été conﬁrmés par des mesures EELS (« Electron Energy Loss
Spectroscopy ») permettant d’étudier la composition de l’empilement.
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Figure 3.24 – Mesures EELS sur un empilement High-κ/ grille nitrurée TiN
En eﬀet, lorsqu’on regarde le signal d’azote, on voit apparaître un pic au niveau
de l’oxyde interfacial SiO2, ce qui va bien dans le sens d’une diﬀusion depuis la grille
TiN d’épaisseur 10nm.
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3.3 Effets d’épaisseur de la grille
Enﬁn, après avoir démontré que les dégradations en NBTI et en mobilité étaient
très sensibles à la concentration d’azote dans la grille, on peut voir qu’il est possible
de limiter ces eﬀets en réduisant l’épaisseur de la grille.
Comme le montre la Figure 3.25, plus la grille nitrurée TiN est mince, moins
fortes sont les dégradations des performances en NBTI et de la mobilité. En eﬀet,
une grille de faible épaisseur possèdera une concentration plus faible en azote qu’une
grille épaisse.
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Figure 3.25 – Eﬀets de l’épaisseur de la grille TiN sur les dégradations NBTI et
sur la mobilité
3.4 Influence d’un capping
Comme on l’a dit précédemment dans la présentation des dispositifs, un capping
TiN peut être ajouté au dessus de la grille pour ajuster la tension de seuil. On se
retrouve alors avec une nouvelle source d’azote qui peut potentiellement diﬀuser
dans l’empilement. La Figure 3.26 présente des mesures de pompage de charge sur
des dispositifs HfO2/TaN avec ou sans capping TiN. Une étude du recuit d’activation
à haute température (recuit à 1050°C pendant quelques secondes) est notamment
présentée sur cette ﬁgure pour essayer de comprendre si ce dernier est responsable
de la diﬀusion des espèces nitrurées. Pour cela, le capping a été retiré avant le recuit
d’activation sur certains dispositifs en comparaison.
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Figure 3.26 – Pompage de charge sur des empilements HfO2/TaN(/TiN)
On observe une plus grande densité de défauts dès lors qu’un capping TiN est
ajouté sur la grille TaN, ce qui va dans le sens de ce qui a été montré jusqu’à
présent. De plus, cette ﬁgure montre clairement que la diﬀusion d’azote à travers
l’empilement a lieu lors du recuit à haute température. En eﬀet, lorsque le capping
est retiré avant le recuit, la densité de piège est équivalente à un dispositif sans
capping. Pour étudier plus précisément la nature des pièges liés à la diﬀusion d’azote
vers l’interface SiO2, la méthode de la conductance présentée au Chapitre 2 a été
appliquée sur un empilement HfSiO/TaN avec un capping TiN. Les résultats sont
présentés Figure 3.27 :
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On observe clairement une réponse fréquentielle des pièges. Cependant, contrai-
rement aux centres Pb amphotères qui sont répartis symétriquement dans le gap du
silicium, les pièges liés à la diﬀusion d’azote ne semblent qu’être distribués dans la
partie supérieure de la bande interdite du silicium [31]. Cette diﬀérence de distribu-
tion est illustrée Figure 3.28 où la distribution classique des centre Pb a été rajoutée
en comparaison (pointillés).
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Figure 3.28 – Distribution dans le gap du silicium pour des centres Pb et pour les
défauts liés à l’azote
3.5 Bilan des effets d’azote
Pour conclure, on a montré que l’azote avait un eﬀet néfaste sur les performances
en NBTI mais surtout sur la mobilité lorsqu’il diﬀuse jusqu’à l’interface Si/SiO2.
Si les silicates nitrurés de type HfSiON apparaissent plus dégradants que d’autres
diélectriques High-κ, on a vu que les dégradations étaient essentiellement liées à
la diﬀusion d’azote depuis la grille nitrurée lors du recuit d’activation. On a aussi
montré que les défauts créés à l’interface étaient diﬀérents des centres Pb avec une
répartition énergétique uniquement dans la partie supérieure du gap du silicium.
Enﬁn, si les meilleures performances ont été obtenues avec des grilles TaC non
nitrurées, il est possible de limiter la diﬀusion d’azote en diminuant l’épaisseur de
grille nitrurées.
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Tous ces eﬀets d’azote sont récapitulés Figure 3.29 :
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4 Etude du piégeage lors de contraintes PBTI
On a parlé essentiellement jusqu’à présent des dégradations NBTI considérées
comme plus critiques que le PBTI sur les nouvelles générations de transistors. En
eﬀet, la génération d’états d’interface pendant un stress PBTI est moindre, la rup-
ture des liaisons Si-H étant beaucoup moins assistée par des électrons que par des
trous.
Cependant, des phénomènes de piégeage rapide d’électrons dans l’oxyde de grille
lors de contraintes PBTI sont apparus avec l’intégration de diélectriques High-κ
et plus particulièrement avec du HfO2. Comme seules des mesures ultra-rapides
peuvent permettre l’étude des mécanismes mis en jeu [32, 33], peu de résultats
ont été présentés jusqu’à présent. Il est donc primordial de vériﬁer ces instabilités
sur des empilements récents qui sont majoritairement composés de diélectriques
de type HfSiON. On vériﬁera de plus l’impact de l’incorporation de lanthane dans
l’empilement. En eﬀet, des études montrent que le lanthane permet d’améliorer les
performances en PBTI [34, 35, 36, 37] en venant passiver les lacunes d’oxygène [38]
présentes dans le diélectrique High-κ.
Cette étude a été réalisée sur des plaques 300mm provenant de STMicroelec-
tronics avec une technologie 32nm sur silicium massif. L’empilement de grille est
composé d’un diélectrique High-κ de type HfSiON et d’une grille métallique en TiN.
De plus, du lanthane a été incorporé au niveau du diélectrique High-κ aﬁn d’ajuster
la valeur de tension de seuil VT [39, 40]. Enﬁn l’EOT mesurée est de 1.08nm et la
tension de seuil obtenue autour de 0.35V.
4.1 Vérification du piégeage rapide
Les dégradations PBTI peuvent être décomposées en une partie réversible Drev
liée au piégeage rapide d’électrons dans des défauts préexistants et une partie Dstr
liée au piégeage dans les défauts induits pendant le stress. Il est important de noter
ici que contrairement aux phénomènes de NBTI, on ne parle pas ici de composante
permanente. On montrera d’ailleurs dans cette étude qu’une relaxation est possible.
Il est donc important de vériﬁer si un piégeage rapide d’électrons dans les dé-
fauts préexistants de la couche High-κ [41] serait à l’origine de la composante Drev.
Cela est possible en comparant les mesures dynamiques (ultra-rapides) aux mesures
statiques (classiques). En eﬀet, s’il y a piégeage rapide d’électrons, ce dernier a lieu
pour des temps inférieurs à 1ms, c’est-à-dire typiquement la durée d’un seul point
de mesure avec un équipement classique. En l’occurrence, les résultats présentés Fi-
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gure 3.30 montrent bien qu’aucune diﬀérence signiﬁcative n’est observable entre les
caractéristiques statique et dynamique et donc que Drev = 0, ce qui prouve la bonne
qualité de l’oxyde. Par conséquent la dégradation PBTI sur ce type d’empilement
ne va dépendre que de la composante Dstr.
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Figure 3.30 – Comparaison des mesures de courant dynamiques et statiques
4.2 Etude de la dégradation Dstr
Grâce aux mesures ultra rapides (on parlera de « fast PBTI ») présentées Figure
3.17, on a pu suivre les dégradations PBTI sur 10 décades de temps, de la centaine
de nanosecondes au millier de secondes. Les résultats de la Figure 3.31 montrent
clairement une loi en puissance qui conﬁrme le fait que la dégradation est due à un
piégeage dans des défauts induits pendant le stress et non des défauts préexistants
liés aux procédés de fabrication.
Une comparaison avec la méthode de Kaczer a été notamment réalisée et montre
que cette dernière a tendance à sous estimer le décalage de tension de seuil induit
pendant le stress. Cependant, cette diﬀérence reste faible et ne vient pas inﬂuencer
les extrapolations de durée de vie des dispositifs à 10 ans (critère ∆VT = 50mV ),
comme le montre la Figure 3.32. En eﬀet, les deux types de méthode convergent vers
la même durée de vie qui dépasse largement les dix ans. Ce résultat laisse penser
que les méthodes conventionnelles sont suﬃsantes pour les études PBTI sur ces
empilements où le diélectrique High-κ est de bonne qualité.
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Figure 3.31 – Décalage en tension de seuil ∆VT en fonction du temps de stress
pour des techniques rapides ou conventionnelles
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De plus, une étude de l’activation en température des dégradations PBTI pour de
longs temps de stress (tstress = 500s) a été réalisée aﬁn de déterminer le mécanisme
de piégeage dans les défauts induits pendant le stress. On rappelle que :
∆VT ∝ exp
(
− Ea
k T
)
(3.10)
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Figure 3.33 – Energies d’activation des dégradations PBTI
Comme on peut le voir Figure 3.33, on obtient de faibles valeurs d’énergies
d’activations autour de 50 meV. Cependant, on travaille avec des dispositifs larges
et on a donc un grand nombre de pièges avec des constantes de temps de capture
distribuées. Cela peut expliquer pourquoi ces valeurs sont faibles par rapport à celles
obtenues par Grasser. Ce dernier considère en eﬀet que le piégeage d’électrons lors
des dégradations PBTI s’explique aussi par les mécanismes MPFAT mis en jeu lors
de contrainte NBTI [12, 42].
En mesurant les fuites de grille JG et de substrat JB (courant normalisé en
surface) pendant le stress, il est possible d’obtenir des indications sur le niveau
énergétique des pièges créés dans l’oxyde. En eﬀet, selon leur position énergétique
ET , on va pouvoir observer une augmentation des fuites de grille ou de substrat.
Les deux cas sont schématisés Figure 3.34 : dans un premier cas on observera les
pièges créés au niveau des fuites de grille alors que dans le second cette génération
se verra par le biais des fuites de substrat.
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Figure 3.34 – Schématisation des courants de grille et de substrat selon la position
énergétique du piège
Les résultats expérimentaux pour une tension de stress VGstress = +2V présentés
Figure 3.35 montrent clairement une augmentation des fuites de grille tandis que
les fuites de substrat ne varient pas du tout pendant le stress, ce qui correspond au
premier cas de la Figure 3.34. Dans ce cas, les pièges mis en jeu lors du piégeage sont
donc des pièges très peu profonds avec ET > EV . Ces résultats sont en accord avec
ceux observés par Sato et al. [43] et montrent que les électrons piégés proviennent
essentiellement de la bande de conduction du silicium.
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Figure 3.35 – Fuites de grille et de substrat lors d’un stress PBTI. VGstress = +2V
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4.3 Etude des relaxations
On a aussi étudié les phénomènes de relaxation lorsque le stress PBTI est inter-
rompu et montré que ces derniers sont très dépendants de la tension de relaxation
Vrelax, tout comme pour le NBTI. Pour cela, on a appliqué aux dispositifs une phase
de stress à VGstress = +2V pendant 1000s, suivie d’une phase de relaxation pour dif-
férentes valeurs de Vrelax (-1.2<Vrelax<0). On a vériﬁé au préalable que ces tensions
de relaxation négatives ne venaient pas dégrader le dispositif (NBTI sur transistors
NMOS) en induisant une charge positive.
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Figure 3.36 – Dépendance en Vrelax de la relaxation
Les résultats présentés Figure 3.36 montrent qu’à Vrelax = 0V , la relaxation est
faible. Il est cependant primordial de la considérer pour aﬃner les extrapolations de
durées de vie à 10 ans. On voit de plus qu’il est possible de « réparer » la totalité de
la dégradation en appliquant une tension de relaxation Vrelax suﬃsamment négative.
On a de plus montré Figure 3.37 que la relaxation était indépendante de la
température pour cette même gamme de tension de relaxation Vrelax. On rappelle
que la relaxation r est calculée par rapport au décalage de tension de seuil induit au
dernier temps de stress ici ∆VT (tstress = 1000s) et exprimée en % :
r = 1− ∆V
relax
T (trelax)
∆V stressT (tstress = 1000s)
(3.11)
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Figure 3.37 – Dépendance en Vrelax de la relaxation
Ces résultats montrent bien que lorsque |Vrelax| est suﬃsamment grand pour que
le transistor soit dans le régime d’accumulation, les trous du canal vont assister la
recombinaison dans les pièges comme illustré Figure 3.38 :
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Figure 3.38 – Dépiégeage d’un électron selon la valeur de Vrelax
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4.4 Influence du lanthane
On va s’intéresser à présent à l’impact du lanthane sur les performances en
PBTI. Pour cela il faut déjà prendre en compte les eﬀets sur la tension de seuil.
En eﬀet, comme le montre la Figure 3.39 lorsque du lanthane est incorporé dans un
empilement, on observe une augmentation de la tension de seuil lorsque les dimen-
sions diminuent, que certains attribuent à une rétrodiﬀusion du lanthane dans les
isolations latérales [44].
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Figure 3.39 – Distribution cumulée des tensions de seuil pour diﬀérentes géométries
Les mécanismes de dégradation PBTI peuvent alors varier selon la dimension du
dispositif. C’est pour cela qu’il est préférable de tracer la dégradation en fonction
du champ électrique (Eox ∝ VGstress−VT ) dans l’oxyde plutôt qu’en fonction de la
tension de stress.
Les résultats présentés Figure 3.40 montrent clairement une « universalité » de
la dégradation en fonction du champ électrique dans l’oxyde pour des transistors de
diﬀérentes géométries. Cela signiﬁe que si le lanthane a bien un eﬀet sur la tension
de seuil lorsque les dimensions des dispositifs diminuent, cet eﬀet n’a aucun impact
sur les mécanismes de dégradation PBTI qui sont contrôlés essentiellement par le
champ électrique dans l’oxyde.
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Figure 3.40 – Universalité de la dégradation PBTI pour diﬀérentes géométries
Enﬁn, on a étudié Figure 3.41 la dégradation PBTI pour deux diﬀérentes concen-
trations de lanthane dans l’empilement. Des références sans lanthane ont été notam-
ment tracées en comparaison.
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Figure 3.41 – Impact de la concentration de lanthane sur la dégradation
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4. Etude du piégeage lors de contraintes PBTI
Comme on peut le voir, aucune diﬀérence notoire n’est observable et la présence
du lanthane semble n’avoir aucun eﬀet sur la dégradation. Ces résultats montrent
bien que les eﬀets bénéﬁques du lanthane cités dans la littérature [38, 43] sont
quelque peu exagérés. De plus, le fait que la dégradation soit indépendante de la
concentration de lanthane suggère une passivation des lacunes d’oxygènes par l’azote
présent dans le diélectrique High-κ plutôt que par du lanthane [45].
Pour conclure, les phénomènes de PBTI sont trés dépendants de la qualité du
matériau High-κ. En eﬀet, comme on a pu le voir dans cette étude, les phénomènes
de piégeage rapide ne sont pas systématiques et peuvent être évités. Dans ce cas là,
avec un oxyde de qualité, les méthodes conventionnelles de suivi de la dégradation,
telles que la méthode de Kaczer, peuvent être utilisées sans induire d’erreur signi-
ﬁcative dans l’extrapolation des durées de vie des dispositifs. Enﬁn, l’incorporation
de lanthane ne semble pas jouer sur les performances en PBTI.
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5 Conclusion de chapitre 3
Un état de l’art des diﬀérents modèles de dégradation NBTI a été présenté dans
la première partie de ce chapitre. En eﬀet, à la ﬁn des années 70, Jeppson et Svens-
son ont proposé le fameux modèle de Réaction-Diﬀusion qui a fait oﬃce de référence
pendant une vingtaine d’années malgré quelques corrections. Basé sur la rupture des
liaisons Si-H (réaction) et la diﬀusion d’espèce hydrogénée dans l’empilement, ce mo-
dèle est cependant incapable d’expliquer les phénomènes de relaxation qui ont lieu
dès lors que le stress est interrompu. D’autres explications faisant apparaître le rôle
primordial du piégeage de trous dans la dégradation ont alors pris le relais et sont au-
jourd’hui communément admises. Grasser fut le premier à introduire un mécanisme
de piégeage de trous dans les centres E’, par eﬀet tunnel assisté en champ électrique
et par multivibration des phonons du réseau (MPFAT), capable d’expliquer les dé-
pendances en température et en champ électrique des phénomènes de dégradation
et de relaxation. Cependant, peu d’eﬀets des procédés de fabrication sont pris en
compte dans son modèle. Huard se base lui un peu plus sur les eﬀets d’hydrogène et
d’azote pour proposer une autre explication physique. Contrairement à Grasser, il
considère que la dégradation permanente est liée à des défauts préexistants au stress
et qu’elle est totalement découplée de la partie recouvrable.
Toutes ces études sur les dégradations NBTI ont mis en évidence de nouvelles
problématiques liées à la mesure. En eﬀet, le simple fait d’interrompre le stress
pour mesurer VT va être perturbé par les phénomènes de relaxation. La dégradation
réelle est alors sous-estimée et cette erreur est ensuite répercutée sur l’extrapolation
des durées de vie des dispositifs. De nouvelles méthodes basées sur des mesures
de courant ultra rapides permettent aujourd’hui d’éviter ces phénomènes et sont
présentées dans ce chapitre.
Enﬁn, dans une partie plus expérimentale, les eﬀets de la diﬀusion d’azote sur
les performances en NBTI dans des empilements High-κ/grille métallique ont été
étudiés. On a montré que l’incorporation d’azote dans la grille était la principale
cause des dégradations des performances en NBTI et de la mobilité des porteurs.
Une seconde étude a été menée sur les mécanismes de piégeage dans des diélectrique
High-κ lors de dégradations PBTI. Les techniques ultra rapides ont été utilisées
et ont prouvé la bonne qualité de l’oxyde de grille en montrant qu’il n’y avait pas
de piégeage rapide d’électrons dans ce dernier. Enﬁn, l’impact de l’incorporation
de lanthane dans l’empilement sur les dégradations PBTI a été étudié. Il a été
montré que le lanthane n’avait aucune inﬂuence sur les performances en PBTI,
contrairement à ce que l’on peut trouver dans la littérature.
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Annexe : Modèle R-D étendu de Alam et Mahapatra

 
 	AB CD	E
 F
 F
 F
 F
 F
F
Figure 3.42 – Illustration de la diﬀusion d’espèce hydrogénée neutre dans la struc-
ture. δ correspond à l’épaissseur de l’interface Si/SiO2
On présentera dans cette annexe la formulation de Alam et Mahapatra [5] où
l’espèce hydrogénée considérée est du dihydrogène H2. Ce modèle est aussi connu
sous le nom du modèle R-D étendu. Le processus de création et de diﬀusion des
états d’interface peut être expliqué par les quatres équations suivantes, selon le
positionnement x dans la structure présentée Figure 3.42. δ correspond à l’épaisseur
de l’interface Si/SiO2.
dNIT
dt
= kF (N0 −NIT )− kR NH NIT (x=0) (3.12)
dNIT
dt
= DH
dNH
dx
+
δ
2
dNH
dt
(0<x<δ) (3.13)
DH
d2NH
dx2
=
dNH
dt
(δ<x<tox) (3.14)
DH
dNH
dx
= kP NH (tox ≤x) (3.15)
avec :
– NIT le nombre d’états d’interface à un instant t
– N0 le nombre intitial de liaisons Si-H potentiellement dissociables
– NH la concentration d’hydrogène
– kF le facteur de dissociation
– kR le taux de recombinaison des atomes Si et H
– DH le coeﬃcient de diﬀusion de l’Hydrogène
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– kP la vitesse de recombinaison surfacique à l’interface Si/SiO2
L’évolution du mécanisme peut être modélisée en cinq phases diﬀérentes.
5.0.1 Phase 1 : réaction
Au début, le système est contrôlé uniquement par la réaction de dissociation et
on a NIT ≈ NH ≈ 0. L’équation 3.12 donne alors :
NIT = kF N0 t (3.16)
5.0.2 Phase 2 : équilibre
En x=0, les termes de dissociation (kF N0) et de recombinaison (kR NH(x =
0) NIT ) de l’équation 3.12 sont équivalents. De plus, tout l’hydrogène est encore à
l’interface et donc NH(x = 0) = NIT . D’où :
NIT ≈
(
kF N0
kR
) 1
2
t0 (3.17)
5.0.3 Phase 3 : diffusion dans l’oxyde
C’est la phase la plus importante, celle observée après les premières secondes
d’une contrainte NBTI. Elle est contôlée par la diﬀusion d’hydrogène dans l’oxyde
de grille. L’équation 3.14 permet d’écrire x =
√
DH t. De plus, en négligeant le
terme dNHdt de l’équation 3.13, on a :
dNIT
dt
≈ DH dNH
dx
≈ DH NH(x = 0)√
DH t
(3.18)
Enﬁn, en substituant NH dans l’équation 3.12 et en considérant
dNIT
dt = 0, on
obtient :
NIT ≈
(
kF N0
kR
) 1
2
(DH t)
1
4 (3.19)
Il est important de noter que ce coeﬃcient n=0.25 est indépendant de la température
et du champ électrique dans l’oxyde mais dépend uniquement de la nature de l’espèce
hydrogénée (n=0.5 dans le cas de la diﬀusion d’un hydrogène chargé H+ mais ce
cas n’est pas observé expérimentalement).
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5.0.4 Phase 4 : diffusion dans la grille
En x=tox, l’hydrogène atteint l’interface oxyde/grille poly-Si. L’égalité des ﬂux
sortant et entrant de l’équation 3.15 permet d’écrire :
DH
NH(x = 0)−NH(x = tox)
tox
= kp NH(x = tox) (3.20)
De la même manière que la phase 3 et avec les mêmes approximations, on peut
montrer que :
NIT =
(
2
(
DH
kP
+ tox
)) 1
2
(
kF N0
kR
) 1
2
(DH t)
1
2 (3.21)
5.0.5 Phase 5 : saturation
Enﬁn, un régime de saturation est atteint puisque toutes les liaisons Si-H sont
dissociées. On a alors :
NIT ≈ N0 t0 (3.22)
Cette dernière phase n’est pas visible expérimentalement, les phénomènes de cla-
quage (TDDB) prenant le dessus avant même d’atteindre la saturation.
Enﬁn, ces cinq phases sont représentées Figure 3.43 où les pentes sont précisées.
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Figure 3.43 – Illustration des diﬀérentes phases du modèle R-D
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Chapitre 4
Fiabilité des transistors FDSOI
courts et étroits
On a abordé dans le chapitre précédent les phénomènes d’instabilité en tempé-
rature BTI valable aussi bien pour des transistors longs que courts. Avec les dimen-
sions qui ne cessent de diminuer, d’autres problèmes plus spéciﬁques aux transistors
courts et étroits viennent aﬀecter la ﬁabilité des dispositifs, ce qui sera l’objet de ce
chapitre.
On s’intéressera dans un premier temps aux dégradations de type porteurs
chauds (HC pour « Hot Carriers ») qui deviennent critiques sur les transistors à
canaux courts, le champ électrique latéral devenant plus important. Les principes
de ce type de dégradation déjà bien connu pour des technologies sur silicium massif
seront rappelés, puis une étude plus spéciﬁque aux transistors FDSOI à ﬁlms minces
sera présentée mettant notamment en application la technique de la localisation de
la dégradation présentée au chapitre 2.
Dans un second temps sera proposée une étude valable à la fois pour des techno-
logies FDSOI et sur silicium massif, sur les phénomènes d’instabilité de la tension
de seuil des transistors lorsque les longueurs et surtout les largeurs de grille dimi-
nuent. Diﬀérents résultats de caractérisations physico-chimique et électrique seront
présentés aﬁn d’expliquer l’origine de cette instabilité.
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1 Etude des porteurs chauds sur FDSOI
On va s’intéresser à présent aux dégradations de type porteurs chauds qui,
comme on l’a dit dans l’introduction de ce chapitre, sont critiques sur les tran-
sistors à canaux courts. Les principes de ce type de dégradation seront présentés
ainsi qu’un bref historique des modèles existants sur des technologies sur silicium
massif. Ensuite, on vériﬁera sur des transistors FDSOI à ﬁlms minces si l’interface
arrière entre le ﬁlm de silicium et l’oxyde enterré est aﬀectée lors d’une dégradation
HC. Une étude des mécanismes de la dégradation sera notamment proposée et des
conclusions sur la localisation des charges créées seront eﬀectuées.
1.1 Principe et protocole expérimental


	
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Figure 4.1 – Protocole expérimental d’un stress de type porteurs chauds
Contrairement à un stress de type BTI où seule la grille avant est soumise à
une forte tension, on vient appliquer en plus une contrainte électrique sur le drain
lors d’un stress HC (voir Figure 4.1). Classiquement, cette tension de drain VD est
supérieure à celle de la grille VFG, du moins suﬃsamment grande pour que le régime
de saturation (voir paragraphe 3.3 page 33) soit atteint, soit VD > VDsat.
Le canal se retrouve alors « pincé »sur une longueur Lsat) et la forte chute de
potentiel qui existe entre le point de pincement et le drain va entraîner un champ
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électrique latéral intense près du drain Elat ∝ VD−VDsatLsat , donnant aux porteurs du
canal une forte énergie cinétique, d’où l’appellation « porteurs chauds ». Une partie
de ces porteurs chauds peut être injectée dans l’oxyde de grille et créer des pièges
à l’interface ou dans le volume de l’oxyde, ayant pour conséquence une dégradation
des caractéristiques électriques des transistors telles que le courant de saturation
IDsat, la tension de seuil VT ou encore le maximum de transconductance gm,MAX .
Ces trois paramètres seront suivis expérimentalement au cours des diﬀérents stress
HC.
On notera que le champ électrique latéral Elat en utilisation normale d’un tran-
sistor (VFG = VD = VDD) peut être approximé par Elat =
VDD
L avec L la longueur
de grille du dispositif. On comprend bien alors que ce champ électrique, et de ce
fait la dégradation HC, est plus important pour des transistors courts. Cela devient
d’autant plus critique que les tensions d’alimentation sont maintenues constantes au
cours des noeuds technologiques alors que les dimensions diminuent (VDD = 1.1V
pour des technologies sur silicium massif depuis le noeud 120nm), comme le montre
la Figure 4.2 obtenue à partir des données de Intel [1] complétées par celles de
STMicroelectronics.
Figure 4.2 – Evolution de la tension d’alimentation et de la longueur de canal en
fonction de l’année de mise en production des technologies [2]
La dégradation due à un stress HC est souvent associée à la notion d’ionisation
par impact illustrée Figure 4.3. Dans le cas d’un transistor NMOS, un électron de la
bande de conduction accéléré par le champ électrique latéral peut entrer en collision
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avec un atome du réseau en cédant de l’énergie (collision inélastique). C’est cette
énergie perdue qui va permettre à un électron de la bande de valence de passer
dans la bande de conduction, créant ainsi une paire électron-trou. Ces électrons
générés peuvent à leur tour gagner suﬃsamment d’énergie et créer de nouvelles
paires électron-trou, on parle alors d’avalanche de porteurs (voir Figure 1.17 page
34). En fonction des polarisations de grille et de drain, les porteurs générés peuvent
être injectés dans l’oxyde, le drain ou le substrat. Ce dernier cas apparaît comme
problématique pour des transistors FDSOI à ﬁlms ﬁns, l’interface arrière entre le
silicium et l’oxyde enterré pouvant être dégradée.
Figure 4.3 – Illustration du phénomène d’ionisation par impact [3]
Il est possible de « collecter » à partir d’une prise substrat une partie des trous
générés par ionisation par impact avec une mesure de courant Isub en fonction de la
tension de grille avant VFG (Figure 4.4). On obtient alors une courbe classique en
forme de cloche. A faible VFG, le champ latéral est fort mais la densité de porteurs
dans le canal est faible. De plus, le champ vertical a tendance à diriger les trous vers
l’oxyde de grille. Ensuite, lorsque VFG augmente et s’approche de VD, la densité de
porteurs augmente et le champ vertical est favorable à l’injection d’électrons dans
l’oxyde : les trous sont ainsi récoltés au substrat et leur densité est maximale pour
VFG = VFG,IsubMAX . Enﬁn, à fort VFG, le champ latéral est trop faible pour générer
des paires électron-trou.
On notera que la condition VFG,IsubsMAX a été d’ailleurs considérée comme le
pire cas de dégradation pour les transistor NMOS à oxyde épais.
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Figure 4.4 – Caractéristique Isub(VFG) en forme de cloche (VD=2.5V)
1.2 Etat de l’art des modèles HC
On va à présent s’intéresser aux diﬀérents modèles proposés pour expliquer les
dégradations HC pour des technologies sur silicium massif. Si les premières modéli-
sations étaient associées uniquement à l’étude du pire cas de dégradation, les études
récentes se sont intéressées à l’étude d’une plus grande gamme de tensions de stress
(VFG et VD). Ces diﬀérents modèles sont largement décrits par Chloé Guérin dans
[2].
1.2.1 Modèle de Takeda
Le modèle de Takeda et Suzuki [4] est un modèle empirique qui relie en condition
VFG,IsubMAX la dégradation ∆D au cours du temps d’un transistor NMOS à la
tension de drain VD. ∆D peut être la variation de tension de seuil (∆D = ∆VT ) ou
encore la variation relative du maximum de transconductance(∆D = ∆gm,MAXgm,MAX0
) et
s’écrit :
∆D = A tn avec A ∝ exp
(−a
VD
)
(4.1)
avec a et n des paramètres empiriques extraits pour chaque technologie (n=0.5-0.6
pour des oxydes de grille épais tox=6.8-20nm [4]). n est dépendant de VFG mais très
peu de la tension de drain VD.
Ce modède largement repris dans le milieu industriel, permet de remonter facile-
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ment à la durée de vie τ d’un dispositif (typiquement pour une dérive ∆DD = 10%) :
τ ∝ exp
( −a
n VD
)
(4.2)
Enﬁn, Takeda explique la dégradation HC sur les transistors NMOS par la gé-
nération d’états d’interface due à l’injection de trous chauds dans l’oxyde [5].
1.2.2 Modèle de « l’électron chanceux » et améliorations
Le concept de « l’électron chanceux » introduit par Hu en 1979 [6] repose sur le
principe qu’un électron chaud du canal peut être injecté dans l’oxyde de grille, si et
seulement si :
– l’électron acquiert suﬃsamment d’énergie dans le canal par le champ latéral
Elat
– qu’il soit redirigé en direction de l’oxyde de grille par collision élastique, donc
sans perte d’énergie
– qu’il atteigne l’interface à nouveau sans perdre d’énergie
– et enﬁn qu’il ne soit pas repoussé par le « potentiel image » [7] (collision sur
des centres coulombiens)
L’électron est donc dit chanceux s’il réunit toutes ces conditions et pour cela le
champ vertical doit être favorable à l’injection de porteurs dans l’oxyde, soit pour
VFG,IsubMAX lorsque le courant de substrat est maximum.
Des modélisations de la dégradation HC ont été réalisées à partir du concept de
« l’électron chanceux » [8]. Hu propose notamment un modèle prenant en compte
la création d’états d’interface [9] lors d’un stress HC connu sous le nom de modèle
de « l’électron chanceux » (LEM pour « Lucky Electron Model »). Tzou adaptera
ce modèle en 1986 pour des transistors PMOS [10].
L’étude du pire cas étant trop restrictive, notamment pour les simulations de cir-
cuits complets, Woltjer et Paulzen rajoutent au LEM une dépendance de la création
des états d’interface en fonction du champ électrique dans l’oxyde aﬁn d’expliquer
les dégradations pour une plus grande gamme de polarisation de grille avant. S’il
considère que la création de pièges d’interface est la principale cause de dégradation
pour une gamme de tension intermédiaire (0.2<VFGVD <0.8), il observe à faible VFG
un piégeage de charges positives dans l’oxyde et à fort VFG, un piégeage de charges
négatives en accord avec les travaux d’Heremans [11]. Woltjer montrera plus tard
un phénomène symétrique pour des transistors PMOS [12].
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1.2.3 Modèle de recombinaison
Tous les modèles présentés jusqu’à présent conduisent à la conclusion que les
dégradations HC sont essentiellement dues à la création de défauts d’interface par
rupture de la liaison Si-H. Cela est d’autant plus vrai pour les technologies sub-
micromètres où les oxydes sont trop minces (EOT<5nm) pour qu’il y ait un piégeage
de charge [13] et pour lesquelles la tension d’alimentation est réduite. Cependant,
un seul type de porteur chaud, électron ou trou, est considéré pour rompre cette
liaison.
Koike propose une autre explication aux dégradations HC faisant intervenir les
deux types de porteurs [14], valable pour des transistors NMOS et PMOS. Dans
le cas d’un NMOS, un électron chaud du canal injecté dans l’oxyde va pouvoir
se recombiner avec un trou chaud du drain, lui aussi injecté dans l’oxyde. C’est
l’énergie libérée par cette recombinaison (somme des énergies de chacun des porteurs
+ énergie du gap du silicium) qui va rompre la liaison Si-H [15]. Ce processus est
schématisé Figure 4.5.
Figure 4.5 – Dégradation HC causée par la recombinaison d’électrons et de trous
chauds dans l’oxyde de grille [14]
On notera que contrairement aux modèles précédents, la rupture de la liaison
peut être réalisée avec des porteurs de plus faibles énergies. Enﬁn, ce modèle nécessite
la présence des deux types de porteurs et n’est valable qu’autour de VFG,IsubMAX .
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1.2.4 Modèles d’interaction des porteurs
Si certains auteurs montrent que le LEM reste valable à faible VD [16, 17],
Rauch prouve lui que le LEM n’est plus valable dès lors que VD<3V et introduit
pour la première fois dans un modèle de dégradation HC le phénomène d’interaction
entre électrons EES (« Electron Electron Scattering ») [18]. La densité de porteurs
augmentant au ﬁl des technologies avec la diminution de longueur de grille, les
électrons peuvent interagir entre eux jusqu’à obtenir une énergie suﬃsante pour
rompre la liaison Si-H.
Initialement valable pour des faibles valeurs de VFG, Rauch adaptera son mo-
dèle à fort VFG [19]. Guerin montrera cependant que le modèle basé sur l’EES est
limité à fort courant, l’énergie des porteurs étant trop faible pour rompre la liaison
Si-H, même après EES. La rupture de la liaison s’explique alors par l’excitation
de modes vibrationnels de la liaison à chaque collision entre porteurs, ce jusqu’à
atteindre l’énergie de résonance. Ce phénomène s’appelle l’excitation vibrationnelle
multiple ou MVE («Multiple Vibrational Excitation »). On se retrouve alors dans
une conﬁguration où le nombre de porteurs l’emporte sur leur énergie. Ce processus
de rupture est illustré Figure 4.6. Les diﬀérents modes de ruptures de la liaison Si-H
sont détaillés dans [2, 20].
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Figure 4.6 – Rupture de la liaison Si-H par MVE. Pemi est la probabilité d’excita-
tion de la résonance et EB l’énergie de rupture de la liaison [20]
Pour récapituler la rupture de la liaison Si-H au cours d’un dégradation HC, on
retiendra trois modes selon l’énergie des porteurs [21] :
– le mode 1 pour les hautes énergies (VFG < VD) où la rupture peut être réali-
sée par un unique porteur incident. On parle aussi d’excitation vibrationnelle
unique SVE (« Single Vibrational Excitation »).
– le mode 2 pour des énergies intermédiaires dominé pas l’interaction entre élec-
trons (EES) qui va permettre aux porteurs d’acquérir suﬃsamment d’énergie
pour rompre la liaison. On a donc bien un compromis entre l’énergie et la
densité de porteurs.
– le mode 3 où les porteurs sont trés peu énergétiques mais nombreux (MVE).
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On parlera parfois de « porteurs froids ».
Enﬁn, des études ont montré qu’au ﬁl des technologies et surtout avec les lon-
gueurs de grille qui diminuent, le pire cas de dégradation HC initialement pour la
condition VFG,IsubMAX dérive vers le cas VFG = VD [13, 22]. C’est ce dernier que
l’on étudiera pour notre étude sur des transistors FDSOI dans la partie suivante.
Un schéma récapitulatif des pires cas de dégradation HC en fonction de l’épaisseur
d’oxyde EOT pour NMOS et PMOS est proposé par Di Gilio [23] Figure 4.7.
Figure 4.7 – Bilan des pires cas de dégradation HC sur transistor NMOS et PMOS
en fontion de l’EOT
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1.3 Problématique sur FDSOI
On a présenté diﬀérents modèles pour expliquer les dégradations de l’oxyde de
grille de transistors sur silicium massif suite à un stress de type porteurs chauds. Ce-
pendant, les structures FDSOI mettent en jeu une seconde interface silicium/oxyde
de silicium entre le ﬁlm et l’oxyde enterré qu’il est primordial de prendre en compte,
car sujette à d’éventuelles dégradations.
L’étude des dégradations de l’interface arrière est d’autant plus importante que
par les jeux de couplage électrostatique, une charge localisée à l’interface arrière
peut avoir un impact plus fort qu’une charge localisée à l’interface avant sur les
caractéristiques électriques du transistor, notamment la tension de seuil avant VT .
Cela est illustré Figure 4.8 obtenue à partir de simulations TCAD sur une structure
FDSOI proche des dispositifs mesurés (tox = 1nm, tSi = 7nm et tBOx = 25nm).
∆V FGT et ∆V
BG
T correspondent respectivement au décalage de tension de seuil avant
induit par une charge à l’interface avant et arrière. On gardera ces notations par la
suite.
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Figure 4.8 – Simulation de l’impact d’une charge négative sur une caractéristique
ID(VFG)
Le poids de cette charge à l’interface arrière sur la tension de seuil peut varier
selon les épaisseurs de ﬁlms tSi et d’oxyde enterré tBOx . Cela est illustré Figure 4.9
où le rapport ∆V
BG
T
∆V FG
T
est représenté pour les épaisseurs de ﬁlm et de BOx les plus
couramment utilisées. On observe qu’une charge arrière a moins d’impact qu’une
charge avant sur le VT (
∆V BGT
∆V FG
T
< 1) uniquement dans le cas où on a un oxyde enterré
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trés ﬁn tBOx = 10nm, comportement qui s’inverse lorsque l’on travaille sur des ﬁlms
minces tSi < 10nm.
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Figure 4.9 – Poids d’une charge arrière en fonction de tSi et tBOx
Il est donc primordial de savoir s’il y a dégradation de l’interface arrière lors d’un
stress porteurs chauds sur des transistors FDSOI à ﬁlms minces. En eﬀet, on vient
de voir que pour des ﬁlms ﬁns, une charge arrière avait plus d’impact sur la tension
de seuil avant qu’une charge localisée à l’avant. Quelques études existent sur le sujet
avec des transistor FDSOI à ﬁlms épais (tSi > 100nm) [24, 25] ou des transistors
partiellement désertés PDSOI (« Partially Depleted SOI ») [26] et prévoient un
piégeage de charges dans l’oxyde enterré, cependant peu de preuves expérimentales
sont présentées. D’autres études sur des technologies FDSOI plus récentes présentent
des résultats de durée de vie des dispositifs pour diﬀérentes valeurs de polarisation
arrière VBG [27, 28] mais aucune conclusion n’est présentée quant à la qualité de
l’interface arrière.
L’objectif de la partie suivante est donc d’étudier le pire cas de dégradation
VFG = VD sur un transistor FDSOI à ﬁlm mince et d’essayer de conclure sur sa lo-
calisation. Une comparaison avec des transistors sur silicium massif sera notamment
présentée.
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1.4 Etude expérimentale du pire cas HC : VFG = VD
1.4.1 Description des échantillons
Les transistors NMOS utilisés pour cette étude ont été fabriqués sur des pla-
quettes FDSOI 300mm avec un ﬁlm de silicium d’épaisseur tSi = 7nm et un oxyde
enterré tBOx = 25nm. De plus, de l’indium a été implanté à travers l’oxyde enterré
pour former un ground plane de type N. L’empilement de grille avant, constitué d’un
diélectrique High-κ en silicate d’hafnium HfSiON (EOT=1.2nm) et d’une grille mé-
tallique en nitrure de titane TiN, a été réalisé dans une intégration « gate ﬁrst »
(dépôt de la grille avant recuit d’activation des source et drain). Une coupe d’un
transistor de longueur de grille 30nm réalisée par microscopie électronique en trans-
mission TEM est présentée Figure 4.10.
Figure 4.10 – Coupe TEM d’une structure FDSOI : tSi = 7nm et tBOx = 25nm
1.4.2 Confirmation du mode de dégradation par MVE
Au cours des diﬀérentes dégradations HC, trois paramètres électriques ont été
suivis :
– le courant de saturation ID,sat mesuré à VD = 1V
– le maximum de transconductance gmMAX , image de la mobilité
– la tension de seuil VT
Avant toute étude des mécanismes de dégradation, on a voulu vériﬁé au préalable
que les conditions de stress VFG = VD correspondaient bien au pire cas de dégrada-
tion. Pour cela une tension de stress VD,stress = +2.4V a été appliquée au niveau
du drain pour deux diﬀérentes conditions de stress sur la grille VFG,stress = +1V
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et VFG,stress = +2.4V . Les résultats sont présentés Figure 4.11 et vont bien dans le
sens de VFG = VD comme pire cas de dégradation.
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Figure 4.11 – Dégradation de ID,sat, gmMAX et VT au cours d’un stress HC :
VD,stress = +2.4V
C’est donc bien le champ électrique eﬀectif Eeff dans l’oxyde avant qui vient
contrôler la dégradation HC en modulant le nombre de porteurs dans le canal d’in-
version. Cela devient d’autant plus clair en traçant la durée de vie des transistors
pour diﬀérentes longueurs de grille en fonction de la charge injectée dans le drain
Qinj,ID =
∫
IDdt durant le stress (Figure 4.12). On rappelle que la durée de vie τ
d’un transistor vis-à-vis d’un critère de dégradation, ici ∆VT = 50mV , est obtenue
en extrayant sur les courbes ∆VT (Tstress), le temps τ au bout duquel le critère choisi
est atteint.
On observe clairement que les courbes de temps de vie τ des dispositifs pour
les diﬀérentes longueurs de grille se normalisent en fonction de la charge injectée
dans le drain Qinj,ID . Ces résultats sont en accord avec le mode 3 de dégradation
introduit au paragraphe 1.2.4 qui stipule que le nombre de porteurs l’emporte sur
leur énergie, la rupture des liaisons Si-H se faisant par MVE [29].
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Figure 4.12 – Durée de vie des transistors pour diﬀérentes longueurs de grille L
Une première conclusion importante peut notamment être émise à partir de la
Figure 4.12 : les dégradations de type porteurs chauds ne semblent pas être un frein
à la technologie FDSOI si l’on considère la tension de seuil comme critère. En eﬀet,
les transistors de longueur nominale L=30nm passent largement le critère des dix
ans d’utilisation pour une tension d’alimentation VDD = 1.1V .
La technologie FDSOI étant vouée à une utilisation multi-VT [30], à savoir pou-
voir moduler la tension de seuil avant en appliquant une polarisation en face arrière,
on a réalisé cette fois-ci des dégradations HC en appliquant diﬀérentes tensions de
stress en face arrière VBG,stress. Les résultats sur la dégradation de VT (mesurés à
VBG = 0V ) sont présentés Figure 4.13 avec VD,stress = +2V . La tension de grille
avant, choisie arbitrairement à VFG,stress = +0.8V , a peu d’importance puisque c’est
la polarisation arrière qui va essentiellement ﬁxer le champ transverse.
On observe que plus VBG,stress est grand, plus la tension de seuil est dégradée.
Cela peut s’expliquer facilement par le couplage électrostatique qui vient abaisser
la valeur de VT lorsque VBG,stress > 0 et donc augmenter le champ eﬀectif Eeff
appliqué lors du stress (Eeff ∝ Qinv ≈ Cox(VFG − VT )).
De plus, tout comme précédemment, la normalisation en charge injectée dans
le drain vient renforcer l’idée que le champ eﬀectif dans l’oxyde vient contrôler la
dégradation HC. On notera cependant que la courbe à VBG,stress = 0V ne semble
pas se normaliser. Cela pourrait s’expliquer par un régime de plus forte énergie pour
la condition VBG,stress = 0V , où la rupture des liaisons Si-H se ferait par SVE ou
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Figure 4.13 – Dégradation de VT suite à un stress HC pour diﬀérentes tensions de
stress arrière. VD,stress = +2V
EES (mode 2 ou 3).
1.4.3 Impact du PBTI dans la dégradation HC
On a vériﬁé et conﬁrmé la condition de stress VFG = VD comme le pire cas de
dégradation HC. Une telle condition impose un fort champ électrique sur la grille et
il est donc important de connaître la part de la composante PBTI (VFG = Vstress &
VD = 0V ).
Pour cela, on a utilisé les mesures ultra rapides présentées au chapitre précédent
aﬁn d’étudier d’éventuels mécanismes de piégeage rapide à des temps de stress dès
Tstress = 10
−6s. Les résultats présentés Figure 4.14 ont été réalisés sur deux puces
identiques :
– un premier stress HC est appliqué durant Tstress = 1000s sur la puce 1 vierge
et met en évidence un piégeage rapide d’électrons qui engendre un décalage
de tension de seuil ∆Vpr dès Tstress = 10µs
– toujours sur la puce 1, un stress PBTI pendant Tstress = 100µs est appliqué
aﬁn de montrer que ce piégeage est lié uniquement à la composante PBTI du
stress VFG = VD
– enﬁn, aﬁn de vériﬁer que le décalage ∆Vpr précédent n’était pas dû au premier
stress HC que le dispositif avait subi, ce même stress PBTI est cette fois-ci
appliqué à la puce 2 vierge et conﬁrme le résultat précédent
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Figure 4.14 – Mesures ultra rapides d’une dégradation HC et de sa composante
PBTI. Vstress = +2.2V
On vient donc de montrer que la composante PBTI rajoute un décalage de
tension de seuil ∆Vpr > 0 dû à un phénomène de piégeage rapide d’électrons. Aﬁn
d’extraire une valeur de durée de vie propre au phénomène de porteurs chauds, il
est donc possible de corriger les courbes de dégradation initiales en les soustrayant
de ∆Vpr (symbole ouvert sur la Figure 4.14). Cette correction sera utilisée plus loin
pour l’extraction des cinétiques de dégradation.
On notera que les mesures ultra rapides ont permis de mettre en évidence un
piégeage rapide, et bien que ce phénomène soit propre à nos dispositifs, ce type
de mesure apparaît comme primordial pour les études des mécanismes de pié-
geage/dépiégeage et de relaxation en général.
1.4.4 Identification et localisation de la dégradation
On a vu au chapitre 2 (paragraphe 2.3 page 51) que les mesures de pompage
de charge sur des dispositifs FDSOI à ﬁlms minces étaient controversées, plus par-
ticulièrement sur la localisation et la quantiﬁcation des pièges à l’interface avant ou
arrière. Cependant elles permettent de mesurer facilement au cours d’un stress la
variation relative des pièges d’interface. Des mesures ont été ainsi réalisées lors de
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stress VFG = VD sur des structures à body contacté (voir Figure 2.10 page 52).
Les résultats sont présentés Figure 4.15 et sont exprimés en décalage de tension
de seuil ∆V CPT :
∆V CPT =
q DitFG
Cox
(4.3)
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Figure 4.15 – Comparaison de ∆V CPt et ∆V
HC
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Ils sont ensuite comparés à ∆V HCT mesuré précédemment par mesure ultra ra-
pide : si les décalages en tension de seuil ne sont pas les mêmes, les cinétiques de
dégradation n (∆VT ∝ tn) semblent correspondre, preuve d’une dégradation HC
dominée par la création d’états d’interface par rupture des liaisons Si-H.
En ce qui concerne la localisation de la dégradation, la méthode présentée à la
section 4 du chapitre 2 (page 72) a été appliquée sur les transistors courts étudiés
(W=10µm & L=50nm), avec un stress VFG,stress = VD,stress = +2.4V . Bien que les
signaux mesurés soient trés faibles (de l’ordre du fF), dû aux petites surfaces des
dispositifs, cette méthode relative permet de s’aﬀranchir des problèmes de capacités
parasites et il est possible de mesurer correctement ∆V Haut et ∆V Bas. Les résultats
présentés Figure 4.16 montrent que ∆V Haut = ∆V Bas ≈ 50mV ce qui correspond
clairement à une dégradation de l’interface avant uniquement. En utilisant l’équation
2.31 déﬁnie au chapitre 2 (page 75), on trouve une variation d’états d’interface avant
DitFG ≈ 9 1011/cm2, en accord avec les résultats de pompage de charge Figure 4.15.
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Figure 4.16 – Localisation de la dégradation HC. VFG,stress = VD,stress = +2.4V
En comparaison, on présente Figure 4.17 le cas où l’interface arrière est eﬀective-
ment dégradée. Pour cela un stress HC avec VD,stress = +2.4V et VBG,stress = +15V
pendant 1000s a été appliqué pour dégrader volontairement cette interface arrière.
Comme attendu, on observe une forte asymétrie entre ∆V L et ∆V H .
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Figure 4.17 – Illustration d’une dégradation de l’interface arrière après un stress
VD,stress = +2.4V et VBG,stress = +15V
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1.4.5 Comparaison avec une technologie silicium massif
Enﬁn, bien que travaillant avec des dispositifs non optimisés pour des appli-
cations haute performance avec une tension seuil initiale autour de VT ≈ 0.5V
(VT ≈ 0.35V visé), il est intéressant de les comparer à une technologie sur silicium
massif (bulk).
Pour cela, les mêmes dispositifs bulk que ceux présentés dans l’étude du PBTI
au chapitre 3 (VT ≈ 0.35V ) ont été soumis à des stress VFG,stress = VD,stress.
Les résultats des durées de vie des dispositifs pour les critères ∆VT = 50mV et
∆ID,sat/ID,sat0 = 10% sont présentés Figure 4.18 et comparés à ceux obtenus sur
les dispositifs FDSOI. Même si les champs électriques appliqués pendant les stress
ne sont pas identiques (VT diﬀérents), les durées de vie des dispositifs FDSOI sont
équivalentes à celles obtenues avec une technologie sur silicium massif.
Enﬁn, on présente Figure 4.19 les durées de vie des transistors FDSOI sur lesquels
sont appliquées les polarisations VBG,stress = ±1V , valeurs typiquement utilisées
pour moduler la tension de seuil VT dans les technologies multi-VT . Ces dernières
passent clairement le critère des dix ans d’utilisation, pour les trois critères ﬁxés.
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Figure 4.18 – Comparaison des dégradations HC entre des technologies FDSOI et
BULK
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Figure 4.19 – Comparaison des dégradations HC entre des technologies FDSOI et
BULK
Finalement, on a montré que les dégradations HC de type VFG = VD sur des
transistors NMOS FDSOI à ﬁlms minces étaient de même type que des dégradations
sur des technologies sur silicium massif, puisque seule l’interface avant est dégradée.
Pour ces conditions de stress, on a conﬁrmé que le mode de dégradation était de
type MVE, c’est-à-dire contrôlé par le champ électrique dans l’oxyde. Enﬁn, dans
l’optique d’applications multi-VT , on a montré que nos dispositifs NMOS étaient
très résistants à ce type de dégradation, même lorsqu’un stress en face arrière est
appliqué.
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2 Effets de VT (W )
Après avoir étudié l’impact d’une dégradation porteurs chauds sur la qualité de
l’interface arrière, problème spéciﬁque aux transistors FDSOI à ﬁlms minces, on va
s’intéresser à présent aux problèmes d’instabilité de la tension de seuil VT sur des
empilements High-κ/grille métallique TiN, lorsque les longueurs L et surtout les
largeurs W de grille diminuent. En eﬀet, tout comme les eﬀets canaux courts, on
observe une forte augmentation de la tension de seuil lorsque les largeurs de grille des
dispositifs diminuent. Cette instabilité devient problématique notamment pour les
mémoires vives statiques SRAM (« Static Random Access Memory ») qui utilisent
des dispositifs étroits.
Ces eﬀets de W sont illustrés Figure 4.20 sur des transistors à canaux longs (L =
10µm) pour un diélectrique HfZrO et pour diﬀérents types de grille TiN (épaisseur,
type de dépôt). On observe bien que la tension de seuil avant VT augmente lorsque la
largeur de grille W diminue, et ce quelque soit le type de grille. On notera que cette
variation de tension de seuil ∆V WT peut varier jusqu’à une centaine de millivolts
(∆VT = 130mV pour une grille TiN ALD 10nm) !
On rappelle que les deux types de grille ALD (« Atome Layer Deposition ») et
PVD (Physical Vapor Deposition) diﬀèrent par leur technique de dépôt.
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Figure 4.20 – Tension de seuil VT en fonction de la largeur de grille pour diﬀérents
types de grille. L=10µm
On notera notamment sur la Figure 4.20 un décalage de tension de seuil∆VMGT =
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210mV entre la grille d’épaisseur 5nm et celles de 10nm que l’on attribue à la
diﬀérence de travaux de sortie qui existe entre des grilles de diﬀérentes épaisseurs.
Ce phénomène présenté Figure 4.21 a été mis en évidence par mesure de photo-
émission interne [31] sur des dispositifs d’empilement HfO2/TiN. Φb correspond à
la hauteur de barrière de potentiel entre la grille métallique et le diélectrique.
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Figure 4.21 – Travaux de sortie de la grille TiN pour des oxydes SiO2 et High-κ
Enﬁn, comme l’illustre la Figure 4.22 avec un empilement HfO2/TiN, on retrouve
cette instabilité de tension de seuil avec W à la fois sur des transistors NMOS et
PMOS, avec dans les deux cas ∆V WT > 0. Celle-ci est d’autant plus importante
lorsque les longueurs de grille diminuent. En eﬀet, pour L=80nm avec des transistors
de type NMOS, on observe ∆V WT = 200mV .
On vient de mettre en évidence une instabilité de la tension de seuil avec la
diminution des longueurs caractéristiques des transistors NMOS et PMOS. Bien que
les mesures soient réalisées sur des dispositifs FDSOI (tSi = 15nm et tBOx = 25nm),
ce phénomène d’instabilité n’est pas propre à la technologie FDSOI et apparaît
sur des technologies sur silicium massif [32]. Il est donc primordial d’étudier et
de comprendre les mécanismes mis en jeu aﬁn de pouvoir proposer des solutions
technologiques pour maîtriser la tension de seuil.
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Figure 4.22 – Tension de seuil VT en fonction de la longueur de grille pour diﬀérents
types de grille. W=10µm & W=0.14µm
2.1 Validation de l’architecture
Pour cette étude, quatre diﬀérents diélectriques High-κ ont été testés : HfZrO,
HfO2, HfSiO et HfSiON. De plus, par la suite, on ne considèrera plus que des grilles
TiN d’épaisseur 5nm.
Les résultats pour chacun des diélectriques sont présentés Figure 4.23 avec des
caractéristiques ∆V WT (L) qui permettent de visualiser l’instabilité de VT à la fois en
fonction de la largeur et de la longueur de grille. En eﬀet, on déﬁnit ∆V WT tel que :
∆V WT = VT (Wmin = 80nm)− VT (Wmax = 10µm) (4.4)
Pour des canaux courts L=100nm, on observe des décalages∆V WT ≈ 200mV avec
les diélectriques HfZrO et HfO2. Au contraire, aucune instabilité de VT signiﬁcative
n’est obtenue avec les diélectriques de type silicate (HfSiO & HfSiON).
Ce résultat permet dans un premier temps d’écarter tout éventuel problème
d’architecture. Comme l’illustre la Figure 4.24, des dispositifs non optimisés auraient
pu expliquer l’instabilité en W. En eﬀet, des défauts localisés en bord de grille vont
avoir plus d’inﬂuence sur des transistors étroits que sur des transistors larges.
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Figure 4.23 – Décalage en tension de seuil ∆V WT pour diﬀérents High-κ
Cependant, si c’était le cas, l’instabilité en W aurait été observée quelque soit
le diélectrique High-κ, ce qui n’est pas le cas. Le phénomène d’instabilité de tension
de seuil dépend donc essentiellement de l’empilement de grille avant.



	AB
C
DEF	



	AB
C
DEA

AAAA

E F!
Figure 4.24 – Illustration de l’instabilité due à un problème d’architecture
On notera aussi que ce phénomène d’instabilité de VT avec W a été observé
à la fois sur des architectures dotées d’isolations latérales de type STI (« Shallow
Trench Isolation ») et Mesa. On rappelle Figure 4.25 les diﬀérences entre ces deux
types d’isolation. L’isolation STI est la seule solution possible pour des technologies
sur silicium massif. Elle consiste en une tranchée remplie de diélectrique isolant.
Les étapes de fabrication de ces isolations STI sont cependant lourdes et couteuses
(gravure, remplissage, recuit de densiﬁcation, polissage) et c’est pour s’aﬀranchir de
tout cela que les isolations Mesa ont été développées pour des technologies FDSOI.
En eﬀet, ces dernières consistent uniquement en la gravure de tranchées jusqu’au
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BOx. Elles sont ensuite remplies par les diﬀérentes couches successives au ﬁl des
étapes de fabrication et isolent les dispositifs entre eux à la ﬁn du procédé. Les
isolations STI permettent cependant une plus grande densité de transistors sur une
même plaque.
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Figure 4.25 – Schématisation des deux types d’isolation STI et Mesa
2.2 Origine de l’instabilité
Aﬁn de pouvoir identiﬁer la cause de l’instabilité en W, il est important de
comprendre quels facteurs inﬂuent sur ∆V WT . Par la suite, on considèrera VBG = 0V .
En reprenant l’expression de la tension de seuil VT lorsque la face arrière est désertée,
déﬁnie équation 1.33 page 22, et en considérant cette fois-ci une charge d’oxyde Qox,
on peut montrer facilement que :
∆V WT ≈ −
(
QWminox
CWminox
− Q
Wmax
ox
CWmaxox
)
+ (ΦWminMS,FG − ΦWmaxMS,FG) (4.5)
On notera qu’il n’y a pas de variation de charge de désertion puisqu’in travail
avec dees dispositifs FDSOI.
Le premier terme dépend donc des charges Qox dans l’oxyde mais aussi de l’EOT
qui peut modiﬁer le terme en Cox. Le second terme en ΦMS,FG correspond lui à la
diﬀérence de travaux de sortie entre la grille avant et le ﬁlm de silicium et peut
varier si la grille est modiﬁée.
En ce qui concerne les charges Qox dans l’oxyde, on peut les séparer en deux
catégories : les défauts d’interfaces QitFG = q DitFG et les charges dans le volume
du diélectrique QHK :
Qox = QitFG +QHK (4.6)
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Concrètement, si l’on s’en tient à l’expression 4.5, trois paramètres peuvent ex-
pliquer l’augmentation de VT sur les dispositifs étroits :
– des charges dans l’oxyde (états d’interface ou pièges dans le High-κ)
– une recroissance de l’oxyde interfacial et donc de l’EOT
– un changement de travail de sortie de la grille TiN
On va montrer dans la suite de ce travail que seule la dernière proposition peut
expliquer les eﬀets de VT (W ). Pour justiﬁer cela, on montrera dans un premier
temps que dans certains cas il peut y avoir une éventuelle recroissance de la couche
interfaciale lorsque les dimensions du transistors diminuent, mais celle-ci ne peut
pas expliquer de telles instabilités. On montrera ensuite que les densités de pièges
dans l’oxyde ne sont pas plus importantes sur les dispositifs courts et étroits.
2.2.1 Recroissance de l’oxyde
Lorsque les dimensions des transistors diminuent, il peut arriver que l’oxyde
interfacial SiO2 recroisse lors des diﬀérentes étapes de fabrication et donc que la
capacité d’oxyde Cox diminue (Cox =
εSiO2
EOT ). Or, comme on a pu le voir équation
4.5, une variation de capacité d’oxyde pourrait expliquer les eﬀets en W. Pour vériﬁer
une éventuelle recroissance de l’oxyde interfacial, les valeurs d’EOT pour diﬀérentes
largeurs de grille et pour les quatre diﬀérents High-κ ont été extraites à partir de
mesures capacitives. Les résultats sont présentés Figure 4.26.
On observe que seuls les dispositifs constitués de diélectriques HfO2 présentent
une recroissance de l’EOT ∆EOTW ≈ 3Å lorsque la largeur de grille diminue.
Cependant, ce n’est pas le cas avec les oxydes de type HfZrO qui montrent pourtant
une instabilité de VT avec W !On ne peut donc pas attribuer les eﬀets de VT (W ) à
une recroissance de l’oxyde interfacial.
A noter qu’en considérant une recroissance ∆EOTW ≈ 3Å avec du HfO2 et en
utilisant la valeur de densité d’interface maximale mesurée DitFG = 7 1011 cm−2
(voir plus loin Figure 4.27), on obtient bien un décalage de tension de seuil ∆V EOTT
induit par la variation d’EOT insuﬃsant pour expliquer les eﬀets de VT (W ) :
∆V EOTT = −q
DitFG
εSiO2
∆EOT ≈ 10mV (4.7)
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Figure 4.26 – Mesures d’EOT extraites de mesures capacitives en fonction de W.
L=10µm
Finalement, outre le cas du HfO2, on a CWminox = C
Wmin
ox = Cox dans l’expression
4.5, et donc :
∆V WT ≈ −
QWminox −QWmaxox
Cox
+ (ΦWminMS,FG − ΦWmaxMS,FG) (4.8)
2.2.2 Défauts d’interfaces
Aﬁn de vériﬁer si la densité d’états d’interface initiale n’est pas plus élevée sur
des transistors étroits, la méthode de la conductance présentée au chapitre 2 a
été appliquée sur des transistors avec un empilement HfZrO/TiN pour diﬀérentes
largeurs de grille .
Les résultats présentés Figure 4.27 montrent très peu de diﬀérence entre les
diﬀérentes géométries testées. Au maximum, on trouve une diﬀérence ∆DitWFG ≈
−2 1011/cm2. Comme on vu précédemment qu’avec ce type de diélectrique il n’y
avait pas de variation d’EOT avec la largeur de grille, cela correspond à un décalage
en tension de seuil ∆V itW dû aux pièges d’interface égal à :
∆V itW = −q ∆Dit
W
FG
Cox
≈ 10mV
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Bien qu’il puisse avoir une petite diﬀérence de densité d’états d’interface ini-
tiale entre des transistors large et étroit, cette diﬀérence ne peut pas expliquer des
instabilités de VT pouvant aller jusqu’à 200mV (∆V itW ≈ 10mV ).
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Figure 4.27 – Pics de conductance pour diﬀérentes largeurs de grille avec un di-
électrique HfZrO
Des mesures NBTI ont notamment été réalisées sur des empilements HfO2/TiN
pour diﬀérentes longueurs et largeurs de grille. En eﬀet, comme on a pu le voir au
chapitre précédent, les dégradations NBTI sont intimement liées aux états d’inter-
face. Or, si la densité d’état d’interface initiale était plus importante sur les disposi-
tifs étroits, on pourrait s’attendre à une dégradation NBTI plus importante sur ces
derniers.
Les résultats du décalage ∆VT après Tstress = 1000s en fonction du champ
électrique dans l’oxyde pour diﬀérentes géométries présentés Figure 4.28 montrent
clairement une dégradation NBTI indépendante de la géométrie, ce qui conﬁrme les
résultats précédents.
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Figure 4.28 – NBTI pour diﬀérents couples (W,L) avec un oxyde HfO2
2.2.3 Défauts dans le volume
On s’intéresse à présent aux défauts dans le volume du diélectrique High-κ
(QHK). Comme on a pu le voir dans les Chapitres 2 et 3, ces défauts peuvent
être mis en évidence en comparant des mesures de courant de drain dynamique et
statique.
Les résultats présentés Figure 4.29 sur des transistors courts et étroits montrent
des caractéristiques statique et dynamique identiques. Cela permet de montrer
qu’aucun nouveau phénomène de piégeage rapide dans des lacunes d’oxygène pou-
vant expliquer les eﬀets de VT (W ) n’apparaît sur les dispositifs étroits.
Tout comme précédemment, on conﬁrme ces résultats Figure 4.30 avec des me-
sures de PBTI réalisées sur des dispositifs de diﬀérentes tailles pour des empilements
HfSION/TiN stables et HfO2/TiN instables. Pour les deux types d’empilements, on
observe que la dégradation PBTI, sensible à la densité de pièges dans les High-κ,
apparaît comme indépendante de la géométrie des dispositifs. On peut donc éliminer
l’aspect QHK comme origine des eﬀets de VT (W ). Autrement dit :
QWminHK = Q
Wmax
HK ⇒ ∆V HKT ≈ 0
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Figure 4.29 – Comparaison des mesures de ID statique et dynamique
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Figure 4.30 – PBTI pour diﬀérentes couples (W,L) avec un diélectrique HfSiON
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L’expression 4.5 peut ainsi se résumer à :
∆V WT ≈ ΦWminMS,FG − ΦWmaxMS,FG (4.9)
Finalement, ni les défauts dans l’oxyde High-κ, ni une recroissance de l’oxyde
interfaciale SiO2 ne peuvent expliquer clairement l’instabilité de la tension de seuil
VT avec la largeur de grille et seule une variation des travaux de sortie entre la grille
et le substrat peut expliquer ce phénomène. Il est important à présent de comprendre
les mécanismes physiques à la source de cette variation.
2.3 Proposition d’un modèle
On va à présent essayer de comprendre comment peut varier la diﬀérence des
travaux de sortie entre un transistor étroit et un transistor large. Pour cela on va
proposer dans un premier temps une explication de l’instabilité de tension de seuil
par un modèle de diﬀusion d’oxygène à travers les espaceurs, qu’on validera par la
suite avec des caractérisations physico-chimiques et électriques.
2.3.1 Description du modèle
Comme l’ont montré d’autres travaux, il est possible de venir modiﬁer la tension
de seuil d’un transistor en faisant diﬀuser latéralement de l’oxygène après avoir
enlevé les espaceurs [33] ou en venant doper la grille avec des espèces oxygénées [34].
A partir de ces observations, on a proposé un modèle pour expliquer les instabilités
de VT avec W basé sur la diﬀusion d’oxygène cette fois-ci à travers les espaceurs.
Comme l’illustre la Figure 4.31, on considère dans ce modèle que de l’oxygène va
venir diﬀuser à travers les espaceurs et venir oxyder localement la grille TiN en for-
mant une couche de type TiON ou TiOx. Conformément aux résultats précédents,
cette couche ne va pas venir inﬂuencer l’EOT car elle possède une constante diélec-
trique k très élevée autour de 60ε0 [35]. Cependant, elle va venir changer le travail
de sortie Φm,FG de la grille et par conséquent la tension de seuil du transistor.
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Figure 4.31 – Illustration de la diﬀusion d’oxygène à travers les espaceurs vers la
grille TiN
Cette diﬀusion d’oxygène à travers les espaceurs a une inﬂuence diﬀérente selon
que les transistors soient larges ou étroits, ce qui est illustré Figure 4.32. On com-
prend clairement que dans le cas d’un transistor étroit, la totalité de la grille peut se
retrouver oxydée, alors que pour un transistor large, l’eﬀet de la diﬀusion d’oxygène
est négligeable (uniquement sur les bords).
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Figure 4.32 – Impact de la diﬀusion d’oxygène à travers les espaceurs sur des
transistors larges et étroits
La diﬀérence entre les silicates HfSiO & HfSiON, stables vis-à-vis des eﬀets de
VT (W ), et les diélectriques de type HfO2 & HfZrO, instables, peut s’expliquer alors
par une plus grande diﬀusion de l’oxygène pour ces derniers.
166
2. Effets de VT (W )
2.3.2 Validation par caractérisation physique
Des mesures de spectroscopie de perte d’énergie EELS (« Electron Energy Loss
Spectroscopy ») réalisées sur des transistors étroits W=80nm ont permis de mesurer
la composition élémentaire des empilements HfSiO/TiN et HfO2/TiN et de localiser
les atomes d’oxygène. Les résultats Figure 4.33 présentent les trois espèces O, N et
TiN dans les empilements.
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Figure 4.33 – Résultats des mesures EELS sur des empilements composés de di-
électriques HfSiO et HfO2
On peut distinguer facilement les diﬀérentes couches de l’empilement et la diﬀé-
rence entre les deux échantillons apparaît au niveau de la grille TiN. En eﬀet, dans
le cas du HfO2, on observe clairement la superposition des signaux O et TiN tout
le long de la grille, preuve d’une oxydation totale de la grille. En revanche, ce n’est
pas le cas avec un oxyde HfSiO.
Ce résultat vient donc conforter l’idée d’une oxydation de la grille qui serait à
l’origine de la variation de diﬀérence de travaux de sortie entre des transistors larges
et étroits.
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2.3.3 Origine de la différence entre les différents High-κ
Cette diﬀérence entre les diﬀérents diélectriques High-κ (HfSiO & HfSiON stables
et HfZrO & HfO2 instables) pourrait s’expliquer par leur diﬀérence de structure cris-
talline. En eﬀet, des mesures TEM de haute résolution réalisées en bord de grille
sur des empilements HfSiO/TiN et HfZrO/TiN et présentées Figure 4.34 mettent
en évidence un diélectrique HfSiO amorphe alors que le matériau HfZrO est claire-
ment cristallin. On peut alors penser que la diﬀusion d’espèces dans les matériaux
amorphes est limitée par rapport aux matériaux cristallins, ce qui expliquerait la
stabilité en VT des silicates.
Figure 4.34 – Coupe TEM en bord de grille sur des empilements composés de
diélectriques HfSiO et HfZrO
Ces résultats sur la cristallinité des matériaux High-κ ont été conﬁrmés par
des mesures de spectroscopie infrarouge à transformée de Fourier FTIR (« Fourier
Tansform InfraRed ») présentées Figure 4.35. Comme on peut le voir pour les oxydes
de type HfZrO, un pic apparaît autour de σ = 700µm−1, signe d’une cristallisation
dans une phase tétragonale lors du recuit d’activation à 1050°C [36]. Au contraire,
aucun pic n’apparaît dans cette gamme pour les silicates, ce qui conﬁrme leur ca-
ractère amorphe même après recuit à haute température.
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Figure 4.35 – Spectres ATRdes des oxydes de type HfSiON et HfZrO
2.3.4 Validation par caractérisation électrique
Les caractérisations physico-chimiques ont conﬁrmé l’oxydation de la grille TiN
sur transistors étroits lorsque l’empilement de grille est composé d’un oxyde High-
κ amorphe. Cependant, rien ne prouve jusqu’à présent que la diﬀusion d’oxygène
s’eﬀectue à travers les espaceurs. En eﬀet, on peut penser dans un premier temps que
l’oxygène provient de l’oxyde enterré en SiO2 et non pas des espaceurs. Pour étudier
cela, des mesures de tension de seuil ont été réalisées parallèlement sur des transistors
FDSOI isolés (cas classique) à canaux larges (W=10µm) et étroits (W=80nm) et
sur des structures matricées constituées de 100 transistors étroits (W=100x80nm)
reliés entre eux par une grille commune. Ces structures sont illustrées Figure 4.36
avec une vue de dessus.
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Figure 4.36 – Illustration des structures isolées et matricées
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Une coupe transverse de ces deux types de structure selon W est présentée Fi-
gure 4.37 et permet de comprendre qu’une diﬀusion d’oxygène depuis l’oxyde enterré
aﬀecterait de la même manière une structure isolée ou matricée, le BOx étant intrin-
sèquement présent tout le long des structures. Au contraire, une diﬀusion d’oxygène
depuis les bords de structure à travers les espaceurs aurait un eﬀet moindre sur des
structures matricées comparées aux structures isolées. En eﬀet, seuls les transistors
aux extrémités de la structure matricée devraient être impactés.
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Figure 4.37 – Illustration de la diﬀusion d’oxygène sur des structures isolées et
matricées
Donc concrètement, si les eﬀet de VT (W ) sont induits par une oxydation de
l’oxyde enterré, on devrait avoir :
∆V WT (matrice) = ∆V
W
T (isolé) (4.10)
Si ces instabilités sont expliquées par une diﬀusion latérale d’oxygène, les struc-
tures matricées seront peu impactées puisque seuls les transistors aux extrémités
seront oxydés, tout comme un transistor isolé large. Au contraire, elles seront dif-
férentes d’une structure isolée étroite totalement oxydée. En terme de variation de
tension de seuil, cela signiﬁe :


∆V WT (matrice) = ∆V
W
T (isolé large)
∆V WT (matrice) 6= ∆V WT (isolé étroit)
(4.11)
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Les mesures de tension de seuil sur ces structures isolées et matricées sont pré-
sentées Figure 4.38 en fonction de la longueur de grille L :
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Figure 4.38 – Tension de seuil des structures isolées et matricées en fonction de L
Pour L=10µm, on observe déjà une diﬀérence de tension de seuil entre la struc-
ture matricée (W=100x80nm) et la structure isolée étroite (W=80nm), ce qui per-
met de s’aﬀranchir de l’idée que la diﬀusion d’oxygène puisse s’eﬀectuer depuis
l’oxyde enterré. De plus, on observe bien des valeurs de tension de seuil équivalentes
entre les structures isolées larges (W=10µm) et les structures matricées étroites
(W=100x80nm). Ces résultats conﬁrment donc bien une diﬀusion latérale d’oxy-
gène, comme expliqué précédemment.
Enﬁn, pour les canaux courts L=30nm, on observe une inversion des tendances
aves les tensions de seuil des structures isolées étroites et des structures matricées
qui se rejoignent. Cette observation n’est pas incompatible avec les explications pro-
posées et peut s’expliquer Figure 4.39 par une diﬀusion d’oxygène selon L qui vient
s’ajouter à la diﬀusion selon W à travers les espaceurs et qui prend de l’importance
lorsque les longueurs de grilles diminuent.
171
Chapitre 4. Fiabilité des transistors FDSOI courts et étroits

	
	
	 A
A
A
BCD
	
	
	
A
A
A
AEFFECBC AEFFECBC
Figure 4.39 – Illustration de la diﬀusion d’oxygène selon L et W sur les structures
matricées
On a donc montré dans cette étude que l’instabilité de la tension de seuil avec
la réduction des dimensions des transistors pouvait être expliquée par une diﬀusion
d’oxygène à travers les espaceurs qui vient oxyder la grille et changer son travail de
sortie. Cette diﬀusion est cependant très limitée dès lors que le matériau High-κ est
amorphe, ce qui a permis de conﬁrmer les silicates (HfSiO & HfSiON) comme les
meilleurs candidats à l’intégration de la technologie FDSOI.
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3 Conclusion du chapitre 4
On a traité dans ce chapitre deux grands problèmes de ﬁabilité propres aux
dispositifs courts et étroits.
Dans un premier temps, les dégradations de type porteurs chauds ont été étu-
diées. Un historique des diﬀérents modèles de dégradation existants pour les tech-
nologies sur silicium massif a été réalisé et a mis en évidence trois modes de dé-
gradation selon l’énergie des porteurs. Sur les technologies les plus récentes où les
oxydes de grille sont ﬁns et les tensions d’alimentation basses, les dégradations HC
sont dominées par la création d’états d’interface. Ces derniers sont générés par rup-
ture des liaisons Si-H par MVE, mode 3 de dégradation où les porteurs sont peu
énergétiques mais suﬃsamment nombreux pour rompre la liaison. Une étude plus
spéciﬁque aux dispositifs FDSOI à ﬁlms minces a été ensuite menée aﬁn de vériﬁer
l’intégrité de l’interface arrière lors d’un stress HC. Pour la pire condition de stress
VFG,stress = VD,stress, il a été montré que seule l’interface avant était dégradée.
Une étude des mécanismes de dégradation a été faite, notamment sur l’impact de la
partie PBTI lors d’un stress VFG,stress = VD,stress. Enﬁn une comparaison avec des
transistors sur silicium massif a été réalisée.
Dans un second temps, une étude plus générale a été faite sur la stabilité de la
tension de seuil VT avec la réduction des tailles des transistors et plus spécialement
la largeur de grille. En eﬀet, on observe sur certains empilements High-κ/TiN une
forte augmentation de la tension de seuil lorsque la largeur de grille diminue qui
est problématique notamment pour les applications SRAM. Diverses analyses élec-
triques sur des dispositifs avec diﬀérents High-κ ont permis d’identiﬁer la source de
cette instabilité : une diﬀérence de travail de sortie de la grille entre un transistor
large et étroit. Un modèle basé sur diﬀusion d’oxygène à travers les espaceurs venant
oxyder la grille et donc changer son travail de sortie a été proposé. Ce modèle a été
ensuite validé par des analyses physico-chimiques ﬁnes telles que des mesures EELS
sur des dispositifs étroits (W=80nm) et par des mesures électriques sur des struc-
tures matricées. Enﬁn, cette instabilité de la tension de seuil s’avère limitée voire
stoppée lorsque l’on travaille avec des matériaux High-κ amorphes de type HfSiO
ou HfSiON, conﬁrmant les silicates comme meilleurs candidats à l’intégration de la
technologie FDSOI.
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Ce manuscrit de thèse a été consacré à la caractérisation électrique et aux études
de ﬁabilité des technologies High-κ/grille métallique FDSOI. Sur ces technologies,
outre les problèmes liés à l’intégration de diélectriques High-κ, la présence d’un
ﬁlm mince et d’un oxyde enterré amène de nouvelles problématiques de ﬁabilité.
Pour cela, il a fallu développer de nouvelles techniques de caractérisation propres
au FDSOI.
On a étudié dans le Chapitre 1 la spéciﬁcité électrostatique d’une structure
FDSOI en résolvant l’équation de Poisson. On a montré qu’il existait un fort cou-
plage électrostatique entre les interfaces avant et arrière : concrètement lorsqu’on
va appliquer une tension en face arrière ou avant, on va forcément venir modiﬁer le
potentiel à l’interface opposée. Le Modèle de Lim & Fossum a permis d’exprimer
analytiquement ce couplage au travers des expressions de la tension de seuil VT selon
les diﬀérents régimes de fonctionnement à l’interface arrière (accumulation, déser-
tion et inversion). Ce modèle montre cependant des limites lorsque des ﬁlms minces
(tSi < 10nm) sont utilisés, dues aux approximations de charges surfaciques qui ne
sont plus valables dans ce cas là. Il est alors indispensable de considérer toutes les
charges libres présentes dans le volume du ﬁlm. Diﬀérents paramètres électriques
classiquement utilisés lors des études de ﬁabilité ont notamment été présentés dans
ce chapitre ainsi que les méthodes électriques pour les extraire.
Dans le Chapitre 2, les diﬀérents défauts présents dans le volume du High-κ,
mais aussi dans le SiO2 qui forme la couche interfaciale, ont été détaillés. On a mis
l’accent sur les états d’interface qui proviennent du désaccord de maille qui existe
entre le silicium et son oxyde natif SiO2. De par l’oxyde enterré présent dans les
structures FDSOI, ces pièges d’interface peuvent être présents aux interfaces avant
et arrière. Deux méthodes de caractérisation électrique de ces défauts initialement
développées pour des technologies sur silicium massif ont été présentées.
La première, la méthode de pompage de charge, est basée sur la mesure d’un cou-
rant de recombinaison dans les défauts, mesurable par le substrat et proportionnel
à la densité de piège. Bien que n’ayant pas de source de porteurs majoritaires dans
les ﬁlms FDSOI, cette technique est adaptable sur des structures spéciﬁques telles
que les diodes PIN ou les structures à body contacté. Cependant, une étude de la
variation du courant pompé lorsqu’une tension en face arrière est appliquée sur des
structures à ﬁlms minces montre que le courant mesuré peut inclure la réponse élec-
trique des pièges à l’interface arrière ainsi qu’un éventuel courant de recombinaison
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parasite. Cette technique ne peut donc pas être utilisée pour des études ﬁnes sur
des transistors FDSOI à ﬁlms minces.
La deuxième méthode est quant à elle basée sur des mesures de capacité et de
conductance et a été adaptée sur des transistors FDSOI pour mesurer distinctement
et précisément, en une unique mesure, la densité de pièges aux interfaces avant et
arrière. Cette méthode à l’avantage d’être applicable à des transistors classiques.
Enﬁn, une nouvelle méthode de localisation et de quantiﬁcation d’une dégradation
à l’interface avant ou arrière a été présentée. Le principe consiste en la comparaison
de mesures de capacité avant et après stress tout en utilisant le couplage électrosta-
tique. Une expression empirique permettant de quantiﬁer la dégradation à partir de
l’EOT et de l’épaisseur de ﬁlm est notamment proposée.
Dans le Chapitre 3, les phénomènes de BTI ont été étudiés. Un état de l’art des
diﬀérents modèles de dégradation NBTI a été présenté dans un premier temps, du
modèle historique de Réaction-Diﬀusion de Jeppson et Svensson qui a fait oﬃce de
référence pendant une vingtaines d’années, aux modèles les plus aboutis de Tibor
Grasser et de Vincent Huard. En eﬀet, basé sur une diﬀusion d’espèce hydrogénée
après rupture des liaisons Si-H, le modèle R-D faillit dans l’explication des phéno-
mènes de relaxation lorsque le stress est interrompu. Aujourd’hui, le rôle primordial
du piégeage/dépiégeage de trous lors de dégradation/relaxation NBTI est reconnu
de tous et a été mis clairement en évidence par des mesures de bruit RTN sur des
dispositifs courts et étroits. Grasser fut le premier à introduire un mécanisme de
piégeage des trous dans des centres E’ par eﬀet tunnel assisté par les vibrations
des phonons MPFAT. Ce dernier modèle permet d’expliquer les dépendances en
champ électrique et en température des phénomènes de dégradation et relaxation.
Il ne prend cependant pas en compte les eﬀets des procédés de fabrication, tels que
la diﬀusion d’azote, qui peuvent inclure d’autres défauts susceptibles de piéger des
trous. Huard se base lui sur des études expérimentales des eﬀets d’hydrogène et
d’azote pour montrer que d’autres défauts liés à la présence d’azote dans les oxydes
de grilles doivent être considérés. Il propose une explication physique qui, contraire-
ment à Grasser, considère que la dégradation permanente est totalement découplée
de la partie recouvrable.
Toutes ces études des dégradations NBTI ont mis en évidence de nouvelles problé-
matiques liées à la mesure des paramètres électriques lors d’un stress. En eﬀet, à
cause des phénomènes de relaxation, les méthodes de mesure conventionnelles ont
tendance à sous-estimer la dégradation, erreurs répercutées par la suite sur les du-
rées de vie des dipositifs. Pour pallier ces problèmes, une nouvelle méthode basée
sur des mesures ultra rapides de courant a été présentée.
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Des études expérimentales du NBTI et PBTI sont enﬁn proposées. Tout d’abord,
les eﬀets d’azote dans les empilements High-κ/grille métallique sur les performances
en NBTI sont étudiés. On y montre que les dégradations NBTI sont principalement
impactées par la diﬀusion d’azote depuis la grille et non par l’azote incorporé dans
l’oxyde de grille. Cette diﬀusion d’azote induite lors du recuit d’activation semble
notamment être la cause principale de dégradation de la mobilité. Une seconde étude
des mécanismes de piégeage/dépiégeage dans les High-κ lors de contraintes PBTI
est proposée. Les mesures ultra rapides ont permis de mettre en évidence qu’avec
ces oxydes de qualité, la dégradation PBTI était totalement due à la création de
pièges dans le High-κ durant le stress. L’incorporation de lanthane dans l’empile-
ment est notamment étudiée et on montre que cette dernière a peu, voire aucune,
inﬂuence sur les dégradations PBTI, contrairement à ce qu’on peut trouver dans la
littérature.
Dans le Chapitre 4, deux problématiques de ﬁabilité propres aux dispositifs de
petites dimensions ont été abordées.
Dans une première partie, les phénomènes de porteurs chauds sur des transistors
courts ont été étudiés pour des transistors FDSOI à ﬁlm mince. Un état de l’art des
modèles pour des technologies sur silicium massif est présenté et montre que sur les
technologies récentes où les oxydes sont ﬁns et les tensions d’alimentation basses, la
dégradation est dominée par la création d’états d’interface. La rupture des liaisons
Si-H est réalisée par multivibration des phonons du réseau (MVE) et on peut parler
de phénomènes de « porteurs froids » puisque les porteurs sont peu énergétiques,
mais nombreux. Ce mode de dégradation a été vériﬁé sur des dispositifs FDSOI à
ﬁlm mince où les dégradations peuvent être normalisées en charge injectée dans le
drain. Pour les conditions de pire cas de dégradation VFG = VD, il a été montré
par les méthodes présentées au Chapitre 2 que seule l’interface avant était dégradée.
Une étude des mécanismes de dégradation a été réalisée et notamment sur l’impact
du PBTI dans la condition de stress VFG = VD. Enﬁn, une comparaison entre une
technologie FDSOI et une technologie sur silicium massif a été présentée.
Dans la deuxième partie, les eﬀets de VT (W ) ont été étudiés. En eﬀet, sur certains
empilements High-κ/grille TiN, une forte augmentation de la tension de seuil VT est
observée lorsque la largeur de grille W diminue, ce qui est problématique pour les
applications SRAM. Une étude électrique sur diﬀérents diélectriques High-κ a permis
d’identiﬁer l’origine de cette instabilité, à savoir un changement de travail de sortie
de la grille TiN. Un modèle basé sur l’oxydation de la grille par diﬀusion d’oxygène
à travers les espaceurs a été proposé. Il a été validé par la suite par des mesures
électriques sur des structures matricées et par de la caractérisation physico-chimique
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ﬁne, telle que des mesures EELS sur des dispositifs étroits. La diﬀérence observée
entre les silicates HfSiO(N) résistants aux eﬀets de VT (W ) et les diélectriques de type
HfO2 & HfZrO sévèrement impactés peut s’expliquer par la diﬀérence de cristallinité.
En eﬀet, les silicates sont amorphes alors que les autres sont cristallins. Cette étude
a permis de conﬁrmer que les silicates étaient les meilleurs candidats à l’intégration
du FDSOI.
Diﬀérentes méthodes électriques ont été développées au cours de ce travail de
thèse pour caractériser la spéciﬁcité des dispositifs FDSOI et plus précisément pour
mesurer la densité de piège à l’interface arrière. Avec l’annonce récente de STMi-
croelectronics pour son virage vers des substrat FDSOI pour les noeuds technolo-
giques 28nm et en deçà, ces techniques sont primordiales pour anticiper les diﬀérents
problèmes liés à l’intégration d’un oxyde enterré. De plus, elles vont permettre de
vériﬁer si les modèles de ﬁabilité existants sur des technologies avec substrat en
silicium massif sont toujours valables dans le cadre d’une technologie FDSOI où les
ﬁlms de silicium sont de plus en plus minces et où le fort couplage électrostatique va
éventuellement modiﬁer les modes de dégradation, ou de développer de nouveaux
modèles. Pour ce qui est des méthodes pulsées mises en oeuvre dans le cadre de cette
thèse, notamment pour révéler des eﬀets de piégeage rapide dans les diélectriques
High-κ, elles vont améliorer l’extraction des durées de vie des dispositifs en permet-
tant une meilleure compréhension des phénomènes de relaxation. Elles vont aussi
jouer un rôle clé pour la caractérisation des oxydes en vue du passage au « Gate
Last » pour les futurs noeuds technologiques, où des diélectriques comme le HfO2,
plus propices à du piégeage, peuvent faire leur retour à la place des silicates utilisés
actuellement pour les technologies « Gate First ».
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Caractérisation électrique et fiabilité des transistors intégrant des diélectriques High-
κ et des grilles métalliques pour les technologies FDSOI sub-32nm
L’intégration de diélectriques High-κ dans les empilements de grille des transistors a fait naître
des problèmes de ﬁabilité complexes. A cela vient s’ajouter, en vue des technologies sub-32nm
planaires, de nouvelles problématiques liées à l’utilisation de substrats silicium sur isolant com-
plètement désertés FDSOI. En eﬀet, l’intégration d’un oxyde enterré sous le ﬁlm de silicium va
modiﬁer électrostatique de la structure et faire apparaître une nouvelle interface Si/SiO2 sujette
à d’éventuelles dégradations. Ce manuscrit présente diﬀérentes méthodes de caractérisation élec-
trique ainsi que diﬀérentes études de ﬁabilité des dispositifs FDSOI intégrants des empilements
High-κ/grille métallique. Dans un premier temps, une étude complète du couplage électrosta-
tique dans des structures FDSOI est réalisée, permettant de mieux appréhender l’eﬀet d’une
tension en face arrière sur les caractéristiques électriques des dispositifs. Diﬀérentes méthodes
de caractérisation des pièges d’interface sont ensuite présentées et adaptées, lorsque possible, au
cas spéciﬁque du FDSOI, où les défauts entre le ﬁlm de silicium et l’oxyde enterré doivent être
pris en compte. Enﬁn, diﬀérentes études de ﬁabilité sont présentées, des phénomènes de PBTI
et de NBTI sur des dispositifs à canaux longs aux phénomènes propres aux dispositifs de petite
dimension, tels que l’impact des porteurs chauds dans des structures FDSOI à ﬁlm ultra ﬁns et
les eﬀets d’augmentation de tension de seuil lorsque les largeurs de grille diminuent.
Mots-clés : microélectronique, High-κ, FDSOI, ﬁabilité, caractérisation électrique, états d’in-
terface
Electrical characterization and reliability of FDSOI transistors with High-κ/metal
gate stacks for sub-32nm technology nodes
The integration of High-κ dielectrics in transistors gate stacks lead to new complex reliability
issues. Furthermore new problematics appear with the use of fully depleted silicon on insulator
(FDSOI) substrates for future sub-32nm planar technologies. Indeed, the integration of a buried
oxide underneath the silicon ﬁlm changes the electrostatic of the structure and create a new
Si/SiO2 interface which may be degraded. This thesis presents diﬀerent electrical characterization
techniques and reliability studies on High-κ/metal gate FDSOI transistors. First, a complete
electrostatic study of FDSOI structures is done allowing a better understanding of the eﬀects
of backgate biases. Diﬀerent techniques to characterize interface traps are then presented and
adapted to FDSOI devices, where traps at backgate interface, between the silicon ﬁlm and the
buried oxide, must be considered. Finally, diﬀerent reliability studies are presented, from NBTI
and PBTI issues on long channel devices to smaller dimension devices speciﬁc studies such as
hot carriers degradation on ultra-thin ﬁlm FDSOI devices and threshold voltage increase with
gate width scaling.
Keywords : microelectronic, High-κ, FDSOI, reliability, electrical characterization, interface
states
