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Abstract
The two-body problem of variational electrodynamics possesses differential-delay
equations of motion with state-dependent delays of neutral type and solutions
that can have velocity discontinuities on countable sets. From a periodic orbit
possessing some mild properties at breaking points, we define a synchronization
function in R × R3 that is further used to construct two oscillatory functions
vanishing at breaking points and whose continuous first derivatives are defined
everywhere but at breaking points. We associate the oscillatory functions with an
identity on a Hilbert space where only second derivatives are discontinuous, the
Sobolev space W2,2(R3). The approximate conditions for a minimal L2(R3) norm
of the forcing term define a linear Fredholm-Schroedinger operator in W2,2(R3).
As an application, we introduce the Chemical Principle condition to define orbits
possessing asymptotically vanishing far-fields and discuss some consequences and
equivalent forms. Last, working backward, we derive a Chemical Principle-like
condition from the minimizing conditions of the Fredholm-Schroedinger forcing
term.
Keywords: variational electrodynamics; functional analysis; neutral
differential-delay equations; state-dependent delay.
1. Introduction
A. Significance of the problem
Schroedinger’s equation for the hydrogen atom [1] is a partial differential equa-
tion (PDE) defined on an infinite-dimensional space. On the other hand, physics
derives this PDE from a mechanical problem with the Coulomb force, which is
an ordinary differential equation (ODE) on a finite-dimensional space. Here we
derive a PDE for the electromagnetic two-body problem of variational electrody-
namics [2–4] starting from a physically sensible infinite-dimensional problem. To
name a few, some reasons our approach had to wait so long were:
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• By the 1930s there was still no equation of motion for electrodynamics, and
the equations derived later [2, 5–7] are infinite-dimensional problems in the
case of two-body motion.
• The critical point conditions for the variational electromagnetic two-body
problem [2, 7] involve four state-dependent delays of neutral type, four
velocity-dependent denominators[5, 7] and a different partial Lagrangian[2]
for each particle. It is, therefore, a completely different problem as com-
pared to the Coulomb-mechanical ODE problem of celestial mechanics.
• Only after 1962 the no-interaction theorem [8] exposed the severe limita-
tions of the ODE quantization program.
• Only after the 1970s the differential-delay equations with state-dependent
delays started to be understood as infinite-dimensional problems [2, 9–12]
(for an extensive list of references see also [13]).
B. What is this paper about and its two main parts
1. As we expect generic orbits of the two-body problem of variational elec-
trodynamics to possess a countable set of velocity discontinuities [2, 7, 17],
we develop the functional-analytic ingredients to map a periodic orbit into
an infinite-dimensional Hilbert space defined on the domain R × R3. We
require some mild properties at breaking points in order to prove the exis-
tence of two synchronization functions in R×R3. The synchronization func-
tions are used to construct an oscillatory function that vanishes at breaking
points and possesses continuous first derivatives everywhere but at breaking
points. We associate the oscillatory functions with a PDE identity defined
on a Hilbert space where only the second derivatives are discontinuous,
i.e., the Sobolev space W2,2(R3). The minimization of the L2(R3) norm of
a forcing term of the PDE identity yields a Fredholm-Schroedinger linear
PDE problem in W2,2(R3).
2. As an application of the first part, we introduce the Chemical Principle
problem of finding orbits with vanishing far-fields and discuss how such re-
striction predicts orbits and magnitudes of atomic physics. The interesting
question here is how the Fredholm-Schroedinger linear PDE problem can be
compatible with other properties of physical interest. Last, in this second
part, we work backward from the Fredholm-Schroedinger PDE and derive
a general condition analogous to the Chemical Principle condition from the
minimization of the Fredholm-Schroedinger forcing term, thus relating the
two parts of the paper.
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C. Chemical Principle, Schroedinger equation and spectroscopic lines
As we review in Appendix 7, the Lie´nard-Wiechert vector fields of a point
charge are functions ~V : (t,x) ∈ R4 → R3 which split in a transversal vector field
with modulus decreasing as 1/rcone(t,x), henceforth the far-field, plus a reminder
field with modulus decreasing as 1/r2cone(t,x), henceforth the near-field, where
rcone(t,x) : R
4 → R is the distance in light-cone from the point charge[14]. An
example of a bounded two-body orbit possessing far-fields that do not vanish
asymptotically is the C∞ circular orbit [15, 16].
The Chemical Principle problem quantifies the influence of a two-body orbit
on the other charges of the universe. Its definition starts from the restricted three-
body problem by placing a (test) third charge to suffer the far-fields of the original
two charges along the given two-body orbit without creating fields to act back
on the original two charges. Variational electrodynamics would describe the full
three-body problem if one added a third charge to the two-body problem[7] and
let it cause fields on the original two charges. The Chemical Principle problem is
thus the intermediate 21/2-body infinite-dimensional problem.
Because of the importance of the Schroedinger equation in physics and as a
hard test for a condition of the Chemical Principle type, in §4-C we give a crash
review of how some resonances along orbits with vanishing far-fields predict the
correct magnitudes of the spectral lines of the hydrogen atom[7].
D. How the paper is divided
In §2-A we introduce the light-cone condition and associated delay functions,
prove theorem 2.1 about the existence and uniqueness of the delay functions. We
also prove theorem 2.2 on the zeros of the delay functions and theorem 2.3 on
a lower bound for the delay functions. In §2-B we calculate the time derivative,
first and second spatial derivatives and Laplacian derivative of the delay func-
tions for continuous and piecewise twice differentiable trajectories. In §2-C we
introduce the properties necessary for distributional synchronization when the
velocities are discontinuous. In §2-D we introduce the synchronization function
and prove three distributional results: the musical Lemma 2.1 and its converse
(Lemma 2.2) for synchronization of breaking points. We also prove theorem 2.4
about the continuity of the gradient and time derivative of the delay functions
and theorem 2.5 on the regular distributions associated with the musical orbit.
In §3 we discuss the natural PDEs of the musical orbit. In §3-A we formulate
two natural PDEs in the normed space with second-derivative-only discontinu-
ities, i.e., W2,2(B) where B is a ball containing the bounded orbit. In §3-B we
extend the natural PDEs from W2,2(B) to W2,2(R3) and formulate a complex
PDE. In §3-C we derive an operator identity for the complex PDE and in §3-
E we re-arrange the operator identity to isolate an effective linear Schroedinger
equation on the left-hand side with a parameter-dependent forcing term on the
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right-hand side, here called the Fredholm-Schroedinger PDE problem. In §3-D we
define an effective linear Schroedinger PDE problem in W2,2(R3) by minimizing
the L2(R3) norm of the forcing term of the Fredholm-Schroedinger PDE up to
a (small) reminder. In §4 we discuss applications of the Fredholm-Schroedinger
linear PDE problem. In §4-A we introduce the Chemical Principle problem. In
§4-B we derive the quasi-semiflow condition equivalent to the Chemical Prin-
ciple condition. In §4-C we discuss the tested consequences of the Chemical
Principle condition for the prediction of spectroscopic lines. In §4-D we give a
perturbation theory to accomplish the Chemical Principle boundary condition
with perturbed circular orbits. In §4-E we work in the opposite direction and
derive a generalized Chemical Principle condition from the minimization of the
Fredholm-Schroedinger forcing of §3-D. In §5-A we summarize our results and in
§5-B we put the discussions, conjectures and conclusion. In Appendix 6 we derive
several identities and asymptotic expansions of delay functions which are used in
the paper. In Appendix 7 we review the Wheeler-Feynman equations of motion,
the Weierstrass-Erdmann corner conditions, the Lie´nard-Wiechert vector fields of
a point charge and make some remarks on the many-body problem of variational
electrodynamics.
2. Delay functions and distributional synchronization
A. The light-cone condition and associated delay functions
We use a unit system where the speed of light is c ≡ 1 and the electronic
charge and mass are e1 ≡ −1 and m1 ≡ 1 while the protonic charge and mass
are e2 = 1 and m2 = Mp, respectively. The accepted value for the protonic mass
is about Mp ≃ 1837 in our unit system but our calculations are made with an
arbitrary protonic mass. We work on the space R × R3 where every point has
a time t obtained by Einstein synchronization of clocks and spatial coordinates
x ∈ R3 ≡ (x, y, z). Henceforth a bounded trajectory is a continuous function
xj (t) : R → R3 with a bounded image. We reserve the name orbit for a set
made of one trajectory for each particle further satisfying the Wheeler-Feynman
equations of motion and the Weierstrass-Erdmann corner conditions derived in
Ref. [2] and reviewed in Appendix 7. The sub-index j is henceforth used to
distinguish the particles and we shall use equivalently either j = 1 or j = e to
denote the electronic quantities and either j = 2 or j = p to denote the protonic
quantities.
State-dependent delays appear in variational electrodynamics because of the
light-cone condition. Even though the light-cone construction has a meaning
for any chase problem, electrodynamics is sensible only for bounded trajectories
possessing a velocity defined almost everywhere by a number smaller than the
speed of light c ≡ 1, i.e.,
|x˙j (t)| < 1, (1)
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for j ∈ {p, e} with the possible exception of a countable set, henceforth a sub-
luminal trajectory. For each sub-luminal trajectory xj (t) we can define the follow-
ing two light-cone conditions: (1) the advanced light-cone condition is the time for
a light signal emitted at point (t,x) to intersect the trajectory xj (t) at the later
time t+j (t,x) ≡ t+ φ+j (t,x) and (2) the retarded light-cone condition is the time
for a signal emitted by the trajectory at an earlier time t−j (t,x) ≡ t− φ−j (t,x) to
arrive at point (t,x). These former deviating arguments define light-cone maps
t±j (t,x) : R× R3 → R by
t±j (t,x) ≡ t± φ±j (t,x), (2)
where the delay functions φ±j (t,x) are defined implicitly by
φ±j (t,x) ≡ |x− xj (t±j )| = |t− t±j |, (3)
as the Euclidean norm of the spatial separation in R3, thus defining continu-
ous functions φ±j (t,x) : R × R3 → R. Here we study bounded continuous and
piecewise-differentiable sub-luminal trajectories possessing velocity discontinu-
ities on a countable set of points. For these, one solution to either light-cone
condition (2) is the accumulation point of the bounded iterative series {t±n } de-
fined by t±1 ≡ t for n = 1 and recursively for n > 1 by t±n+1 ≡ t± |x− xj (t±n )|. In
the following we prove that the above iterative solutions of (2) are unique along
sub-luminal orbits.
Theorem 2.1. For a bounded sub-luminal trajectory xj (t) the advanced and the
retarded light-cone conditions (3) have unique solutions t±j (t,x).
Proof. We start with the advanced light-cone of a given bounded sub-luminal
trajectory xj (s), defined by (3) and (2) with the plus sign. One solution exists
and is given by the iterative solution described above. Our proof by contradiction
assumes that there are two different solutions to the advanced light-cone condition
defined by Eq. (2) with the plus sign at a given (t,x), i.e., ta = t+ |x − xj (ta)|
and tb = t+ |x− xj (tb)|. We have the inequalities
tb − ta = |x− xj (tb)| − |x− xj (ta)| ≤ |xj (tb)− xj (ta)|
≤ |
∫ tb
ta
x˙j (s)ds| ≤
∫ tb
ta
|x˙j (s)|ds ≤ tb − ta. (4)
The inequality sign holds on the right-hand side of (4) when tb− ta 6= 0 because
the velocity satisfies (1) almost everywhere. In view of the left-hand side of
(4), the only sensible alternative is tb − ta = 0 and thus the solution must be
unique. The proof of uniqueness of solutions of (2) for the retarded light-cone is
analogous.
Theorem 2.2. The conditions φ±j (t,x) = 0 have the unique solutions x = xj (t)
and imply t±j (t,x) = t.
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Proof. The functions φ±j (t,x) ≥ 0 and t±j (t,x) = t±φ±j (t,x) defined respectively
by Eqs. (3) and (2) are continuous because the trajectories are continuous. For
either the plus or the minus case the condition φ±j (t,x) = |x− xj (t)| = 0 has the
unique solution x = xj (t), which implies t
±
j (t,x) = t.
The following lower bound for the φ±j (t,x) is useful.
Theorem 2.3. For a continuous trajectory xj (t) the delay functions φ
±
j (t,x)
satisfy the lower-bound conditions φ±j (t,x) ≥ |x− xj (t)|/2.
Proof. Starting from definition (3) and using the triangular inequality we have
φ±j (t,x) = |x− xj (tj ± φ±j )| ≥ |x− xj (t)| − |xj (t)− xj (t± φ±j )|
≥ |x− xj (t)| − φ±j (t,x), (5)
where the last inequality holds when xj (t) possesses a sub-luminal velocity de-
fined almost everywhere inside either [t, t+ φ+j ] or [t− φ−j , t]. The proof is com-
pleted by passing the last φ±j (t,x) to the left-hand side of (5) and dividing by
two for both types of sub-luminal orbits.
B. Derivatives of the delay functions
Starting from the implicit definition (3) and assuming the bounded trajectory
xj (t) possesses a velocity at time t
±
j (t,x) = t ± φ±j (t,x), the gradient and time-
derivative of φ±j (t,x) evaluate to
~∇φ±j (t,x) =
nˆ±j
(1± nˆ±j · v±j )
, (6)
∂φ±j
∂t
(t,x) = −
nˆ±j · v±j
(1± nˆ±j · vj±)
= ±
(
|~∇φ±j | − 1
)
, (7)
where v±j ≡ vj (t±j ) and nˆ±j (t,x) stands for a vector field of unitary modulus
defined by
nˆ±j (t,x) ≡
x− x±j
|x− x±j |
. (8)
To simplify the notation, the Cartesian x-component of the vector field nˆ±j (t,x)
defined by Eq. (8) is henceforth denoted without either the over-hat or the indices
± or the indices j , i.e.,
nx ≡
x− xj
|x− xj | , (9)
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with analogous definitions for the ny and nz components. The spatial derivatives
of nx are
∂nx
∂x
=
1
φ±j
− n
2
x ± nxvjx
φ±j (1 ± nˆ±j · v±j )
, (10)
∂nx
∂y
= − nxny ± nxvjy
φ±j (1± nˆ±j · v±j )
, (11)
∂nx
∂z
= − nxnz ± nxvjz
φ±j (1± nˆ±j · v±j )
. (12)
The other six combinations of derivatives are obtained by permuting the indices
x, y and z in Eqs. (10), (11) and (12). For example, using Eq. (10) and its y
and z versions we have
~∇ · nˆ±j =
∂nx
∂x
+
∂ny
∂y
+
∂nz
∂z
=
2
φ±j
. (13)
At points where xj (tj ) possesses a derivative v
±
j ≡
dxj
dt |t=t±j , the time-derivative
of nˆ±j (t,x) can be evaluated from (8), yielding
∂nˆ±j
∂t
= −
v±j
φ±j
+
nˆ±j · v±j
φ±j (1± nˆ±j · v±j )
(nˆ±j ± v±j ) =
nˆ±j × (nˆ±j × v±j )
φ±j (1± nˆ±j · v±j )
. (14)
At points where xj (tj ) possesses an acceleration a
±
j ≡ d2xj (t)/dt2|t=t±j defined
at t±j (t,x), the second time-derivative of the φ
±
j (t,x) can be evaluated from the
last term of the right-hand side of (7) using (14), yielding
∂2φ±j
∂t2
=
|nˆ±j × v±j |2
φ±j (1± nˆ±j · v±j )3
−
nˆ±j · a±j
(1± nˆ±j · v±j )3
, (15)
and the second derivatives ∂2xφ
±
j and ∂
2
xtφ
±
j can be evaluated from the x-component
of (6), yielding
∂2φ±j
∂x2
=
(
1
1± nˆ±j · v±j
)
∂nx
∂x
± nx
∂2φ±j
∂x∂t
, (16)
∂2φ±j
∂x∂t
=
(
1
1± nˆ±j · v±j
)
∂nx
∂t
± nx
∂2φ±j
∂t2
. (17)
Again for orbits possessing two piecewise-defined derivatives, the mixed spatial
derivatives of φ±j (t,x) are obtained starting from Eqs. (10), (11) and (12) to
calculate the gradient of the scalar products nˆ±j · v±j , yielding
~∇(nˆ±j · v±j ) =
v±j
φ±j
±
(
nˆ±j · a±j
(1± nˆ±j · v±j )
−
(|v±j |2 ± nˆ±j · v±j )
φ±j (1± nˆ±j · v±j )
)
nˆ±j , (18)
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which can be used together with (6) to evaluate the partial second derivative
∂2xyφ
±
j = ∂
2
yxφ
±
j with the symmetric formula
∂2φ±j
∂y∂x
= −
(
nˆ±j · a±j
(1 ± nˆ±j · v±j )3
)
nxny +
1
φ±j (1± nˆ±j · v±j )2
(
nxny|v±j |2
(1± nˆ±j · v±j )
∓ (nxvy + nyvx)
)
.
(19)
Some additional relations involving the delay functions and their first and second
derivatives are obtained in Appendix 6.
C. Orbital properties for distributional synchronization
Orbits of variational electrodynamics can involve absolutely continuous tra-
jectories possessing velocity discontinuities of bounded variation and Lebesgue-
integrable accelerations [2]. Here we consider only orbits whose trajectories pos-
sess two derivatives defined piecewise. The delay functions φj (t,x) must be de-
fined as distributions in order to accommodate the following three situations: (a)
the velocity is discontinuous on a countable set and thus only the distributional
version of the gradient (6) is sensible, (b) when the velocity reaches the speed
of light, the gradient (6) has a divergent denominator and (c) the second deriva-
tives of φj include singularities of type
1
r , which belong to L
2
loc(R
3) as found by
substituting (10) into (16) and also in formula (19). We distinguish three classes
of periodic orbits: (i) the velocities are continuous and have a modulus smaller
than the speed of light everywhere, henceforth type-(i) orbits, (ii) the velocities
are lesser than the speed of light wherever defined and discontinuous on a count-
able set of breaking points, henceforth type-(ii) orbits and (iii) the velocities are
continuous everywhere and both particles reach the speed of light at a central
collision point, henceforth regular collisional or type-(iii) orbits, e.g. the orbits
studied numerically in [18].
The presence of velocity discontinuities is an obstacle for the existence of a
regular distribution in W2,2(B) because of a delta-function distribution coming
from the piecewise integration by parts necessary to re-arrange the distributional
derivative. For type-(ii) orbits we need some properties in order to construct a
regular distribution. These are henceforth called musical properties, i.e.,
(P1) Both trajectories are periodic and have the same integer number 2N♭ of
breaking points inside each period T .
(P2) There exists a µ ∈ R and a bounded C2 vector function Ge(t), henceforth
the guiding trajectory, which has the property that the image trajectory
Xµ(t) defined by
Xµ(t) ≡ −Ge(t) + µxe(t), ∀t ∈ R, (20)
is sub-luminal, i.e.,
|dXµ/dt| = |G˙e − µve | < 1, (21)
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with the possible exception of a countable set of points. Additionally, the
protonic breaking points are mapped by a one-to-one correspondence onto
the breaking points of the image trajectory according to
xp(t
∗
κ) = Xµ(t
∗
κ + τ). (22)
Notice that (22) also maps every protonic breaking point bpκp onto its
mirror electronic breaking point bpκe ≡ mirror(bpκp ) whereby the breaking-
point times are in the relation (tp, te) ∈ {(t∗κ, t∗κ + τ), κ = 1, . . . , 2N♭} with
either τ = 0,∀κ or τ = (T/2),∀κ.
(P3) At breaking points the velocities jump discontinuously while satisfying
vℓp(t
∗
κ) = −G˙e(t∗κ + τ) + µvℓe (t∗κ + τ) ≡ Vℓµ(t∗κ + τ), (23)
vrp(t
∗
κ) = −G˙e(t∗κ + τ) + µvre (t∗κ + τ) ≡ Vrµ(t∗κ + τ). (24)
where Vµ ≡ dXµ/dt and superscripts ℓ and r indicate the velocity on the
left-hand side and on the right-hand side of the breaking point, respectively.
The type-(ii) orbits further satisfying properties P1, P2 and P3 are the only
type studied here and are henceforth called musical orbits.
D. Synchronization function and distributional synchronization
For musical orbits we further use the image trajectory (20) to construct a
synchronization function with an implicit state-dependent definition analogous
to the definition of the delay functions (3), i.e.,
φ±
µ
(t,x) ≡ |x−Xµ(t± φ±µ )|, (25)
from where we define the corresponding synchronization times by
t±
µ
(t,x) ≡ t± φ±
µ
(t,x). (26)
Notice that since the image trajectory Xµ(t) is sub-luminal, the existence and
uniqueness of the synchronization functions (25) are granted by theorem 2.1. A
lower bound for the synchronization functions is obtained by replacing xj (t) by
Xµ(t) in theorem 2.3, yielding
φ±
µ
(t,x) ≥ |x−Xµ(t)|/2. (27)
Substituting vj byVµ ≡ dXµ/dt into formulas (6) and (7) we obtain the gradient
and time derivative of the synchronization functions (25), i.e.,
~∇φ±
µ
(t,x) =
nˆ±
µ
(1± nˆ±µ ·V±µ )
, (28)
∂φ±
µ
∂t
(t,x) = − nˆ
±
µ
·V±
µ
(1± nˆ±µ ·V±µ )
= ±
(
|~∇φ±
µ
| − 1
)
, (29)
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where nˆ±
µ
is obtained from (8) by replacing xj with Xµ, i.e.,
nˆ±
µ
(t,x) ≡ x−Xµ(t
±
µ
)
φ±µ (t,x)
. (30)
Next we show that the times t±
µ
(t,x) defined by (26) are synchronized with
the protonic breaking points t±p (t,x).
Lemma 2.1. Let (t,x) be such that t∗ ≡ t±p (t,x) as defined by (2) is the time of a
protonic breaking point. Then t∗∗ = t∗+ τ = t±
µ
(t+ τ,x) as defined by (26) is the
time of a breaking point along the image trajectory and nˆ±p (t,x) = nˆ
±
µ
(t+ τ,x).
Proof. We start with the plus sign and fix (t,x) in order for t∗ = t+p (t,x) to be
the time of a protonic breaking point. According to the musical property (22) we
have that t∗∗ ≡ t∗ + τ is the time of a breaking point along the image trajectory.
Using definition (2) with j = p, the one-to-one map of orbital property (22) and
definition (26) we have
t∗∗ = t+ |x− xp(t∗)|+ τ = t+ τ + |x−Xµ(t∗∗)| = t+µ (t+ τ,x),
where in the last equality we have used definition (26) with the plus sign. The
result that nˆ+p (t,x) = nˆ
+
µ
(t + τ,x) follows from property (22) together with
definitions (8) and (30). The proof for the minus sign is analogous.
The converse can be shown in the same way by exchanging indices p and µ, i.e.,
Lemma 2.2. Let (t,x) be such that t∗∗ ≡ t±
µ
(t,x) as defined by (26) is the time of
a breaking point along the image trajectory. Then t∗ = −τ + t∗∗ = t±p (t− τ,x) as
defined by (2) is the time of a protonic breaking point and nˆ±
µ
(t+τ,x) = nˆ±p (t,x).
Our next result is about the continuity of the first derivatives of the linear
combinations ∆±s (t,x) ≡ φ±p (t,x) − φ±µ (t + τ,x), where the subscript s is a re-
minder that the functions ∆±s (t,x) vanish at all breaking points by the orbital
property (P1) of Eq. (22), and thus are naturally oscillatory.
Theorem 2.4. The oscillatory functions ∆±s (t,x) ≡ φ±p (t,x)− φ±µ (t+ τ,x) of a
musical orbit possess a continuous gradient and a continuous time-derivative.
Proof. 1. Calculating the gradient of ∆±s (t,x) ≡ φ±p (t,x)−φ±µ (t+ τ,x) using (6)
and (28) yields
~∇∆±s (t,x) =
nˆ±p
(1± nˆ±p · v±p )
− nˆ
±
µ
(1± nˆ±µ ·V±µ )
. (31)
10
We start from the plus sign case but we drop the + indices to simplify the
notation. Our proof relies on Lemma 2.1 that for any fixed position x each
gradient is a function only of time and the discontinuities happen only at the
critical times t = tb(x) when t∗∗ = tµ(t
b(x)+τ,x) = tp(t
b(x),x)+τ , at which
times we have nˆp(t,x) = nˆµ(t+ τ,x) (also by Lemma 2.1). Conditions (23)
and (24) of musical property (P3) ensure that the gradient (31) vanishes
either from the left-hand side or from the right-hand side as t crosses each
critical time tb(x), and therefore (31) is continuous at breaking points. At
all other times both terms on the right-hand side of (31) are continuous
and thus ~∇∆+s (t,x) is continuous. The proof for the minus sign case is
analogous.
2. The proof that ∂t∆
±
s (t,x) is continuous uses (7) and (29) to express ∂t∆
±
s (t,x)
as
∂t∆
±
s (t,x) =
nˆ±
µ
·V±
µ
(1± nˆ±µ ·V±µ )
−
nˆ±p · v±p
(1± nˆ±p · v±p )
. (32)
Again the proof for either sign case is completed by noticing that for any
x and at the critical times t = tb(x) such that t∗ = te(t
b(x),x) we have by
Lemma 2.1 that nˆp(t
b,x) = nˆµ(t
b+τ,x) and again conditions (23) and (24)
ensure that the time-derivative (32) vanishes either from the left-hand side
or from the right-hand side as t crosses each critical point tb(x).
Notice that ∆±s (t,x), ∂t∆
±
s (t,x) and
~∇∆±s (t,x) vanish at all breaking points.
The singularities of the second derivatives (16) and (19) happen at points where
φ±j (t,x) = 0, which are orbital points by theorem 2.2. For musical orbits the
zeros of the φ±j (t,x) and thus the singularities of △2∆±s (t,x) are on points of the
musical orbit and thus inside a ball B(|x| < r♭) ⊂ R3 which contains the orbit.
Theorem 2.5. Let ∆±s (t,x) ≡ φ±p (t,x) − φ±µ (t+ τ,x) be the linear combination
with continuous first derivatives of theorem 2.4 and B(|x| < r♭) ⊂ R3 an open
ball containing the musical orbit. The functions ∆±s (t,x) belong to W
2,2(B).
Proof. 1. The functions ∆±s (t,x) are locally integrable and thus define distri-
butions D± on B. Since the gradients of the ∆±s (t,x) are continuous (by
theorem 2.4) the second distributional derivative of each distribution D±
can be integrated piecewise by parts and because (P3) holds each boundary
term vanishes and the resulting regular distribution has a norm dominated
by the sum of the Sobolev norms of φp(t,x) and φµ(t+ τ,x). Otherwise the
integration by parts generates a singular distribution.
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2. The Sobolev norm of ∆±s is defined by
||∆±s ||W2,2(B) ≡
∑
|k|≤2
∫
B
(Dk∆±s )
2d3x
1/2 , (33)
which involves a sum of integrals over B of squared partial derivatives for
all multi-indices k satisfying |k| ≤ 2 [19], which squared derivatives diverge
at the most as 1/(φpφµ) by Eqs. (6), (16) and (19). If t is such that
xp(t) = Xµ(t + τ) we use a coordinate system with origin at the common
zero of φp(t,x) and φµ(t+ τ,x) (i.e., xO ≡ xp(t) = Xµ(t+ τ)), whereby the
integration volume d3x on B is proportional to the squared radius r2o with
ro ≡ |x − xp(t)| and we have φp(t) = φµ(t + τ) > 2ro by theorem 2.3 and
Eq. (27). Using the former we find that the integrals in (33) are bounded
because B is bounded, proving that ∆±s (t,x) ∈ W2,2(B). For other values
of t we can divide the integration in two volumes separating the zeros of
φp(t,x) and φµ(t + τ,x), and all integrations are bounded again by the
inequalities of theorem 2.3.
3. Natural PDE and infinite-dimensional normed space
A. Natural PDE defined from the musical orbit
The musical orbit defines φ±p (t,x) and φ
±
µ (t,x) in R
4 by theorem 2.1 and the
linear combinations ∆±s (t,x) of theorem 2.5 define natural PDEs by
△2∆±s (t,x) ≡ △2φ±p (t,x)−△2φ±µ (t+ τ,x)
= |~∇φ±
µ
|3nˆ±
µ
· a±
µ
∣∣∣
(t+τ,x)
− |~∇φ±p |3nˆ±p · a±p
∣∣∣
(t,x)
+
(2|~∇φ±p |+ |~∇φ±p |3|nˆ±p × v±p |2)
φ±p
∣∣∣∣∣
(t,x)
− (2|
~∇φ±
µ
|+ |~∇φ±
µ
|3|nˆ±
µ
× v±
µ
|2)
φ±µ
∣∣∣∣∣
(t+τ,x)
. (34)
On the last two lines of the right-hand side of (34), we used (77) to express
the Laplacian derivatives of φ±p (t,x) and φ
±
µ
(t,x). According to theorem 2.5, the
functions ∆±s (t,x) ≡ φ±p (t,x)− φ±µ (t+ τ,x) belong to the Hilbert space W2,2(B), in
which normed space first derivatives are continuous by theorem 2.4 and only the
second derivatives can be discontinuous functions of L2(B). Equation (34) with
the plus and the minus sign defines two PDEs involving second-derivative-only
discontinuities.
The following limits are important:
12
1. According to theorem 2.2, the singularities of the φ±j (t,x) are on points of
the periodic orbit. Using the asymptotic limit (80) we can approximate the
φ±j (t,x) in the denominators of (34) by φ
±
j (t,x) ≃ r inside a region defined
by |x| ≫ max{|xp(t)|, |Xµ(t)|}.
2. We can also use the asymptotic limits (80) to approximate the oscillatory
functions ∆±s (t,x) when |x| > max{|xp(t)|, |Xµ(t)|}, yielding
∆±s (t,x) ≃ rˆ ·Xµ(t±µ )− rˆ · xp(t±p ). (35)
3. In the limit when max{|xp(t)|, |Xµ(t)|} → 0, we have
t±p (t,x) → (t± |x|), (36)
t±
µ
(t+ τ,x) → (t+ τ ± |x|), (37)
which are explicitly synchronized delayed times satisfying t±
µ
≃ t±p + τ
and thus (35) is a periodic function of t±
µ
≃ τ + t±p ≃ t + τ ± |x| by
Eqs. (36) and Eqs. (37). In view of Eqs. (35), (36) and (37), in the
region |x| ≫ max{|xp(t)|, |Xµ(t)|}, the ∆±s (t,x) are functions only of tp and
rˆ ≡ x/|x| only. If we can approximate the trajectories xp(tp) and Xµ(tµ)
by a harmonic linearized mode of frequency k q, i.e., xp(tp) ∝ cos(ik qtp) and
Xµ(tµ) ∝ cos(ik qtµ + δµ), then for |x| ≫ max{|xp(t)|, |Xµ(t)|} the complex
combinations exp(∓ik qr)∆±s (t,x) are harmonic functions of time t with
coefficients that depend on rˆ.
4. Notice that the limit max{|xp(t)|, |Xµ(t)|} → 0 might be approached by
adjusting the guiding trajectory, i.e., the C2 vector function Ge(t) defined
by Eq. (20) of (P2).
Using the approximation of the above item (1.) for the rotating singularities, we
can express Eq. (34) as
△2∆±s (t,x) = K ±pµ(t,x) +
(Q±p (t,x) − Q±µ(t,x))
r
+ R ±pµ(t,x),
(38)
where we have approximated the rotating singularities by an effective singular-
ity proportional to 1r plus an O(
1
r2
) reminder R ±pµ(t,x). The definitions of the
Q ±p (t,x) ∈ L∞(R3), Q±µ(t,x) ∈ L∞(R3) and K±pµ(t,x) ∈ L∞(R3) in Eq. (38) are
Q±p (t,x) ≡ (2|~∇φ±p |+ |~∇φ±p |3|nˆ±p × v±p |2)
∣∣∣
(t,x)
, (39)
Q ±
µ
(t,x) ≡ (2|~∇φ±
µ
|+ |~∇φ±
µ
|3|nˆ±
µ
×V±
µ
|2)
∣∣∣
(t+τ,x)
, (40)
K ±pµ(t,x) ≡ − |~∇φ±p |3nˆ±p · a±p
∣∣∣
(t,x)
+ |~∇φ±
µ
|3nˆ±
µ
·a±
µ
∣∣∣
(t+τ,x)
, (41)
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while the reminders R ±pµ(t,x) ∈ {L2(R3) ∩O( 1r2 )} are defined by
R ±pµ ≡
(
1
φ±p (t,x)
− 1
r
)
Q±p (t,x)−
(
1
φ±µ (t+ τ,x)
− 1
r
)
Q±
µ
(t,x). (42)
Using the approximations of the above itens (2.) and (3.), we form linear combi-
nations of the asymptotically oscillatory functions exp(∓ik qr)∆±s (t,x) to define
two complex asymptotically oscillatory functions ϕ : (t,x) ∈ R × R3 → C and
ϕ† : (t,x) ∈ R× R3 → C by
ϕ(t,x) ≡ α exp(−ik qr)∆+s (t,x) + β exp(ik qr)∆−s (t,x), (43)
ϕ†(t,x) ≡ α exp(−ik qr)∆+s (t,x)− β exp(ik qr)∆−s (t,x), (44)
where the real number k q is the frequency of the liming harmonic oscillation
when max{|xp(t)|, |Xµ(t)|} → 0, as discussed in item (3.) above. The complex
numbers α and β in Eq. (44) are henceforth called spinorial components and the
upper dagger in ϕ† indicates the function obtained from ϕ by replacing β → −β,
not to be confused with the complex conjugate operation.
B. From a PDE in W2,2(B) to a PDE in W2,2(R3)
In order to extend (38) to H2 ≡ W2,2(R3) we use polynomial combinations
of the ϕ ∈ W2,2(B) and ϕ† ∈ W2,2(B) defined in (43) and (44) with coefficients
that are decreasing exponentials of r ≡ |x|. From (43) and (44) we further define
the square-normalizable complex function Ψ : (t,x) ∈ R × R3 → C and the
square-normalizable complex function Ψ† : (t,x) ∈ R× R3 → C by
Ψ(t,x) ≡ P(ϕ) exp(i̟t − qr), (45)
Ψ†(t,x) ≡ P(ϕ†) exp(i̟t− qr), (46)
where q > 0 is real, ̟ is real and P(ϕ) is a quasi-polynomial on the variable
ϕ. In Eq. (46) Ψ†(t,x) indicates the function obtained from Ψ(t,x) by replacing
β → −β, again, not to be confused with the complex conjugate. The functions
Ψ(t,x) and Ψ†(t,x) defined by Eqs. (45) and (46) inherit a Laplacian derivative
and a continuous gradient defined almost everywhere because ϕ(t,x) and ϕ†(t,x)
possess these properties by theorem 2.4. The second-derivatives of (45) and (46)
introduces again the same 1/r singularity because △2r = 2/r. Our next theorem
shows that Ψ(t,x) ∈W2,2(R3).
Theorem 3.1. The functions Ψ(t,x) and Ψ†(t,x) defined from a musical orbit
by (45) and (46) belong to W2,2(R3).
Proof. 1. The derivatives of Ψ(t,x) are easily evaluated from (45). The first
derivative respect to x is
∂Ψ
∂x
=
(
−q rˆx + P ′(ϕ)∂ϕ
∂x
)
exp(i̟t− qr), (47)
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where rˆx ≡ x/r and analogous expressions hold for the partial derivatives
respect to y and the z. The second derivatives respect to xx and xy are
∂2Ψ
∂x2
=
(
(q2rˆ2x − q
∂rˆx
∂x
)P(ϕ) + (∂ϕ
∂x
)2P ′′(ϕ)
)
exp(i̟t− qr)
+P ′(ϕ)
(
∂2ϕ
∂x2
− 2q rˆx ∂ϕ
∂x
)
exp (i̟t− qr), (48)
∂2Ψ
∂x∂y
=
(
(q2rˆxrˆy − q ∂rˆx
∂y
)P(ϕ) + (∂ϕ
∂x
)(
∂ϕ
∂y
)P ′′(ϕ)
)
exp(i̟t− qr)
+P ′(ϕ)
(
∂2ϕ
∂x2
− q(rˆx ∂ϕ
∂y
+ rˆy
∂ϕ
∂x
)
)
exp(i̟t− qr), (49)
where ∂rˆx∂x ≡ (1−rˆ
2
x)
r and
∂rˆx
∂y ≡ −
rˆxrˆy
r . The other partial derivatives are
obtained by permuting x, y and z in the above formulas.
2. We generalize the Sobolev norm for complex functions by
||Ψ||W2,2(R3) ≡
∑
|k|≤2
∫
R3
(DkΨ)(DkΨ)∗d3x
1/2 , (50)
where the upper star indicates complex conjugation and k is the multi-
index of the partial derivative [19]. As discussed under (35), ∆±s (t,x) is
bounded and the gradient of ϕ(t,x) is
~∇ϕ(t,x) = α exp (−ik qr)~∇∆+s (t,x) + β exp (ik qr)~∇∆−s (t,x)
−ik qrˆ
(
α exp (−ik qr)∆+s (t,x)− β exp (ik qr)∆−s (t,x)
)
,
(51)
where rˆ ≡ x|x| . Notice on (51) that for musical orbits the modulus |~∇ϕ|
is bounded and the second derivatives ∂
2ϕ
∂x∂y and
∂2ϕ
∂x2
are a sum of terms
which diverge at the most as 1/r or 1/φj according to Eqs. (6), (16) and
(19) and therefore are finitely square-integrable. The former is sufficient for
the decreasing exponential factor on (45), (47), (48) and (49) to dominate
the quasi-polynomials and ensure the integrability in R3 of |Ψ(t,x)|2 and
its squared derivatives up to order two as defined by (50), proving that
Ψ(t,x) ∈ H2 ≡ W2,2(R3). The details about integrating the divergencies
in R3 are the same outlined in the proofs of theorems 2.5 and 3.1, and the
proof that Ψ†(t,x) ∈W2,2(R3) is the same.
Using the last term of the right-hand side of (7) we can express (51) as
rˆ · ~∇ϕ(t,x) = ∂tϕ† − ik qϕ† + α exp (−ik qr)R+ϕ + β exp (ik qr)R−ϕ , (52)
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where R+ϕ (t,x) and R−ϕ (t,x) are given by
R+ϕ (t,x) ≡ (nˆ+p · rˆ− 1)|∇φ+p |
∣∣∣
(t,x)
− (nˆ+
µ
· rˆ− 1)|∇φ+
µ
|
∣∣
(t+τ,x)
, (53)
R−ϕ (t,x) ≡ (nˆ−p · rˆ− 1)|∇φ−p |
∣∣∣
(t,x)
− (nˆ+
µ
· rˆ− 1)|∇φ−
µ
|
∣∣
(t+τ,x)
. (54)
Along musical orbits we find by inspection that the reminders (53) and (54) are
bounded and using Eq. (79) we find that R+ϕ (t,x) and R−ϕ (t,x) are also O( 1r2 )
terms, i.e., (R+ϕ (t,x),R−ϕ (t,x)) ∈ {L∞(R3) ∩O( 1r2 )}.
C. Operator identity for the musical orbit
Let O(ii) be a musical orbit and define the set A(ii) ⊂W2,2(R3) of all complex
functions Ψ(t,x) of the form (45). Let hB > 0 be an arbitrary positive real and
rB ≡ 1/q > 0 be the positive real defined from the positive real q of Eq. (45). The
former definition of A(ii) is enough for our purposes here but it could be further
enlarged to quasi-polynomials of ϕ(t,x) and r = |x|. According to theorem 3.1
the function Ψ(t,x) belongs to W2,2(R3) and we define the Schroedinger linear
operator S : Ψ(t,x) ∈ A(ii) ⊂W2,2(R3)→ L2(R3) by
S(Ψ(t,x)) ≡ 1
2
rB △2 Ψ+ 1
r
Ψ+ ihB∂tΨ, (55)
where again r ≡ |x| and i ≡ √−1. Notice on the right-hand side of (55) that
the following quantities belong to L2(R3):
• ∂tΨ is a continuous function because ∂t∆±s is continuous by theorem 2.4
and moreover ∂tΨ ∈ L2(R3) because it is a quasi-polynomial of the bounded
oscillatory function (43) times a decreasing exponential.
• The second term on the right-hand side of (55), (namely Ψr ), belongs to
L
2(R3) because the integration element d3x = 4πr2dωˆ2 of R
3 cancels the
factor 1/r2 and the remaining |Ψ(t,x)|2 is integrable because the decreasing
exponential dominates any quasi-polynomial.
• △2Ψ belongs to L2(R3) by theorem 3.1 and it is the only term that can
possibly be discontinuous on the right-hand side of (55).
Since the singularities are located on the bounded orbits by theorem 2.2, we can
use the norm of S(Ψ) in L2(R3) to measure the effective influence of the rotating
orbital singularities and by varying the parameters hB > 0 and rB ≡ 1/q > 0 of
(55) we can minimize the value of S(Ψ) in L2(R3) to obtain an effective linear
Schroedinger equation. In order to evaluate the action of S on A(ii) ∩W2,2(R3)
we need to calculate the Laplacian derivative and time derivative of Ψ(t,x) from
(45), (47), (48) and (49), i.e.,
△2Ψ(t,x) =
(
(q2 − 2q
r
)P + (△2P − 2q rˆ · ~∇P)
)
exp (i̟t− qr), (56)
∂tΨ(t,x) = (i̟P + ∂tP) exp (i̟t− qr). (57)
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As a simplification, we henceforth restrict the calculations by assuming that
P(ϕ(t,x)) = ϕ(t,x). Substituting P(ϕ) = ϕ(t,x) and Eqs. (56) and (57) into
Eq. (55) and using (38) and q ≡ 1/rB yields
S(Ψ) = rB
2
(
(q2 − k 2
q
− 2hBrB̟)ϕ+ i(hB − 2k qrB)
rB
∂tϕ− 2
rB
(∂tϕ
† − ik qϕ†)− 2εa
+
2
r
(
∂tϕ
† − ik qϕ† + εv
))
exp (i̟t− qr)
+αR+ exp (i̟t− ik qr − qr) + βR− exp (i̟t+ ik qr − qr), (58)
where we have defined
εv(t,x) ≡ α
2
exp(−ik qr)
(
|~∇φ+p |3|nˆ+p × v+p |2
∣∣∣
(t,x)
− |~∇φ+
µ
|3|nˆ+
µ
×V+
µ
|2
∣∣∣
(t+τ,x)
)
+
β
2
exp(ik qr)
(
|~∇φ−p |3|nˆ−p × v−p |2
∣∣∣
(t,x)
− |~∇φ−
µ
|3|nˆ−
µ
×V−
µ
|2
∣∣∣
(t+τ,x)
)
,(59)
εa(t,x) ≡ α
2
exp (−ik qr)
(
|~∇φ+p |3nˆ+p · a+p
∣∣∣
(t,x)
− |~∇φ+
µ
|3nˆ+
µ
·a+
µ
∣∣∣
(t+τ,x)
)
+
β
2
exp (ik qr)
(
|~∇φ−p |3nˆ−p · a−p
∣∣∣
(t,x)
− |~∇φ−
µ
|3nˆ−
µ
· a−
µ
∣∣∣
(t+τ,x)
)
, (60)
and
R+(t,x) ≡ −ik qrBR+ϕ (t,x) +
1
2
rBR+pµ(t,x), (61)
R−(t,x) ≡ ik qrBR−ϕ (t,x) +
1
2
rBR−pµ(t,x). (62)
Notice that the reminders R+(t,x) and R−(t,x) belong to {O( 1
r2
)∩L2(R3)} by
(62), (61), (54), (53) and (42).
D. Approximate minimization of the L2(R3) norm of the forcing term
Here we describe an approximation to minimize the L2(R3) norm of the right-
hand side of (58) up to the reminders R±(t,x), as follows:
1. Disregarding the reminders (61) and (62) and using the approximation when
max{|xp(t)|, |Xµ(t)|} → 0 explained in item (3.) below Eq. (37), the coef-
ficient of the 1r term on the right-hand side of Eq. (58) is a function of the
time t and of the direction rˆ only, i.e.,
C−1(t,x) = C−1(t, rˆ) ≡ ∂tϕ†(t,x) − ik qϕ†(t,x) + εv(t,x). (63)
2. For a musical orbit, the complex oscillatory functions ϕ(t,x), ∂tϕ(t,x),
εv (t,x) and εa(t,x) on the right-hand side of (58) belong to L
∞(R3). The
term on the second line of the right-hand side of (58) contains the effective
1
rC−1(t, rˆ) term, which cannot be canceled everywhere by a sum of terms
depending only of t and rˆ, and therefore the 1r term must vanish indepen-
dently in order to minimize the norm of the sum, yielding
∂tϕ
†(t,x)− ik qϕ†(t,x) + εv(t,x) = 0, (64)
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3. Having canceled the 1r term, the approximate minimization is finalized by
vanishing the remaining sum of oscillatory terms on the right-hand side of
identity (58) up to the reminders, yielding
γB∂tϕ(t,x) − ik Bϕ(t,x) + 2i
(
rBεa(t,x)− εv(t,x)
)
= 0, (65)
where we have used condition (64) to simplify the sum of oscillatory terms
of the right-hand side of (58) and defined the real constants γB and k B by
γB ≡ hB − 2rBk q, (66)
k B ≡ rB
(
k 2
q
− 1
r2
B
+ 2hBrB̟
)
. (67)
Conditions (64) and (65) yield a linear Schroedinger PDE with minimal forcing.
The norm of the minimal forcing is zero up to the norm of the reminders. Ac-
cording to Eq. (43), the eventual (small) reminder forcing term on the right-hand
side of (58) oscillates with the orbital frequency plus the frequency-shift ̟D, a
Rydberg-Ritz-like difference of spectroscopic terms.
E. Fredholm-Schroedinger PDE
If we can satisfy (64) and (65), then we can re-write the operator identity (58)
as a linear Schroedinger operator in W2,2(R3) on the left-hand side and having a
minimal forcing term belonging to L2(R3) on the right-hand side, i.e.,
rB
2
△2 Ψ+ 1
r
Ψ+ ihB∂tΨ = R FS(t,x), (68)
where the reminder R FS(t,x) ∈ {O( 1r2 ) ∩ L2(R3)} is defined by
R FS(t,x) ≡ αR+(t,x) exp (i̟t− ik qr − qr) + βR−(t,x) exp (i̟t+ ik qr − qr). (69)
Notice that R FS(t,x) belongs to {O( 1r2 )∩L2(R3)} by (69), (62), (61), (54), (53)
and (42).
4. Applications of the Fredholm-Schroedinger PDE
Here we discuss applications of the Fredholm-Schroedinger PDE problem (68)
and of the operator identity (58) motivated by the importance of the Schroedinger
equation in physics and its still open relations with electrodynamics[3, 4]. The
idea is to formulate a problem involving some property compatible with two-
body orbits of musical type. Having chosen the orbital property of interest, the
coefficients rB and hB on the left-hand side of (58) can be optimized along with
k q, ̟, α and β in order to minimize the L
2(R3) norm of the forcing term on the
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family of two-body orbits satisfying the desirable property. The best scenario is
when we can satisfy (64) and (65) in order to have (68).
The set of musical two-body orbits is difficult to study qualitatively, e.g.,
it is difficult to know the density of musical orbits in trajectory space, their
magnitudes and how one can adjust the guiding trajectory in order to satisfy
(P2). A result of Ref. [17] demands that two-body orbits with vanishing far-
fields should possess a nontrivial chain of velocity discontinuities and therefore
only musical orbits with 2N♭ 6= 0 are fit for the application described in the
next section. Otherwise, some other condition involving periodic orbits with
2N♭ = 0 might be studied. We notice that in the case 2N♭ = 0 the orbit would be
C2. As for other applications not studied here, the musical conditions could be
generalized for the doubly-circular orbits of the helium atom studied in [20, 21],
which is a three-body problem with two negative charges and one positive charge.
Reference[7] introduced a precursor of the Chemical Principle problem in
section 8 by using a resonance condition to vanish the far-fields as a means to
calculate atomic emission lines with a quantitative and a qualitative agreement.
In the following, we formulate an educated version of the condition tested in [7].
A. Chemical Principle problem
The asymptotic vanishing of the electric and magnetic far-fields (99) and (100)
of a bounded orbit requires
lim
|x|→∞
|rˆ× (J±p − J±e )| = 0, (70)
where the J±j (t,x) are defined by (98) for j ∈ {p, e}. Equation (70) is henceforth
called the Chemical Principle asymptotic condition.
B. Quasi-semiflow condition
At distant points way from the bounded orbit and along a direction rˆ ≡ x/|x|,
we can eliminate t and r = |x| from Eqs. (2) and (3) in favour of te and tp. In
the limit when max{|xp(t)|} → 0 we obtain
tp = te ± rˆ · xe(te). (71)
Using Eq. (71) and definition (98) for j ∈ {p, e}, we can cast condition (70) for
both signs in a single formula, i.e.,
ap(tp)− nˆ∞ × (vp(tp)× ap(tp))
(1 + nˆ∞ · vp(tp))3 =
ae(te)− nˆ∞ × (ve(te)× ae(te))
(1 + nˆ∞ · ve(te))3 , (72)
with
tp ≡ te + nˆ∞ · xe(te), (73)
where nˆ∞ is an arbitrary unit vector in R3. Equation (72) is an equivalent version
of the Chemical Principle condition (70) along bounded orbits, henceforth called
the quasi-semiflow equation.
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C. Some tested consequences of the Chemical Principle
In the following we derive a resonance condition used in Ref. [7] starting
from the Chemical Principle condition (72). The resonance condition was used
to calculate atomic spectra in [7]. The derivation assumes a large Mp and sets
vp ≃ 0 into the left-hand side of (72). Equation (72) then determines ap(tp) and
implies the nonlinear cross product on the right-hand side of (72) should cancel
the electronic acceleration in order for ap(tp) to be small when the electronic
denominator on the right-hand side of (72) becomes singular. Adopting the
notation defined in Eqs. (32) and (33) of Ref. [7], we express the orbital period
as Ω ≡ 2π/T ≡ θ/rb and the mutually perpendicular resonant modes used in Ref.
[7] have (large) frequencies defined by (nπ + ǫz)/rb and (nπ + ǫxy)/rb. Equation
(71) of Ref. [7] is obtained by averaging the term with the cross product on the
right-hand side of (72), yielding θ = ǫz− ǫxy, which is the condition solved with a
Newton method in Ref. [7] to calculate spectroscopic lines with various values of
Mp . In Table 1 (see pg. 179 of [7]) and in Tables 2 and 3 (see pg. 180 of Ref. [7])
we calculated the emission lines of hydrogen and muonium, respectively, and in
Table 4 (see pg. 181 of Ref.[7]) we calculated the emission lines of the positronium
atom. The agreement of Tables 1, 2, 3 and 4 of Ref. [7] with the atomic spectra
suggests that musical orbits satisfying the Chemical Principle should determine
physically sensible parameters for the linear Schroedinger equation on the left-
hand side of (68).
D. Perturbation of the Chemical Principle boundary condition
The C∞ circular orbits [15, 16] of the electromagnetic two-body problem pos-
sess far-fields that do not vanish asymptotically, and a perturbation theory must
be used to enforce the boundary condition (70) using the infinite-dimensional
plethora of linearized modes. The perturbation theory is as follows:
• One starts from a perturbed circular orbit containing arbitrary coefficients,
e.g., an approximation might be provided by linearizing the equations of
motion about circular orbits and solving for the infinite-dimensional set
of linear modes as explained in Ref. [7]. A linear combination of high-
frequency modes should be added to the original orbit and made to satisfy
musical properties (P1), (P2) and (P3). We notice that the linearized
modes of circular orbits are typically explosive and one needs to combine
at least two mutually perpendicular modes in a way that terminates in
breaking points, as explained in the boundary-layer theory of Section 7 of
Ref. [7].
• Next, one should adjust the coefficients of the linearized modes in order
for the far-fields to satisfy the Chemical Principle condition (70). At this
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point, the resonances of condition (72) select orbital magnitudes just like
in Tables 1, 2, 3 and 4 of Ref. [7].
After condition (70) is approximated, we can optimize α, β, k q, ̟, rB and hB to
achieve a minimum L2(R3) norm for the forcing term of (58), thus transfering
the magnitudes of Tables 1, 2, 3 and 4 of Ref. [7] to the Bohr radius parameter
rB and to the Planck constant parameter hB of the left-hand side of (58).
E. Generalized Chemical Principle from the approximate minimization
Here we work in the opposite direction and derive a condition of the Chemical
Principle type assuming that the approximate minimization of §3-D was already
accomplished. In other words, we start from the alternative family of musical
orbits satisfying (64) and (65). In the derivation that follows, we restrict to
either α = 0 of β = 0, in which case conditions (64) and (65) involve a single
asymptotically oscillatory function because then ϕ†(t,x) = ±ϕ(t,x). In order to
satisfy (64) and (65) with either (α, β) = (1, 0) or (α, β) = (0, 1), the musical
orbit must satisfy
εa(t,x) = (
2± iγB
2rB
)εv (t,x), (74)
as obtained by eliminating ϕ(t,x) from (64) and (65). Using definitions (59)
and (60) for εv (t,x) and εa(t,x), we find by inspection that (74) is a condition of
the same form of (72), as follows. Both (72) and (74) are of neutral-delay type
involving accelerations divided by cubed denominators and evaluated in the past
and in the future. The difference is that while Eq. (72) involves the delayed
electronic and the delayed protonic accelerations, Eq. (74) involves the delayed
accelerations of the image trajectory granted by musical property (P2) and the
delayed accelerations of the protonic trajectory. Recalling that the image trajec-
tory is defined by Eq. (20) as a guiding (slow) function Ge(t) plus the electronic
trajectory, equations (64) and (65) for musical orbits with τ = 0 relate the same
accelerations of the far-field composition (99) and (100) at breaking points. The
special case when (72) and (74) involve the same delayed accelerations combined
with the same linear coefficient at synchronized breaking points is when τ = 0
and µ = ±1. Recalling that (72) is equivalent to the Chemical Principle condition
(70), we define (64) and (65) as the generalized Chemical Principle conditions.
Further relations between (72) and the generalized conditions (64) and (65) are
not studied here.
5. Summary, discussions and conclusion
A. Summary of results
• We have extended the light-cone maps outside the two-body orbits to yield
delay functions of R4. The existence of the delay functions φ±e (t,x), φ
±
p (t,x)
and φ±
µ
(t,x) is granted by theorem 2.1.
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• We have introduced a mild set of properties at breaking points, here called
the musical properties, in order to construct a synchronization function in
W
2,2(R3). The former is the result of theorems 2.5 and 3.1.
• We have associated the musical orbit with a PDE identity in W2,2(R3) and
having a forcing term belonging to L2(R3), i.e., Eq. (58).
• For the case when the minimum L2(R3) norm of the forcing term of (58)
is assumed in some family of interest (up to the reminder), then we have
a Fredholm-Schroedinger linear operator in W2,2(R3) on the left-hand side
and a minimal forcing reminder on the right-hand side, i.e., Eq. (68).
• The functions φ±e (t,x) and φ±p (t,x) of theorem 2.1 provide the state-dependent
delays φ±e (t,x3(t)) and φ
±
p (t,x3(t)) necessary to formulate the variational
three-body for a trajectory x3(t) ∈ R3, as explained in §7-C.
• We have formulated the Chemical Principle problem using the (restricted)
many-body problem to define a defensive stability of a two-body orbit
against crashing into either a third charge or a boundary located outside its
near-field region. The Chemical Principle condition is important to physics
because it predicts several hydrogen-like atomic spectra successfully [7]. On
the other hand, conditions (64) and (65) for the minimal L2(R3) norm of
the forcing term of (58) to be assumed in some family of interest are of the
same form of the Chemical Principle condition (74).
B. Discussions, Conjectures and Conclusion
• The motion along a given musically periodic orbit is a group, and there is
nothing probabilistic directly related to it. In principle, a different set of
optimal parameters α, β, k q, ̟, rB and hB is obtained for each musical orbit
that satisfies the Chemical Principle condition (70). We conjecture based
on the form of Eqs. (64), (65), (66) and (67) that one might be able to
adjust ̟ and k q in order to vanish the singular and oscillatory terms of the
right-hand side of (58) for different musical orbits while keeping rB and hB
fixed at some optimal values equal for all orbits. The former restriction of
(58) to Chemical orbits could yield a universal Schroedinger equation and
a naturally associated averaging procedure because different orbits would
then correspond to different solutions of the same universal equation.
• The original motivation for the name musical orbit was to nominate the
synchronization of lemma 2.1 between trajectory points at times where
the two accelerations have their largest magnitudes. A synchronization at
least near the breaking points allows the far-fields to vanish by destructive
interference in order not to disturb the third charge at infinity, i.e., to satisfy
the Chemical Principle problem.
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• The generalized Chemical Principle conditions (64) and (65) do not have a
dynamical appeal, unless we could derive the physically appealing Chemical
Principle condition (72) from (64) and (65) or from (74). The derivation
of the generalized condition of §4-E could dispose of the adjustable guiding
trajectory Ge(t) of Eq. (20) to play the role of the resonant manifold in
a perturbation theory using the Fredholm alternative theorem along with
(68), a research still to be done.
• The resonances derived from the Chemical Principle predict the orbital
magnitudes and spectral lines of atomic hydrogen [7], which is the hard
test for our Chemical Principle problem and generalized Chemical Principle
conditions (64) and (65). To inspect the agreement the reader should look
in section 8 of Ref. [7] for Table 1 on pg. 179 containing a first set of
calculations matching the first eleven circular lines of hydrogen and Table 2
on pg. 180 still about hydrogen lines. Look also for Table 3 on pg. 180 about
the spectroscopic lines of the muonium atom and Table 4 on pg. 181 about
the spectroscopic lines of the positronium atom. We conjecture that an
improved boundary-layer perturbation theory followed by a minimization
based on the Fredholm alternative theorem could meliorate the agreement.
• The simplest example of a two-body orbit with vanishing far-fields is the
doubly-circular orbit of helium studied in Refs. [20, 21] using the low-
velocity Darwin ODE approximation. The doubly-circular orbits of helium
approximately satisfy the vanishing far-field condition analogous to (70)
because both electronic accelerations have the same modulus and opposite
directions, thus allowing the far-fields to vanish by destructive interference
within small perturbations of the Coulomb-mechanical ODE orbits. The
linear stability analysis used in [20] with a heuristic resonance condition
predicted several spectral lines of helium successfully. We conjecture that
an educated generalization of the present work could replace the heuristic
resonance condition of [20] by the concept of a generalized musical orbit
near a doubly-circular orbit of helium. The helium equations of motion are
differential-delay neutral equations with six state-dependent delays, which
should accept generalized musical orbits among the solutions. One could
further generalize the Chemical Principle problem for helium along with
a two-electron-plus-one-proton Fredholm-Schroedinger PDE problem. We
conjecture that the above generalization could provide a way to understand
the exclusion principle in helium using variational electrodynamics.
• In 1963, Schild [15] tried to construct a model for the neutron using quanti-
zation rules and failed. We conjecture that the Chemical Principle problem
applied to two-body orbits possessing either piecewise-straight-line trajec-
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tories at near-luminal velocities or the collinear orbits studied in [18] could
offer an alternative electromagnetic model for the neutron.
• Newton’s third law limits the protonic to electronic acceleration ratio along
Coulomb-mechanical ODE orbits to 1/Mp , and thus our derivation differs
from Nelson’s derivation of a linear Schroedinger equation from Newtonian
mechanics [24]. Moreover, we start from the variational generalization of
Wheeler-Feynman’s electrodynamics [2, 7] rather than from the neighbor-
hood of some orbit of a Hamiltonian ODE [24]. Our derivation is limited to
the rotating singularities which appear naturally in the second derivative of
the delay functions, i.e., those of type 1/|x−xo(t)|. Fortunately, the former
class covers atomic physics, chemistry and variational electrodynamics [2].
• The failure of the Wheeler-Feynman ODE quantization program [3, 4] had
at least two causes: (i) the misleading analogy with finite-dimensional
Hamiltonian ODE’s, which inconsistency was harder to detect before the
no-interaction theorem [8] and (ii) the theory of delay equations as infinite-
dimensional problems [2, 9–12] was not out yet.
6. Appendix: Usable expressions, definitions and limits
In this Appendix, we derive some useful expressions involving derivatives of
delay functions and asymptotic limits that are used throughout the paper. For
brevity of notation we drop the upper indices (±) indicating the advanced and
the retarded delay functions and extend the index j to j ∈ {p, e,µ}, an economy
of notation. Using (15) together with the y and z versions of (16) and (17) to
yield the second derivatives respect to y and z we obtain
△2φj − ∂2t φj =
2|~∇φ±j |
φ±j
, (75)
where △2φj ≡ ∂2xφj + ∂2yφj + ∂2zφj is the Laplacian derivative of φj (t,x) and we
have used (14) to cancel the term
nx∂tnx + ny∂tny + nz∂tnz = 0. (76)
Substituting (15) into (75) yields the Laplacian derivative of φj (t,x) at points
where xj (tj ) possesses two derivatives, i.e.,
△2φj = −|~∇φ±j |3nˆj · aj +
|~∇φ±j |3
φj
|nˆj × vj |2 +
2|~∇φ±j |
φj
. (77)
where we have used the identity |nˆj × vj |2 = v2j − (nˆj · vj )2. For example, the
Laplacian derivative of the synchronization function can be calculated from (77)
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substituting vj (tj ) by Vµ ≡ dXµ/dt and aj (tj ) by aµ ≡ d2Xµ/dt2, yielding
△2φµ = −|~∇φµ|3nˆµ ·aµ + |
~∇φµ|3
φµ
|nˆµ ×Vµ|2 + 2|
~∇φµ|
φµ
. (78)
The asymptotic expansions of the φ±j (t,x) and nˆ
±
j (t,x) defined by (3) and (8)
involve the non-analytic function xj (t
±
j (t,x)), i.e.,
nˆ±j (t,x) = (1 +
rˆ · xj (t±j )
r
)rˆ−
xj (t
±
j )
r
+O(
1
r2
), (79)
φ±j (t,x) = r − rˆ · xj (t±j ) +
|rˆ× xj (t±j )|2
2r
+O(
1
r2
), (80)
t±j (t,x) = t± r ∓ rˆ · xj (t±j )±
|rˆ× xj (t±j )|2
2r
+O(
1
r2
), (81)
1
φ±j (t,x)
=
1
r
(1 +
rˆ · xj (t±j )
r
) +
3(rˆ · xj )2 − |xj |2
2r3
+O(
1
r4
), (82)
where r ≡ |x| and rˆ ≡ x/r. Since the non-analytic continuous function xj (t) is
never expanded, Eqs. (79), (80) and (82) hold at breaking points as well.
7. Appendix: Miscellaneous about electrodynamics
A. Equations of motion, Weierstrass-Erdmann conditions and denominators
The conditions for a type-(ii) minimizer of electrodynamics[2, 7] are
• a. To satisfy the Wheeler-Feynman equations of motion on the Ĉ2 segments,
which are expressible as
miai (t)√
1− v2i (t)
= ei [Ej − (vi · Ej )vi + vi ×Bj ] (83)
=
ei
2
∑
±
(1 ± nˆ±ji · vi )E±j −
ei
2
∑
±
(vi ·E±j )(vi ± nˆ±ji ),
(84)
where B±j = ∓nˆ±ji × E±j [14] and nˆ±ji is defined by (90). Equation (83) is
equal to equation (38) of Ref. [7], equation (2.2) of Ref. [16] and equation
(23) of Ref. [26]. On the right-hand sides of (83) and (84) are the fields of
particle j ≡ (3− i) at the position xi (t), i.e.,
Ej ≡ Ej (t,xi(t)) = 1
2
(
E+j (t,xi (t)) +E
−
j (t,xi (t))
)
, (85)
Bj ≡ Bj (t,xi(t)) = 1
2
(
B+j (t,xi (t)) +B
−
j (t,xi (t))
)
, (86)
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as defined by the semi-sums of Lie´nard-Wiechert fields (96) and (97). The
deviating arguments on the right-hand side of Eq. (83) involve two maps
from particle i ’s time into a time along particle j ’s trajectory: (1) the
retarded map taking the time ti ≡ t to the time ti−j (t) along trajectory j
when particle j ’s trajectory intersects the boundary of the past light-cone
of (t,xi (t)) and (2) the advanced map taking the time ti ≡ t to the time
t
i+
j (t) along trajectory j when particle j ’s trajectory intersects the boundary
of the future light-cone of (t,xi (t)), i.e.,
t→ ti−j (t) ≡ t−j (t,xi (t)), (87)
t→ ti+j (t) ≡ t+j (t,xi (t)), (88)
where the t±j (t,x) are defined by (2). The Lie´nard-Wiechert fields (96) and
(97) include denominators which depend on the arbitrary direction nˆ±j (t,x)
via the inverse of the modulus of (6), i.e.,
(1± nˆ±j · v±j ) =
1
|~∇φ±j (t,x)|
, (89)
henceforth the Lie´nard-Wiechert directional denominators. We define the
inter-particle normal by evaluating (8) at xi (t), i.e.,
nˆ±ji (t) ≡ nˆ±j (t,xi (t)) =
xi (t)− x±j
|xi (t)− x±j |
, (90)
and we define the transversal momentum of the orbital velocity by
~ℓ±vi (ti ) ≡ nˆ±ji × vi (ti ). (91)
Along trajectories the directional denominators (89) of the fields on the
right-hand side of (83) define a function of time obtained by evaluating (89)
at (t,xi (t)) and using (90), yielding
D±ji (t) ≡ 1/|~∇φ±j (t,xi (t))| = 1± nˆ±ji · v±j , (92)
here called velocity denominators.
• b. At breaking points a type-(ii) minimizer of variational electrodynamics
should further satisfy the Weierstrass-Erdmann continuity conditions for
the partial momenta, Pℓi = P
r
i , and the continuity of the partial energies
[2], Eℓi = E
r
i , where superscripts ℓ and r indicate the quantity on the left-
hand side and on the right-hand side of the discontinuity point, respectively,
and
P
{r ,ℓ}
i ≡
mivi√
1− v2i
−
(
v−j
2r−ji D
−
ji (t)
+
v+j
2r+ji D
+
ji (t)
)∣∣∣∣∣
r ,ℓ
, (93)
E
{r ,ℓ}
i ≡
mi√
1− v2i
−
(
1
2r−ji D
−
ji (t)
+
1
2r+ji D
+
ji (t)
)∣∣∣∣∣
r ,ℓ
, (94)
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where r±ji are the (continuous) inter-particle distances
r±ji ≡ φ±j (t,xi (t)). (95)
Again, the indices r and ℓ used as superscripts and subscripts on (93) and
(94) indicate the right-hand side or the left-hand side of the respective (past
or future) breaking point.
B. Lie´nard-Wiechert vector-fields
The Lie´nard-Wiechert vector-fields of a point charge [14] are
E±j (t,x) ≡ ej (1− |v±j |2)
|~∇φ±j |3
φ2j
(
nˆ±j ± v±j
)
+ ej
nˆ±j × (nˆ±j × J±j )
φj
, (96)
B±j (t,x) ≡ −ej(1 − |v±j |2)
|~∇φ±j |3
φ2j
(
nˆ±j × v±j
)
± ej
nˆ±j × J±j
φj
, (97)
where
J±j (t,x) ≡ |~∇φ±j |3
(
a±j ∓ nˆ±j × (v±j × a±j )
)
. (98)
The last terms on the right-hand sides of (96) and (97) are the far-fields, which
have asymptotic limits along bounded orbit given by
E±far(t,x) ≡
∑
j=e,p
ej
φ±j
nˆ±j ×
(
nˆ±j × J±j
)
=
1
r
rˆ×
rˆ×
∑
j=e,p
ejJ
±
j (t,x)
 +O( 1
r2
),
(99)
B±far(t,x) ≡ ±
∑
j=e,p
ej
φ±j
nˆ±j × J±j (t,x) = ±
1
r
rˆ×
∑
j=e,p
ejJ
±
j (t,x)
 +O( 1
r2
),
(100)
where J±j (t,x) is defined by (98) for j ∈ {e, p}. On the right-hand sides of (99)
and (100) we have used the asymptotic limits (79) and (80), i.e., nˆ±j (t,x) −→
rˆ ≡ x/|x| and 1/φ±j (t,x) −→ 1/|x| to obtain the far-fields of the bounded orbit
when r = |x| → ∞ up to O( 1
r2
) terms.
C. The many-body problem of Variational Electrodynamics
Finally, the many-body problem of variational electrodynamics discussed in
[7] has a variational problem and an equation of motion for a charge e3 of mass
m3 acted upon by the field of all others. The equation of motion is
m3
d
dt
(
v3√
1− v23
)
= e3[E(t,x3(t)) + v3 ×B(t,x3(t))], (101)
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where x3(t) and v3(t) are the position and velocity of the third particle[6, 7, 14].
The fields on the right-hand side of Eq. (101) are created by all other charges
but e3 and Eq. (101) is supposed to hold almost-everywhere [2]. Equation (101)
is actually the first of three variational conditions for a minimizer of the respec-
tive many-body problem, the other two being the Weierstrass-Erdmann corner
conditions at velocity discontinuity points, i.e., the continuity of the functions
expressed by Eqs. (93) and (94). The vector functions of time E(t,x3(t)) and
B(t,x3(t)) on the right-hand side of (101) are the semi-sums of vector fields (96)
and (97) along the trajectory x3(t), i.e.,
E(t,x3(t)) ≡ 1
2
∑
j 6=3
(
E+j (t,x3(t)) +E
−
j (t,x3(t) )
)
, (102)
B(t,x3(t)) ≡ 1
2
∑
j 6=3
(
B+j (t,x3(t)) +B
−
j (t,x3(t) )
)
. (103)
The sign
∑
j 6=3 on the right-hand side of (102) and (103) is a reminder that
the fields of charge e3 do not contribute to its equation of motion [2]. For the
restricted three-body problem of the Chemical Principle problem the right-hand
sides of (102) and (103) include the fields of the hydrogen atom only, i.e., the
electronic and the protonic fields. Notice that the equation of motion of the third
charge would require the light-cone distances from (t,x) to both charges, i.e.,
would naturally involve the delay functions φ±p (t,x) and φ
±
e (t,x) of theorem 2.1.
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