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Abstract
Student achievement data have been the cornerstone of state and national accountability efforts
for decades, and the focus on data-based decision making and evidence-based practices in
education from policymakers, the public, and researchers continues to increase. Underlying the
various pressures and incentives on educators to use data is a basic logic model: if teachers use
data, their practice will change, and those changes will lead to improved student outcomes. The
simplicity of the model belies the complexity of the practice of data use. Many individual- and
organizational-level factors, such as attitudes and beliefs, competence, supports, and context play
a role. Both in research and in practice, there is a need for validated measures that can
consistently estimate data use in practice. The Teacher Data Use Survey (TDUS) is a
customizable self-report instrument developed by Wayman, Wilkerson, Cho, Mandinach, and
Supovitz in 2016 that aims to measure five components of the conceptual framework describing
teacher data use that undergird the survey: actions, organizational supports, attitudes towards
data, competence in using data, and collaboration. While the results of the pilot study
conducted by the developers offered preliminary evidence of the soundness of the measure, the
validity evidence provided was limited in scope. The purpose of the study was to build upon the
pilot study by addressing three specific sources of validity evidence: content, internal structure,
and relationships with three conceptually related constructs: teachers’ educational level, the Data
Driven Decision-Making Efficacy and Anxiety Inventory (3D-MEA), and schools’
accountability context. Data for the study consisted of item ratings from a six-member expert
panel review and from TDUS survey responses from 331 teachers who instruct elementary
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students in a large, diverse Florida public-school district. The Context Validity Index (CVI)
values for the scales ranged from .50 to .92. Internal consistency reliability was high for each of
the scales, with Cronbach’s alphas ranging from .87 to .95. The fit of the confirmatory factor
analysis models for the various subscales examined was generally acceptable, with some
conceptual ambiguity noted for three items. As hypothesized, correlations between TDUS
Actions with Data scales and schools’ accountability context were positive and strong (r=.70,
p=.01 and r=.89, p<.01). Correlations between TDUS Data Competence scale scores and scores
on the 3D-ME (efficacy) items were also as expected (r=.83, p<.01), as was the correlation
between Data Competence scale scores and scores on the 3D-MA (r=-.50, p<.01). While the
correlation between the TDUS Data Competence scale scores and teachers’ educational level and
items on the 3D-MA (anxiety) were in the expected direction, they were weak and nonsignificant. Potential uses and limitations of the TDUS and study delimitations and limitations
are discussed.

x

Chapter 1: Introduction
Student achievement data have been the cornerstone of state and national accountability
efforts for decades, and the focus on data-based decision making and evidence-based practices in
education from policymakers, the public, and researchers continues to increase. Federal
accountability policies, such as the No Child Left Behind Act (2002) and the Every Student
Succeeds Act (2015-2016) require school districts to collect and report student achievement data
for multiple subgroups as evidence that they are compliant with the law. The intent of
accountability policies is to improve student outcomes and close achievement gaps between
subgroups (e.g. minority vs. non-minority; Diamond & Cooper, 2007; Herrington, 2005).
Florida, the setting for this study, has been at the forefront of the accountability movement.
Florida was the first state to require annual testing of every student in select grades and subjects,
and to attach significant stakes to those test results for schools, teachers, and students
(Herrington, 2005). More recently, the focus on using data for external accountability purposes
has shifted to using data for continuous improvement (Data Quality Campaign, 2017;
Mandinach, 2012). Balancing the use of data for accountability and continuous improvement
purposes requires educators to use multiple data sources to align instructional strategies with
individual student needs (Mandinach, 2012; Mandinach & Schildkamp, in press).
In response to the focus on data-based decision making in education, federal, state, local,
and private entities have invested heavily to develop the infrastructure necessary to support
educator data use (Data Quality Campaign, 2017; Means, Chen, DeBarger, & Padilla, 2011;
Roderick, 2012). Beyond accountability policies and infrastructure investments, school
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accreditation standards, certification standards, and evaluation frameworks exert pressure on
educators to use data effectively to make school improvement and instructional decisions
(Mandinach & Gummer, 2013b). Using data to support learning appears in 38 knowledge,
disposition, and performance statements in the Interstate Teacher Assessment and Support
Consortium standards documents (Council of Chief State School Officers, 2013), and common
teacher evaluation frameworks feature elements related to effective and appropriate use of
student assessment data. For example, Danielson’s framework for teaching (2013) expects
proficient teachers to demonstrate skill in designing student assessment, using assessment in
instruction, and identifying high-quality sources of data for monitoring student growth.
Marzano’s teacher evaluation model (2013) examines how teachers use assessment to track
student progress and document the effectiveness of lessons.
Underlying the various pressures and incentives on educators to use data is a basic logic
model: if teachers use data, their practice will change, and those changes will lead to improved
student outcomes (Mandinach & Gummer, 2015a; Mandinach & Jimerson, 2016). While
additional research is needed, studies support the connection between data-based decision
making and improved student outcomes (Carlson, Borman, & Robinson, 2011; Fox, Keuning,
van Geel, & Visscher, 2019; Lai, McNaughton, Timperly, & Hsiao; 2009; van Geel, Keuning,
Visscher, & Fox, 2016). Whereas the logic model for data use is simplistic, the practice of data
use is complex. Various individual- and organizational-level factors (e.g. attitudes, supports,
context) influence educator data use, and there is a need for researchers to investigate what
happens when educators interact with data in their instructional settings (Coburn & Turner, 2011;
Coburn & Turner, 2012; Datnow & Hubbard, 2015; Mandinach & Gummer, 2015a). Beyond the
research context, district and school leaders must understand how their teachers are using data so
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that resources and supports can be appropriately distributed. Both researchers and practitioners
need validated measures that can consistently estimate data use in practice (Farley-Ripple &
Buttram, 2015; Wayman, Johnson, & Wilkerson, 2017; Wayman et al., 2016).
A team of researchers who are leading experts in the field of data use developed and
piloted the Teacher Data Use Survey (TDUS) under Regional Educational Laboratory (REL)
Appalachia at CNA (2012-2017) with funding from the IES. The survey asks respondents
(teachers, building administrators, or instructional support staff) about their perceptions of
teacher data use. TDUS data are meant to provide an evidence base that district and school
personnel can use to inform decisions around data use policies and supports. The TDUS aims to
measure five components of the conceptual framework describing teacher data use that guided
the survey development: actions, organizational supports, attitudes towards data, competence in
using data, and collaboration. By addressing these five dimensions, the TDUS is a more
comprehensive measure of educator data use than prior surveys which measure more limited
dimensions (e.g. efficacy). TDUS questions are grouped to form scales that are aligned to the
five components of the framework (Wayman, Johnson et al., 2017; Wayman et al., 2016;
Wayman, Wilkerson, Cho, Mandinach, & Supovitz, 2017). Items aligned to the actions scales
are designed to be customized to the specific types of state, periodic, local, and/or personal
assessment data that are relevant to the district context. Generic TDUS items and scales are
presented in Appendix A and Appendix B, respectively. Measures that pre-date the TDUS are
discussed in detail in Chapter 2.
Prior to publication, the TDUS went through REL’s internal review process and IES’s
peer review process (Wayman, Wilkerson et al., 2017; Wayman et al., 2016). The survey
developers piloted the survey with a random sample of 47 teachers, 19 school administrators, and

3

17 instructional support staff in a large urban district in the southern United States. Descriptive
statistics (means and standard error of means) and Cronbach’s alpha (Cronbach, 1951) were
computed for each scale by survey version. All score reliability estimates were found to be
greater than .80, which is within the generally accepted range for low-stakes measures.
Corrected item-to-total correlations were examined as a measure of item discrimination. The
range of corrected item-to-total correlations was .33 to .92, with most estimates greater than .70.
When components of the conceptual framework were measured by multiple scales (for example,
the organizational supports component is measured by three scales: Support for Data Use,
Principal Leadership, and Data Systems), pairwise correlations were computed. Correlations
were found to be between .30 and .80 with a few exceptions (Wayman, Wilkerson et al., 2017).
Detailed results from the pilot study can be found in Appendix C. While the results of the pilot
offer preliminary evidence of the soundness of the measure, additional research is needed to
construct a more complete validity argument for the use of TDUS scores as a measure of teacher
data use. Notably absent from the pilot study was an examination of the internal structure of the
survey or an examination of relationships between TDUS scale scores and other conceptually
related variables.
Purpose of the Study
The teacher version of the TDUS asks teachers about their data use. The purpose of this
study was to examine the reliability and validity of TDUS teacher version scale scores as a
measure of teachers’ actions with data, competence in using data, attitudes towards data,
collaboration around data, along with the organizational supports available to teachers. In
keeping with the Standards for Educational and Psychological Testing (2014), evidence based
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on the survey’s content, internal structure, and relationships with other conceptually related
variables was examined.
Research Questions
The research questions focused on assessing the measurement quality (i.e., reliability and
validity) of the teacher version of the TDUS.
1. To what extent do items on the TDUS scales assess the actions, organizational supports,
attitudes towards data, competence in using data, and collaboration components of the
conceptual framework that undergird the survey?
2. What is the estimated internal consistency reliability of the TDUS scale scores?
3. To what extent does the hypothesized factor structure suggested by the developerassigned scales fit the TDUS data?
4. To what extent do TDUS scale scores relate to other theoretically relevant variables
(teacher-level, school-level, and similar measures)?
a. What is the relationship between TDUS Data Competence scale scores and
teachers’ educational level (bachelor’s or graduate)?
b. What is the relationship between the TDUS Data Competence scale scores and
scores on the Data Driven Decision-Making Efficacy and Anxiety Inventory?
c. What is the relationship between TDUS Actions with Florida Standards
Assessment (state test) Data and Actions with Measures of Academic Progress
(periodic test) Data scale scores and schools’ accountability context?
Delimitations and Limitations
The target population for the study was delimited to elementary teachers in one large
Florida public school district. While this limited the generalizability of the results, it allows for
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the necessary customization of items on the TDUS that address specific types of data and
supports available to respondents. As part of the online survey, respondents were asked to
provide only limited demographic information. While this may limit generalizability, it was
necessary to protect the anonymity of the responses. The use of self-report data has limitations
such as the potential of social desirability bias.
Glossary of Terms
Bubble students: students whose state test scores are just below accountability thresholds for
proficiency or growth (Datnow & Park, 2014)

Data: information that is collected and organized to represent some aspect of education,
including, but not limited to, student assessment results, classroom observations, surveys, and
attendance (Schildkamp & Lai, 2013)

Data culture: a school or district culture characterized by the group’s appreciation for the
importance and necessity of data use in the decision-making process (Hamilton et al., 2009).
Also commonly referred to as data-informed culture.

Formative assessments: short-cycle classroom assessments, often embedded in learning, used to
diagnose where students are in their learning (Perie, Marion, & Gong, 2009)

Interim assessments: medium-cycle assessments used to evaluate students’ knowledge and skills
relative to a specific set of academic goals that can be used at the classroom level or aggregated
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for use at the school and/or district level (Perie et al., 2009). Interim assessments are also
referred to as benchmark assessments or benchmark interim assessments.

Learning gain: a measure of a growth or improvement in a student’s skills, competencies, or
content knowledge between two points in time (McGrath, Guerin, Harte, Frearson, & Manville,
2015)

Local assessments: district-developed assessments such as common formative or unit
assessments (Wayman et al., 2016)

Pedagogical content knowledge: a type of content knowledge that encompasses the aspects of
subject matter most relevant to its teachability; content knowledge for teaching (Shulman, 1986)

Summative assessments: long-cycle assessments typically given at the end of a term or school
year to evaluate students’ performance against a defined set of content (Perie et al., 2009).
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Chapter 2: Literature Review
Data are seen as the driver for improvement at all levels of the educational system
(Mandinach, 2012). Federal, state, and local entities have invested heavily to develop
infrastructure to support educator data use (Data Quality Campaign, 2017; Means et al., 2011;
Roderick, 2012). Accountability policies, school accreditation standards, certification standards,
and evaluation frameworks further exert pressure on educators to effectively use data to make
school improvement and instructional decisions (Mandinach & Gummer, 2013b). In addition,
data-based decision making may positively impact student outcomes (Carlson et al., 2011; Fox et
al., 2019; Lai et al., 2009; van Geel et al., 2016). The purpose of this study is to examine
evidence of the validity of Teacher Data Use Survey (TDUS) scores as a measure of teachers’
data use. In this chapter, relevant literature is reviewed to illuminate the connections between
the research base around teacher data use and the conceptual framework that undergirds the
TDUS, and to provide a rationale for the selection of the external variables included the study.
The literature review begins by presenting the Standards for Educational and Psychological
Testing as the framework for the study. Teacher data use is then positioned in a data-based
decision making (DBDM) and data literacy framework, and factors that influence teacher data
use are discussed. Next, the development of the TDUS, its conceptual underpinnings, and results
of the pilot study conducted by the developers are discussed. A brief summary of other measures
of data use follows. In the final section, an overview of the Florida accountability system is
presented to contextualize the study.
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Validity
Messick (1989) defined validity as “an overall evaluative judgment of the degree to
which empirical evidence and theoretical rationales support the adequacy and appropriateness of
inferences and actions based on test scores or other modes of assessment” (p. 13). Validity is,
then, a property of the scores of an assessment, not a property of the assessment itself (Messick,
1995). This view of validity is reflected in the Standards for Educational and Psychological
Testing, a joint publication of the American Educational Research Association, the American
Psychological Association and the National Council on Measurement in Education (2014),
which describes validity as the “degree to which evidence and theory support the interpretations
of test scores for proposed uses of tests” (p. 11). The Standards provide a framework for
assessing the validity of the interpretations of assessment scores for the intended uses of the
assessment.
The Standards, like Messick (1995), argue that validity is a unitary concept. As such, a
sound validity argument requires the integration of various sources of evidence into a coherent
account of the degree to which evidence and theory support the interpretation of assessment
scores for the intended use (p. 21). The sources of evidence put forth in the Standards that might
be used to construct a validity argument include evidence based on test content, evidence based
on response processes, evidence based on internal structure, evidence based on relations to other
conceptually-related variables, and evidence related to the consequences of testing.
Reliability. While the reliability of test scores is not sufficient to establish the validity of
score interpretation, it is a necessary component of an integrated validity argument. According
to the Standards, three broad categories of reliability coefficients are recognized in classical test
theory: alternate-form coefficients, test-retest coefficients, and internal-consistency coefficients.
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When scoring involves a high degree of judgement, inter-rater reliability coefficients are often
reported.
Data-Based Decision Making
In the current educational landscape, using data as the basis for decisions is an
expectation for educators at all levels of the educational system. The assumption underlying this
expectation is that data use will lead to better decisions regarding instructional practice,
allocation of resources, and/or policy agendas, which in turn will lead to improved student
achievement (Ikemoto & Marsh, 2007). Broadly speaking, DBDM in education is the process by
which various types of data are collected and analyzed to make decisions aimed at improving
educational outcomes (Hamilton et al., 2009; Ikemoto & Marsh, 2007; Mandinach, 2012). Other
common terms used to describe this process include data-driven decision making (DDDM), datainformed decision making, and evidence-based decision making.
With the increasing interest in DBDM, a plethora of frameworks has emerged. While the
framework details vary, many components are similar. For example, most frameworks contain a
cyclical, iterative process of data use which may be addressed at a macro- and/or micro-level
(Datnow, Park, & Wohlstetter, 2007; Mandinach, 2012). The conceptual framework put forth by
Easton (2009) articulates a cyclical inquiry process that begins with identification of a problem,
identification of possible solutions, progress monitoring, and impact analysis. Hamilton and
colleagues (2009) propose a cyclical, iterative process for data use where data are collected and
prepared, data are interpreted and hypotheses about how to improve student learning are formed,
and instruction is modified to test hypotheses and improve student learning. Mandinach and
colleagues (2006) put forth a framework that situates DBDM within the various levels of the
local context. The framework recognizes that how users access and interact with data will vary
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depending on the user’s level within the educational system (Ikemoto & Marsh, 2007). The
framework, and its later adaptations (Datnow & Park, 2014; Ikemoto & Marsh, 2007;
Mandinach, 2012; Marsh, Pane, & Hamilton, 2006), are grounded in a data to knowledge
continuum as shown in Figure 1. At the data end of the continuum, data are thought of as
numbers void of meaning. At the data level of the framework, data are collected and organized
by the user. Next, data are given context, and transformed into information. At this point in the
continuum, data are analyzed and summarized. From there, information becomes knowledge
when it is transformed into actionable steps. The information is synthesized and prioritized to
help determine what action to take, and to implement and examine the outcome of the decision.
As DBDM is an iterative process, the outcome will determine where or whether the user should
reengage with the process (Mandinach, Honey, & Light, 2006).
Data Literacy
Data alone cannot uncover the root cause(s) of problems that are identified in the DBDM
process, nor can data lay out the actions necessary to address the problems. Data literacy, a
specific set of skills, dispositions, and knowledge, is a necessary precondition for effective
engagement in the various phases of the DBDM cycle (Begin, 2018; Reeves & Chiang, 2018;
van Geel, Keuning, Visscher, & Fox, 2017). Mandinach and Gummer (2016b) proposed the
following definition of data literacy for teachers:
Data literacy for teaching is the ability to transform information into actionable
instructional knowledge and practices by collecting, analyzing, and interpreting all types
of data (assessment, school climate, behavioral, snapshot, longitudinal, moment-to
moment, etc.) to help determine instructional steps. It combines an understanding of data
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with standards, disciplinary knowledge and practices, curricular knowledge, pedagogical
content knowledge, and an understanding of how children learn. (p. 367).

Figure 1. Framework for data-based decision making. Reprinted with permission from A
Theoretical Framework for Data-Driven Decision Making by E.B Mandinach, M. Honey, and D.
Light, 2006, Paper presented at the annual meeting of the American Educational Research
Association, San Francisco, CA.
Researchers developed a conceptual framework for the construct data literacy for
teachers to guide research agendas, ground instrument development, and to aid in capacity
building by analyzing data collected during a convening of experts and state licensure documents
(Gummer & Mandinach, 2015; Mandinach & Gummer, 2013a; Mandinach & Gummer, 2016a;
Mandinach & Gummer, 2016b). The latest iteration of the framework integrates data use in the
inquiry cycle with seven knowledge areas: content knowledge; curriculum knowledge;
knowledge of learners and their characteristics; knowledge of educational ends, purposes and
values; general pedagogical knowledge; pedagogical content knowledge; and knowledge of
educational contexts (Mandinach & Gummer 2016a; Mandinach & Gummer, 2016b). These
12

knowledge areas feed into the data use for the teaching domain of the framework as shown in
Figure 2. Components of the inquiry cycle are included in the data use for teaching domain:
identify problems/frame questions; use data; transform data into information; transform
information into decision; and evaluate outcomes (see Figure 3).

Figure 2. Conceptual framework for data literacy for teachers. Reprinted with permission from
“What Does It Mean for Teachers to Be Data Literate: Laying Out the Skills, Knowledge, and
Dispositions” by E.B. Mandinach and E.S. Gummer, 2016.
Teachers’ Use of Assessment Data
Within the cycle of inquiry, teachers engage with data in a variety of ways. While many
other types of data may be used, assessment data are often the focus. A research review
conducted by Datnow and Hubbard (2015) found that while teachers engaged with many forms
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of assessment data (e.g., teacher-generated, curriculum-imbedded, common departmental), they
tend to use data from interim benchmark assessments more frequently than other types of
assessment data. This tendency is not surprising, as school or district leaders often expect
teachers to administer benchmark assessments and analyze the results (Datnow & Park, 2014;
Hamilton et al., 2009).

Figure 3. Components of the data use for teaching domain. Adapted with permission from Data
Literacy for Educators: Making it Count in Teacher Preparation and Practice by E.B
Mandinach and E.S. Gummer, 2016, New York, NY.
Blanc and colleagues’ study (2010) of grade level communities of practice in lowperforming elementary schools found that as result of benchmark assessment results teachers
planned to identify bubble students and target them for interventions. This “triage” approach is
often employed in high-accountability contexts (Datnow & Hubbard, 2015; Diamond & Cooper,
2007; Jennings, 2012). Teachers in the study also used data to identify skills and concepts that
need to be retaught, and to identify students with similar weakness or strengths for grouping.
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Less frequently, the data led teachers to rethink classroom routines in an effort to increase
students’ motivation, independence, and responsibility levels. Benchmark data were also used to
inform professional learning and just-in-time coaching needs. A study conducted by Oláh and
colleagues (2010) found that elementary teachers were using data from mathematics interim
assessments with regularity, mostly for the purpose of identifying areas of weakness at the
content- or student-level. Whole-group and small-group instruction dominated re-teaching
efforts, while individualized instruction was rare. When planning for instruction, the evidence
suggests that teachers’ analysis focuses on procedural, rather than conceptual, understanding.
Christman and colleagues (2009) noted similar findings when examining teachers’ use of
benchmark interim assessment data.
Hoover and Abrams (2013) examined how teachers in a mid-sized public-school district
use summative assessment data in formative ways. In the study, teacher-generated assessments,
departmental common assessments, district benchmark assessments, and assessments created
from released state-test items were considered summative assessments. Analysis was typically
focused on measures of central tendency. Data were often disaggregated by content standard,
but rarely by subgroup. This was considered by the researchers as a missed opportunity to
uncover variations among subsets of students. The most frequent changes to instructional
practice reported were changing the pace of future instruction, regrouping students,
differentiating instruction, re-teaching topics, and remediating and re-testing for a specific unit.
Factors that Influence Teacher Data Use
While there are consistencies in patterns for data use, there is a high degree of variability
in how teachers engage with student assessment data (Datnow & Hubbard, 2015; Ikemoto &
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Marsh, 2007). The sections that follow describe some of the organizational- and individual-level
factors that may either enable or constrain teacher data use.
Data systems. A pre-condition for effective data use is strong data infrastructure and
easy access to multiple sources of data (Schildkamp & Lai, 2013). For more than a decade, most
districts have had data systems that allow educators to retrieve multiple types of student data
(Means et al., 2011; Wayman, Stringfield, & Yakimowski, 2004). The features, functionality,
and degree of user-friendliness of the data systems available to teachers vary widely, impacting
how teachers access data. Disparate systems, lack of integration between data systems, and
perceived redundancies can lead to frustration (Wayman, Cho, Jimerson, & Spikes, 2012;
Wayman, Snodgrass Rangel, Jimerson, & Cho, 2010) and inefficiencies (Wayman et al., 2010).
Data systems should allow for users to easily combine multiple data types (e.g., assessment,
demographic, attendance; Lachat & Smith, 2005; Wayman et al., 2004), and allow for data to be
easily disaggregated (Lachat & Smith, 2005). Increased levels of data use is evident in schools
that have access to high-quality data (Coburn & Turner, 2011; Ikemoto & Marsh, 2007; Kerr,
Marsh, Ikemoto, Darilek, & Barney, 2006; Lachat & Smith, 2005; Marsh et al., 2006;
Schildkamp & Kuiper, 2010; Wayman & Stringfield, 2006), while inefficient data systems have
been shown to hinder educator data use (Schildkamp & Kuiper, 2010; Wayman, Cho et al., 2012;
Wayman et al., 2010). Datnow and colleagues (2007) identified investment in information
management systems that make data timely and accessible as a key strategy of performancedriven school systems.
Capacity for data use. Systematic literature reviews conducted by Datnow and Hubbard
(2015) and Hoogland and colleagues (2016) identified teachers’ data-use related knowledge and
skills as essential to effective data use. Furthermore, teachers are more likely to use data when
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they feel confident in their knowledge and skill level (Means, Padilla, DeBarger, & Bakia, 2009).
Teachers must possess the technical skills necessary to retrieve multiple types of data, possibly
using multiple data systems (Cho & Wayman, 2014; Means et al., 2011; Wayman & Stringfield,
2006). To successfully engage in the inquiry process, teachers must be able to determine which
data are appropriate for answering the question at hand, analyze and interpret the data properly
(Means et al., 2011), and transform the information into actionable knowledge (Hamilton et al.,
2009; Mandinach, 2012; Mandinach & Gummer, 2013b; Mandinach, Honey, & Light, 2006).
Decisions regarding instructional next steps require content knowledge, curricular knowledge,
and pedagogical content knowledge (Hoogland et al., 2016; Mandinach & Gummer, 2016a;
Mandinach & Gummer, 2016b). That said, a study conducted by Ikemoto and Marsh (2007)
found that only 23 to 46% of teachers surveyed felt adequately prepared to interpret and use data.
Similarly, focus group participants in Hoogland and colleagues’ 2016 study expressed that they
lacked some of the knowledge and skills necessary for effective data use. At the organizationallevel, professional development and human supports are means of building teachers’ capacity for
data use.
Professional development. While professional learning is often cited as enabler of
effective data use (Datnow et al., 2007; Hoogland et al., 2016; Kerr et al., 2006; Wayman,
Jimerson, & Cho, 2012), in a national survey of teachers, 43% of respondents felt the training
they received around analyzing assessment data were inadequate (Means et al., 2011). Other
studies found professional development opportunities around understanding data or making
instructional changes in response to data for in-service teachers are lacking (Datnow & Hubbard,
2015; Kerr et al., 2006; Mandinach & Gummer, 2013b), and pre-service teachers rarely received
adequate data literacy training through their college preparations programs (Mandinach &
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Gummer, 2013b; Mandinach & Gummer, 2015b). Timely, data-related professional
development that is connected to teachers’ current work can be an effective support (Jimerson &
Wayman, 2015), particularly when sustained over an extended time period. Results of a study
conducted by van Geel and colleagues (2017) suggest that intensive, long-term professional
development may close data literacy capacity gaps between teachers with varying educational
levels and between teachers and school administrators. Similarly, Koh (2011) found ongoing,
sustained professional development to be more effective than one-time workshops in improving
teachers’ assessment literacy.
Human supports. Closely related to professional development supports are human
supports. Many school districts employ support staff, referred to as instructional coaches or data
coaches, to strengthen capacity for data use. Coaches may assist their colleagues in a number of
data-related activities such as facilitating the collection, analysis, and interpretation of data
(Hamilton et al., 2009; Ikemoto & Marsh, 2007; Lachat & Smith, 2005; Marsh, McCombs, &
Matorell, 2010; Means et al, 2009), and providing guidance on instructional responses to data
(Hamilton et al., 2009; Marsh et al., 2010; Means et al.; 2009). Often, coaches play a large role
in facilitating and supporting collaborative inquiry activities (Love, 2008).
Collaboration. Studies suggest that collaboration facilitates teacher data use (FarleyRipple & Buttram, 2015; Hoogland et al., 2016; Lachat & Smith, 2005; Schildkamp & Kuiper,
2010), and that a majority of high data-use districts provide structured time for collaboration
(Marsh, 2012; Means et al., 2009). A research review conducted by Hoogland and colleagues
(2016) found collaboratively analyzing and interpreting data, discussing student- or school-level
goals, and discussing and developing lesson plans and instructional strategies to be of particular
importance. Additionally, situating data-focused professional learning within the collaborative
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inquiry process is a means of providing sustained learning opportunities while also ensuring the
efforts are relevant to teachers’ current work (Jimerson & Wayman, 2015). That said, successful
collaboration around data use requires a healthy, inquiry-oriented culture (Jimerson, 2016).
Ikemoto and Marsh (2007) found a trusting culture to be an important enabler of DBDM. To
engage in a rigorous inquiry process, educators must acknowledge and openly discuss both
strengths and weakness without fear. They must be willing to “constructively challenge each
other to provide evidence for claims made during an inquiry process” (Ikemoto & Marsh, 2007,
p. 124). Abrams and colleagues (in press) also found a positive relationship between data
literacy and relational trust and teacher collaboration and relational trust. Educators must also
trust that data will be used for improvement, not punitive, purposes (Wayman & Stringfield,
2006).
Attitudes and beliefs. The ways in which teachers engage in the DBDM process are
influenced by their attitudes towards and beliefs towards data (Datnow & Hubbard, 2015;
Hoogland et al., 2016; Schildkamp & Poortman, 2015). Successful DBDM implementation
requires the belief that improving instruction may improve student learning, and that data are
useful for making instructional changes (Datnow et al., 2007). Research suggests that in schools
with higher levels of data use, teachers tend to have positive attitudes about the pedagogical
utility of data (Kerr et al., 2006; Lachat & Smith, 2005; Schildkamp & Kuiper, 2010; Wayman &
Stringfield, 2006), whereas teachers in schools where data use is limited tend to lack such buy-in
(Ingram, Louis, & Schroeder, 2004; Schildkamp & Kuiper 2010). Teachers’ beliefs about the
utility or quality of data also affect what data they seek out and notice when making instructional
decisions (Ikemoto & Marsh, 2007; Kerr et al., 2006; Ingram et al., 2004). For example, if
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teachers question the utility or validity of interim assessment data, they may gravitate towards
personally created measures of student learning.
Teachers’ attitudes towards data do not exist in isolation. The relationship between
actions and attitudes is thought to be reciprocal (Wayman, Shaw, & Cho, 2011; Datnow et al.,
2007). A study conducted by Wayman and colleagues (2011) found that the attitudes of
participants with negative attitudes at the beginning of the study developed more positive
attitudes after working with data in a series of supported projects. This idea of reciprocity is
supported by Datnow and colleagues’ (2007) examination of school systems with high level
implementation of DBDM. The researchers noted that “All in all, teachers came to view data as
absolutely relevant and necessary” (p. 28). Likewise, interactions with various organizational
supports may positively or negatively impact teachers’ attitudes. For example, inefficient data
systems may lead to frustration around data use (Means et al., 2009; Cho & Wayman, 2014;
Wayman, Cho et al., 2012), whereas well-designed DBDM professional learning may positively
impact teachers’ attitudes (Lai & Schildkamp, 2016).
Accountability context. By design, educational accountability policies impact educator
data use. The intent of accountability policies is to improve student outcomes and close
achievement gaps between subgroups (e.g., minority vs. non-minority; Diamond & Cooper,
2007; Herrington, 2005). To this end, these policies generally link students’ standardized test
scores to sanctions or rewards (Diamond & Cooper, 2007). Marsh and colleagues (2006) point
out that districts and schools in states with longstanding accountability systems tend to use data
more frequently than those in states with less established accountability systems. Furthermore,
their study suggests that teachers operating within these accountability structures tend to use
state test data even when the quality or validity of the data is under question. Educators in high
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accountability contexts, regardless of the standing of their school site, tend to use data to focus
on item types and formats similar to those on state tests (Reback, Rockoff, & Schwartz, 2014).
While accountability structures tend to increase data use, the ways in which data are used
may not always align to policymakers’ vision. Data may be used in productive ways, such as
changing teachers’ thinking or practice in ways that improve learning for all students (Datnow &
Park, 2018; Jennings, 2012; Lai & Schildkamp, 2016). Data may also be used in distortive ways,
such as a “triage” approach where bubble students are identified and targeted for intervention
(Datnow & Park, 2018; Jennings, 2012; Lai & Schildkamp, 2016; Reback et al., 2014).
Research suggests that using data to drive pedagogical changes and increase instructional rigor
tends to occur more often in high-performing schools within the accountability structure
(Diamond & Cooper, 2007; Reback et al., 2014). Misuse of data, however, tends to occur more
often in lower-performing schools (Diamond & Cooper, 2007; Lai & Schildkamp, 2016;
Mandinach & Schildkamp, in press; Reback et al., 2014). Reback and colleagues (2014) found
that teachers at schools farthest away from meeting accountability targets were more likely to
focus instructional responses on students close to meeting proficiency than were teachers at
schools likely to meet accountability targets (53% of teachers vs. 26%). They were also more
likely to focus on content emphasized on the state test (84% vs. 69%).
Leadership. Another organizational level support that may foster or hinder effective
data use is school leadership. School leaders have the power to shape the data culture of the
school. Data use is fostered when school leaders are supportive and enthusiastic (Lachat &
Smith, 2005; Schildkamp & Kuiper, 2010). In schools with high levels of DBDM
implementation, school leaders establish and share a clear vision of how and why data will be
used to foster improvements (Datnow et al., 2007; Datnow & Park, 2014; Farley-Ripple &
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Buttram, 2015; Hamilton et al., 2009; Ikemoto & Marsh, 2007; Kerr et al., 2006; Marsh, 2012;
Schildkamp & Kuiper, 2010). A school’s data use culture is enhanced when school leaders
create explicit norms and expectations around data use (Datnow et al., 2007), model effective
data use for their staff, and when they enable others to act on data (Park & Datnow, 2009).
Principal leadership is also inextricably linked to many of the factors affecting teacher
data use. School leaders facilitate or hinder data use by means of time and resource allocation.
Lack of time is often cited as a barrier to data use (Ikemoto & Marsh, 20007; Jimerson, 2016;
Lachat & Smith, 2005; Marsh et al., 2006). School leaders may support DBDM efforts by
allocating structured time for individual and collaborative engagement in data use processes.
School and district leaders are the gatekeepers of data accessibility, timeliness, and quality
(Coburn & Turner, 2011; Lachat & Smith, 2005). Whether or not leaders invest in efficient
information management systems has a profound impact on educators’ data use. School and
district leaders are responsible for staffing decisions, such as the availability of instructional
coaches. They also key determiners of the number and types of professional development
opportunities available to teachers
A principal’s leadership style has a direct impact on how teachers interact with data.
Principals with an accountability-focused leadership style tend to communicate raising test
scores as the end goal. Data use is seen as a short-term endeavor and is often used in punitive
ways (Firestone & Gonzales, 2007). This “gotcha” use of data may negatively impact teachers’
attitudes about data (Datnow et al., 2007). Under this leadership style, intervention efforts are
typically directed towards those students most likely to make gains on the state assessment
(Datnow & Park, 2018; Jennings, 2012; Lai & Schildkamp, 2016; Mandinach & Schildkamp, in
press; Reback et al., 2014).
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In contrast, when the leadership style is more organizational-learning focused, test data
are seen as an indicator, and improved student learning is the goal (Firestone & Gonzalez, 2007).
This leadership style allows for understanding of the nature of the problem (Firestone &
Gonzalez, 2007) and frames data use in a non-threatening way (Datnow et al., 2007). School
leaders with this learning-focused mindset, combined with DBDM and managed instruction
efforts, may positively impact outcomes (Blanc et al., 2010; Christman et al., 2009). In this set
of studies, schools where principals explicitly connected benchmark assessment data with
instructional strategies, made learning gains. Strong instructional leadership was found to be a
statistically significant predictor of learning growth (effect sizes ranged from 0.11 to 0.17)
(Christman et al., 2009). Conversely, when this explicit connection was lacking, teachers
focused more on test-taking strategies or other short-term solutions instead of their own
instructional strategies.
Teacher Data Use Survey (TDUS)
The impetus for the development of the TDUS was a request from Metropolitan
Nashville Public Schools (MNPS). MNPS established a research alliance with REL Appalachia
at CNA (2012-2017) aimed at developing a data-informed culture. Under REL, with funding
from IES, a team of researchers who are leading experts in the field of data use developed and
piloted the TDUS. The purpose of the TDUS is to provide districts and schools a way to
determine what data teachers use, how teachers use these data, and how teachers feel about data
use. Districts and schools can use results to assess and improve supports around teacher data use
(Wayman, Johnson et al., 2017; Wayman et al., 2016; Wayman, Wilkerson et al., 2017).
The TDUS is a self-report instrument that asks respondents about their perceptions of
how teachers use various types of data (state, periodic, local, and/or personal), teachers’ attitudes
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around data use, teachers’ competence in using data, and organizational supports around teacher
data use. The data types addressed in the survey are meant to be customized to fit the
administration context. There are three versions of the survey: teacher, administrator, and
instructional support staff. The wording of survey items varies by version, but the content of the
items is unchanged (see Table 1). The generic teacher-version of the TDUS can be found in
Appendix A.
Table 1
Sample TDUS Item by Survey Version
Survey Version
Item
Teacher
Are the following forms of data available to you?
Administrator

Are the following forms of data available to your teachers?

Instructional Support Staff

Are the following forms of data available to the teachers you
support?

Conceptual framework. The TDUS is grounded in a research-based model that reflects
the basic logic model for teacher data use: data use leads to changes in teacher knowledge and
practice which, in turn, lead to changes in student learning (Wayman, Johnson et al., 2017;
Wayman et al., 2016; Wayman, Wilkerson et al., 2017). Teacher data use (i.e., actions teachers
take with data) are at the center, with a cycle of inquiry guiding teachers’ processes as they
engage in these actions. Changes in teacher knowledge and practice are informed by these
actions. These changes in knowledge and practice may then positively impact student learning.
In the framework, teachers’ competence in using data, teachers’ attitudes towards data, and
collaboration influence their actions with data. Organizational supports influence not only their
actions, but also competence and attitudes. As both teachers’ competence with and attitudes
toward data may change as they engage in data use, the competence-actions and attitudes-actions
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relationships are thought to be reciprocal in nature (Wayman, Johnson et al., 2017; Wayman et
al., 2016; Wayman, Wilkerson et al., 2017). The conceptual framework for teacher data use that
grounds the TDUS is presented graphically in Figure 4. As the focus of the TDUS is teacher
data use, the instrument was designed to measure five components of the conceptual framework:
actions, organizational supports, competence in using data, attitudes toward data, and
collaboration. The remaining two components of the framework, knowledge and practice and
student learning, involve more than data use, and therefore were considered beyond the scope of
the project (Wayman, Johnson et al., 2017; Wayman et al., 2016; Wayman, Wilkerson et al.,
2017).

Figure 4. Conceptual framework for teacher data use. Reprinted with permission from Guide to
using the Teacher Data Use Survey by J.C. Wayman, S. Wilkerson, V. Cho, E. Mandinach, and
J. Supovitz, 2016, REL Appalachia and the Institute of Educational Sciences, U. S. Department
of Education.
At the center of the TDUS conceptual framework, is the actions component. Teachers
use data in a myriad of ways. Examples of the ways teachers engage with data include planning
for instruction, grouping students, identifying students in need of additional instructional
supports, differentiating instruction, and facilitating conversations with students, parents, or
colleagues (Datnow et al., 2007; Wayman et al., 2010). The framework situates teachers’ data
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uses within a cycle of inquiry. According to Wayman, Wilkerson, and colleagues (2017), the
cycle of inquiry captured in Gummer and Mandinach’s (2015) conception of Data Literacy for
Teaching aligns well with the TDUS framework. In this articulation, teachers’ actions with data
begin with a practice-based question, relevant data are collected, the data are transformed into
information, and the information is transformed into a decision. The decision is then evaluated
and the need for an iterative decision cycle is considered.
TDUS items aligned to the actions component measure how teachers engage individually
with specific types of data (e.g., state assessment data), as well as how teachers’ data teams
engage with data within the inquiry cycle. Technology supports, human supports, professional
development opportunities, and principal leadership are examples of the supports addressed by
items measuring the organizational supports component. Items aligned to the attitudes towards
data component measure beliefs about the usefulness of data and the pedagogical effectiveness
of data. Items aligned to the competence in using data component address teachers’ perceptions
about their data use skill level (for example, adjusting instruction based on data). The climate of
trust within collaborative teams is measured by items aligned to the collaboration component of
the conceptual framework.
Survey components and scales. Question 1 through question 5 on the survey
collect descriptive information about the availability of the context-specific forms of data
selected by the survey administrators. Question 15 collects information about the frequency of
collaborative team meetings. These six items are not part of a scale. Each of the five
components of the conceptual framework are measured by one or more scales or question
clusters as presented in Table 2. Scores for items in the Actions with Data and Collaborative
Team Actions scales are rated on a 4-point scale to indicate how often teachers take specific
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actions with the various types of data (e.g., 1=never, 2=sometimes, 3=often, 4=a lot). Scores for
items in the remaining scales are rated on a 4-point Likert scale (1=strongly disagree,
2=disagree, 3=agree, 4=strongly agree). The generic TDUS scales can be found in Appendix B.
Table 2
TDUS Scales by Conceptual Framework Component
Conceptual Framework
Component
Scale
Actions
Actions with Data

Collaborative Team Actions

Competence in using data

Data Competence

Attitudes toward data

Data’s Effectiveness for
pedagogy
Attitudes Towards Data

Collaboration

Collaborative Team Trust

Organizational supports

Support for Data Use

Principal Leadership

Computer Data Systems

Description
Actions teachers take with data
for state, periodic, local, and
personal forms of data specific to
the local context
Actions data teams take with data
as part of a collaborative inquiry
cycle
Perceptions about how good
teachers are at using data to
inform various aspects of their
practice
Perceptions of the value of data
for everyday pedagogy
Attitudes and opinions regarding
data
Beliefs about trust while working
in teams
School supports for teachers
using data
Perceptions about how the
principal and assistant
principal(s) lead teachers in using
data

Technology for accessing and
examining data
Note. Questions 1 through 5 identify what types of data are available to teachers and their
perceptions of how useful data are to teacher practice. Question 15 identifies how often teachers
meet in collaborative teams. These items are not part of a scale.
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Pilot study. The data types addressed in the TDUS for the pilot study were customized
to the local context. Participants were queried on their access to and actions with state
achievement test data, common formative assessment data, and quiz data. Along with
descriptive statistics, scale score reliability as measured by Cronbach’s alpha, and item
discrimination for each item, as measured by corrected item-total correlations, were calculated
for each scale by survey version (teacher, administrator, instructional support staff).
Additionally, when a survey component was measured by multiple scales (for example, the
organizational supports component is measured by the Computer Data Systems, Principal
Leadership, and Support for Data Use scales), pairwise Pearson correlations were computed to
assess the extent to which the scales measure the same larger component. Results of the pilot
test, as reported by Wayman, Wilkerson and colleagues (2017) are presented in detail in
Appendix C. In the sections that follow, the evidence is discussed through the lens of the
Standards (2014).
Evidence based on test content. The developers of the TDUS are well known experts in
the field of educational data use, and the instrument was grounded in the relevant literature. In
addition, TDUS went through REL’s internal review process and IES’s peer review process prior
to publication (Wayman, Wilkerson et al., 2017; Wayman et al., 2016). Corrected item-to-total
correlations were examined as a measure of item discrimination. The range of corrected item-tototal correlations was .33 to 92, with most estimates greater than .70. While some items on these
scales did not discriminate as well, the estimates were all above the generally accepted minimum
of .30. According to the published report, items with corrected item-total correlations below .40
were infrequent and inconsistent across versions and removal of the items did not result in a
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substantive increase in alpha reliability. Absent from the published evidence presented was
mention of an external expert content review.
Evidence based on internal structure. Notably absent from the pilot study was an
examination of the internal structure of the survey. Pairwise correlations between multiple scales
that measure the same component were reported to be between .30 and .80 with a few exceptions
(Wayman, Wilkerson et al., 2017). One exception was the correlations between the two scales
that measure the attitudes towards data component. The correlations between the scales were
very strong (.84 or higher) across versions and were significant at the p=.01 level. Factor
analysis results may provide insight into whether the two scales measure two different
dimensions. Factor analysis may also provide insight as to whether it would be appropriate to
combine multiple scales within a component into an overall score.
Evidence based on relationships with other variables. Results of the pilot were
disaggregated by version/user role (teacher, administrator, instructional support staff), but the
published report presented no evidence regarding the relationship between TDUS scale scores
and any individual-level variables, school-level variables, or scores on similar measures.
Evidence based on response processes and consequences. The published report for the
pilot study did not present any sources of validity evidence based on either response processes or
consequences.
Reliability. Evidence regarding scale score reliability as measured by Cronbach’s alpha
was presented. All alpha estimates were found to be greater than .80, with most estimates
greater than .90, indicating that the scale score reliability was strong across scales and versions.
Many TDUS items were adapted from an unpublished instrument, the Survey of Educator Data
Use (SEDU). Cronbach’s alpha estimates from the TDUS pilot were consistent with the

29

estimates for the corresponding SEDU scale scores (Wayman, Cho, & Shaw, 2009a). It should
be noted that the sample size for the pilot study was relatively small and the demographics of the
sample were not reported, leaving the representativeness of the sample in question.
Other Measures of Teacher Data Use
In this section, several measures of educator data use that pre-date the TDUS and the
validity evidence to support their use are discussed. Several items from the TDUS were adapted
from Wayman and colleagues’ (2009b) Survey of Educator Data Use (SEDU). This survey was
designed to assess attitudes toward data use, support for data use, instructional practices, data
systems, and the specific ways respondents use data. The items on the self-report survey are
measured on a 4-point scale. The number of items and scales vary depending on the context
where the survey is used. The Data Driven Decision-Making Efficacy and Anxiety Inventory
(3D-MEA; Dunn, Airola, Lo, & Garrison, 2013b) is a self-report survey with 20 items measured
on a 5-point Likert scale that are organized into five scales. The survey was designed to measure
teachers’ beliefs in their ability to successfully engage in DBDM activities and their anxiety
around those beliefs. Another self-report survey, the Survey of Data Use and Professional
Learning (S-DUPL; Jimerson, 2016) is meant to measure teachers’ perceptions of their data userelated skills and knowledge needs and how well those needs are being met by the professional
learning offerings in their districts. The 37 items on the survey are categorized into six scalable
and three non-scalable groups. The following sections discuss the various types of validity
evidence reported for each measure. Refer to Table 3 for a summary of the evidence types
reported by measure.
Evidence based on test content. Regarding validity evidence based on test content, the
studies reviewed indicated that development of the surveys was grounded in the relevant
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literature. Only one of the studies reviewed contained evidence of external content review
(Jimerson, 2016). As part of the revision process for the S-DUPL, a series of “talk aloud”
cognitive interviews (Desimone & LeFloch, 2004) were conducted with a panel of 12 purposely
sampled reviewers. The panel, drawn from eight diverse school districts, contained members of
each group likely to respond to the survey (district administrators, school administrators, and
teachers). In addition, the items were subjected to a content review by the same panel of experts.
No quantitative evidence of the test content evaluation, such as the content validity index (CVI)
for the items or scales was reported.
Table 3
Summary of Validity Evidence Reported by Measure
Expert
Review of
Score
Measure
Test Content
Reliability

Internal
Structure

Relationship
with Other
Variables

Data-Driven DecisionMaking Efficacy and
Anxiety Inventory
(3D-MEA)

NR

Y

Y

Y

Survey of Data Use and
Professional Learning
(S-DUPL)

Y

Y

NR

NR

NR

Y

NR

NR

Survey of Educator Data Use

Note. Reported in the reviewed literature = Y; not reported in the reviewed literature = NR
Evidence based on internal structure and relationships with other variables. Of the
three surveys, evidence based on internal structure was only reported for the 3D-MEA (Dunn et
al., 2013b). Likewise, evidence based on relationships with external variables was only reported
for the 3D-MEA. Dunn and colleagues (2013a) examined the relationship between the four 3DME scales and the Teachers’ Sense of Efficacy Scale (Tschannen-Moran & Woolfolk-Hoy,
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2001). The low correlations suggested that the 3D-ME scales measure a construct unique from
teachers’ general sense of self-efficacy.
Reliability. Internal consistency reliability for the scale scores, as measured by
Cronbach’s alpha (Cronbach, 1951), were reported for each of the surveys. Reported Cronbach’s
alphas for the SEDU scales ranged from .83 to .99 (Wayman et al., 2009a; Wayman et al., 2010;
Wayman, Cho et al., 2012). Dunn and colleagues (2013a, 2013b) reported Cronbach’s alphas for
the 3D-MEA scales ranging from .81-.92. A later study conducted by Reeves and Chiang (2018)
found the scale alphas to be between .65-.95 for in-service teachers and between .72-.88 for preservice teachers. The researchers noted that low internal consistency estimates for certain scales
at particular points in time were considered when the data were interpreted. Reported
Cronbach’s alphas for the S-DUPL scales ranged from .64 to .90. To examine score stability,
test-retest correlations were also examined and found to be less than optimal (Jimerson, 2016).
Florida Accountability System
When thinking about data literacy and data use, context matters. “It is impossible to
separate what it means to be data literate from that landscape because of the complexities and the
systemic nature of the use of data in education” (Mandinach & Gummer, 2013a, p. 24). Since
the 1970s, Florida has been at the forefront of the accountability movement. Florida was the first
state to require annual testing of every student in select grades and subjects, and to attach
significant stakes to those test results (Herrington, 2005). The current accountability structure
exerts pressure at the school, teacher, and student levels.
School Accountability. Over the years, Florida lawmakers repeatedly enacted
comprehensive educational reform packages, culminating in the passage of the A+
Accountability program in 1999. As part of this program, schools are awarded grades based on
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student outcomes. School grades are intended to communicate to the public how well a school is
serving its students (Copa, June 2012; FL DOE, 2019). Highly rated schools are eligible for
monetary rewards, which are typically paid out as bonuses to staff. In addition, schools in the
80th percentile or higher based on percentage of points earned are designated as Schools of
Excellence. This designation allows schools greater autonomy in daily operations, exemptions
from daily minimum reading requirements, and additional in-service credits for staff. Per
Florida Statutes section 1008.33, lower performing schools, however, are subject to
differentiated accountability (DA), which leads to increased state oversight, support, and
monitoring. When low performance persists, DA schools may be placed in turnaround status,
which may lead to school closure or takeover by a charter or an outside operator. The state also
publishes an annual list of the lowest 300 (L300) performing elementary schools base on FSA
reading scores, and an annual list of persistently low performing (PLP) schools based on three
years of school grades. In the current school grades model, schools are awarded points for up to
eleven components (see Figure 5; FL DOE, 2019). Based on the percentage of point earned for
the components, schools are awarded a grade of A, B, C, D, or F (see Figure 6). The school
grading formula considers achievement, learning gains, graduation (high school only),
acceleration success (middle and high school only), and performance of historically lowperforming students. In the model, achievement refers to the percentage of students who earned
an achievement level 3 or higher on the corresponding state assessment. Achievement is
calculated for English Language Arts (ELA), mathematics, science, and social studies (middle
and high school only). Learning gains refer to the percentage of students who either improved
one or more achievement levels over the prior year, improved their subcategory within levels 1
and 2, or improved their score while maintaining a level 3 or higher in ELA or mathematics.
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Learning gains for the lowest 25% refers to the percentage of students who scored at the 25th
percentile or below on the prior year’s state ELA or mathematics test that met one of the criteria
for a learning gain. Graduation rate refers to the percentage of students in the four-year adjusted
cohort of ninth-grade students that graduate within four years. In middle school, acceleration
refers to the percentage of eligible students who passed a high school level state end-of-course
assessment or earned an industry certification. In high school, acceleration refers to the
percentage of students who earned a college credit via an examination (e.g. Advanced Placement
exam) or dual enrollment course or who earned an industry certification.
English
Language
Arts

Mathematics

Science

Social
Studies

Achievement
(0%to 100%)

Achievement
(0%to 100%)

Achievement
(0%to 100%)

Middle and
High School
Achievement
(0%to 100%)

Learning
Gains
(0%to 100%)

Learning
Gains
(0%to 100%)

Learning
Gains of the
Lowest 25%
(0%to 100%)

Learning
Gains of the
Lowest 25%
(0%to 100%)

Graduation
Rate

Acceleration
Success

High School
College Credit or
Industry
Certification

High School
4-year
Graduation
Rate
(0%to 100%)

(0%to 100%)

Middle
School
EOCs or Industry
Certification

(0%to 100%)

Figure 5. Components of the Florida school grades model
Grade
Scale
A
62% of total points or higher
B
54% to 61% of total points
C
41% to 53% of total points
D
32% to 40% of total points
F
31% of total points or less
Figure 6. Florida school grades scale
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Teacher Accountability. The Florida accountability system has the potential to impact
both financial compensation and school assignment. Section 1012.34 of Florida Statutes
requires that district evaluation systems differentiate among four levels of performance: Highly
Effective, Effective, Needs Improvement (or Developing), and Unsatisfactory. Furthermore, a
minimum of one-third of the evaluation must be based on student growth and/or achievement.
Student performance must be measured by the required state assessments if applicable, and local
assessments for subjects and grade levels not measured by the state. Districts have the option of
using state-provided Value-Added Model (VAM) scores when available.
Regarding compensation, Florida Statutes section 1012.22 requires that districts establish
a performance pay scale for instructional employees hired after July 1, 2014. Teachers rated
Highly Effective or Effective are eligible for annual bonuses. This is in addition to any bonuses
they may earn by teaching at a highly rated school. Teachers on the other end of the spectrum
serving at turnaround schools must be reassigned if rated as Unsatisfactory or Needs
Improvement based on their three-year aggregated state VAM rating.
Student Accountability. At the student-level, the accountability system can impact
promotion and graduation. Per section 1008.25 of Florida Statutes, third grade students who do
not earn a level 2 or higher on the Florida State Standards (FSA) English Language Arts ELA)
assessment must be retained unless they demonstrate the required reading level through an
approved alternate assessment or portfolio of student work. Section 1003.4282 of Florida
Statutes requires that students pass the tenth grade FSA ELA assessment and the state Algebra 1
end-of-course assessment or earn a concordant score on an approved alternate assessment to be
eligible for graduation.
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Summary
The purpose of this study was to examine evidence of the validity of TDUS scale scores
as a measure of teachers’ data use. Analysis of the research based around teacher data use
supports the conceptual framework of the TDUS. The results of the TDUS pilot study offer
preliminary evidence of the soundness of the measure, but additional research is needed to
investigate how it behaves in other contexts and to address gaps in the evidence provided by the
pilot study. In this study, additional sources of validity evidence were examined in keeping with
the frameworks outlined in the Standards.
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Chapter 3: Methods
The purpose of the study was to examine the reliability and validity of the Teacher Data
Use Survey (TDUS) scale scores as a measure of teachers’ actions with data, competence in
using data, attitudes towards data, collaboration around data, along with the organizational
supports available to teachers. The rationale for the research design was grounded in the
Standards for Educational and Psychological Testing (2014), a collaborative publication of the
American Educational Research Association, the American Psychological Association, and the
National Council on Measurement in Education. Published since 1966, the Standards provides
guidance for assessing the validity of test scores for their intended purpose. The study addressed
three specific sources of validity evidence outlined in the Standards: content, internal structure,
and relationships with conceptually related constructs. The processes by which the evidence was
evaluated were grounded in classical test theory and guided by Crocker and Algina’s
Introduction to Classical and Modern Test Theory (1986).
Context
District Demographics. The location of the study was a large public-school district in
Florida. Based on 2019-2020 survey data (FL DOE, 2020b), approximately 100,000 K-12
students are enrolled in the district. The student population is 46.4% minority (18.8% Black,
18.1% Hispanic, 4.8% multi-racial, 4.1% Asian, 0.3% Pacific Islander, 0.2% Native American).
Based on lunch status, 60.1% of the student population is classified as economically
disadvantaged (Florida Department of Education, 2020a). Approximately 14.1% of students
have a documented disability, and 6.6% of students are classified as English Language Learners
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(Florida Department of Education, 2020b). There are 118 general education, non-charter schools
in the district (FL DOE, 2020a). The setting for the study is the district’s 76 elementary schools
and two elementary/middle combination schools. Limiting the recruitment to teachers serving
elementary-level students allowed for the necessary customization of items on the TDUS that
address the specific types of data and supports available to respondents.
Teacher characteristics. According to the Florida Department of Education (2020a),
the district employed 6576 teachers in the 2018-2019 school year. Compared to national
statistics from the 2015-2016 school year (NCES, 2017), district teacher demographics skew
female and white, and proportionally fewer have earned advanced degrees. The district also has
more early-career teachers, 14.2% compared to 9.9% nationally. A detailed comparison of
district and national teacher characteristics is presented in Table 4.
Accountability. The district operates in a high accountability educational landscape
where student achievement results on state tests are used as consequential evaluative measures
for students, teachers, schools, and the district. Achievement on state tests impacts student
promotion in elementary school and graduation in high school. Student performance constitutes
at least 33.3% of teachers’ summative evaluation scores. At the school level, high performing
schools are rewarded with greater autonomy and financial incentives. Low performing schools
are categorized annually into the state’s differentiated accountability (DA) system and face
additional state oversight. Schools may be placed in turnaround status for significant declines or
persistent underperformance. Florida’s accountability system is described in detail in Chapter 2.
The distribution of 2018-2019 school grades for the district’s elementary and
combination elementary/middle schools is presented in Table 5. Twelve higher-performing
elementary schools and both combination elementary/middle schools are categorized as 2019
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Schools of Excellence. Eighteen lower-performing schools are on the state’s 2019 lowest 300
(L300) list, and six appear on the 2019 persistently low performing (PLP) list. Six schools are in
state DA status, and two of those are in turnaround status. Fourteen elementary schools are part
of the district’s Transformation Zone, which allows for additional district supports and oversight.
Table 4
Comparison of Teacher Characteristics: District vs. National
Percentage Distribution
Characteristic
District
National
Gender
Female
78.6
76.6
Race/ethnicity
White
84.0
80.1
Black
7.5
6.7
Hispanic
6.1
8.8
Other
2.5
4.3
Highest Degree Earned
Graduate
38.1
57.1
Years of Teaching Experience
Less than 3
14.2
9.9
3-9
28.2
28.3
10-20
36.4
39.3
More than 20
21.2
22.5
Note. Highest degree earned and years teaching experience data for district provided by the
district’s human resources office for 2019-2020 school year (N=6380). Source for other district
data: Florida Department of Education, 2020a for 2018-2019 school year (N=6576). Source for
national data: NCES, 2017 for 2015-2016 school year (N=3,827,000).
Table 5
District Elementary School Grade Distribution 2018-2019
School Grade
School Type
A
B
C
D
F
Total
Elementary
19
22
28
4
2
75
Elementary/Middle Combination
2
0
0
0
0
2
Total
21
22
28
4
2
77
Note. The elementary school that opened in 2019-2020 is excluded from the table.
Assessment and Data Systems. In the 2015-2016 academic year, the district piloted the
Northwest Evaluation Association’s (NWEA) Measures of Academic Progress (MAP)
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assessments for progress monitoring in reading and mathematics in two elementary schools. The
following year, the pilot was expanded to include 21 elementary schools. In 2017-2018, MAP
was selected as the primary progress monitoring tool in reading and mathematics for students in
kindergarten through Grade 5. Teachers have access to the district’s assessment and reporting
platform. All district-developed assessments are administered in the platform, and teachers may
use the platform to create and administer classroom-level assessments. Results of classroom,
district, state, and external assessments are available in the platform, as are student-level data
such as demographics, course grades, early warning indicators, and intervention metrics.
Teachers and administrators can create ad-hoc reports or select from a wide variety of preformatted reports.
Participants
Teachers. After pretesting, teachers who instruct students in grades K-5 were recruited
from the district’s 76 elementary schools and two elementary/middle combination schools.
Using a distribution list provided by the district, invitations to participate were emailed to 2723
teachers in the target schools. Participants were asked to respond to limited demographic
questions and instructional assignment questions (see Appendix D), TDUS items customized to
the district context (see Appendix E), and selected items from the 3D-MEA (Dunn et al., 2013b,
see Appendix F) via an anonymous online survey platform.
Sample size. A total of 331 eligible teachers from 73 schools responded to the survey for
a response rate of 12%. The low response rate was consistent with the historical response rate
for online teacher surveys administered in the district and consistent with prior research (Mertler,
2002). Mertler (2002) found that while response rates to an identical web-based and paper-based
survey were quite different, the psychometric properties of the two versions were very similar.
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The study also found no significant differences between subscale or overall scores between the
two groups. The number of responses per school ranged from 1 to 21. The average number of
responses per school was 5 (SD=3.57). The median number of responses per school was 4. The
characteristics (instructional assignment, years of teaching experience, and highest degree
earned) of the sample are presented in Table 6.
Table 6
Characteristics of the TDUS Validation Sample
Characteristic
n
%
N
331
Grade level(s) instructional assignment
Primary (K-2)
137
41.4
Intermediate (3-5)
145
43.8
Primary and Intermediate
49
14.8
Content area instructional assignment
Core (general education)
258
77.9
Core (exceptional student education)
35
10.6
Specials (physical education, art, or music)
25
7.6
Other
13
3.9
Years of Teaching Experience
Less than 3
28
8.5
3-10
105
31.7
11-20
105
31.7
More than 20
93
28.1
Highest Degree Earned
Bachelor’s
177
53.5
Graduate
154
46.5
Note. Core content areas are English Language Arts (ELA), mathematics, science, and/or social
studies
The first five questions on the TDUS survey collected descriptive information about the
availability and frequency of use of the context-specific forms of data selected by the survey
administrator. The online survey used skip logic to bypass action scale items when respondents
indicated that they did not have access to or use a particular type of data. Likewise, question 15
asks about the frequency of collaborative meetings. When respondents indicated that they did
not meet in collaborative teams, skip logic was used to bypass items related to collaborative team
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actions and trust. Due to this design, the number of respondents varied for the five actions with
data scales and the collaborative team trust scale. The sample sizes by TDUS scale are
summarized in Table 7.
Table 7
Validation Sample Size for TDUS Scales
Scale

Number of
Number of
Respondents
Respondents
Presented with
with Scale
Questionsa
Scoresb
Actions with FSA Data
176
172
Actions with MAP Data
298
295
Actions with District Assessment Data
274
270
Actions with Personal Assessment Data
284
279
Collaborative Team Actions
305
304
Competence
331
317
Attitudes
331
322
Data’s Effectiveness for Pedagogy
331
322
Collaborative Team Trust
305
304
Supports
331
323
Principal Leadership
331
319
Data Systems
331
319
Note. N=331. aItems in the actions with data scales were not presented to respondents who
indicated that the data types were unavailable or not used. Items in the collaborative scales were
not presented to respondents who indicated that they did not meet in collaborative teams. bScale
scores were not calculated when respondents omitted one or more questions in the scale.
Expert panelists. A panel of experts was recruited through the University of South
Florida’s Measurement and Evaluation department, the Florida Educational Research
Association, and the American Educational Research Association’s Special Interest Group, DataDriven Decision Making in Education. The expert panel was one method used to evaluate the
content validity of the TDUS. The researcher personally contacted the panelists to share
information about the project and followed up with an email invitation to participate. The sixperson panel included one university professor, one doctoral candidate, one educational
researcher working in the private sector, one psychometrician working in the private sector, the
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director of the Research, Assessment, and Evaluation department of a mid-sized Florida school
district, and the director of the Test Development and Measurement department of a large
Florida school district.
Measures
In addition to the TDUS items, teacher participants answered questions about their
characteristics and their current instructional assignment (see Appendix D). Participants also
responded to embedded items on a measure conceptually related to the TDUS Data Competence
scale, the 3D-MEA (see Appendix F; Dunn et al., 2013b).
3D-MEA. The 3D-MEA (Dunn et al., 2013b) is a self-report survey with 20 items
measured on a 5-point Likert scale (1=strongly disagree, 2=disagree, 3=neither agree or disagree,
4=agree, 5=strongly agree) that are organized into five scales. The survey was designed to
measure teachers’ beliefs in their ability to successfully engage in DBDM activities and their
anxiety around those beliefs. Dunn and colleagues (2013b) define DDDM efficacy as teachers’
confidence in their ability to engage in DDDM tasks in order to improve student ability. DDDM
anxiety is defined as the “trepidation, tension, and apprehension teachers feel related to their
ability to successfully engage in such tasks” (p. 87). Eleven items from the 3D-ME, and four
items from the 3D-MA were included in the analysis (see Appendix F). The included items
measure teachers’ efficacy and anxiety around interpreting data and making instructional
decisions based on data. The remaining five items relate to efficacy and anxiety around using
data systems. These items were omitted from analysis as they are not conceptually related to the
TDUS Data Competence scale. Cronbach’s alphas for the efficacy for data identification and
access scale and efficacy for application of data to instruction scale for in-service teachers were
estimated by Dunn and colleagues (2013b) at .84 and .81, respectively. Reeves and Chiang’s

43

(2018) estimations ranged from .65 to .95, noting that the only internal consistency estimate of
concern was for the efficacy for data identification and access scale.
TDUS. The TDUS is a self-report instrument that asks respondents about their
perceptions of how teachers use various types of data (state, periodic, local, and/or personal),
teachers’ attitudes around data use, and organizational supports around teacher data use. The
TDUS contains up to 77 items. The first five questions on the survey collect descriptive
information about the availability and use frequency of the context-specific forms of data
selected by the survey administrators. Question 15 asks about the frequency of collaborative
meetings. These six items are not part of a scale. Each of the five components of the conceptual
framework are measured by one or more scales or question clusters. Scores for items in the
Actions with Data and Collaborative Team Actions scales are rated on a 4-point scale to indicate
how often teachers take specific actions with the various types of data (e.g., 1=never,
2=sometimes, 3=often, 4=a lot; see Appendix B). Respondents are asked to rate the remaining
items using a scale-specific 4-point Likert scale (1=strongly disagree, 2=disagree, 3=agree,
4=strongly agree. The generic survey items and scales are presented in Appendix A and B,
respectively.
In a pilot study conducted by the survey developers, all alpha estimates were found to be
greater than .80, with most estimates greater than .90 (Wayman, Wilkerson et al., 2017). Many
TDUS items were adapted from an unpublished instrument, the Survey of Educator Data Use
(SEDU; Wayman et al., 2009b). Cronbach’s alpha estimates from the TDUS pilot were
consistent with the estimates for the corresponding SEDU scale scores (Wayman et al., 2009a).
Detailed pilot results can be found in Appendix C.
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TDUS customization. Items on the teacher version of the TDUS were customized to meet
the needs of the district. In Florida, students in grades 3-5 take the Florida Standards Assessment
(FSA) in English Language Arts and mathematics. Items that address state data in the survey
asked respondents to answer questions about their use of FSA data. In the district, students in
grades K-5 take MAP assessments in reading and mathematics two to three times per year as a
progress monitoring tool. Items that address periodic data asked respondents to answer questions
about MAP data. Locally developed assessments are administered through the district’s
assessment platform. Teachers are required to administer some locally developed assessments,
such as two writing cycle assessments and three science cycle assessments over the course of the
school year. Administration of other locally developed assessments, such as common unit
assessments in math, is optional. Items that address local data asked respondents to answer
questions about district common assessments (e.g., cycle, unit). Items that address personal data
asked respondents to answer questions about personally created assessment data (e.g., classroom
tests, quizzes). The customized survey items and scales are presented in Appendix E and
Appendix G, respectively.
Procedures
The survey was initially pre-tested for functionality and formatting with a district-level
employee from the Assessment, Accountability, and Research department. She was selected
based on her extensive experience designing and conducting surveys in the district. Based on the
feedback obtained, the wording of the instructional assignment items was revised to improve
clarity, and formatting adjustments were made to improve readability. Next, the survey was pretested with three individuals using cognitive interviewing techniques (Desimone & LeFloch,
2004). The first interviewee was a former teacher who now manages the district’s professional
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learning initiatives around teacher data use. The second interviewee was a teacher who instructs
gifted grade 5 students at a mid-county elementary school. She had 20 years of teaching
experience, and a master’s degree. The third interviewee was a teacher who instructs grade 3
students at a north-county elementary school. She had 11 years of teaching experience, and a
bachelor’s degree. Each participant was given the option of performing the think-aloud method
either concurrently or retrospectively. The researcher probed for additional information
regarding the clarity, format, and functionality of the online survey. To get a sense of the
temporal stability of the survey, the participants were asked whether their response might vary
depending on the time of year the survey is administered.
After pre-testing, invitations to participate were emailed to 2723 teachers in the target
schools using a distribution list provided by the district. The invitation, which included a link to
the anonymous online survey, introduced the study, outlined what was expected of participants,
and provided a means for indicating consent. To confirm eligibility, after consent was obtained,
respondents were asked whether they were a classroom teacher of elementary students at one of
the target schools. Respondents who answered in the affirmative were then asked to respond to a
limited number of demographic and instructional assignment questions before responding to the
TDUS items and selected items from the 3D-MEA (Dunn et al., 2013b). Respondents who did
not consent or who indicated they were not an elementary classroom teacher at one of the target
schools were routed to the end of the survey and thanked for their time. The specific data types
queried in the Actions with FSA Data, Actions with MAP Data, and Actions with District
Assessment Data scales are not available and/or used by all elementary teachers. For example,
state testing begins at the end of grade 3, so teachers of students in grades K through 3 would not
have access to state test scores for their students. Similarly, not all elementary teachers meet in

46

collaborative teams. To reduce participant burden, the online survey incorporated skip logic.
Items aligned to the Actions with FSA Data, Actions with MAP Data, and Actions with District
Assessment Data scales were bypassed when respondents indicated that they did not have access
to and/or use the specific data type in question. Likewise, items aligned to the Collaborative
Team Actions and Collaborative Team Trust scales were bypassed when respondents indicated
that they did not meet in collaborative teams.
The survey was open for a period of approximately five weeks, with four reminders sent
to encourage participation. To build awareness at the school level, project details were shared
with school administrators during a leadership meeting prior to the start of data collection.
School administrators were also alerted when data collection was in progress. This assured they
were prepared to respond to any questions their teachers had about the purpose or legitimacy of
the study.
The researcher is employed by the district, but not in a supervisory role over the
participants. Approval for the study was obtained from the Institutional Review Boards (IRB) of
both the district and the University of South Florida (see Appendix H). As the study was not
conducted on behalf of the district, all correspondence regarding the study originated from the
researcher’s university email address. No incentives were offered by the researcher or the
district for participation.
Data Analysis
The research questions under investigation were meant to evaluate the extent to which the
interpretation of scale scores on the TDUS as a measure of the five components of teacher data
use as explicated in the developers’ conceptual framework was valid. Validation is an ongoing
and continuous process. In this validation study, the internal consistency of the test scores, the
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item statistics, and the aspects of content validity, structural validity, and relationships with other
conceptually relevant variables were explored. In the sections that follow, the data analysis plan
used in the study is presented for each research question.
Preliminary analysis. A total of 391 of responses to the survey were captured. Thirteen
respondents did not consent to the study, and 23 indicated that they were not classroom teachers.
These cases were removed prior to analysis. In addition, 24 cases were removed as the
respondents accessed the survey link but did not answer any TDUS questions. Nine participants
answered items for only one to three of the scales. To maximize the sample size for these scales,
their cases were retained. After data cleaning, a total of 331 responses were included in the
analysis. The survey employed skip logic for the scales that address the actions and
collaboration components of the conceptual framework. When respondents indicated that they
did not have access to or did not use a particular data type, items for the corresponding scales
were bypassed. Similarly, items that corresponded to the Collaborative Team Actions and
Collaborative Team Trust scales were not presented when respondents indicated that they did not
meet in collaborative teams. Due to this design, some missingness was expected for these six
scales (see Table 7). The expected missingness was addressed in the data analysis plan.
Statistical Package for the Social Sciences 26.0 (SPSS) was used for the preliminary
analysis. Scale scores for the TDUS and 3D-MEA were computed by summing the response
values for the questions aligned to the scale. Scale scores were not computed for respondents
who omitted one or more questions from the scale. Descriptive statistics for each item and scale
were calculated. As normality is a basic assumption of many statistical analyses, normality of
the scale scores was assessed by examining skewness and kurtosis values. As the independence
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of the observations cannot be assumed due to the sampling procedure, the nested structure of the
data was accounted for in the data analysis plan.
Research question 1. Content validity was explored when addressing the first research
question: To what extent do items on the TDUS scales assess the actions, organizational
supports, attitudes towards data, competence in using data, and collaboration components of the
conceptual framework that undergird the survey? Content validity can be described as the extent
to which the measure taps into the specified aspects of the construct. To evaluate which items on
the TDUS best assess the selected components of the construct, the items were reviewed by a
panel of experts and the item-level data were examined using statistics based on classical test
theory.
First, the TDUS items were reviewed by a panel of six experts asynchronously using an
online form. The panelists were provided with a protocol for rating the items and information
about the hypothesized model. A sample of the rating form can be found in Appendix I.
Panelists rated each item on construct relevancy (“high”, “moderate”, or “low”) and clarity
(“yes” or “no”). Panelists were also asked to indicate whether they agreed with each item’s scale
assignment. They had the opportunity to select an alternate scale assignment and/or to enter
comments after rating each item. Lastly, panelists had the opportunity to enter comments
regarding the scale as a whole.
To provide a quantitative measure of content validity, the Content Validity Ratio (CVR)
𝑛

for each item was calculated using the formula: 𝐶𝑉𝑅 =

𝑁
ℎ−[ ]
2
𝑁
[ ]
2

, where nh is the number of “high”

ratings for the item, and N is the number of panelists (Lawshe, 1975). As an example, an item
rated high on construct relevancy by five of six panelists would have a CVR of .67 (𝐶𝑉𝑅 =

5−3
3

In essence, the CVR is a measure of interrater agreement. Unlike other measures of interrater
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agreement, its focus is on agreement that an item is “essential” to the domain (e.g., high
construct relevancy) being measured rather than general agreement (Wilson, Pan, & Schumsky,
2012). Lawshe (1975) presented CVR as a means of quantifying content validity when
developing tests for personnel in industry. The methodology makes two assumptions. The first
is that any item rated as “essential” by more than half of the panelists has some degree of content
validity (any item with a positive CVR value). The second is that the extent of an item’s content
validity increases as the proportion of panelists who rate the item as essential beyond .50
increases (p. 567).
An item’s CVR is useful for making decisions about the rejection of or retention of the
item, particularly during the instrument development (Lawshe, 1975). Once selection decisions
have been finalized, as with a published instrument like the TDUS, content validity may be
quantified for the scales by calculating the Content Validity Index. The Content Validity
Indexes (CVI) of each TDUS scale were estimated by calculating the mean of the CVR values
for the items aligned to the scale. Some suggest that CVI values should exceed .70 (Tilden,
Nelson, & May, 1990), but CVI values above .80 were preferred (Davis, 1992). Panelists’
feedback on clarity and scale assignment and their comments provided qualitative evidence
regarding content validity. As the wording of the items aligned to the four Actions with Data
scales is identical except for the specific data type being referenced, the four scales were
collapsed into one when rated. Next, within each scale, corrected item-to-total correlations, and
Cronbach’s alpha if the item were deleted from the scale were evaluated.
Research question 2. The second research question focused on the reliability of the test
scores: What is the estimated internal consistency reliability of the TDUS scale scores? While
reliability of test scores is not sufficient to establish the validity of score interpretation, it is a
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necessary component of the validity argument. Cronbach’s alpha is a frequently used internal
consistency reliability estimate (Cronbach, 1951). Cronbach’s alpha was estimated as a measure
of internal consistency reliability for each of the TDUS scale scores. Due to district limitations
on data collection processes and feedback gathered during item tryouts, test-retest reliability was
not examined.
Research question 3. The structural aspect of validity was explored when answering the
third research question: To what extent does the hypothesized factor structure suggested by the
developer-assigned scales fit the TDUS data? Confirmatory factor analysis (CFA) methods were
used to evaluate fit when the individual test items were modeled as indicators for the latent
variables suggested by the 12 developer-assigned scales. Due to the sampling procedure,
violation of the assumption of independence was a concern. As the constructs are
conceptualized at the individual level, single-level CFAs with correction for dependency were
conducted in Mplus [version 8.4] (Muthén & Muthén, 1998-2017). Use of this method adjusted
the standard errors to account for the nested data (Stapleton, Yang, & Hancock, 2016). As the
data were categorical, weighted least square mean and variance adjusted (WLSMV) was used as
the method for parameter estimation (Li, 2016).
Due to the use of skip logic, missingness was expected in the six scales that align to the
actions and collaboration components of the conceptual framework. To address this systematic
missingness and to maximize the sample size for the remaining scales, CFAs for the Actions
with Data scales were run separately. Four one-factor models were run for the Actions with FSA
Data, Actions with MAP Data, Actions with District Assessment Data, and Actions with
Personal Data scales. One eight-factor model was run for the remaining scales: Collaborative
Team Actions, Collaborative Team Trust, Data Competence, Data’s Effectiveness for Pedagogy,
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Attitudes Toward Data, Support for Data Use, Principal Leadership, and Computer Data
Systems. As the data missingness conditions by model were low, the default method for
handling missing data in Mplus, pairwise deletion, was employed (Shi, Lee, Fairchild, &
Maydeu-Olivares, 2019).
A value of .40 or greater was desired for each item’s standardized factor loading. In
addition to the standardized factor loadings, multiple fit indices were used to interpret the model
fit: the root mean square of approximation (RMSEA), the comparative fit index (CFI), and the
standardized root mean square residual (SRMR). A RMSEA value of less than .06, a CFI value
greater than .95, and a SRMR value of less than .08, were considered an acceptable fit (Hu &
Bentler, 1998).
Research question 4. The subquestions of the fourth research question focus on sources
of validity evidence based on the relationship of TDUS scores with other conceptually related
variables (teacher-level, school-level, and similar measures).
Research question 4a. The first subquestion seeks to answer the question: What is the
relationship between TDUS Data Competence scale scores and teachers’ educational level? A
single-factor CFA was used to evaluate the relationship. As prior research suggests that preintervention scores on a data literacy measure were higher for teachers with graduate degrees
(van Geel et al., 2017), a positive relationship was expected. Individual test items were modeled
as indicators for the latent variable suggested by the scale. Educational level was coded
dichotomously (0=bachelor’s degree, 1=graduate degree). Due to the sampling procedure,
violation of the assumption of independence was a concern. As both teachers’ educational level
and the latent construct were measured at the individual level, a single-level CFA with correction
for dependency was conducted in Mplus [version 8.4] (Muthén & Muthén, 1998-2017).
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Weighted least square mean and variance adjusted (WLSMV) was used as the method for
parameter estimation (Li, 2016). The primary statistic of interest was the correlation between the
teachers’ data competence and their educational level.
Research question 4b. The next subquestion seeks to answer the question: What is the
relationship between the TDUS Data Competence scale scores and scores on the Data Driven
Decision-Making Efficacy and Anxiety Inventory (3D-MEA)? A single-factor CFA was used to
evaluate the relationship between teachers’ Data Competence scale scores and 3D-MEA scores.
As the variables of interest were measured at the teacher level, a single-level CFA with
correction for dependency was conducted in Mplus [version 8.4] (Muthén & Muthén, 19982017). Weighted least square mean and variance adjusted (WLSMV) was used as the method for
parameter estimation (Li, 2016). The primary statistic of interest was the correlation between the
teacher’s data competence and their scores on the 3D-MEA items. The four TDUS items aligned
to the Data Competence scale purport to measure teachers’ perceptions about how skilled they
are at using data to inform various aspects of their practice (Wayman, Wilkerson et al., 2017).
As the 11 items selected from the 3D-ME purport to measure teachers’ confidence in their ability
to engage in DDDM tasks to improve student ability (Dunn et al., 2013b), a positive correlation
was hypothesized.
The four items selected from the 3D-MA (anxiety) purport to measure the fear,
apprehension, and anxiety teachers feel related to their ability to successfully engage in DDDM
activities (Dunn et al., 2013b). One would expect that teachers with high levels of anxiety
around data-use activities would perceive themselves to be less competent in using data to
inform instruction, so a negative relationship between scores on the 3D-MA and the TDUS Data
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Competence scale scores was expected. To be consistent with response options on the TDUS,
consistency, the ‘Neutral’ response option was removed from the selected 3D-MEA items.
Research question 4c. The final subquestion seeks to answer the question: What is the
relationship between TDUS Actions with FSA (state test) Data and Actions with MAP Data
(periodic test) data scale scores and schools’ accountability context?
A positive relationship between the scale scores and schools’ accountability context was
hypothesized as prior research suggests that data use tends to be higher in schools within
longstanding accountability systems (Marsh et al., 2006). In addition, higher accountabilitypressure schools tend to focus on bubble students (Diamond & Cooper, 2007), who may be
identified using FSA and/or MAP data in state-assessed content areas. As accountability
pressure is conceptualized at the school level, multilevel CFA methods were used to examine the
relationship. To address systematic missingness due to the use of skip logic in the survey design,
the two-level CFAs for the scales were run separately. In the two-level models, teachers were
nested within schools. The primary parameters of interest were the correlations between
teachers’ actions with each of the data types and schools’ accountability context.
Schools were divided into three groups: higher-accountability pressure (coded as 3),
average-accountability pressure (coded as 2), and lower-accountability pressure (coded as 1).
Higher-accountability pressure was operationalized as schools who met one or more the
following criteria: currently in the district’s Transformation Zone, identified as needing support
and intervention by the state (DA status), on the state’s 2019 list of PLP schools, or on the state’s
2019 list of L300 schools. Seventeen schools were categorized as higher-accountability
pressure. Lower-accountability pressure was operationalized as schools who earned a school
grade of A or B in all three prior school years. Twenty-three schools met the criteria. This
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group included the fourteen schools designated as 2019 Schools of Excellence by the state.
Thirty-two schools did not meet the criteria for higher- or lower-accountability pressure and
were thus categorized as average-accountability pressure. One school had no observations for
either of the scales. The analysis was conducted using Mplus [version 8.4] (Muthén & Muthén,
1998-2017). Weighted least square mean and variance adjusted (WLSMV) was used as the
method for parameter estimation (Li, 2016).
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Chapter 4: Results
The purpose of the study was to examine the reliability and validity of TDUS scale scores
as a measure of teachers’ actions with data, competence in using data, attitudes towards data,
collaboration around data, and the organizational supports available to teachers. After discussing
the results of the item tryouts and preliminary data analysis, this chapter presents the results the
results of the study by research question and as an integrated whole.
Item Tryouts
The survey was pre-tested with one district-level employee and two elementary teachers
using cognitive interviewing techniques. Both teacher participants stated that their answers to
questions regarding the usefulness of the specific data types and the questions aligned to the
Actions with FSA Data, Actions with MAP Data, and Actions with District Assessment Data
would vary based on the time of year that the survey was administered. Specifically, they stated
that FSA data are useful at the beginning of the school year, but MAP and district assessment
data are more useful once available. The district-level participant found the first item from the
Actions with FSA Data, Actions with MAP Data, Actions with District Assessment Data, and
Actions with Personal Data (item numbers 6a,7a, 8a, and 9a) to be redundant. She felt there
were other items aligned to the scales that spoke to the identification of instructional content.
One of the teachers expressed concerns about item 6a as well, stating that she was unsure how
one would use FSA data to identify instructional content. When responding to question 17c, one
participant expressed that she was unclear on what it meant for a colleague to “lead school
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improvement efforts”. No other issues with item clarity were noted. Both teachers cited time
and the volume of survey requests as barriers to completing the survey.
Preliminary Analysis
The first five TDUS questions are not aligned to a scale. The questions ask respondents
about the availability of the context-specific data types addressed in the actions with data scales.
Approximately 75% of participants indicated that FSA data are available to them, approximately
94% indicated that MAP data are available, and approximately 91% indicated that district
assessment data are available (see Table 8). Participants were not queried on availability of
personal assessment data, as it was assumed that data from personally created assessments would
be available to them. When respondents indicated that a specific data type was available to
them, they were asked how frequently they use that form of data. Results indicated that FSA
data were used less frequently than other types of data. While more participants reported using
MAP data, they reported using personal assessment data with more frequency. Detailed results
are presented in Table 9. When respondents indicated that they use a specific data type, they
were asked to indicate how useful the data are to their practice (very useful, somewhat useful,
useful, not useful). Results suggest that participants felt that personal assessment data are the
most useful, while FSA data are the least useful (see Table 10). Item 15 asked participants how
often they are scheduled to meet in collaborative teams. Like the first five items, it is not aligned
to a scale. Approximately 88% of participants indicated that they meet in collaborative teams
once a month or more. The results are summarized in Table 11.
As previously mentioned, the online survey employed skip logic. Items related to the
Actions with FSA Data, Actions with MAP Data, and Actions with District Assessment Data
scales were bypassed when respondents indicated that they did not have access to and/or use the
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specific data type in question. Likewise, items aligned to the Collaborative Team Actions and
Collaborative Team Trust scales were bypassed when respondents indicated that they did not
meet in collaborative teams.
Table 8
Response Option Frequencies for Data Availability Items
District
FSA
MAP
Assessment
Reported Availability of
Context-Specific Data Type
n
%a
n
%a
n
%a
Available
248
74.9
312
94.3
300
90.6
Not available
83
25.1
17
5.1
28
8.5
No response (missing)
0
0.0
2
0.6
3
0.9
Note. N=331. Respondents were not queried about availability of personal data. FSA = Florida
Standards Assessment. MAP = Measures of Academic Progress assessment.
Table 9
Response Options Frequencies for Data Frequency of Use Items
District
MAP
Assessment
Personal
a
a
a
Reported Frequency of Use
n
%
n
%
n
%
n
%a
b
Item not presented
83
19
31
0
A few times a week
12
4.8
27
8.7
21
7.0
63
19.0
Weekly or almost weekly
39
15.7
90
28.8
77
25.7
124
37.5
Once or twice a month
60
24.2
124
39.7
117
39.0
73
22.1
Less than once per month
65
26.2
57
18.3
59
19.7
24
7.3
Do not use
72
29.0
14
4.5
26
8.7
42
12.7
No response (missing)
0
0.0
0
0.0
0
0.0
5
1.5
a
Note. N=331. Percentage calculations based on number of respondents who were presented
with the items. bItems not presented when respondent indicated that the data were not available
to them. FSA = Florida Standards Assessment. MAP=Measures of Academic Progress
assessment.
FSA

Descriptive statistics, including mean, standard deviation, skewness, and kurtosis, were
calculated for each of the TDUS scales (see Table 12). Except for the Support for Data Use and
Principal Leadership scales, the skewness and kurtosis values were found to be inside the range
of normality (values between -1.00 and +1.00). The Support for Data Use and Principal

58

Leadership scales showed positive kurtosis, 1.497 and 1.053, respectively. As the values were
less than 2.00, no significant violation of the normality assumption was indicated.
Table 10
Response Options Frequencies for Data Usefulness Items
District
MAP
Assessment
Personal
a
a
a
Reported Usefulness
n
%
n
%
n
%
n
%a
Item not presentedb
155
33
57
42
Not useful
16
9.1
17
5.7
22
8.0
1
0.3
Somewhat useful
101
57.4
103
34.6
107
39.1
20
6.9
Useful
44
25.0
115
38.6
93
33.9
108
37.4
Very useful
15
8.5
63
21.1
52
19.0
155
53.6
No response (missing)
0
0.0
0
0.0
0
0.0
5
1.7
a
Note. N=331. Percentage calculations based on number of respondents who were presented
with the items. bItems not presented when respondent indicated that the data were not available
to them or that they did not use the data. FSA = Florida Standards Assessment. MAP=Measures
of Academic Progress assessment.
FSA

Table 11
Response Option Frequencies for Frequency of Scheduled Collaborative Team Meetings
Reported Frequency of Collaborative Meetings
n
%
A few times a week
69
20.8
Weekly or almost weekly
168
50.8
Once or twice a month
54
16.3
Less than once per month
14
4.2
Do not have scheduled meetings
13
3.9
No response (missing)
13
3.9
Note. N=331.
Table 12
Descriptive Statistics for TDUS Scale Scores by Conceptual Component
Number
a
Scale by Component
of Items
n
Mean (SD)
Skewness

Kurtosis

Actions
Actions with FSA Data

8

172

16.39 (6.18)

0.42

-0.86

Actions with MAP Data

8

295

15.09 (5.39)

0.68

0.33
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Table 12 (Continued) - Descriptive Statistics for TDUS Scale Scores by Conceptual
Component
Number
a
Scale by Component
of Items
n
Mean (SD)
Skewness
Kurtosis
Actions with District
8
270
16.12 (5.72)
0.44
-0.14
Assessment Data
Actions with Personal Data

8

279

19.22 (5.82)

0.04

-0.58

Collaborative Team Actions

10

304

26.19 (6.63)

0.14

-0.19

-0.02

0.71

Competence in using data
Data Competence

4

317

12.55 (2.11)

Attitudes toward data
Attitudes Toward Data

4

322

12.97 (2.41)

-0.53

0.97

Data’s Effectiveness for
Pedagogy

5

322

16.09 (2.54)

-0.19

0.87

16.07 (3.19)

-0.72

0.88

Collaboration
Collaborative Team Trust

5

304

Organizational supports
Support for Data Use

6

323

17.59 (3.43)

-0.69

1.50

Principal Leadership

6

319

19.50 (3.68)

-0.81

1.05

Computer Data Systems

5

319

15.51 (2.86)

-0.23

0.63

Note. N=331. FSA = Florida Standards Assessment. MAP = Measures of Academic Progress
assessment. All items scored using 4-point Likert scale. aScale scores were not calculated when
respondents omitted one or more questions in the scale.
Research Questions 1-2
To what extent do items on the TDUS scales assess the actions, organizational supports,
attitudes towards data, competence in using data, and collaboration components of the
conceptual framework that undergird the survey? What is the estimated internal consistency
reliability of the TDUS scale scores?
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The TDUS items were reviewed by a panel of six experts. First, panelists rated each item
on construct relevancy (“high”, “moderate”, or “low”). To provide a quantitative measure of
content validity, the Content Validity Index (CVI) for each scale was calculated by averaging the
Content Validity Ratio (CVR) for the items comprising the scale. As the wording of the items
aligned to the four Actions with Data scales is identical except for the specific data type being
referenced, the four scales were collapsed into one when rated. The CVIs for the scales ranged
from .50 to .92, with a mean of .77 (SD=0.13). The CVI for five of the scales: Collaborative
Team Actions, Data Competence, Attitudes Toward Data, and Computer Data Systems, met or
exceeded the desired threshold of .80. The CVI for the Principal Leadership scale was just
below the desired threshold at .78. Support for Data Use had the lowest CVI at .50. A summary
of the CVIs by TDUS scale and conceptual component is presented in Table 13.
Panelists were also asked to rate each item on clarity by responding to the prompt, ‘Do
you feel the item is clearly written?’ (Yes=1 or No=0). Clarity scores were calculated for each
item and scale by averaging the ratings across panelists. Items aligned to the four Actions with
Data and Collaborative Trust scales rated highly for clarity with only one item in each scale
receiving an unclear rating from one panelist. Items aligned to the Data Competence, Support
for Data Use, and Computer Data Systems were considered the most problematic in terms of
clarity. See Table 14 for a summary of the results. Panelists were also asked to indicate whether
they agreed with each item’s developer assigned scale. All panelists agreed with the scale
assignment for all items with the exception of one item aligned to the Support for Data Use scale
(10b), one item aligned to the Computer Data Systems scale (13c), and two items aligned to the
Collaborative Team Actions scale (17b, 17e). For these four items, an alternate assignment was
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suggested by one panelist. Item-level construct relevancy ratings, CVR values, clarity ratings,
and clarity scores can be found in Appendix J.
Table 13
Summary of Construct Relevancy CVIs for TDUS Scales by Conceptual Component
Number of
Range of
Scale by Component
Items
CVRs
Actions with data

CVI

Actions with <state, periodic, local, or personal> Data

8

.67-.67

.67

Collaborative Team Actions

10

.67-1.00

.87

4

.67-1.00

.92

Attitudes Toward Data

4

.67-1.00

.83

Data’s Effectiveness for Pedagogy

5

.67-1.00

.87

5

.33-1.00

.67

Support for Data Use

6

.33-.67

.50

Principal Leadership

6

.67-1.00

.78

Computer Data Systems

5

.67-1.00

.80

Competence in using data
Data Competence
Attitudes toward data

Collaboration
Collaborative Team Trust
Organizational supports

Note. N=6. CVR=Content Validity Ratio. CVI=Content Validity Index (mean of scale CVRs).
Items aligned to the four Actions with Data scales are identical except for the data type and were
collapsed into one when rated.
To evaluate which items on the TDUS best assess the selected components of the
construct, the TDUS scale score reliabilities and the item-level data were examined using
statistics based on classical test theory. Within each scale, corrected item-to-total correlations,
and Cronbach’s alpha if the item was deleted from the scale were evaluated. For descriptive
purposes, the mean and standard deviation for each item were also estimated. Cronbach’s alpha
estimates for the TDUS scales ranged from .87 to .95, with all but two estimates greater than .90.
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Discriminations for the items as measured by corrected item-to-total correlations were typically
high, ranging from .48 to .90. Removal of the item with the lowest discrimination, 16e, would
increase the Cronbach’s alpha estimate for the Collaborative Trust scale by 0.04. Removal of the
five additional items with lower discrimination (between .51 and .61) would not result in an
appreciable increase in the scale score reliability estimates. Results of the analysis are
summarized by scale in Table 15. Refer to Appendix K for item-level results.
Table 14
Summary of Item Clarity Scores for TDUS Scales by Conceptual Component
Number of
Range of
Mean Clarity
Scale by Component
Items
Clarity Scores
Score (SD)
Actions with data
8

.83-1.00

.98 (.06)

.83-1.00

.95 (.08)

Competence in using data
4

.50-.67

.63 (.08)

Attitudes toward data
4

.83-1.00

.88 (.08)

.83-1.00

.93 (.09)

Collaboration
5

.83-1.00

.97 (.07)

Organizational supports
6

.50-.67

.61 (.09)

.50-.67

.78 (.17)

Actions with Dataa

10

Collaborative Team Actions
Data Competence
Attitudes Toward Data

Data’s Effectiveness for Pedagogy
Collaborative Team Trust
Support for Data Use
Principal Leadership

5

6

5
.50-.67
.77 (.22)
Computer Data Systems
Note. N=6. aCVR=Content Validity Ratio. bPanelists responded to the prompt, ‘Do you feel the
item is clearly written? (Yes=1 or No=0). Clarity Score = mean of panelists’ clarity ratings.
c
Panelists responded to the prompt, ‘Do you agree with the item’s scale assignment?’ (Yes=1 or
No=0). Scale Agreement Score = mean of panelists’ scale assignment agreement ratings. dItems
aligned to the four Actions with Data scales are identical except for the data type and were
collapsed into one when rated.
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Table 15
Summary of TDUS Scale Score Reliabilities and Corrected Item-to-Total Correlations by
Conceptual Component
Corrected Item-toTotal Correlation
Scale by Component
n
Scale Alpha
Rangea
Actions
Actions with FSA Data
172
.92
.58-.85
8 items
Actions with MAP Data
295
.92
.56-.83
8 items
Actions with District Assessment Data
270
.93
.57-.87
8 items
Actions with Personal Data
279
.92
.51-.82
8 items
Collaborative Team Actions
304
.95
.65-.85
10 items
Competence in using data
Data Competence
317
.91
.72-.83
4 items
Attitudes toward data
Attitudes Toward Data
322
.95
.84-.90
4 items
Data’s Effectiveness for Pedagogy
322
.90
.66-.84
5 items
Collaboration
Collaborative Team Trust
304
.90
.48-.85
5 items
Organizational supports
Support for Data Use
323
.87
.63-.74
6 items
Principal Leadership
319
.91
.68-.84
5 items
Computer Data Systems
319
.89
.69-.78
5 items
Note. N=331. aTotal refers to scale total. FSA = Florida Standards Assessment. MAP =
Measures of Academic Progress assessment.
Research Question 3
To what extent does the hypothesized factor structure suggested by the developerassigned scales fit the TDUS data?
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Confirmatory factor analysis (CFA) methods were used to evaluate fit when the
individual test items were modeled as indicators for the latent variables suggested by the 12
scales. Violation of the assumption of independence was a concern due to the sampling method.
As the constructs are conceptualized at the individual level, single-level CFAs with correction
for dependency were conducted in Mplus [version 8.4] (Muthén & Muthén, 1998-2017). Use of
this method adjusted the standard errors to account for the nested data (Stapleton et al., 2016).
Weighted least square mean and variance adjusted (WLSMV) was used as the method for
parameter estimation (Li, 2016) as the data were categorical. As the data missingness conditions
by model were low, the default method for handling missing data in Mplus, pairwise deletion,
was employed (Shi et al., 2019).
Due to the use of skip logic, missingness was expected in the six scales that align to the
actions and collaboration components of the conceptual framework. To address this systematic
missingness and to maximize the sample size for the remaining scales, CFAs for these scales
aligned to the Actions with FSA Data, Actions with MAP Data, Actions with District
Assessment Data, and Actions with Personal Data scales were run as four separate one-factor
models. The wording of the items for each of these models is identical except for the specific
data type referenced in the item (see Appendix E). One eight-factor model was run for the
reaming scales: Collaborative Team Actions, Collaborative Team Trust, Data Competence,
Data’s Effectiveness for Pedagogy, Attitudes Toward Data, Support for Data Use, Principal
Leadership, and Computer Data Systems.
One-Factor Models. The sample sizes for the four one-factor models are presented in
Table 16. Item intraclass correlations (ICCs) were estimated as a measure of data dependency.
Based on the mean of the item ICCs, data dependency was highest in the Actions with FSA
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model. The range and mean of the ICCs by model are presented in Table 17. Refer to Appendix
L for item-level ICCs. The range of standardized factor loadings was 0.68-0.99, suggesting a
well-defined structure. The range and mean of the standardized factor loadings by model are
presented in Table 18. Item-level standardized factor loadings can be found in Appendix M.
The RMSEA estimates for all four models were well above the desired threshold of .06,
indicating less than optimal fit. The desired value for SRMR was below 0.08 (Hu & Bentler,
1998). The SRMR for Actions with District Assessment Data model was estimated at .064,
which suggested an acceptable fit, and the estimate for the Actions with FSA Data model of .083
was just above the suggested cut off. The estimates for the Actions with MAP Data and Actions
with Personal Assessment Data models, however, were well above the threshold at .092 and
.093, respectively. As RMSEA tends to falsely indicate poor fit in properly specified models
with a small number of items (Kenny, Kaniskan, & McCoach, 2015; Kenny & McCoach, 2003),
and the value of SRMR tends to be positively biased, particularly with small N and low df
(Kenny, 2015), CFI was estimated as well. The values for all four models were above the
desired threshold of .95, indicating an acceptable model fit (Hu & Bentler, 1998). A summary of
the fit indices by model are presented in Table 19.
Table 16
Sample Sizes for One-Factor Models Underlying Actions with Context-Specific Data Scales
Number of
Model
n
Clustersa
Actions with FSA Data
175
63
Actions with MAP Data
296
72
Actions with District Assessment Data
273
69
Actions with Personal Data
281
70
Note. N=331. Items in the actions with data scales were not presented to respondents who
indicated that the data types were unavailable or not used. aTeacher participants are nested
within schools (clusters).
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Table 17
Summary of Item Intraclass Correlations (ICCs) for One-Factor Models Underlying Actions
with Context-Specific Data Scales
Model
Range
Mean (SD)
Actions with FSA Data
.000-.208
.102 (.063)
Actions with MAP Data
.000-.133
.074 (.047)
Actions with District Assessment Data
.000-.225
.054 (.088)
Actions with Personal Data
.000-.104
.044 (.044)
Note. Item-level ICCs are presented in Appendix L. ICCs are from a one-factor model for each
scale.
Table 18
Summary of Standardized Factor Loadings for One-Factor Models Underlying Actions with
Context-Specific Data Scales
Mean
Range of
Standardized Standardized
Number
Factor
Factor
Model
of Items
Loading
Loadings
Actions with FSA Data
8
0.84
0.68-0.95
Actions with MAP Data
8
0.85
0.68-0.97
Actions with District Assessment Data
8
0.86
0.73-0.99
Actions with Personal Data
8
0.83
0.69-0.99
Note. Item-level factor loadings are presented in Appendix M. All factor loadings significant
(p<.01). Loadings are from a one-factor model for each scale.
Table 19
Summary of Fit Indices for One-Factor Models Underlying Actions with Context-Specific Data
Scales
RMSEA
Model
90% CI
CFI
SRMR
Actions with FSA Data
.178[.150,.208]
.985
.083
Actions with MAP Data
.267[.246,.289]
.980
.092
Actions with District Assessment Data
.200[.178,.223]
.993
.064
Actions with Personal Data
.197[.175,.220]
.989
.093
Note. Fit indices are for a one-factor model for each scale.
Eight-Factor Model. The sample size for the eight-factor model underlying the
remaining scales was 323 participants from 71 schools. To examine data dependency, item ICCs
were calculated. ICCs ranged from 0 to .240. A summary of the results by factor can be found
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in Table 20. Item-level results can be found in Appendix L. Interfactor correlations were
generally positive and moderate (see Table 21). Correlations between the Collaborative Trust
scale and the Data Competence, Data’s Effectiveness for Pedagogy, and from the Attitudes
Toward Data scale were positive and weak. In the conceptual framework that undergirds the
study, the components measured by these scales do not interact, so the findings were not
unexpected. The strongest correlation was between the factors underlying the Attitudes Toward
Data and Data’s Effectiveness for Pedagogy scales. As the two scales purport to measure the
same component of the conceptual framework, the strength of the relationship was not
unanticipated. To investigate whether the two factors are truly distinct from one another, the
average variance explained (AVE) for each factor was calculated using the formula, 𝐴𝑉𝐸 =

∑ 𝐿2
𝑁

,

where ∑ 𝐿2 is the sum of the standardized factor loadings squared and 𝑁 is the number of item
(Fornell & Larcker, 1981). The AVEs, .95 and .80 respectively, were both greater than the
squared interconstruct correlation of .67 indicating that the factors are indeed distinct (Fornell &
Larcker, 1981). In the conceptual framework, the data competence and attitudes toward data
components do not interact, yet the relationships between the factors that underlie the scales
were relatively strong (r=.52 and r=.59, p<.01).
The standardized factor loadings ranged from .71-1.00 (see Table 22). While the
estimate of 1.00 for 11h is problematic, overall, the values suggest a well-defined structure. The
value of the RMSEA of .052, 90% CI [.048,.056] is below a priori goal of <.06. The SRMR
estimate of .065 suggested an acceptable fit, as does the CFI value of .974 (Hu & Bentler, 1998).
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Table 20
Summary of Item Intraclass Correlations (ICCs) for Eight-Factor Model
Factor
Range
Mean (SD)
Actions
.000-.036
.012 (.014)
Trust
.069-.240
.126 (.067)
Competence
.019-.178
.093 (.067)
Effectiveness
.000-.049
.016 (.020)
Attitudes
.000-.051
.019 (.024)
Supports
.006-.111
.043 (.041)
Principal
.000-.125
.042 (.049)
Data Systems
.019-.090
.054 (.027)
Note. Item-level ICCs are presented in Appendix L.
Table 21
Interfactor Correlations for Eight-Factor Model
Factor
1
2
3
1. Actions
2. Trust
.46**
3. Competence
.44**
.13*
4. Effectiveness
.37**
.17*
.52**
5. Attitudes
.33**
.13*
.59**
6. Supports
.50**
.26**
.54**
7. Principal
.54**
.41**
.47**
8. Data Systems
.37**
.40**
.46**
Note. N=323. *p<.05 **p<.01

4

5

7

.63**
.51**

.59**

.
.82**
.45**
.42**
.43**

.40**
.42**
.50**

Table 22
Standardized Factor Loading Estimates for Eight-Factor Model
Factor
Item
Estimate
Actions
17a
0.86
17b
0.71
17c
0.86
17d
0.93
17e
0.92
17f
0.85
17g
0.89
17h
0.86
17i
0.87
17j
0.95
Trust
16a
0.93
16b
0.94
16c
0.94

69

6

SE
0.02
0.03
0.02
0.01
0.01
0.02
0.01
0.02
0.02
0.01
0.01
0.01
0.01

Table 22 (Continued) - Standardized Factor Loading Estimates for
Eight-Factor Model
Factor
Item
Estimate
SE
16d
0.93
0.01
16e
0.73
0.03
Competence
14a
0.88
0.02
14b
0.91
0.01
14c
0.93
0.01
14d
0.94
0.01
Effectiveness
11a
0.87
0.02
11b
0.81
0.03
11c
0.87
0.01
11d
0.97
0.01
11e
0.95
0.01
Attitudes
11f
0.96
0.01
11g
0.96
0.01
11h
1.00
0.01
11i
0.97
0.01
Supports
10a
0.83
0.04
10b
0.83
0.03
10c
0.73
0.04
10d
0.78
0.03
10e
0.88
0.02
10f
0.92
0.02
Principal
12a
0.86
0.02
12b
0.93
0.01
12c
0.86
0.02
12d
0.88
0.02
12e
0.87
0.02
12f
0.85
0.02
Data Systems
13a
0.92
0.02
13b
0.90
0.02
13c
0.80
0.03
13d
0.91
0.02
13e
0.88
0.02
Note. N=323. All factor loadings significant (p<.01).
Research Question 4a
What is the relationship between TDUS Data Competence scale scores and teachers’
educational level (bachelor’s or graduate)?
A single-level CFA with correction for dependency was conducted to evaluate the
relationship between teachers’ educational level and Data Competence scale scores. The sample
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size for the model was 317 teachers, 169 with bachelor’s degrees and 148 with graduate degrees.
The cluster size was 73. The value of the RMSEA of .093, 90% CI [.051,.138] was above the
desired value. The SRMR estimate of .020 suggested an acceptable fit, as did the estimate for
CFI, .998 (Hu & Bentler, 1998). It was hypothesized that data competence is higher in teachers
with graduate degrees than in teachers with only bachelor’s degrees. In the preliminary analysis,
mean Data Competence scale scores for teachers with graduate degrees were found to be higher,
12.75 (SD=2.05) compare to 12.37 (SD=2.14), but the difference was not statistically significant.
The results of the CFA indicated that the correlation between the latent construct and teachers’
educational level, while positive, was weak and non-significant (r=.09, p=.12), consistent with
the preliminary findings.
Research Question 4b
What is the relationship between the TDUS Data Competence scale scores and scores on
the Data Driven Decision-Making Efficacy and Anxiety Inventory (3D-MEA)?
A single-level CFA with correction for dependency was conducted to evaluate the
relationship between teachers’ Data Competence scale scores and scores on the 3D-MEA. The
sample size for the model was 318, and the cluster size was 71. Scale reliabilities for the 3D-ME
and 3D-MA were estimated at .95 and .93, respectively. The value of the RMSEA of .123, 90%
CI [.115,.131] was above the desired value. The SRMR estimate of .058 indicated an acceptable
fit, as did the estimate for CFI at .973 (Hu & Bentler, 1998). The correlation between teachers’
scores on the TDUS Data Competence scale and the 3D-ME (efficacy) items was strong and
positive (r=.83, p<.01), which supported the hypothesized relationship. The correlation between
teachers’ scores on the TDUS Data Competence scale and the 3D-ME (anxiety) also supported
the hypothesized relationship (r=-.50, p<.01).
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Research Question 4c
What is the relationship between TDUS Actions with Florida Standards Assessment Data
(state test) and Actions with Measures of Academic Progress Data (periodic test) scale scores
and schools’ accountability context?
As the scale scores are measured at the teacher-level and the external variable of interest,
school accountability context, is measured at the school-level, multilevel confirmatory factory
analysis (MCFA) methods were used to examine the relationship. In the two-level models,
teachers were nested within schools. The two-level CFAs for the scales were run as separate
one-factor models to address the systematic missingness due to the use of skip logic in the survey
design. The sample size and clusters sizes, overall and by accountability pressure context, for
the models are presented in Table 23 and Table 24. Both scales contain eight items. Multiple fit
indices were examined. For both models, the estimates for RMSEA were well above the desired
cut off. Likewise, the estimates for the SRMR within and between, were above the desired 0.08
cut off, with the between estimates being substantially higher. This was not unexpected, as prior
research suggests that SRMR within tends to indicate a better fit than SRMR between (Kim,
Dedrick, Cao, & Ferron, 2016). As with previous models, the CFI value indicated an acceptable
fit (Hu & Bentler, 1998). A summary of the fit indices is presented in Table 25. The primary
statistics of interest, the correlations between the latent constructs, school accountability context
and teachers’ actions with data, were found to be strong, positive, and statistically significant in
both models: r=.70, p=.01 for Actions with FSA Data and r=.89, p<.01 for Actions with MAP
Data. The findings were consistent with the hypothesized relationship.
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Table 23
Level 1 Sample Sizes for One-Factor Models Underlying Actions with FSA Data and Actions
with MAP Data Scales
Number of Participants by Accountability
Number of
Pressure Context
Model
Participants
Lower
Average
Higher
Actions with FSA Data
175
45
83
47
Actions with MAP Data
296
81
144
71
Note. N=331. Items in the actions with data scales were not presented to respondents who
indicated that the data types were unavailable or not used.
Table 24
Level 2 Cluster Sizes for One-Factor Models Underlying Actions with FSA Data and Actions
with MAP Data Scales
Number of Clusters by Accountability Pressure
Number of
Context
Model
Clusters
Lower
Average
Higher
Actions with FSA Data
63
18
30
15
Actions with MAP Data
72
23
32
17
Note. N=73. Items in the actions with data scales were not presented to respondents who
indicated that the data types were unavailable or not used.
Table 25
Summary of Fit Indices for Two-Level One-Factor Models Underlying Actions with FSA Data
and Actions with MAP Data Scales
SRMR
Model
RMSEA
CFI
Within
Between
Actions with FSA Data
.079
.977
.115
.582
Actions with MAP Data
.064
.995
.125
.563
Summary
According to the Standards (2014), a sound validity argument requires the integration of
various sources of evidence into a coherent account of the degree to which evidence and theory
support the interpretation of assessment scores for the intended use (p. 21). The purpose of the
study was to examine the validity of TDUS scale scores as a measure of teachers’ actions with
data, competence in using data, attitudes towards data, collaboration around data, and the
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organizational supports available to teachers. The study addressed three specific sources of
validity evidence outlined in the Standards: content, internal structure, and relationships with
conceptually related constructs. To provide an integrated view of the evidence, study results for
each source of validity evidence are summarized by scale in Table 26.
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Table 26
Summary of Validity Evidence by Source and Scales
Contenta

Scale
Actions with FSA Data

Content
Validity
Index (CVI)

Mean Clarity
Score

Corrected
Item-to-Total
Correlation
Range

.67

.98

.58-.85

Reliability
(Cronbach’s
Alpha)
.92

Internal Structure (CFA)
Fit Indices:
Standardized
RMESA
Factor Loading
CFI
Range
SRMR

Relationships
(Correlation)
With school
accountability
context
r=.70, p=.01

0.68-0.95

.178
.985
.083

With school
accountability
context
r=.89, p<.01

Actions with MAP Data

.56-.83

.92

0.68-0.97

.267
.980
.092

Actions with District
Assessment Data

.57-.87

.93

0.73-0.99

.200
.993
.064

---

Actions with Personal
Data

.51-.82

.92

0.69-0.99

.197
.989
.093

---

Collaborative Team
Actions

.87

.95

.65-.85

.95

0.71-0.95

Collaborative Team Trust

.67

.97

.48-.85

.90

0.73-0.94

---

0.88-0.94

With teacher
educational level
r=.09, p=.12;
With 3D-ME
r=.83, p<.01;
With 3D-MA
r=-.50, p<.01

Data Competence

.92

.63

.72-.83

.91
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.052
.974
.065

---

Table 26 (Continued) - Summary of Validity Evidence by Scale and Source
Contenta

Internal Structure (CFA)b
Fit Indices:
Standardized
RMESA
Factor Loading
CFI
Range
SRMR

Mean Clarity
Score

Corrected
Item-to-Total
Correlation
Range

Reliability
(Cronbach’s
Alpha)

.87

.93

.66-.84

.90

0.81-0.97

---

Attitudes Toward Data

.83

.88

.84-.90

.95

0.96-1.00

---

Support for Data Use

.50

.61

.63-.74

.87

0.73-0.92

---

Principal Leadership

.78

.78

.68-.84

.91

0.85-0.93

---

Computer Data Systems

.80

.77

.69-.78

.89

0.80-0.92

---

Scale
Data’s Effectiveness for
Pedagogy

Content
Validity
Index (CVI)

Relationships
(Correlation)

Note. Bold indicates results met desired criteria. aActions with Data scales were combined for expert panel review. bActions with
Data scales were run as four separate one-factor models. Remaining scales were run as one eight-factor model.
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Chapter 5: Discussion
The purpose of the study was to examine the reliability and validity of the Teacher Data
Use Survey (TDUS) scale scores as a measure of teachers’ actions with data, teachers’
competence in using data, teachers’ attitudes towards data, teachers’ collaboration around data,
and the organizational supports available to teachers. The study builds upon the pilot study
conducted by the survey developers. This chapter includes a summary of the study, followed by
a discussion of the results in relation to the sources of validity evidence addressed by each
research question and as an integrated whole. Potential uses and limitations of the TDUS are
discussed. The chapter concludes by addressing study limitations and recommendations for
future research.
Summary of the Study
Data are viewed as the driver for improvement at all levels of the educational system
(Mandinach, 2012). The focus on using data to make school improvement and instructional
decisions is reflected in federal and state accountability policies (Every Student Succeeds Act,
2015-2016; Herrington, 2005; No Child Left Behind, 2002), infrastructure investments (Data
Quality Campaign, 2017; Means et al., 2011), school accreditation standards, educator
certification standards, and educator evaluation frameworks (Mandinach & Gummer, 2013b). A
basic logic model underlies these various pressures and incentives on educators to use data: if
teachers use data, their practice will change, and those changes will lead to improved student
outcomes (Mandinach & Gummer, 2015a; Mandinach & Jimerson, 2016). While this logic
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model is simplistic, the practice of data use is complex. Many factors, such as attitudes and
beliefs, competence, supports, and context play a role.
Both in research and practice, there is a need for validated measures that can consistently
estimate data use in instructional settings (Farley-Ripple & Buttram, 2015; Wayman, Johnson et
al., 2017; Wayman et al., 2016). The TDUS is a customizable self-report instrument that aims to
measure five components of the conceptual framework describing teacher data use that undergird
the survey: actions, organizational supports, attitudes towards data, competence in using data,
and collaboration. Each of these components are measured by one or more scales (see Appendix
B and Appendix G). Building on the pilot study conducted by the survey developers (Wayman,
Wilkerson et al., 2017), this study addressed three specific sources of validity evidence outlined
in the Standards for Educational and Psychological Testing (2014): content, internal structure,
and relationships with conceptually related constructs, as well as test score reliability.
The location of the study was a large, diverse public-school district in Florida. The
setting for the study was the district’s 76 elementary schools and two elementary/middle
combination schools. Limiting the recruitment to teachers serving elementary-level students
allowed for the necessary customization of items on the TDUS that address the specific types of
data and supports available to respondents. Data for the study consisted of item ratings from an
expert panel review and from TDUS survey responses from 331 teachers. The survey employed
skip logic to bypass items aligned to the actions with state, periodic, local, and personal data
when respondents indicated that they did not have access to and/or use the specific data type in
question. Likewise, items aligned to the Collaborative Team Actions and Collaborative Team
Trust scales were bypassed when respondents indicated that they did not meet in collaborative
teams.
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Evidence of content validity was examined in two ways. First, the TDUS items were
reviewed by a panel of six experts who rated the items on construct relevancy and clarity
asynchronously using an online form. Panelists were also asked to indicate whether they agreed
with each item’s scale assignment and were able to provide feedback at both the item- and scalelevel. To provide a quantitative measure of content validity, the Content Validity Ratio (CVR)
for each item was calculated (Lawshe, 1975) based on the panelists’ construct relevancy ratings,
and then the CVRs were averaged to find the Content Validity Index (CVI) of each scale.
Clarity scores were calculated for each item and scale by averaging the clarity ratings across
panelists. Panelists’ feedback provided qualitative evidence regarding content validity. Next,
item-level statistics based on classical test theory were examined. As part of the analysis,
Cronbach’s alpha was estimated for each scale as a measure of scale score reliability (Cronbach,
1951).
To examine the extent to which the hypothesized factor structure suggested by the
developer-assigned scales fit the data, confirmatory factor analysis (CFA) methods, where
individual test items were modeled as indicators for the latent variables suggested by the 12
developer-assigned scales, were employed. Violation of the assumption of independence was a
concern due to the sampling method (teachers nested withing schools). As the latent variables
were conceptualized at the teacher-level, single-level CFAs with correction for dependency were
conducted using Mplus [version 8.4] (Muthén & Muthén, 1998-2017). As the data were
categorical, weighted least square mean and variance adjusted (WLSMV) was used as the
method for parameter estimation (Li, 2016). Standardized factor loadings, interfactor
correlations, and multiple fit indices were used to interpret the models.
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Single-level CFAs with correction for dependency were also used to evaluate the
relationship between TDUS Data Competence scale scores and two teacher-level variables:
teachers’ educational level (bachelor’s degree or graduate degree) and scores on items from the
Data Driven Decision-Making Efficacy and Anxiety Inventory (3D-MEA, Dunn et al., 2013b).
Multilevel CFA methods were then used to examine the relationship between TDUS Actions
with Florida Standards Assessment (FSA) Data and Actions with Measures of Academic
Progress (MAP) scale scores and a school-level variable, accountability context. Schools were
divided into three groups: higher-accountability pressure (coded as 1), average-accountability
pressure (coded as 2), and lower-accountability pressure (coded as 3). The primary focus of
these analyses was the correlations between the TDUS scale scores and the external variables.
Discussion of the Results
Research questions 1-2: Evidence based on test content and score reliability. Each
item’s CVR and each scale’s CVI were calculated based on the expert panelists’ construct
relevancy ratings. As the wording of the items aligned to the Actions with Data scales is
identical except for the specific data type being referenced (state, periodic, local, or personal),
the four scales were collapsed into one when rated. The CVI of .67 for the Actions with Data
scale was below the desired .80 cut off. As each item aligned to the scale was rated as “high” by
five of the six panelists and “moderate” by one panelist, the suboptimal CVI was not considered
problematic. The clarity score of .98 indicates that the panelists found the items to be clearly
written, and there was 100% agreement on each item’s scale assignment. Results of the item
analysis suggest that the items discriminate well, with corrected item-to-total correlations
ranging from .51 to .87, and internal consistency reliability estimates were excellent, with all
Cronbach’s alpha estimated at .92 or above.
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Overall, panelists rated the 10 items aligned to the Collaborative Actions with Data scale
highly in terms of construct relevancy and clarity, with a CVI of .87 and a clarity score of .95.
Based on the item analysis, the items discriminated well, with all corrected item-to-total
correlations estimated at .65 or above. Internal consistency was excellent, with Cronbach’s alpha
estimated at .95. One panelist felt that item 17b, “We discuss our preconceived beliefs about an
issue” would be better aligned to the Attitudes Toward Data scale.
The results of the Collaborative Team Trust item review were mixed. While the panelists
rated the clarity of the items highly, they were less enthusiastic about the construct relevancy of
three of the five items. Item 16c, “Members of my team respect colleagues who lead school
improvement efforts”, and item 16d, “Members of my team respect those colleagues who are
experts in their craft”, were rated “low” by two of the panelists. Item 16c was problematic
during the item tryout phase of the study as well, with one participant commenting that she did
not understand what it meant for a colleague to “lead school improvement efforts”. Item 16e,
“My principal or assistant principal(s) fosters a trusting environment for discussing data in
teams”, was rated “low” by one of the panelists. This item also had the lowest discrimination
value, .48, of any on the survey. Removal of the item would increase the scale’s Cronbach’s
alpha estimate from .90 to .94.
The CVI for the Data Competence scale, .92, indicated that the panelists rated the
construct relevancy of the items highly, and there was 100% agreement on the scale assignment
for the items. The clarity score of .63 suggested that the clarity of the items may be of concern.
Each of the four items begins with the phrase “I am good at”. One panelist cautioned that, in
practice, words such as “good” tend to focus on social desirability rather than differentiating the
construct. Another panelist echoed this concern, suggested revising the items to replace the word
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“good” with “proficient”. The lead sentence for the group of items aligned to this scale is “These
questions ask about your attitudes toward your own use of data.” Two panelists mentioned that
the type of data being queried may influence a participant’s response. For example, one might
feel they are good at using personal assessment data to plan lessons, but not at using state
assessment data in the same way. They suggested that specifying the data type in the lead
sentence might improve clarity. Results of the item analysis suggest that the items discriminate
well, with corrected item-to-total correlations ranging from .72 to .83. Internal consistency was
high with a Cronbach’s alpha estimate of .91.
The CVI value of .83 for the Attitudes Toward Data scale was above the desired value of
.80. The clarity score for the scale was .88, with one panelist rating three of the items as unclear.
This panelist suggested rewording items 11g, 11h, and 11i to improve clarity (see Figure 7).
Another panelist suggested that the lead sentence should specify “relevant data of high quality”
vs. the more generic “data.” Another panelist expressed similar sentiments, stating that
clarification of the data type would be important to elicit useful information. This panelist also
expressed concerns that some of the items may not discriminate well but results of the item
analysis did not bear this out. All corrected item-to-total correlations were above .72. The
Cronbach’s alpha estimate at .95 indicated that the internal consistency reliability of the scale
was excellent.
Overall, panelists rated the five items aligned to the Data’s Effectiveness for Pedagogy
scale highly in terms of construct relevancy and clarity, with a CVI of .87 and a clarity score of
.93. As with the Attitudes Toward Data scale, two panelists indicated that being specific as to
the quality, relevancy, or type in the lead sentence would yield more useful information.
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Corrected item-to-total correlations ranged from .63 to .74 indicating that the items discriminated
well. Cronbach’s alpha was estimated at .90 indicating strong internal consistency.
Item

Suggested Revision

11g. I like to use data.

Using data is a positive experience for me.

11h. I find data useful.

Data are useful to me.

11i. Using data helps me be a better teacher.

Using data supports my work as a teacher.

Figure 7. Expert panelist’s suggested revisions to Attitudes Toward Data scale items.
In terms of construct relevancy and clarity ratings, items aligned to the Support for Data
Use scale were the most problematic. CVR values for the items ranged from .33 to .67, and the
CVR for the scale at .50 was well below the desired level. One panelist thought that items 10a
and 10b overlapped. Another panelist indicated that they were unclear on what being “supported
in data use” looks like in item 10a. Items 10c and 10d begin with “There is someone who”. One
panelist felt who the someone is should be specified. As with items on the Data Competence
scale, two panelists were concerned with the use of ambiguous words, such as “useful” and
“enough”, that lend to the appearance of agreement. Suggestions included rewording item 10f,
“My district’s professional development is useful for learning about data use” as “The
professional development offered by my district supports learning about data use.” There were
also concerns about scale assignment. One panelist felt item 10b, “I am adequately prepared to
use data” would be better aligned to the Data Competence scale. Another mentioned that one
could be prepared in ways other than through organizational supports. While acceptable for lowstakes testing, the Cronbach’s alpha estimate of .87 was the lowest of out of all the scales.
Individual items discriminated well, with all corrected item-to-total correlations at .63 or higher.
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As all construct relevancy ratings for items aligned to the Principal Leadership scale were
“high” with the exception of one “moderate” rating on three items, so the suboptimal CVI rating
of .78 was not considered problematic. The clarity score for the scale was .78. As with items in
previous scales, ambiguous words such as “plenty of” or “many” were a concern. One
suggestion was to replace the phrase “plenty of” in item 12c with “adequate”. This would be
more consistent with items from prior scales. One panelist suggested an alternate scale
assignment of Actions with Data for item 12e, “My principal or assistant principal discusses data
with me.” As the Actions with Data CFA models were run separately, this suggestion could not
be examined quantitatively. Based on the results of the item analysis, corrected item-to-total
correlations were .68 or higher indicating that the items discriminate well. Cronbach’s alpha for
the scale was estimated at .91 indicating strong internal consistency.
The CVI value for the final scale, Computer Data Systems, was acceptable at .80. Item
clarity was more of a concern. Three of the six panelists rated item 13a, “I have the proper
technology to efficiently examine data” as unclear. One panelist pointed out that the answer to
the question may vary depending on the type of data being queried. Items 13b and 13c were
rated as unclear by two panelists. As with previous scales, the use of ambiguous words such as
“easy” and “lots” was of concern with two panelists. Clarity could be improved, for example, by
replacing the phrase “access to lots of data” in item 12b with “access to multiple types of data.”
There were no concerns with the results of the item analysis for the scale. Corrected item-tototal correlations ranged from .69 to .78. While lower than all but the estimate for the Support
for Data Use scale, Cronbach’s alpha at .89 is acceptable for a low-stakes assessment.
Research question 3: Evidence based on internal structure. Single-level CFAs with a
correction for dependency were used to examine the internal structure of the TDUS. Due to the
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use of skip logic, missingness was expected in the six scales that align to the actions and
collaboration components of the conceptual framework. To address this systematic missingness
and to maximize the sample size for the remaining scales, CFAs for these scales aligned to the
Actions with FSA Data, Actions with MAP Data, Actions with District Assessment Data, and
Actions with Personal Data scales were run as four separate one-factor models. The sample sizes
for the models were 175, 296, 273, and 281, respectively. The range of standardized factor
loadings was 0.68 to 0.99, suggesting a well-defined structure for each of the models. The
RMSEA estimates for all four models were well above the desired threshold of .06, indicating
inadequate fit, and of the four models, only the Actions with District Assessment Data had a
SRMR value less than the desired value of .08 at .064. While these results indicated less than
optimal fit, RMSEA often incorrectly indicates a poor fit in models with low df (Kenny et al.,
2015,) and SRMR tends to be positively biased for small N and low df (Kenny, 2015). The CFI
estimates, which ranged from .985 to .993, indicated an acceptable fit (Hu & Bentler, 1998). In
each of the four models, modification indices indicated that fit could be improved by correlating
the errors for certain items. In examining the specific pairs of items with the highest
modification indices, the relationship between the errors made conceptual sense (e.g., how often
teachers “discuss data with a parent or guardian” with “discuss data with a student”).
One eight-factor model was run for the remaining scales. The sample size for the model
was 323. Interfactor correlations generally supported the conceptual framework that undergirds
the survey, with weak positive correlations between scales that measure components that do not
connect in the framework, moderate positive correlations between scales that measure
components that do relate in the framework, and stronger correlations between scales that
measure the same conceptual component. The strongest correlation was between the factors
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underlying the Attitudes Toward Data and Data’s Effectiveness for Pedagogy scales. As the two
scales purport to measure the same component of the conceptual framework, the strength of the
relationship was not unexpected. To investigate whether the two factors are truly distinct from
one another, the average variance explained (AVE) for each factor was calculated. The AVEs,
.95 and .80, respectively, were both greater than the squared interconstruct correlation of .67
indicating that the factors are indeed distinct (Fornell & Larcker, 1981). One finding did not
support the conceptual framework, the data competence and attitudes toward data components
do not connect in the framework, yet the relationships between the factors that underlie the scales
were relatively strong (r=.52 and r=.59, p<.01).
Overall, the standardized factor loadings for the model suggested a well-defined
structure, ranging from 0.71 to 1.00. The factor loading of 1.00 for item 11h, “I find data useful”
when considered in conjunction with the results of the item review, may be considered
problematic. One reviewer expressed concern that the item as written would be difficult to
disagree with. Another reviewer suggested that the item was redundant with item 11g. The
reviewer suggested either removing the item or rewriting three of the four items on the scale. In
addition, the sample correlation between items 17h, “When we consider changes in practice, we
predict possible student outcomes”, and 17i, “We revisit predictions made in previous meetings”
was just under 1.00. While a strong positive relationship would be expected, the almost perfect
correlation may suggest redundancy.
While the values of the fit indices examined indicated an acceptable fit (RMSEA= .052
with a 90% CI of [.048, .056], SRMR=.065, CFI=.974; Hu & Bentler, 1998), modification
indices were examined. The three highest modification indices all involved item 16e, “My
principal or assistant principal(s) fosters a trusting environment for discussing data in teams.”
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The modification indices suggested the item also wanted to load on one of the scales that
measures the organizational supports component of the framework, particularly the Principal
Leadership scale. Results of the item review and item analysis suggested that the item may be
problematic as well. The item was rated “low” on construct relevancy by one of the panelists,
and it had the lowest discrimination value, .48, of any on the survey. Removing item from the
Collaborative Trust scale would increase the scale’s Cronbach’s alpha estimate from .90 to .94.
Considered as whole, the results suggest some conceptual ambiguity in the item that might
warrant further investigation. During the content review, one panelist suggested that item 10b, “I
am adequately prepared to use data” should be aligned to the Data Competence scale instead of
the Support for Data Use scales. Modification indices did suggest a secondary loading on the
Data Competence factor. Further consideration of the most appropriate scale for this item may
be warranted as well. One panelist suggested item 17b would be better aligned to the Attitudes
Toward Data scale, but this was not supported by the modification indices.
Research questions 4a-4c: Evidence based on relationships with conceptually related
variables. A single-level CFA with correction for dependency was used to evaluate the
relationship between TDUS Data Competence scale scores and teachers’ educational level
(bachelor’s degree or graduate degree). The sample size for the model was 317 teachers, 169
with bachelor’s degrees and 148 with graduate degrees. As prior research suggests that preintervention scores on a data literacy measure were higher for teachers with graduate degrees
(van Geel et al., 2017), a positive relationship was expected. In the preliminary analysis, mean
Data Competence scale scores for teachers with graduate degrees were found to be higher, 12.75
(SD=2.05) compare to 12.37 (SD=2.14), but the difference was not statistically significant. The
results of the CFA were consistent with the preliminary findings (r=.09, p=.12). While the
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results did not support the hypothesis, van Geel and colleagues (2017) found that intensive,
sustained professional development may close gaps in data literacy between teachers with
varying educational levels. As data regarding participants’ engagement with data-related
professional activities were not available, exploration of this alternative hypothesis was not
possible.
A single-level CFA with correction for dependency was also used to evaluate the
relationship between the TDUS Data Competence scale scores and scores on the 3D-MEA. The
sample size for the model was 318. The four TDUS items aligned to the Data Competence scale
purport to measure teachers’ perceptions about how skilled they are at using data to inform
various aspects of their practice (Wayman, Wilkerson et al., 2017). As the 11 items selected
from the 3D-ME purport to measure teachers’ confidence in their ability to engage in DDDM
tasks to improve student ability (Dunn et al., 2013b), a positive correlation was expected.
Results of the analysis (r=.83, p<.01) supported the hypothesis. As the four items selected from
the 3D-MA (anxiety) purport to measure the fear, apprehension, and anxiety teachers feel related
to their ability to successfully engage in DDDM activities (Dunn et al., 2013b), a negative
relationship between scores on the 3D-MA and the TDUS Data Competence scale scores was
hypothesized. This hypothesis was supported by the results as well (r=-.50, p<.01).
The final relationships explored involved schools’ accountability context and scores on
the TDUS Actions with FSA Data and Actions with MAP Data scale scores. A positive
relationship between the scale scores and schools’ accountability context was hypothesized as
prior research suggests that data use tends to be higher in schools within longstanding
accountability systems (Marsh et al., 2006) and higher accountability-pressure schools tend to
focus on bubble students (Diamond & Cooper, 2007), who may be identified using FSA and/or
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MAP data. To address systematic missingness due to the use of skip logic in the survey design,
the two-level CFAs for the scales were run separately. Consistent with the hypothesis, the
correlations were strong and positive. The correlation between schools’ accountability context
and Actions with FSA Data scale scores was .70 (p=.01). The correlation between schools’
accountability context and Actions with MAP Data scale scores was .89 (p<.01).
Conclusions
According to the Guide for Using the Teacher Data Use Survey (Wayman et al., 2016),
uses of the teacher version TDUS scale scores include providing an overview of how teachers
use state, periodic, local, and/or classroom assessment data at point in time, providing insight
into how teachers currently view data use, and providing an evidence base on which to provide
ongoing support, such as professional learning or technology. Suggested ways of analyzing the
data include comparison of scale means across scales or across demographics, ranking the
frequency of use of the various forms of data, comparing the frequency of use of the various
forms of data across groups to provide insight on how different roles prioritize data, or
examining trends over time.
Validation is an ongoing process, with theory and the overall body of evidence speaking
to the degree to which the proposed interpretations of the test scores for the purpose(s) intended
are supported (American Educational Research Association, American Psychological
Association, and National Council on Measurement in Education, 2014). This study is a
continuation of the pilot study conducted by the developers for the teacher version of the TDUS
(N=47; Wayman, Wilkerson et al., 2017). The pilot study was more limited in scope, and
focused on item statistics, internal consistency reliability of the scale scores, and relationships
between scale scores for scales that measure the same component of the conceptual framework.
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Regarding item statistics and scale score reliabilities, the findings of the current study are
generally consistent with the results of the pilot, and in both cases point to the soundness of the
measure. In general, the items discriminated well in both studies. The minimum corrected itemto-total correlation for the pilot, at .33, was lower than the current study, at .48, but in both
studies the values of most items were above .70. Scale score reliability as measured by
Cronbach’s alpha for the pilot ranged from .84 to .97, and the study alphas ranged from .87 to
.95, which fall well above the accepted criteria for a low-stakes assessment. The correlations
between the three scales that measure the organizational supports component of the framework:
Support for Data Use, Principal Leadership, and Data Systems, were moderate and positive in
both studies. In both studies, the strongest interscale correlation was between the Attitudes
Toward Data and Data’s Effectiveness for Pedagogy scales. The AVE values for the scales lend
support to the developers’ contention that, while one could argue for combining the scales, the
scales’ content suggests different dimensions (Wayman, Wilkerson et al., 2016).
The current study addressed additional sources of evidence based on content, internal
structure, and relationships with conceptually relevant external variables. Evaluation of the
integrated body of evidence for Actions with FSA (state test) Data, Actions with MAP (interim
test) Data, Actions with District Assessment (local test) Data, Actions with Personal Assessment
Data, and Collaborative Team Actions scales lends support to the uses of the scores as suggested
by the survey developers.
No substantive issues were uncovered for the Data’s Effectiveness for Pedagogy,
Principal Leadership, or Data Systems scales. Overall, the available evidence supports the use of
the scores as suggested by the survey developers. Based on panelist feedback, the items in scales
might elicit more useful information if the data type (e.g., state test data) was specified in the
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lead sentence for the item sets. The generic version of the survey reads, “The remainder of this
survey asks general questions about the use of data to inform your education practice. For the
rest of this survey, please consider only the following when you are asked about “data”: state
achievement tests, periodic assessments, and locally developed assessments.” In the current
study, the sentence was customized to address the specific state, periodic, and locally developed
assessments queried in previous questions (FSA, MAP, and District Assessments, respectively).
As the survey is meant to be customized to the context, it seems reasonable that a survey
administrator could chose to limit the query to only one type of data. Based on the expert panel
review, it may be helpful for the developers to revisit items that use ambiguous words such as
“plenty of” or “many”. Using more precise language may yield improvements in clarity.
Result of the evaluation of the evidence suggest using more caution when interpreting
scores for the remaining scales. As with scales discussed previously, based on panelist feedback,
the items in the Data Competence, Attitudes Toward Data, and Support for Data Use scales
might elicit more useful information if the data type was specified by the survey administrator in
the lead sentence. Similarly, it may be helpful for the developers to revise items that use
ambiguous words to use more precise language. These actions combined might ameliorate the
clarity concerns expressed by the expert panelists. Both the panelist feedback and results of the
CFA suggested conceptual ambiguity for item 10b from the Support for Data Use scale and item
16e from the Collaborative Team Trust scale. Further consideration may be needed to determine
the most appropriate scale assignment. Based on the standardized factor loading of 1.00 and
reviewer feedback, item 11h should also be revisited by the survey developers. Lastly, the
developers may want to revisit the relationship between the attitudes toward data and
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competence in using data components of the conceptual framework as the CFA results suggest a
moderate positive relationship.
When considering the intended uses and interpretations of the TDUS Actions with Data
scale scores, it is important to note that the results provide insight as to how teachers use the
specific data types being queried at a moment in time. In the Guide to Using the Teacher Data
Use Survey, the phrase, “how teachers currently use data” is employed when discussing how
districts and school leaders might use TDUS results (Wayman et al., 2016). While it seems
intuitive that teachers might use a particular data type differently at different times in the year,
this was elucidated by two teachers during item tryouts. The teachers shared that they tended to
use FSA (state test) data more often at the beginning of the year when there is a dearth of
available data. Later in the year, the state test data are less relevant instructionally, and their
focus shifted to the available interim, local, and personal assessment data. With this in mind,
users should exercise caution when making inferences based on changes in scale scores over
time.
Study Limitations
The sampling procedures utilized in the study may limit the generalizability of the results.
The target population for the study was delimited to elementary teachers in one large Florida
public school district. The data were collected online, resulting in a “volunteer” or
“convenience” sampling rather than a probability sampling (Taylor, 2000). Additionally,
respondents were asked to provide only limited demographic information to protect the identities
of the participants, which limits comparisons of the sample to the larger population. Another
limitation is that the data were collected shortly after the mid-year administration of the MAP
assessment. It is unknown how or if the results may have differed if the survey were
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administered at a different time during the school year. The use of self-report data has
limitations such as the potential of social desirability bias. The scope of the study was also
limited. Sources of evidence outlines in the Standards (2014), such as evidence based on
response processes, and evidence based on consequences were not evaluated. The evaluation
was also limited to the teacher version of the survey. Further investigation is needed into the
administrator and instructional support staff versions of the TDUS to build upon the pilot study
findings.
Recommendations for Future Research
To further expand the evidence base around the validity of TDUS scale scores, a study
involving a larger, more representative sample is recommended. Not only would the results of
such a study be more generalizable, a larger sample would support an investigation of the
internal structure of the scales as an integrated whole. This would provide information about the
relationships between teachers’ actions with data and the factors in the conceptual framework
thought to influence those actions. In addition, collecting more extensive demographic
information about participants would allow for the investigation into the differences between
groups such as teachers, for example, those who went through a traditional certification pathway
vs. an alternative pathway.
Feedback from the item tryouts suggested that responses to item aligned to the Actions
with Data scales may vary depending on the time of year. For example, at the beginning of the
school year when assessment data for incoming students is lacking, teachers may use the prior
year’s state test data with some frequency. Later in the year, teachers may rely on more
proximal assessments (such as interim or classroom assessments) to inform instruction. One
would expect the other constructs measured by the TDUS to be more stable over time. A study
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examining the test-retest reliability of those scale scores would be a robust addition to the
validity argument. As an extension, exploring changes Actions with Data scale scores and/or
item-level means over the course of a school year could provide valuable insight into how
teachers’ interactions with specific data types evolve as data become more plentiful.
Prior research suggests that teachers often use data in superficial ways for instructional
planning, focusing on procedural understandings rather than making sense of students’
conceptual understandings (Oláh et al., 2010). While the TDUS provides insights into the
specific actions teachers take with data, it provides little insight into how or if those actions
result in instructional changes. Going back to the logic model for teacher data use, teacher data
use is thought to result in changes in practice, and those changes in practice are thought to result
in improved student learning. This logic model is evident in the conceptual framework that
undergirds the TDUS. In the framework, organizational supports, collaboration, teachers’
attitudes towards data, and their competence in using data influence the actions teachers take
with data. It is those actions that change teacher’s knowledge and practice, which in turn
impacts student learning. By design, the TDUS does not measure the knowledge or practice and
student learning components of the conceptual framework. A mixed method study combining
TDUS quantitative data and student achievement data with qualitative data such as classroom
observations and/or interviews could add to the knowledge base around the instructional changes
teachers make in response to data and the impact of those changes on student outcomes.
In this study, higher-accountability pressure schools were classified as such based on a
history of unsatisfactory performance per the state’s school grading formula. Consistent with
prior research (Marsh et al., 2006), results of this study suggest that teachers in high
accountability contexts use data more frequently than those in lower accountability contexts.
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This finding may seem at odds with the logic model for teacher data use. On the surface, one
would think more frequent data use would result in higher student achievement. Data may be
used in ways that improve learning for all students (Datnow & Park, 2018; Jennings, 2012; Lai &
Schildkamp, 2016), or it may also be used for short term gain (Datnow & Park, 2018; Jennings,
2012; Lai & Schildkamp, 2016; Reback et al., 2014). Higher performing schools tend to view
data through a continuous-improvement lens, using data to improve instructional quality and
rigor for all students (Diamond & Cooper, 2017; Lai & Schildkamp, 2016). Conversely, schools
that are further away from accountability targets tend to focus instructional responses on bubble
students and on content emphasized on state tests (Diamond & Cooper, 2007; Reback, et al.,
2014). In these schools, the focus tends to be on identifying skills likely to be assessed by the
state, not on making pedagogical changes that address students’ deficits (Diamond & Cooper,
2007). In this study, the Actions with FSA Data and Actions with MAP Data scales were
selected specifically to investigate the relationship between data use and schools’ accountability
context as FSA and MAP assessment data would be the most useful for identifying bubble
students in state-assessed content areas. A limitation of the TDUS is that, while it provides
information about specific actions teachers take with data, such as forming small groups for
targeted instruction, it does not provide insight into which students were the beneficiaries of this
targeted instruction, or whether that targeted instruction was effective. Another important point
to note is that a lagging indicator of student performance, the school’s position within the state
accountability system, was used to group the schools for the analysis. It is possible that schools’
position within the accountability system may change based on the performance of the students
during the current school year. One cannot determine from TDUS scales scores alone whether
data were used in productive or distortive ways. Qualitative methods, such as in-depth
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interviews with teachers in schools with varying accountability contexts, may improve
understanding of teachers’ instructional decision-making and shed light on whether data are
being used for the benefit of all students. A mixed method longitudinal study may provide
insight into how teachers’ data use practices change over time, and how or if those changes
interact with changes in schools’ accountability context.
One of the ways content validity was explored in this study was through an expert panel
review. To provide a quantitative measure of content validity, CVRs were calculated for each
item based on construct relevancy ratings, and CVIs were calculated for each scale. As
discussed in Chapter 3, the CVR is a measure of interrater agreement that focuses on agreement
that an item is “essential” to the domain (e.g., high construct relevancy) being measured, rather
than general agreement (Wilson et al., 2012). CVR as an item statistic was originally presented
by Lawshe (1975) as a means of quantifying content validity when developing tests for personnel
in industry. Per Lawshe’s methodology, panelists rate each item as essential to the job domain,
useful but not essential, or not necessary. Items rated by at least half of the panelists as being
essential have a positive CVR value. The greater the proportion of panelists (over 50%) rating
the item as essential, the greater the extent of the item’s content validity. Its primary utility was
for making decisions about the retention or rejection of items during instrument development
(Lawshe, 1975). Once a final set of items has been selected, the item CVR values are averaged
to find the scale’s CVI, providing a quantifiable measure of content validity at the scale level
(Lawshe, 1975). The methodology used in this study was an extension of that proposed by
Lawshe in that it was applied to an educational measure instead of an industry job performance
measure, and as a published instrument, there were no retention or reject decisions to be made at
the item level. Using the CVI as a measure of content validity at the scale level was useful in
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that it was an efficient means of summarizing a complex set of ratings, and it provided a
structured way of evaluating the ratings data. A limitation, however, was that this summary
statistic hid more nuanced information about the content validity of the scale. For example, both
the Actions with Data scales and the Collaborative Team Trust scale had a CVI value of .67.
When examined at the item level, each of the eight Actions with Data items received five high
ratings, and one moderate rating. Two items on the Collaborative Team Trust scale received two
low ratings by two panelists, one item received one low rating, and three items were rated as
high by all six panelists. One could make an argument that while the CVIs indicate the extent of
each scale’s content validity is the same, the item-level ratings indicate otherwise. An alternative
methodology uses a 4-point scale when rating the items, where ratings of 3 or 4 are combined as
“essential” when computing each item’s CVR (Yusoff, 2019). Use of this methodology may
provide more differentiation between items that would be rated as moderate or low using a 3point scale. A study comparing these alternative methods would contribute to the understanding
of the utility of CVIs as a means of systematically exploring content validity of existing
measures.
Closing Remarks
The purpose of this study was to add to the validity evidence base for use of the TDUS
scale scores as a measure of teachers’ actions with data, teachers’ competence in using data,
teachers’ attitudes towards data, teachers’ collaboration around data, and the organizational
supports available to teachers. This study is but a step in the ongoing validation process. While
the current body of evidence supports the use of the scores as explicated by the developers,
further research is needed to gain a fuller understanding of the strengths and limitations of the
survey.
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Appendix A: Teacher Data Use Survey Teacher Version (generic)
The following questions ask about various forms of data that you may use in your work.
1. Are the following forms of data available to you?
Form of Data
Yes
No
< state data>
< periodic data>
< local data >
< personal data >
Other
If you indicated “no” to all options in question 1, skip to question 10. If you responded “yes” to
any option, please proceed to question 2.
2. Teachers use all kinds of information (i.e., data) to help plan for instruction that meets
student learning needs. How frequently do you use the following forms of data?
Less than
Once or
Weekly or
A few
once per
twice a
almost
times a
Form of Data
Do not use
month
month
weekly
week
< state data>
< periodic data>
< local data >
< personal data >
Other
3. If you marked the “other” option above, please specify the form of data here:
_________________________________________________________________________
4.

Now, how useful are the following forms of data to your practice?
Somewhat
Very
Form of Data
Not useful
useful
Useful
useful
< state data>
< periodic data>
< local data >
< personal data >
Other

5. If you marked the “other” option above, please specify the form of data here:
_________________________________________________________________________
If you indicated that <state data> is not available to you in question 1, OR if you indicated that
you do not use <state data> in question 2, please go to question 7.
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6.

These questions ask about <state data>. In a typical school year, how often do you do the
following?
One or
two
A few
times a
times a
Action
year
year
Monthly Weekly
a. Use <state data> to identify instructional
content to use in class.
b. Use <state data> to tailor instruction to
individual students’ needs.
c. Use <state data> to develop
recommendations for additional
instructional support.
d. Use <state data> to form small groups of
students for targeted instruction.
e. Discuss <state data> with a parent or
guardian.
f. Discuss <state data> with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about <state data>.
h. Meet with another teacher about <state
data>.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

If you indicated that <periodic data> is “not available” to you in question 1, OR if you
indicated that you “do not use” <periodic data> in question 2, please go to question 8.
7.

These questions ask about <periodic data>. In a typical month, how often do you do the
following?
Less
Weekly
than
Once or
or
A few
once a
twice a
almost
times a
Action
month
month
weekly
week
a. Use <periodic data> to identify
instructional content to use in class.
b. Use <periodic data> to tailor instruction to
individual students’ needs.
c. Use <periodic data> to develop
recommendations for additional
instructional support.
d. Use <periodic data> to form small groups
of students for targeted instruction.
e. Discuss <periodic data> with a parent or
guardian.
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f. Discuss <periodic data> with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about <periodic
data>.
h. Meet with another teacher about <periodic
data>.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
If you indicated that <local data> is “not available” to you in question 1, OR if you indicated
that you “do not use” <local data> in question 2, please go to question 9.
8.

These questions ask about <local data>. In a typical month, how often do you do the
following?
Less
Weekly
than
Once or
or
A few
once a
twice a
almost
times a
Action
month
month
weekly
week
a. Use <local data> to identify instructional
content to use in class.
b. Use <local data> to tailor instruction to
individual students’ needs.
c. Use <local data> to develop
recommendations for additional
instructional support.
d. Use <local data> to form small groups of
students for targeted instruction.
e. Discuss <local data> with a parent or
guardian.
f. Discuss <local data> with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about <local data>.
h. Meet with another teacher about <local
data>.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

If you indicated that <personal data> is “not available” to you in question 1, OR if you
indicated that you “do not use” <personal data> in question 2, please go to question 10.
9.

These questions ask about <personal data>. In a typical month, how often do you do the
following?
Less
Weekly
than
Once or
or
A few
once a
twice a
almost
times a
Action
month
month
weekly
week
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a. Use <personal data> to identify
instructional content to use in class.
b. Use <personal data> to tailor instruction to
individual students’ needs.
c. Use <personal data> to develop
recommendations for additional
instructional support.
d. Use <personal data> to form small groups
of students for targeted instruction.
e. Discuss <personal data> with a parent or
guardian.
f. Discuss <personal data> with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about <personal
data>.
h. Meet with another teacher about <personal
data>.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
The remainder of this survey asks general questions about the use of data to inform your education
practice. For the rest of this survey, please consider only the following when you are asked about
“data”: state achievement tests, periodic assessments, and locally developed assessments.
10. These questions ask about supports for using data. Please indicate how much you agree or
disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I am adequately supported in the effective
use of data.
b. I am adequately prepared to use data.
c. There is someone who answers my
questions about using data.
d. There is someone who helps me change my
practice (e.g., my teaching) based on data.
e. My district provides enough professional
development about data use.
f. My district’s professional development is
useful for learning about data use.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

115

11.

These questions ask about your attitudes and opinions regarding data. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. Data help teachers plan instruction.
b. Data offer information about students that
was not already known.
c. Data help teachers know what concepts
students are learning.
d. Data help teachers identify learning goals
for students.
e. Students benefit when teacher instruction is
informed by data.
f. I think it is important to use data to inform
education practice.
g. I like to use data.
h. I find data useful.
i. Using data helps me be a better teacher.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

12. These questions ask how your principal and assistant principal(s) support you in using data.
Principals and assistant principals will not be able to see your answers. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. My principal or assistant principal(s)
encourages data use as a tool to support
effective teaching.
b. My principal or assistant principal(s)
creates many opportunities for teachers to
use data.
c. My principal or assistant principal(s) has
made sure teachers have plenty of training
for data use.
d. My principal or assistant principal(s) is a
good example of an effective data user.
e. My principal or assistant principal(s)
discusses data with me.
f. My principal or assistant principal(s)
creates protected time for using data.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
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13. Your school or district gives you programs, systems, and other technology to help you
access and use student data. The following questions ask about these computer systems.
Please indicate how much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I have the proper technology to efficiently
examine data.
b. The computer systems in my district
provide me access to lots of data.
c. The computer systems (for data use) in my
district are easy to use.
d. The computer systems in my district allow
me to examine various types of data at
once (e.g., attendance, achievement,
demographics).
e. The computer systems in my district
generate displays (e.g., reports, graphs,
tables) that are useful to me.
Items a-d adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator
Data Use. Unpublished instrument.
14. These questions ask about your attitudes toward your own use of data. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I am good at using data to diagnose student
learning needs.
b. I am good at adjusting instruction based on
data.
c. I am good at using data to plan lessons.
d. I am good at using data to set student
learning goals.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
The following questions ask about your work in collaborative teams.
15. How often do you have scheduled meetings to work in collaborative team(s)? (Check only
one.)
 Less than once per month
 Once or twice a month
 Weekly or almost weekly
 A few times a week
 I do not have scheduled meetings to work in collaborative teams.
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If you answered “I do not have scheduled meetings to work in collaborative teams” in
question 15, please go to question 18.
16. As you think about your collaborative team(s), please indicate how much you agree or
disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. Members of my team trust each other.
b. It’s ok to discuss feelings and worries with
other members of my team.
c. Members of my team respect colleagues
who lead school improvement efforts.
d. Members of my team respect those
colleagues who are experts in their craft.
e. My principal or assistant principal(s)
fosters a trusting environment for
discussing data in teams.
Items a–d are from University of Chicago Consortium on School Research. (2013). Teacher
Survey Codebook, Chicago, IL: Author.
17. How often do you and your collaborative team(s) do the following?
Action
Never
Sometimes
Often
a. We approach an issue by looking
at data.
b. We discuss our preconceived
beliefs about an issue.
c. We identify questions that we
will seek to answer using data.
d. We explore data by looking for
patterns and trends.
e. We draw conclusions based on
data.
f. We identify additional data to
offer a clearer picture of the
issue.
g. We use data to make links
between instruction and student
outcomes.
h. When we consider changes in
practice, we predict possible
student outcomes.
i. We revisit predictions made in
previous meetings.
j. We identify actionable solutions
based on our conclusions.
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A lot

18. What else would you like to share with us about data use?
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Appendix B: Teacher Data Use Survey Scales (generic)
Component

Scale

Actions

Actions with State
Achievement Dataa

Number Score
of
Items
8
1=one or two times a year
2=a few times a year
3=monthly
4=weekly

Actions with Periodic Dataa

8

Actions with Local Dataa

8

Actions with Personal Dataa

8

Collaborative Team Action

10

1=never
2=sometimes
3=often
4=a lot

Competence in using
data

Data Competence

4

Attitudes toward data

Attitudes Towards Data

4

1=strongly disagree
2=disagree
3=agree,
4=strongly agree

Data’s Effectiveness for
Pedagogy

5

Collaboration

Collaborative Team Trust

5

Organizational
supports

Support for Data Use

6

Principal Leadership

6

Computer Data Systems

5

1=less than once a month,
2=once or twice a month,
3=weekly or almost weekly
4=a few times a week

Note. First five questions and question 15 do not form a scale, so they are excluded.
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Appendix C: TDUS Pilot Study Results
This appendix presents TDUS pilot test study results as published in Helping Administrators Get
Data on How Teachers Use Data: The Teacher Data Use Survey by J.C. Wayman, S. Wilkerson,
V. Cho, E. Mandinach, and J. Supovitz, 2017, paper presented at the annual meeting of the
American Educational Research Association, San Antonio, TX.
Table C1
Pilot Study TDUS Scale Means by Version
Mean

Teacher
(N=47)
SE

n

Administrator
(N=19)
Mean
SE
n

Collaborative Team Actions
10 items
(1=never, 2=sometimes,
3=often, 4=a lot)

2.66

0.11

47

3.12

0.14

19

2.72

0.18

17

Actions with State
Achievement Test Data
8 Items
(1=one or two times a
year, 2=a few times a
year, 3=monthly,
4=weekly)

2.59

0.13

42

2.38

0.19

19

1.96

0.17

17

Actions with Common
Formative Assessment Data
8 items
(1=less than once a
month, 2=once or twice
a month, 3=weekly or
almost weekly, 4=a few
times a week)

2.64

0.08

45

2.88

0.13

19

2.47

0.14

17

Actions with Quiz Data
8 items
(1=less than once a
month, 2=once or twice
a month, 3=weekly or
almost weekly, 4=a few
times a week)

2.57

0.08

46

2.71

0.51

19

2.19

0.15

16

Component
Scale
Actions Component
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Instructional Support Staff
(N=17)
Mean
SE
n

Table C1 (Continued) - TDUS Scale Means by Version
Component
Scale
Mean
Organizational Supports Component

Teacher
(N=47)
SE

n

Administrator
(N=19)
Mean
SE
n

Instructional Support Staff
(N=17)
Mean
SE
n

Computer Data Systems
5 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)

2.96

0.09

47

3.06

0.16

19

3.42

0.14

17

Principal Leadership
5 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)

3.24

0.08

47

3.29

0.13

19

3.38

0.19

17

Support for Data Use
6 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)

2.94

0.08

47

2.82

0.12

19

2.83

0.15

17

Attitudes Towards Data Component
Attitudes Toward Data
4 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)

3.22

0.07

47

3.73

0.16

19

3.66

0.11

17

Data’s Effectiveness for
Pedagogy
5 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)

3.21

0.06

47

3.53

0.16

19

3.58

0.10

17

3.15

0.07

47

2.89

0.14

19

2.75

0.17

17

3.13

0.10

44

3.11

0.09

19

3.23

0.14

17

Competence in Using Data Component
Data Competence
4 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)
Collaboration Component
Collaborative Team Trust
5 items
(1=strongly disagree,
2=disagree, 3=agree,
4=strongly agree)
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Table C2
Pilot Study Cronbach’s Alpha and Item-total Correlation Range of TDUS Scales by Version
Teacher
(N=47)

Administrator
(N=19)

Instructional
Support Staff
(N=17)

Collaborative Team Actions
Alpha
Item-total correlation

.97
.78–.92

.96
.73–.91

.95
.60–.89

Actions with State Achievement Test Data
Alpha
Item-total correlation

0.94
.66–.87

0.95
.71–.92

.92
.54–.92

Actions with Common Formative
Assessment Data
Alpha
Item-total correlation

.84
.33–.78

.91
.62–.86

.88
.37–.86

Actions with Quiz Data
Alpha
Item-total correlation

.86
.38–.81

.93
.56–.89

.90
.39–.89

Computer Data Systems
Alpha
Item-total correlation

.93
.75–.86

.95
.82–.88

.95
.87–.92

Principal Leadership
Alpha
Item-total correlation

.91
.65–.86

.91
.72–.83

.96
.83–.92

Support for Data Use
Alpha
Item-total correlation

.89
.62–.81

.82
.33–.74

.91
.63–.87

Attitudes Toward Data
Alpha
Item-total correlation

.92
.77–.86

.98
.89- .98

.95
.83–.96

Data’s Effectiveness for Pedagogy
Alpha
Item-total correlation

.91
.69–.84

.94
.73–.96

.91
.70–.85

Data Competence
Alpha
Item-total correlation

.96
.84–.92

.93
.78–.88

.96
.88–.94

Component
Scale
Actions Component

Organizational Supports Component

Attitudes Towards Data Component
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Table C2 (Continued) - Cronbach’s Alpha and Item-total Correlation Range of TDUS Scales by
Survey Version
Component
Scale
Collaboration Component
Collaborative Team Trust
Alpha
Item-total correlation

Teacher
(N=47)

Administrator
(N=19)

Instructional
Support Staff
(N=17)

.95
.74–.92

.95
.85–.92

.95
.74–.92

Table C3
Pilot Study Scale Correlations for the Actions with Data Component by Version

Scale/Version
Actions with State
Achievement Test Data
Teacher
Administrator
Instructional Support Staff

Actions with
State Test Data

Actions with
Common
Formative
Assessment Data

1.00
1.00
1.00

.45**
.40
.27

Actions with Common
Formative Assessment Data
Teacher
Administrator
Instructional Support Staff

1.00
1.00
1.00

Actions with Quiz Data
Teacher
Administrator
Instructional Support Staff
Collaborative Team Actions
Teacher
Administrator
Instructional Support Staff

Actions with Quiz
Data

.44**
.37
.27

Collaborative
Team Actions

.44**
.53*
0.21

.53**
.55*
.66**

.35*
.81**
.66**

1.00
1.00
1.00

.38*
.23
.57*

1.00
1.00
1.00

**p< 0.01 *p< 0.05
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Table C4
Pilot Study Scale Correlations for the Organizational Supports Component by Version
Scale
Version
Computer Data Systems
Teacher
Administrator
Instructional Support Staff

Computer Data
Systems

Principal
Leadership

Support for Data
Use

1.00
1.00
1.00

.63**
.06
.41

.56**
.26
.67**

1.00
1.00
1.00

.57**
.68**
.67**

Principal Leadership
Teacher
Administrator
Instructional Support Staff
Support for Data Use
Teacher
Administrator
Instructional Support Staff

1.00
1.00
1.00

**p< 0.01 *p< 0.05
Table C5
Pilot Study Scale Correlations for the Attitudes Towards Data Component by Version

Scale/Version
Attitudes Toward Data
Teacher
Administrator
Instructional Support Staff

Attitudes Toward Data
1.00
1.00
1.00

Data’s Effectiveness for Pedagogy
Teacher
Administrator
Instructional Support Staff

Data’s Effectiveness for
Pedagogy
.89**
.91**
.84**

1.00
1.00
1.00

**p< 0.01 *p< 0.05
Instructional Support Staff
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Appendix D: Demographic and Instructional Assignment Survey Items
Item
Are you a classroom teacher who instructs
students in grades K-5?

Response Options
Yes
No <if no, survey is discontinued>

Select your school site from the dropdown
menu. If you serve students in multiple sites,
please select the site where you spend the
majority of your instructional time.
What grade levels do you teach? Select all
that apply.

Dropdown list of 78 participating school sites

Which of the below best describes your
primary teaching assignment?

How long have you been working as a
teacher?

What is the highest level degree you have
earned?

K
1
2
3
4
5
General education, core academic subjects
Exception Student Education, core academic
subjects
Physical Education, Music, or Art
Other
Less than 1 year
1-2 years
3-5 years
6-10 years
11-15 years
16-20 years
More than 20 years
Bachelors
Graduate (Masters, Specialist, Doctorate)
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Appendix E: Teacher Data Use Survey Teacher Version (customized for district)

The following questions ask about various forms of data that you may use in your work.
1.

Are the following forms of data available to you?
Form of Data
Florida Standards Assessment (FSA)
Measures of Academic Progress (MAP)
District common assessment (e.g., cycle, unit)
Personally-created assessments (e.g., classroom tests, quizzes)

Yes

No

If you indicated “no” to all options in question 1, skip to question 8. If you responded “yes” to
any option, please proceed to question 2.
2. Teachers use all kinds of information (i.e., data) to help plan for instruction that meets
student learning needs. How frequently do you use the following forms of data?
Less than
Once or
Weekly or
A few
once per
twice a
almost
times a
Form of Data
Do not use
month
month
weekly
week
Florida Standards
Assessment (FSA)
Measures of
Academic Progress
(MAP)
District common
assessment (e.g.,
cycle, unit)
Personally-created
(e.g. classroom tests,
quizzes)
3. Omitted as “other” not included as an option for question 2.
4. Now, how useful are the following forms of data to your practice?
Somewhat
Form of Data
Not useful
useful
Useful
Florida Standards
Assessment (FSA)
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Very
useful

Measures of
Academic Progress
(MAP)
District common
assessment (e.g.,
cycle, unit)
Personally-created
(e.g. classroom tests,
quizzes)
5. Omitted as “other” not included as an option for question 4.
If you indicated that FSA data are not available to you in question 1, OR if you indicated that
you do not use FSA data in question 2, please go to question 7.
6.

These questions ask about FSA data. In a typical school year, how often do you do the
following?
One or
two
A few
times a
times a
Action
year
year
Monthly Weekly
a. Use FSA data to identify instructional
content to use in class.
b. Use FSA data to tailor instruction to
individual students’ needs.
c. Use FSA data to develop recommendations
for additional instructional support.
d. Use FSA data to form small groups of
students for targeted instruction.
e. Discuss FSA data with a parent or
guardian.
f. Discuss FSA data with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about FSA data.
h. Meet with another teacher about FSA data.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

If you indicated that MAP data are “not available” to you in question 1, OR if you indicated that
you “do not use” MAP data in question 2, please go to question 8.
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7.

These questions ask about MAP data. In a typical month, how often do you do the
following?
Less
Weekly
than
Once or
or
A few
once a
twice a
almost
times a
Action
month
month
weekly
week
a. Use MAP data to identify instructional
content to use in class.
b. Use MAP data to tailor instruction to
individual students’ needs.
c. Use MAP data to develop
recommendations for additional
instructional support.
d. Use MAP data to form small groups of
students for targeted instruction.
e. Discuss MAP data with a parent or
guardian.
f. Discuss MAP data with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about MAP data.
h. Meet with another teacher about MAP
data.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.

If you indicated that district common assessment (e.g., cycle, unit) data is “not available” to you
in question 1, OR if you indicated that you “do not use” district common assessment in question
2, please go to question 9.
8. These questions ask about district common assessment data.
do you do the following?
Less
than
once a
Action
month
a. Use district common assessment data to
identify instructional content to use in
class.
b. Use district common assessment data to
tailor instruction to individual students’
needs.
c. Use district common assessment data to
develop recommendations for additional
instructional support.
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In a typical month, how often

Once or
twice a
month

Weekly
or
almost
weekly

A few
times a
week

d. Use district common assessment data to
form small groups of students for targeted
instruction.
e. Discuss district common assessment data
with a parent or guardian.
f. Discuss district common assessment data
with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about district
common assessment data.
h. Meet with another teacher about district
common assessment data.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
If you indicated that personally-created student data (e.g. classroom tests, quizzes) is “not
available” to you in question 1, OR if you indicated that you “do not use” personal assessment
data in question 2, please go to question 10.
9.

These questions ask about personally-created assessment data. In a typical month, how
often do you do the following?
Less
Weekly
than
Once or
or
A few
once a
twice a
almost
times a
Action
month
month
weekly
week
a. Use personally-created assessment data to
identify instructional content to use in
class.
b. Use personally-created assessment data to
tailor instruction to individual assessments’
needs.
c. Use personally-created assessment data to
develop recommendations for additional
instructional support.
d. Use personally-created assessment data to
form small groups of students for targeted
instruction.
e. Discuss personally-created assessment data
with a parent or guardian.
f. Discuss personally-created assessment data
with a student.
g. Meet with a specialist (e.g., instructional
coach or data coach) about personallycreated assessment data.
h. Meet with another teacher about
personally-created assessment data.
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Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
The remainder of this survey asks general questions about the use of data to inform your education
practice. For the rest of this survey, please consider only the following when you are asked about
“data”: state achievement tests, periodic assessments, and locally developed assessments.
10. These questions ask about supports for using data. Please indicate how much you agree or
disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I am adequately supported in the effective
use of data.
b. I am adequately prepared to use data.
c. There is someone who answers my
questions about using data.
d. There is someone who helps me change my
practice (e.g., my teaching) based on data.
e. My district provides enough professional
development about data use.
f. My district’s professional development is
useful for learning about data use.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
11.

These questions ask about your attitudes and opinions regarding data. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. Data help teachers plan instruction.
b. Data offer information about students that
was not already known.
c. Data help teachers know what concepts
students are learning.
d. Data help teachers identify learning goals
for students.
e. Students benefit when teacher instruction is
informed by data.
f. I think it is important to use data to inform
education practice.
g. I like to use data.
h. I find data useful.
i. Using data helps me be a better teacher.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
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12. These questions ask how your principal and assistant principal(s) support you in using data.
Principals and assistant principals will not be able to see your answers. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. My principal or assistant principal(s)
encourages data use as a tool to support
effective teaching.
b. My principal or assistant principal(s)
creates many opportunities for teachers to
use data.
c. My principal or assistant principal(s) has
made sure teachers have plenty of training
for data use.
d. My principal or assistant principal(s) is a
good example of an effective data user.
e. My principal or assistant principal(s)
discusses data with me.
f. My principal or assistant principal(s)
creates protected time for using data.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
13. Your school or district gives you programs, systems, and other technology to help you
access and use student data. The following questions ask about these computer systems.
Please indicate how much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I have the proper technology to efficiently
examine data.
b. The computer systems in my district
provide me access to lots of data.
c. The computer systems (for data use) in my
district are easy to use.
d. The computer systems in my district allow
me to examine various types of data at
once (e.g., attendance, achievement,
demographics).
e. The computer systems in my district
generate displays (e.g., reports, graphs,
tables) that are useful to me.
Items a-d adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator
Data Use. Unpublished instrument.

132

14. These questions ask about your attitudes toward your own use of data. Please indicate how
much you agree or disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. I am good at using data to diagnose student
learning needs.
b. I am good at adjusting instruction based on
data.
c. I am good at using data to plan lessons.
d. I am good at using data to set student
learning goals.
Items adapted from Wayman, J. C., Cho, V., & Shaw, S. (2009). Survey of Educator Data
Use. Unpublished instrument.
The following questions ask about your work in collaborative teams.
15. How often do you have scheduled meetings to work in collaborative team(s)? (Check only
one.)
 Less than once per month
 Once or twice a month
 Weekly or almost weekly
 A few times a week
 I do not have scheduled meetings to work in collaborative teams.
If you answered “I do not have scheduled meetings to work in collaborative teams” in
question 13, please go to question 16.
16. As you think about your collaborative team(s), please indicate how much you agree or
disagree with the following statements:
Strongly
Strongly
Action
disagree Disagree
Agree
Agree
a. Members of my team trust each other.
b. It’s ok to discuss feelings and worries with
other members of my team.
c. Members of my team respect colleagues
who lead school improvement efforts.
d. Members of my team respect those
colleagues who are experts in their craft.
e. My principal or assistant principal(s)
fosters a trusting environment for
discussing data in teams.
Items a–d are from University of Chicago Consortium on School Research. (2013). Teacher
Survey Codebook, Chicago, IL: Author.
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17. How often do you and your collaborative team(s) do the following?
Action
Never
Sometimes
Often
a. We approach an issue by looking
at data.
b. We discuss our preconceived
beliefs about an issue.
c. We identify questions that we
will seek to answer using data.
d. We explore data by looking for
patterns and trends.
e. We draw conclusions based on
data.
f. We identify additional data to
offer a clearer picture of the
issue.
g. We use data to make links
between instruction and student
outcomes.
h. When we consider changes in
practice, we predict possible
student outcomes.
i. We revisit predictions made in
previous meetings.
j. We identify actionable solutions
based on our conclusions.

A lot

18. What else would you like to share with us about data use? (omitted from survey)
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Appendix F: Selected Items from the 3D-MEA

Data Driven Decision-Making Efficacy (3D-ME) Items
1. I am confident that I know what types of data or reports I need to assess group
performance
2. I am confident that I know what types of data or reports I need to assess student
performance
3. I am confident in my ability to understand assessment reports
4. I am confident in my ability to interpret student performance from a scaled score
5. I am confident in my ability to interpret subtest or strand scores to determine student
strengths and weaknesses in a content area
6. I am confident that I can use data to identify students with special learning needs
7. I am confident that I can use data to identify gaps in student understanding of curricular
concepts
8. I am confident that I can use assessment data to provide targeted feedback to students
about their performance or progress
9. I am confident I can use assessment data to identify gaps in my instructional curriculum
10. I am confident that I can use data to group students with similar learning needs for
instruction
11. I am confident in my ability to use data to guide my selection of targeted interventions for
gaps in student understanding
Data Driven Decision-Making Anxiety (3D-MA)
1. I am intimidated by statistics
2. I am intimidated by the task of interpreting students’ state level standardized assessments
3. I am concerned that I will feel or look ‘‘dumb’’ when it comes to data driven decisionmaking
4. I am intimidated by the process of connecting data analysis to my instructional practice
Note. Item score assigned by developers: 1 = Strongly Disagree, 2 = Disagree, 3 = Neither
Agree Nor Disagree, 4 = Agree, 5 = Strongly Agree. Item score used for this study: 1 = Strongly
Disagree, 2 = Disagree, 3 = Agree, 4 = Strongly Agree
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Appendix G: Teacher Data Use Survey Scales (customized for district)
Component

Scale

Actions

Actions with Florida
Standards Assessment
(FSA) Dataa

Number Score
of
Items
8
1=one or two times a year
2=a few times a year
3=monthly
4=weekly

Actions with Measures of
Academic Progress (MAP)
Dataa

8

1=less than once a month,
2=once or twice a month,
3=weekly or almost weekly
4=a few times a week

Actions with District
Assessment Dataa

8

Actions with Personal Dataa

8

Collaborative Team Action

10

1=never
2=sometimes
3=often
4=a lot

Competence in using
data

Data Competence

4

Attitudes toward data

Attitudes Towards Data

4

1=strongly disagree
2=disagree
3=agree,
4=strongly agree

Data’s Effectiveness for
Pedagogy

5

Collaboration

Collaborative Team Trust

5

Organizational
supports

Support for Data Use

6

Principal Leadership

6

Computer Data Systems

5

Note. First five questions and question 15 do not form a scale, so they are excluded.
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Appendix H: IRB Approval
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Appendix I: TDUS Item Rating Form Sample
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Appendix J: Panelists’ Ratings, Content Validity Ratios, and Clarity Scores by Item
Table J1
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the Actions
with Data Scales
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 CVR
6-9a
High
High
High
High
Moderate
High
.67
6-9b
High
High
High
High
Moderate
High
.67
6-9c
High
High
High
High
Moderate
High
.67
6-9d
High
High
High
High
Moderate
High
.67
6-9e
High
High
High
High
High
Moderate
.67
6-9f
High
High
High
High
High
Moderate
.67
6-9g
High
High
High
High
High
Moderate
.67
6-9h
High
High
High
High
High
Moderate
.67
Note. Items aligned to the four Actions with Data scales are identical except for the data type
and were collapsed into one when rated.
Table J2
Clarity Ratings and Clarity Scores for Items Aligned to the Actions with Data Scales
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
6-9a
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9b
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9c
Yes
Yes
Yes
No
Yes
Yes
.83
6-9d
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9e
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9f
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9g
Yes
Yes
Yes
Yes
Yes
Yes
1.00
6-9h
Yes
Yes
Yes
Yes
Yes
Yes
1.00
Note. Items aligned to the four Actions with Data scales are identical except for the data type
and were collapsed into one when rated. Reviewers responded to the prompt ‘Do you feel the
item is clearly written?’ (Yes=1 or No=0). aClarity Score = mean of panelists’ clarity ratings
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Table J3
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the Support
for Data Use Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 CVR
10a
High
High
High
High
High
Moderate
.67
10b
High
High
Moderate
High
High
Low
.33
10c
High
High
High
High
Low
High
.67
10d
High
High
High
High
Low
High
.67
10e
High
High
High
High
Moderate
Moderate
.33
10f
High
High
High
High
Moderate
Moderate
.33
Table J4
Clarity Ratings and Clarity Scores for Items Aligned to the Support for Data Use Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
10a
No
Yes
Yes
No
No
Yes
.50
10b
No
Yes
Yes
No
No
Yes
.50
10c
No
Yes
Yes
Yes
No
Yes
.67
10d
No
Yes
Yes
Yes
No
Yes
.67
10e
No
Yes
Yes
Yes
No
Yes
.67
10f
No
Yes
Yes
Yes
No
Yes
.67
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
Table J5
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the Data’s
Effectiveness for Pedagogy Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 CVR
11a
High
High
High
High
High
High
1.00
11b
High
High
High
High
Low
High
.67
11c
High
High
High
High
High
High
1.00
11d
High
High
High
High
Low
High
.67
11e
High
High
High
High
High
High
1.00
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Table J6
Clarity Ratings and Clarity Scores for Items Aligned to the Data’s Effectiveness for Pedagogy
Use Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
11a
Yes
Yes
Yes
Yes
Yes
Yes
1.00
11b
Yes
Yes
Yes
Yes
No
Yes
.83
11c
Yes
Yes
Yes
Yes
Yes
Yes
1.00
11d
Yes
Yes
Yes
Yes
No
Yes
.83
11e
Yes
Yes
Yes
Yes
Yes
Yes
1.00
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
Table J7
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the Attitudes
Toward Data Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 CVR
11f
High
High
High
High
High
High
1.00
11g
High
High
High
High
Moderate
High
.67
11h
High
High
High
High
High
High
1.00
11i
High
High
High
High
Moderate
High
.67
11f
High
High
High
High
High
High
1.00
Table J8
Clarity Ratings and Clarity Scores for Items Aligned to the Attitudes Toward Data Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
11f
Yes
Yes
Yes
Yes
Yes
Yes
1.00
11g
Yes
Yes
Yes
Yes
No
Yes
.83
11h
Yes
Yes
Yes
Yes
No
Yes
.83
11i
Yes
Yes
Yes
Yes
No
Yes
.83
11f
Yes
Yes
Yes
Yes
Yes
Yes
.83
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
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Table J9
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the
Principal Leadership Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6
12a
High
High
High
High
High
High
12b
High
High
High
High
Moderate
High
12c
High
High
High
High
High
High
12d
High
High
High
High
Moderate
High
12e
High
High
High
High
Moderate
High
12f
High
High
High
High
Moderate
High

CVR
1.00
.67
1.00
.67
.67
.67

Table J10
Clarity Ratings and Clarity Scores for Items Aligned to the Principal Leadership Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
12a
Yes
Yes
Yes
Yes
Yes
Yes
1.00
12b
No
Yes
Yes
Yes
No
Yes
.67
12c
No
No
Yes
Yes
No
Yes
.50
12d
Yes
Yes
Yes
Yes
No
Yes
.83
12e
Yes
Yes
Yes
Yes
No
Yes
.83
12f
Yes
Yes
Yes
Yes
No
Yes
.83
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
Table J11
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the
Computer Data Systems Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6
13a
High
High
High
High
High
High
13b
High
High
High
High
Moderate
High
13c
High
High
High
High
Low
High
13d
High
High
High
High
High
High
13e
High
High
High
High
Moderate
High
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CVR
1.00
.67
.67
1.00
.67

Table J12
Clarity Ratings and Clarity Scores for Items Aligned to the Computer Data System Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
13a
No
Yes
Yes
No
No
Yes
.50
13b
No
Yes
Yes
Yes
No
Yes
.67
13c
No
Yes
Yes
Yes
No
Yes
.67
13d
Yes
Yes
Yes
Yes
Yes
Yes
1.00
13e
Yes
Yes
Yes
Yes
Yes
Yes
1.00
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
Table J13
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the Data
Competence Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 CVR
14a
High
High
High
High
High
High
1.00
14b
High
High
High
High
High
High
1.00
14c
High
High
High
High
High
High
1.00
14d
High
High
High
High
Moderate
High
.67
Table J14
Clarity Ratings and Clarity Scores for Items Aligned to the Data Competence Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
14a
No
Yes
Yes
Yes
No
Yes
.67
14b
No
Yes
Yes
Yes
No
Yes
.67
14c
No
Yes
Yes
No
No
Yes
.50
14d
No
Yes
Yes
Yes
No
Yes
.67
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
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Table J15
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the
Collaborative Trust Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6
16a
High
High
High
High
High
High
16b
High
High
High
High
High
High
16c
High
High
High
High
Low
Low
16d
High
High
High
High
Low
Low
16e
High
High
High
High
Low
High

CVR
1.00
1.00
.33
.33
.67

Table J16
Clarity Ratings and Clarity Scores for Items Aligned to the Collaborative Trust Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
16a
Yes
Yes
Yes
Yes
Yes
Yes
1.00
16b
Yes
Yes
Yes
Yes
No
Yes
.83
16c
Yes
Yes
Yes
Yes
Yes
Yes
1.00
16d
Yes
Yes
Yes
Yes
Yes
Yes
1.00
16e
Yes
Yes
Yes
Yes
Yes
Yes
1.00
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings
Table J17
Construct Relevancy Ratings and Content Validity Ratio (CVR) for Items Aligned to the
Collaborative Team Actions Scale
Construct Relevancy Ratings
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6
17a
High
High
High
High
High
High
17b
High
High
High
High
Low
High
17c
High
High
High
High
High
High
17d
High
High
High
High
High
High
17e
High
High
High
High
Moderate
High
17f
High
High
High
High
High
High
17g
High
High
High
High
High
High
17h
High
High
High
High
Moderate
High
17i
High
High
High
High
Moderate
High
17j
High
High
High
High
High
High
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CVR
1.00
.67
1.00
1.00
.67
1.00
1.00
.67
.67
1.00

Table J18
Clarity Ratings and Clarity Scores for Items Aligned to the Collaborative Team Actions Scale
Clarity Ratings
Clarity
Item Panelist 1
Panelist 2
Panelist 3
Panelist 4
Panelist 5
Panelist 6 Scorea
17a
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17b
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17c
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17d
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17e
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17f
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17g
Yes
Yes
Yes
Yes
Yes
Yes
1.00
17h
Yes
Yes
Yes
Yes
No
Yes
.83
17i
Yes
Yes
Yes
Yes
No
Yes
.83
17j
--Yes
Yes
Yes
Yes
Yes
.83
Note. Reviewers responded to the prompt ‘Do you feel the item is clearly written?’ (Yes=1 or
No=0). aClarity Score = mean of panelists’ clarity ratings

146

Appendix K: TDUS Item Statistics by Scale
Table K1
TDUS Item Statistics by Scale

Scale/Item
Mean
SD
Actions with FSA Data (n=172)
6a
2.20
1.03
6b
2.27
1.07
6c
2.22
1.02
6d
2.22
1.07
6e
1.58
0.71
6f
1.84
0.89
6g
2.02
0.98
6h
2.03
0.97
Actions with MAP Data (n=295)
7a
2.11
0.94
7b
2.21
0.91
7c
2.15
0.88
7d
2.17
0.94
7e
1.40
0.65
7f
1.65
0.79
7g
1.64
0.76
7h
1.77
0.83
Actions with District Assessment Data (n=270)
8a
2.26
0.94
8b
2.26
0.93
8c
2.24
0.93
8d
2.26
0.93
8e
1.51
0.74
8f
1.92
0.80
8g
1.72
0.80
8h
1.95
0.87
Actions with Personal Assessment Data (n=279)
9a
2.80
0.91
9b
2.85
0.91
9c
2.77
0.92
9d
2.80
0.91
9e
1.78
0.88
9f
2.49
0.95
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Corrected
Item-to-Total
Correlationa

Cronbach’s
Alpha if Item
Deleted

.76
.85
.79
.79
.60
.69
.58
.72

.90
.89
.90
.90
.91
.91
.92
.90

.82
.83
.82
.80
.56
.69
.65
.66

.90
.90
.90
.90
.92
.91
.91
.91

.84
.86
.87
.85
.57
.76
.61
.72

.92
.92
.91
.92
.94
.92
.93
.93

.81
.82
.81
.81
.63
.75

.90
.90
.90
.90
.91
.90

Scale Alpha
.92

.92

.93

.92

Table K1 (Continued) - TDUS Item Statistics by Scale
Corrected
Item-to-Total
Scale/Item
Mean
SD
Correlationa
9g
1.60
0.86
.51
9h
2.13
1.01
.63
Support for Data Use (n=323)
10a
3.05
0.67
.63
10b
3.12
0.64
.63
10c
3.11
0.72
.64
10d
2.82
0.76
.69
10e
2.79
0.78
.69
10f
2.70
0.81
.74
Data’s Effectiveness for Pedagogy (n=322)
11a
3.33
0.59
.71
11b
3.05
0.62
.66
11c
3.21
0.60
.77
11d
3.23
0.58
.84
11e
3.27
0.60
.81
Attitudes Toward Data (n=322)
11f
3.34
0.59
.84
11g
3.17
0.68
.87
11h
3.26
0.61
.90
11i
3.20
0.71
.90
Principal Leadership (n=319)
12a
3.54
0.61
.68
12b
3.31
0.71
.84
12c
3.10
0.78
.73
12d
3.24
0.78
.79
12e
3.30
0.70
.72
12f
3.01
0.82
.76
Computer Data Systems (n=319)
13a
3.19
0.64
.69
13b
3.24
0.62
.74
13c
2.90
0.78
.71
13d
3.06
0.73
.78
13e
3.13
0.64
.78
Data Competence (n=317)
14a
3.16
0.57
.72
14b
3.15
0.61
.83
14c
3.08
0.61
.82
14d
3.16
0.57
.81
Collaborative Team Trust (n=304)
16a
3.22
0.78
.82
16b
3.24
0.77
.83
16c
3.20
0.73
.84
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Cronbach’s
Alpha if Item
Deleted
.92
.91

Scale Alpha

.87
.85
.85
.85
.84
.84
.84
.90
.89
.90
.88
.86
.87
.95
.94
.93
.92
.923
.91
.91
.88
.90
.90
.90
.89
.89
.88
.87
.88
.86
.86
.91
.91
.87
.87
.88
.90
.87
.87
.86

Table K1 (Continued) - TDUS Item Statistics by Scale
Corrected
Cronbach’s
Item-to-Total Alpha if Item
Scale/Item
Mean
SD
Correlationa
Deleted
Scale Alpha
16d
3.26
0.72
.85
.86
16e
3.15
0.76
.48
.94
Collaborative Team Actions (n=304)
17a
2.75
0.76
.75
.94
.95
17b
2.59
0.84
.65
.95
17c
2.61
0.82
.76
.94
17d
2.78
0.80
.78
.94
17e
2.85
0.73
.77
.94
17f
2.54
0.83
.76
.94
17g
2.67
0.79
.80
.94
17h
2.40
0.87
.80
.94
17i
2.38
0.87
.80
.94
17j
2.62
0.78
.85
.94
Note. N=331. aTotal refers to scale total. Items 1-5 and item 15 are not aligned to a scale and
were omitted from the analysis. FSA=Florida Standards Assessment. MAP = Measures of
Academic Progress assessment.
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Appendix L: Intraclass Correlation Estimates for Single-Level CFA Models
Table L1
Intraclass Correlation Estimates for One-Factor Model Underlying Actions with FSA Data Scale
Item
ICC
6a
.000
6b
.078
6c
.069
6d
.101
6e
.117
6f
.166
6g
.208
6h
.078
Note. N=175. FSA=Florida Standards Assessment.
Table L2
Intraclass Correlation Estimates for One-Factor Model Underlying Actions with MAP Data
Scale
Item
ICC
7a
.112
7b
.053
7c
.034
7d
.123
7e
.082
7f
.051
7g
.133
7h
.000
Note. N=296. MAP = Measures of Academic Progress assessment.
Table L3
Intraclass Correlation Estimates for One-Factor Model Underlying Actions with District
Assessment Data Scale
Item
ICC
8a
.000
8b
.008
8c
.000
8d
.000
8e
.160
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Table L3 (Continued) - Intraclass Correlation Estimates for One-Factor Model
Underlying Actions with District Assessment Data Scale
Item
ICC
8f
.021
8g
.225
8h
.014
Note. N=273.
Table L4
Intraclass Correlation Estimates for One-Factor Model Underlying Actions with Personal Data
Scale
Item
ICC
9a
.104
9b
.072
9c
.064
9d
.092
9e
.022
9f
.000
9g
.000
9h
.000
Note. N=281.
Table L5
Intraclass Correlation Estimates for Eight-Factor Model
Factor
Item
ICC
Collab Actions
17a
.000
17b
.027
17c
.012
17d
.000
17e
.000
17f
.000
17g
.036
17h
.000
17i
.015
Collab Trust
16a
.124
16b
.240
16c
.092
16d
.105
16e
.069
Competence
14a
.019
14b
.178
14c
.068
14d
.107
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Table L5 (Continued) - Intraclass Correlation
Estimates for Eight-Factor Model
Factor
Item
Effectiveness
11a
11b
11c
11d
11e
Attitudes
11f
11g
11h
11i
Support
10a
10b
10c
10d
10e
10f
Principal
12a
12b
12c
12d
12e
12f
Data Systems
13a
13b
13c
13d
13e
Note. N=323.

ICC
.000
.049
.000
.012
.018
.051
.023
.000
.000
.023
.017
.075
.111
.025
.006
.000
.000
.010
.058
.125
.059
.055
.090
.019
.040
.065
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Appendix M: Standardized Factor Loadings Estimates for One-Factor Models
Table M1
Standardized Factor Loading Estimates for One-Factor Model Underlying Actions with FSA
Data Scale
Item
Estimate
SE
6a
.87
.02
6b
.95
.01
6c
.92
.01
6d
.94
.01
6e
.75
.04
6f
.84
.04
6g
.68
.05
6h
.79
.03
Note. N=175. FSA=Florida Standards Assessment. All factor loadings significant (p<.01).
Table M2
Standardized Factor Loading Estimates for One-Factor Model Underlying Actions with MAP
Data Scale
Item
Estimate
SE
7a
.93
.01
7b
.97
.00
7c
.95
.01
7d
.95
.01
7e
.68
.03
7f
.78
.03
7g
.80
.03
7h
.76
.03
Note. N=296. MAP = Measures of Academic Progress assessment. All factor loadings
significant (p<.01).
Table M3
Standardized Factor Loading Estimates for One-Factor Model Underlying Actions with District
Assessment Data Scale
Item
Estimate
SE
8a
.96
.01
8b
.99
.00
8c
.95
.01

153

Table M3 (Continued) - Standardized Factor Loading Estimates for One-Factor Model
Underlying Actions with District Assessment Data Scale
Item
Estimate
SE
8d
.92
.01
8e
.73
.03
8f
.83
.02
8g
.73
.03
8h
.79
.02
Note. N=273. All factor loadings significant (p<.01).
Table M4
Standardized Factor Loading Estimates for One-Factor Model Underlying Actions with
Personal Data Scale
Item
Estimate
SE
9a
.97
.01
9b
.99
.01
9c
.94
.01
9d
.92
.01
9e
.79
.03
9f
.79
.02
9g
.70
.04
9h
.69
.03
Note. N=281. All factor loadings significant (p<.01).
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Appendix N: Permissions for Copyrighted Material
Figure 1. Framework for data-based decision making. Reprinted from A Theoretical
Framework for Data-Driven Decision Making by E.B Mandinach, M. Honey, and D. Light,
2006, Paper presented at the annual meeting of the American Educational Research Association,
San Francisco, CA.
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Figure 2. Conceptual framework for data literacy for teachers. Reprinted from “What Does It
Mean for Teachers to Be Data Literate: Laying Out the Skills, Knowledge, and Dispositions” by
E.B. Mandinach and E.S. Gummer, 2016.
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Figure 3. Components of the data use for teaching domain. Adapted from Data Literacy for
Educators: Making it Count in Teacher Preparation and Practice by E.B Mandinach and E.S.
Gummer, 2016, New York, NY.
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Figure 4. Conceptual framework for teacher data use. Reprinted from Guide to using the
Teacher Data Use Survey by J.C. Wayman, S. Wilkerson, V. Cho, E. Mandinach, and J.
Supovitz, 2016, REL Appalachia and the Institute of Educational Sciences, U. S. Department of
Education.
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