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Abstract
In this paper we investigate the trigonometric series with the -general monotone coefﬁcients. First, we
study the uniform convergence criterion. The estimates of best approximations and moduli of smoothness
of the series in uniform metrics are obtained in terms of coefﬁcients. These results imply several important
relations between moduli of smoothness of different orders (in particular, Marchaud-type inequality) and
best approximations.
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1. Introduction
Let f ∈ C([0, 2]) and let En(f ) be the best approximation of f by trigonometric polynomials
of order n. Let also k(f, t) be the modulus of smoothness of the function f of order k > 0, i.e.,
k(f, t) = sup
|h| t
∥∥∥∥∥
∞∑
=0
(−1)
(
k

)
f (x + (k − )h)
∥∥∥∥∥ ,
where
(
k

) = k(k−1)···(k−+1)! for 1, (k) = 1 for  = 0 and ‖f (·)‖ = maxx∈[0,2] |f (x)|.
 This paper is in ﬁnal form and no version of it will be submitted for publication elsewhere.
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It is a well-known fact [6, pp. 205, 208] that the following two conditions are equivalent:
k
(
f,
1
n
)
= O
(
1
n
)
(1.1)
and
En(f ) = O
(
1
n
)
(1.2)
for  ∈ (0, k).
In the case of  = k, we have
(1.1) ⇒ (1.2) ⇒ k
(
f,
1
n
)
= O
(
ln n
nk
)
and this is the best possible result here.
In this paper we study some classes of trigonometric series for which we still have
(1.1) ⇐⇒ (1.2) for  = k.
We also investigate situations when the weak-type inequality is the best possible estimate 1 :
k
(
f,
1
n
)
	 1
nk
n−1∑
=0
(+ 1)k−1E(f ).
The outline of this paper is as follows. In Section 2 we study the generalization of the following
convergence criteria.
Theorem 1.1. The necessary and sufﬁcient condition
(A) for the series
∞∑
n=1
an cos nx, (1.3)
where an0, to be uniformly convergent on [0, 2] is the condition∑∞n=1 an < ∞.
(B) for the series
∞∑
n=1
bn sin nx, (1.4)
where bnbn+1 · · ·, to be uniformly convergent on [0, 2] is the condition
nbn → 0 as n → ∞. (1.5)
The ﬁrst criterion is clear, the second one is the classical result of Chaundy and Joliffe [5,23, V.1,
p. 183]. Both of these criteria were widely studied in recent investigations (see [9–12,7,18,19,22]
1 By C,Ci, c we denote positive constants that may be different on different occasions. Also, F 	 G means that
F CG and GCF .
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and reference therein). We will deﬁne by f (x) and g(x) the sums of the series (1.3) and (1.4),
respectively, at the points where the series converge.
In Section 2, we give the general approach to the problem of the representation of continuous
functions by trigonometric series (1.3) and (1.4). Our main idea is to consider the behavior of
n =
2n−1∑
=n
|b − b+1|.
First, if nn = o(n−1), then we obtain sufﬁcient conditions for the convergence of the series
in (1.3) and (1.4). If,
C bn, or, say, C
100n∑
=[n/100]
b

,
i.e., the behavior of the coefﬁcients is regular, then necessary conditions in order that g(x) in (1.4)
be continuous can be stated in terms of {bn}.
In Section 3, we investigate the rate of decrease of En(f ) and En(g) in terms of {an} and {bn}.
In general, we obtain two-sided bounds for En(f ) and En(g), in particular:
En(f ) 	 max
∈[1,n] a+n +
∞∑
=2n+1
a, (1.6)
En(g) 	 max
1
b+n. (1.7)
In Section 4, we solve the similar problem for the moduli of smoothness of f and g. We calculate
the decreasing order of moduli of smoothness of a sum function through Fourier coefﬁcients.
This problem has a long history (see, for example, the reference list in [3]) starting from the
estimate |an|, |bn|2/(f, /n) by Lebesgue [8]. Our result will imply Lorentz’ theorem [13]:
If an, bn ↓, then
f, g ∈ Lip  ⇐⇒ an, bn = O
(
1
n+1
)
, 0 <  < 1
as well as many generalizations (see the history and results in [20]). Unlike the similar problem
for Lp, 1 < p < ∞, in the uniform case we have different results depending on the evenness of
the order of modulus of smoothness.
Using these results, in Section 5 we study the veracity of the following relations:
k (f, t) 	 tk
∫ 1
t
k+ε (f, u)
uk
du
u
, ε > 0,
(here the part “” is the Marchaud inequality) and
k (f, t) 	 tk max
tu
k+ε (f, u)
uk
, ε > 0.
We conclude with Section 6, where we provide a few remarks.
Finally, we would like to mention the paper [3] by Belov, where he announced (without a proof)
some of the criteria we study in this paper. He investigated the case of quasi-monotone sequences
coefﬁcients (see QM class below).
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2. General monotone coefﬁcients
First, we remark that Theorem 1.1 was extended in many directions, particularly concerning
some generalizations of the class of monotone decreasing sequences, the M class. One can see
that
MQM ∪ RBVSOQM ∪ RBVSGMGBVS, (2.1)
whereQM is the class of quasi-monotone sequences, i.e.,QM = {an ∈ R+:∃  > 0 s.t. n−an ↓},
OQM is the class of O-regularly varying quasi-monotone sequences [16], i.e.,
OQM =
{
an ∈ R+ : ∃ {n} ↑, 2nCn such that
{
an
n
}
↓
}
,
RBVS = {an ∈ C : ∑∞=n |a − a+1|C|an|} (see [9]). Further, the class of general monotone
coefﬁcients, GM, is deﬁned as follows:
GM =
{
an ∈ C :
2n−1∑
=n
|a − a+1|C|an|
}
.
It turns out that for the series with GM-coefﬁcients one can prove three convergence criteria for
trigonometric series in Lp: for p = ∞, p = 1, and 1 < p < ∞ (see the history and results in
[19]). Finally, the GBVS class [7] is given by
GBVS =
{
an ∈ C :
2n−1∑
=n
|a − a+1|C max
nn+N |a| for some integer N
}
.
Now we present our main deﬁnition (see also [11,19,21]).
Deﬁnition. Let  = {n}∞n=1 be a non-negative sequence. The sequence of complex numbers
a = {an}∞n=1 is said to be -general monotone, or general monotone with the bound , or a ∈
GM(), if the relation
2n−1∑
=n
|a − a+1|Cn
holds for all integers n, where the constant C is independent of n.
The main examples of the sequence n are
(1) 1n = |an|,
(2) 2n =
n+N∑
k=n
|ak| for some integer N,
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(3) 3n =
N∑
=0
|acn| for some integers N and c > 1,
(4) 4n = |an| +
[cn]∑
=n+1
|a|

for some c > 1,
(5) 5n = |an| +
[cn]∑
=[n/c]
|a|

for some c > 1,
(6) 6n = |an| + n−1
∞∑
=[n/c]
|a|

for some c > 1,  > 0,
(7) 7n = |an| +
∞∑
=1
|acn| for some c > 1.
It is clear that GM(i)GM(i + j) for i, j = 1, . . . , 6. We also note that GM(1) ≡ GM and
GM(2) ≡ GBVS.
Before presenting a general theorem on uniform convergence of trigonometric series, we give
one important property of GM()-sequences.
Lemma 2.1. If a = {an}∞n=1 ∈ GM(), then one has
|a|Cn + |am| for any ,m = n, . . . , 2n, (2.2)
|a|Cn +
1
n
2n∑
j=n+1
|aj | for any  = n, . . . , 2n, (2.3)
|an|C
⎛
⎝1
n
n−1∑
=[n/2]
 +
1
n
2n−1∑
j=[n/2]
|aj |
⎞
⎠ for any integer n. (2.4)
Proof. Indeed, using two simple identities (as = as − as+1)
a =
j−1∑
s=
as + aj , j = + 1, . . . , 2n and a = −
−1∑
s=i
as + ai, i = n, . . . , − 1,
we get
|a|
j−1∑
s=
|as | + |aj |
2n−1∑
s=n
|as | + |aj | and
|a|
−1∑
s=i
|as | + |ai |
2n−1∑
s=n
|as | + |ai |.
Therefore, (2.2) follows. Further, summing up on j and i, we write
(2n − )|a|Cn(2n − ) +
2n∑
j=+1
|aj | and (− n)|a|Cn(− n) +
∑
i=n+1
|ai |,
which implies (2.3).
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To prove (2.4), we use (2.3):
|an|C +
1

2∑
j=+1
|aj |C +
C

2n−1∑
j=[n/2]
|aj | for any  = [n/2] + 1, . . . , n − 1.
Finally, we add up these inequalities. The proof is now complete. 
The following result provides the necessary and sufﬁcient condition for uniform convergence
of cosine series and only the sufﬁcient condition for uniform convergence of sine series (see [21],
part (b) was independently obtained in [11]).
Theorem 2.1. Let a = {an}∞n=1, b = {bn}∞n=1 ∈ GM() and
∞∑
n=1
2n < ∞.
Then series (1.3) and (1.4) converge for all x except possibly x = 2m, m ∈ Z, in the case of
(1.3), and converge uniformly on any interval [ε, 2 − ε], where 0 < ε < . Moreover, if n|an|,
n|bn|, nn = o(1), then
(a) series (1.3) converges uniformly on [0, 2] iff∑n an converges;
(b) series (1.4) converges uniformly on [0, 2] and
‖g(x) − Sn(g, x)‖ C max
n
(
|b| + 
)
. (2.5)
Corollary 2.1.1. Let b = {bn}∞n=1 ∈ GM(1+ 2+ 3+ 4+ 5+ 6+ 7), then the condition
n|bn| = o(1) implies uniform convergence of series (1.4).
As an example
∑
n 2−n sin 2nx shows that, in general, we cannot expect the necessity of the
condition n|bn| = o(1). Now we study some cases when this still holds. We need one more
deﬁnition.
A complex sequence d = {dn}∞n=1 is said to be weak monotone if
n|dn|C
[cn]∑
=[n/c]
|d|, c > 1. (2.6)
Theorem 2.2. Let a non-negative sequence b = {bn}∞n=1 be weak monotone. Then the uniform
convergence of series (1.4) (or if series (1.4) is the Fourier series of a continuous function) implies
the condition nbn = o(1).
Proof. If series (1.4) converges uniformly and if xcn = 1, then we have
nbnC
[cn]∑
=[n/c]
b

n
C
[cn]∑
=1
b sin

cn
−→ 0 as n → ∞.
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If (1.4) is the Fourier series of a continuous function, then the (C, 1)-means of (1.4) converge
uniformly, i.e.,
n∑
=1
(
1 − 
n + 1
)
b sin x −→ 0 as n → ∞ uniformly in x.
Then
[cn]∑
=1
(
1 − [cn] + 1
)
b sin

cn
−→ 0
and therefore n−1
∑[cn]
=[n/c] b −→ 0 implies nbn → 0 as n → ∞. The proof is now
complete. 
Corollary 2.2.1. Let a non-negative b = {bn}∞n=1 be the -general monotone, where
2n−1∑
=[n/2]
C
[cn]∑
=[n/c]
|b|, c > 1. (2.7)
Then uniform convergence of series (1.4) (or if series (1.4) is the Fourier series of a continuous
function) implies the condition nbn = o(1).
Proof. Indeed, applying Lemma 2.1 (see (2.4)), we arrive at (2.6). 
Remark 2.1. Since {an}∞n=1 ∈ GM(1 + 2 + 3 + 4 + 5) satisﬁes (2.7), the sequence {an}
is weak monotone and
GM(1 + 2 + 3 + 4 + 5) ≡ GM(5) ≡ GM(5′),
where 5′n =
∑[nc]
=[n/c] |a|/ for some c > 1.
The following result generalized the Chaundy–Joliffe criteria (Theorem 1.1) as well as its 2
extensions (see also (2.1): [15] for QM, [9] for RBVS, [17] for ORVQM, [19] for GM, [7] for
GBVS, [22] for particular case of GM(3) sequences).
Corollary 2.2.2. Let a non-negative b = {bn}∞n=1 ∈ GM(5), then the necessary and sufﬁcient
condition for series (1.4) to be uniformly convergent is nbn = o(1).
2 Just before the submission of this paper the author was informed by Professor S.P. Zhou about his alternative and
independent proof of Corollary 2.2.2. The author would also like to thank the unknown referee for drawing his attention
to the paper [12], where the similar result (with GM() ≡ GM(∑2n−1=n b/)) was stated.
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3. Estimates of the best approximations of f and g
Theorem 3.1. Let a = {an}∞n=1 ∈ GM(), where n|an|, nn = o(1), and let
∑
n |an| < ∞. Then
En(f )C max
∈[1,n] 
(|a+n| + +n)+
∞∑
=2n+1
|a|. (3.1)
Let b = {bn}∞n=1 ∈ GM(), where n|bn|, nn = o(1). Then
En(g)C max
1

(|b+n| + +n) . (3.2)
Proof. First, we use the usual argument (Tn is a trigonometrical polynomial of degree n)
En(f ) = inf
Tn
‖f (x) − Tn‖
∥∥∥∥∥f (x) −
(
n∑
=1
a cos x +
n∑
=1
an+ cos(n − )x
)∥∥∥∥∥
 2
∥∥∥∥∥
n∑
=1
a+n sin x
∥∥∥∥∥+
∥∥∥∥∥∥
∞∑
=2n+1
a cos x
∥∥∥∥∥∥ =: I1 + I2.
Further, we clearly have I2
∑∞
=2n+1 |a|.
Let x ∈ (0, ) and j := [/(2x)]. If jn, then we write
∣∣∣∣∣
n∑
=1
a+n sin x
∣∣∣∣∣ x
n∑
=1
|a+n|Cn
j
max
1n
|a+n|C max
1n
|a+n|.
If j < n, then
(
n∑
=1
=
j∑
=1
+
n∑
=j+1
)
∣∣∣∣∣∣
j∑
=1
a+n sin x
∣∣∣∣∣∣  x
j∑
=1
|a+n|C max
1n
|a+n|,
∣∣∣∣∣∣
n∑
=j+1
a+n sin x
∣∣∣∣∣∣ 
∣∣∣∣∣∣
n−1∑
=j+1
a+nD(x)
∣∣∣∣∣∣+ |a2nDn(x)| + |aj+1+nDj (x)|,
where Ds(x) is the conjugate Dirichlet kernel, i.e., Ds(x) =
s∑
=1
sin x. We use now
|Ds(x)|C min(s, 1/x):∣∣∣∣∣∣
n−1∑
=j+1
a+nD(x)
∣∣∣∣∣∣ 
C
x
t∑
s=0
2s+1j−1∑
=2s j
|a+n| (t ∈ N ∪ {0} : 2t jn < 2t+1j)
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 C
x
t∑
s=0
2(2s j+n)−1∑
=2s j+n
|a| C
x
t∑
s=0
2sj2s j+n
2sj
 C
xj
max
1n
+n
t∑
s=0
1
2s
C max
1n
+n
|a2nDn(x)| +
∣∣aj+1+nDj (x)∣∣ 2 max
1n
|a+n|.
Collecting estimates above, we arrive at (3.1).
Now we obtain the estimate for En(g). Similarly to the cosine case, we get
En(g)2
∥∥∥∥∥
n∑
=1
b+n sin x
∥∥∥∥∥+
∥∥∥∥∥∥
∞∑
=2n+1
b sin x
∥∥∥∥∥∥ .
Therefore, using the estimates above for the ﬁrst term and (2.5) for the second one, we get (3.2).
The proof is now complete.
Corollary 3.1.1. Let a sequence a = {an}∞n=1 ∈ GM(), where n|an|, nn = o(1). Let also∑
n |an| < ∞. Assume that for any integer n
max
∈[1,n] +nC
⎛
⎝ max
∈[1,n] |a+n| +
∞∑
=2n+1
|a|
⎞
⎠ . (3.3)
Then
En(f )C
⎛
⎝ max
∈[1,n] |a+n| +
∞∑
=2n+1
|a|
⎞
⎠ . (3.4)
Let a sequence b = {bn}∞n=1 ∈ GM(), where n|bn|, nn = o(1). Assume also that for any
integer n
max
1
|+n|C max
1
|b+n|. (3.5)
Then
En(g)C max
1
|b+n|. (3.6)
Now we show that under some conditions on the sequence  one can write the same estimates
as in (3.4) and (3.6) for En(f ) and En(g) from below. In the next theorem we assume that
f (x), g(x) ∈ C[0, 2].
Theorem 3.2. Let a non-negative sequence a = {an}∞n=1 ∈ GM(). Assume also that for any
integer n
max
j∈[1,n]
j∑
=[j/2]
|+n|C
⎛
⎝ max
j∈[1,n]
1
j
j∑
=1
|a+cn| +
∞∑
j=2n+1
|aj |
⎞
⎠ , c ∈ N. (3.7)
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Then
En(f )C
⎛
⎝ max
j∈[1,n] j |aj+n| +
∞∑
j=2n+1
|aj |
⎞
⎠ . (3.8)
Let a non-negative sequence b = {bn}∞n=1 ∈ GM(). Assume also that for any integer n
max
j1
j∑
=[j/2]
|+n|C max
j1
1
j
j∑
=1
|b+cn|, c ∈ N. (3.9)
Then
En(g)C max
j1
j |bj+n|. (3.10)
Proof. The simple method to obtain estimates of En(f ) and En(g) from below is using ‖f (x)−
Tn(x)‖‖h(x)‖−11 ‖h(x)(f (x) − Tn(x))‖1, where h is an appropriate kernel. We can take then
the near best approximant Tn, i.e., ‖f (x)− Tn(x)‖CEn(f ) and h(x) = ei(n+1)xF(x), where
F(x) is the Fejér kernel (see also [14])
F(x) = 1

−1∑
j=0
Dj(x) = 1

−1∑
j=0
j∑
s=−j
eisx = 1

sin2 x/2
sin2 x/2
, ‖F‖1 	 1.
Then
h(x) = ei(n+1)x
(−1∑
s=0
eisx
)2
=
∑
s=1
(sei(n+s)x + (− s)ei(+s+n)x)
and hence
En(f )
C

‖h(x)(f (x) − Tn(x))‖1 C

∑
s=1
(san+s + (− s)a+s+n) .
Therefore, this estimate, the monotonicity of best approximations and known inequality [2]∑∞
s=2n+1 as4En(f ) imply for c1
max
1
1

∑
s=1
sacn+s +
∞∑
s=2n+1
asCEn(f ) and max
1
1

∑
s=1
sbcn+sCEn(g). (3.11)
We ﬁnish the proof using Lemma 2.1. Indeed, for any l = N, . . . , 2N we have alCN + a2N .
Then for N = n + [	/2] + j (j = 0, . . . , [	/2]) and l = n + 	 and for any c	0 we get
an+	
[	/2]−1∑
j=0
cj C
[	/2]−1∑
j=0
cjn+[	/2]+j +
[	/2]−1∑
j=0
cj a2(n+[	/2]+j).
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We now set cj = j + [	/2] and then by (3.11),
	an+	 
C
	
[	/2]−1∑
j=0
(j + [	/2])n+[	/2]+j +
C
	
[	/2]−1∑
j=0
(j + [	/2])a2(n+[	/2]+j)
 C
	
	∑
j=[	/2]
jn+j +
C
	
2	∑
j=0
ja2n+j C
	∑
j=[	/2]
n+j + CEn(f ).
Combining this and condition (3.7), we arrive at (3.8). The same proof ﬁts for (3.10). The proof
is now complete. 
Combining Corollary 3.1.1 and Theorem 3.2, we obtain the following result.
Corollary 3.2.1. Let a non-negative sequence a = {an}∞n=1 ∈ GM(), where nan, nn = o(1).
Let also
∑
n an < ∞. Assume that the sequence  satisﬁes (3.3) and (3.7). Then
En(f ) 	 max
∈[1,n] a+n +
∞∑
=2n+1
a. (3.12)
Let a non-negative sequence b = {bn}∞n=1 ∈ GM(), where nbn, nn = o(1). Assume that the
sequence  satisﬁes (3.5) and (3.9). Then
En(g) 	 max
1
b+n. (3.13)
Now we show that the sequence 1 + 2 + 3 + 4 satisﬁes (3.3), (3.5), (3.7), and (3.9).
Theorem 3.3. Let a non-negative sequence a = {an}∞n=1 ∈ GM(1 + 2 + 3 + 4), where
nan = o(1). Let also∑n an < ∞. Then (3.12) holds.
Let a non-negative sequence b = {bn}∞n=1 ∈ GM(1+ 2+ 3+ 4), where nbn = o(1). Then
(3.13) holds.
Proof. First, we check that condition (3.3) is true. We will do it separately for each . Let ﬁrst
a ∈ GM(2). We write
max
∈[1,n](2+n)  max∈[1,n−N ] 
+N∑
l=
l|al+n|
l
+ max
∈[n−N,n] 
+N∑
l=
|al+n|
 (N + 1) max
∈[1,n] |a+n| + n
⎛
⎝ n∑
l=n−N
+
n+N∑
l=n+1
⎞
⎠ l|al+n|
l
 C max
∈[1,n] |a+n| + n
2n+N∑
l=2n+1
|al |.
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Further, for any l = 1, . . . , N , we write
n|a2n+l |  n
2n+N∑
j=2n−N
|aj | + n|a2n−N |C
⎛
⎝n 2n∑
j=2n−N
|aj | + n|a2n−N |
⎞
⎠
 C max
∈[1,n] |a+n|,
and (3.3) follows for 3 2.
Let now a ∈ GM(2). From Remark 2.1, we have nanC
∑[cn]
=[n/2] a and hence, we get for
nN and for  = 1, . . . , n
3n+  
N∑
j=0
|acj (n+)||an+| + 
N∑
j=1
C
cj (n + )
C1cj (n+)∑
l=[cj (n+)/2]
|al |
 |an+| + 
n + 
N∑
j=1
C
cj
⎛
⎝C2(n+)∑
l=n+
|al |
⎞
⎠
 |an+| + C 
n + 
2n∑
l=n+
|al | + C
∞∑
l=2n+1
|al |
 |an+| + C 
n +  ln
(n

+ 1
)
max
∈[1,n] |a+n| + C
∞∑
l=2n+1
|al |
 C
⎛
⎝ max
∈[1,n] |a+n| +
∞∑
l=2n+1
|al |
⎞
⎠ .
Similarly one can check that the sequence 4 satisﬁes (3.3).
Now we remark that condition (3.5) can be similarly obtained as above. For instance, for 4
we get
max
1 4
+nC max
1

c[+n]∑
j=+n
|bj |
j
C max
1

∞∑
j=
|bj+n|j
j (j + n)C max1 |b+n|.
Let us now show the accuracy of (3.7). We deﬁne for simplicity
In({a}, c) := max
j∈[1,n]
1
j
j∑
=1
a+cn, Jn({a}) :=
∞∑
j=2n+1
aj .
For 2 we simply write
max
jn
j∑
=[j/2]
|2+n |  C max
jn
N∑
s=0
1
j
j∑
=[j/2]
(+ s)a+s+n
 C max
jn
1
j
j+N∑
=[j/2]
a+nC (In({a}, 1) + Jn({a})) .
3 If we deal with 1+2+3+4, the expression n|a2n+l | is estimated by C max∈[1,n] (|a+n|+3+n +4+n).
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For 3 we obtain
max
jn
j∑
=[j/2]
|3+n |C max
jn
( 0∑
s=0
+
N∑
s=1
)
csj∑
=[j/2]
a+csnC (In({a}, 1) + Jn({a})) .
For 4 we get
max
jn
j∑
=[j/2]
|4+n|  CIn({a}, 1) + C max
jn
j∑
=[j/2]
c(+n)∑
s=+n
as
s
 CIn({a}, 1) + C max
jn
j∑
=[j/2]
n∑
s=
sas+n
s(s + n) + C maxjn
j∑
=[j/2]
c(+n)∑
s=2n
as
s
 CIn({a}, 1) + C max
jn
j
n
c(+n)∑
s=2n
asC (In({a}, 1) + Jn({a})) .
Condition (3.9) could be shown using similar computations. For example, for 3 one has
max
j1
j∑
=[j/2]
|3+n|CI∞({b}, 1) + C
N∑
s=1
max
j1
1
csj
csj∑
=[j/2]
b+csnC
N∑
s=0
I∞({b}, cs).
The proof is now complete. 
We would like to mention here the paper [22] where Theorem 3.3 was proved for the series
with coefﬁcients from a particular case of the GM(3) coefﬁcients.
4. Estimates of moduli of smoothness of f and g
Let the order of moduli of smoothness be any positive number k.
Theorem 4.1 (Cosine). Let a = {an}∞n=1 ∈ GM(),wheren|an|,nn = o(1).Let also
∑
n |an| <∞.
(A) If k = 2l − 1 (l ∈ N), then
k
(
f,
1
n
)
C
⎛
⎝n−k n∑
m=1
mk|am| +
∞∑
m=n+1
|am|
⎞
⎠. (4.1)
(B) If k = 2l − 1 (l ∈ N), then
k
(
f,
1
n
)
C
(
n−k max
m∈[1,n](m
k+1(|am| + m)) +
∞∑
m=n
|am|
)
. (4.2)
If additionally,
n−k max
∈[1,n] 
n∑
m=
mk−1mC
(
n−k max
m∈[1,n](m
k+1|am|) +
∞∑
m=n
|am|
)
, (4.3)
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then
k
(
f,
1
n
)
C
(
n−k max
m∈[1,n](m
k+1|am|) +
∞∑
m=n
|am|
)
. (4.4)
Theorem 4.2 (Sine). Let b = {bn}∞n=1 ∈ GM(),where n|bn|, nn = o(1). (A) If k = 2l (l ∈ N),
then
k
(
g,
1
n
)
C
(
n−k
n∑
m=1
mk|bm| + max
mn
(m(|bm| + m))
)
. (4.5)
If additionally,
max
mn
(mm)C
(
n−k
n∑
m=1
mk|bm| + max
mn
(m|bm|)
)
, (4.6)
then
k
(
g,
1
n
)
C
(
n−k
n∑
m=1
mk|bm| + max
mn
(m|bm|)
)
. (4.7)
(B) If k = 2l (l ∈ N), then
k
(
g,
1
n
)
C
(
n−k max
m∈[1,n](m
k+1(|bm| + m)) + max
mn
(m(|bm| + m))
)
. (4.8)
If additionally,
n−k max
∈[1,n] 
n∑
m=
mk−1m + max
mn
(mm)C
(
n−k max
m∈[1,n](m
k+1|bm|) + max
mn
(m|bm|)
)
,
(4.9)
then
k
(
g,
1
n
)
C
(
n−k max
m∈[1,n](m
k+1|bm|) + max
mn
(m|bm|)
)
. (4.10)
Proof of Theorem 4.1. Part (A) simply follows from the following inequalities:
k
(
f,
1
n
)
 C
(
n−k
∥∥∥S(k)n (f, x)∥∥∥+ ‖f (x) − Sn(f, x)‖)
 C
⎛
⎝n−k n∑
m=1
mk|am| +
∞∑
m=n+1
|am|
⎞
⎠ . (4.11)
To prove Part (B), again using (4.11) we only need to show that
n−k
∥∥∥∥∥
n∑
m=1
mkam sin mx
∥∥∥∥∥ Cn−k maxm∈[1,n](mk+1(|am| + m)). (4.12)
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Let x ∈ (0, ) and  := [/2x]. If  > n, then we write∣∣∣∣∣
n∑
m=1
mkam sin mx
∣∣∣∣∣ x
n∑
m=1
mk+1|am|C max
m∈[1,n](m
k+1|am|).
If n, then
(
n∑
j=1
=
∑
j=1
+
n∑
j=+1
)
∣∣∣∣∣∣
∑
j=1
jkaj sin jx
∣∣∣∣∣∣ x
∑
j=1
jk+1|aj |C max
j∈[1,n](j
k+1|aj |) (4.13)
and ∣∣∣∣∣∣
n∑
j=+1
jkaj sin jx
∣∣∣∣∣∣ 
∣∣∣∣∣∣k
n∑
j=+1
aj sin jx
∣∣∣∣∣∣+
∣∣∣∣∣∣
n∑
m=+1
(mk − (m − 1)k)
n∑
j=m
aj sin jx
∣∣∣∣∣∣
 k
n∑
j=+1
|aj | + k
n∑
m=+1
mk−1
∣∣∣∣∣∣
n∑
j=m
aj sin jx
∣∣∣∣∣∣ =: J1 + J2.
(4.14)
Clearly, J1Cn−k maxm∈[1,n](mk+1|am|) =: CI ({a}). To estimate J2, we use theAbel transform
J2  C
⎛
⎝ n∑
m=+1
mk−1
⎛
⎝ n∑
j=m
|aj ||Dj(x)|
⎞
⎠+ I ({a})
⎞
⎠
 C
⎛
⎝ n∑
m=+1
mk−1
⎛
⎝ n∑
j=m
|aj |
⎞
⎠+ I ({a})
⎞
⎠
 C
⎛
⎝ n∑
m=+1
mk−1
⎛
⎝m +
n∑
j=m
j
j
⎞
⎠+ I ({a})
⎞
⎠ CI ({}) + CI ({a}).
The proof is now complete. 
Proof of Theorem 4.2. Part (A) follows from (4.11) and (2.5). Part (B) follows from (4.11),
(4.12), and (2.5).
Now we study the estimates of moduli of smoothness from below. Let us suppose further that
f (x), g(x) ∈ C[0, 2].
Theorem 4.3 (Cosine). Let a = {an}∞n=1 be a non-negative sequence.
(A) If k = 2l − 1 (l ∈ N), then
k
(
f,
1
n
)
	 n−k
n∑
m=1
mkam +
∞∑
m=n+1
am. (4.15)
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(B) If k = 2l − 1 (l ∈ N), then
Ck
(
f,
1
n
)
n−k max
m∈[1,n]
⎛
⎝mk [cm]∑
=[m/c]
a
⎞
⎠+ ∞∑
m=n
am, c > 1. (4.16)
Theorem 4.4 (Sine). Let b = {bn}∞n=1 be a non-negative sequence.
(A) If k = 2l (l ∈ N), then
Ck
(
g,
1
n
)
n−k
n∑
m=1
mkbm + max
mn
⎛
⎝ [cm]∑
=[m/c]
b
⎞
⎠, c > 1. (4.17)
(B) If k = 2l (l ∈ N), then
Ck
(
g,
1
n
)
n−k max
m∈[1,n]
⎛
⎝mk [cm]∑
=[m/c]
b
⎞
⎠+ max
mn
⎛
⎝ [cm]∑
=[m/c]
b
⎞
⎠ , c > 1. (4.18)
Proof of Theorem 4.3. Part (A)was proved in [20]. Part (B) follows from the Jackson inequality,
4En(f )
∞∑
s=2n+1
as , and
nkk
(
f,
1
n
)
C max
m∈[1,n]
⎛
⎝mk [cm]∑
=[m/c]
a
⎞
⎠ , c > 1.
One can obtain this estimate using the following two inequalities (ε0):
k
(
f,
1
n
)
 C
nk
max
m∈[1,n]
(
mkk
(
f,
1
m
))
 C
nk
max
m∈[1,n]
(
mkk+ε
(
f,
1
m
))
,
k+ε
(
f,
1
n
)
 Cn−(k+ε)
n∑
m=1
mk+εam, k + ε = 2l + 1, l ∈ N. (4.19)
The ﬁrst inequality follows from the equivalence between the modulus of smoothness and
K-functional [4]. For the second one see [20].
Proof of Theorem 4.4. Part (A). The inequality
k
(
g,
1
n
)
Cn−k
n∑
m=1
mkbm, k = 2l, l ∈ N (4.20)
is known [20]. Also, using (3.11) we write for any n
k
(
g,
1
n
)
 CE[/2c](g)C max
l
⎛
⎝1
l
l∑
	=1
	b	+[/2c]
⎞
⎠ C [c]∑
	=[/2c]
b	+[/2c]
 C
[c]∑
	=[/c]
b	. (4.21)
Part (B) one can prove similarly to (4.19)–(4.21). The proofs are now complete. 
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It is clear from Theorems 4.1–4.4 that for the series with non-negative weak monotone and
-general monotone coefﬁcients (with conditions (4.3), (4.6), and (4.9) on ), we obtain the
equivalence results for moduli of smoothness through {an} or {bn}. By a fairly routine adaptation
of arguments appearing above, all these conditions hold for GM(5). So we have the following
result.
Corollary 4.4.1 (Cosine, Sine). Let non-negative sequencesa = {an}∞n=1, b = {bn}∞n=1∈GM(5).
Then
k
(
f,
1
n
)
	 n−k
n∑
m=1
mkam +
∞∑
m=n
am for k = 2l − 1 (l ∈ N),
k
(
f,
1
n
)
	 n−k max
m∈[1,n](m
k+1am) +
∞∑
m=n
am for k = 2l − 1 (l ∈ N),
k
(
g,
1
n
)
	 n−k
n∑
m=1
mkbm + max
mn
(mbm) for k = 2l (l ∈ N),
k
(
g,
1
n
)
	 n−k max
m∈[1,n](m
k+1bm) + max
mn
(mbm) for k = 2l (l ∈ N).
5. Equivalence results between moduli of smoothness and best approximations
Theorem 5.1 (Cosine, Sine). Let non-negative sequences a = {an}∞n=1, b = {bn}∞n=1 ∈ GM(5).
Then
k
(
f,
1
n
)
	 1
nk
n−1∑
=0
(+ 1)k−1E(f ) for k = 2l − 1 (l ∈ N), (5.1)
k
(
f,
1
n
)
	 n−k max
∈[0,n](+ 1)
kE(f ) for k = 2l − 1 (l ∈ N), (5.2)
k
(
g,
1
n
)
	 1
nk
n−1∑
=0
(+ 1)k−1E(g) for k = 2l (l ∈ N), (5.3)
k
(
g,
1
n
)
	 n−k max
∈[0,n](+ 1)
kE(g) for k = 2l (l ∈ N). (5.4)
Proof. Let us prove (5.1). The estimate of k
(
f, 1
n
)
from above is the well-known inverse-type
inequality in approximation theory. To prove the estimate from below, we use Corollary 4.4.1
(k + ε = 2l − 1, l ∈ N):
n−k
n−1∑
=1
k−1k+ε
(
f,
1

)
 C
nk
⎛
⎝ n∑
=1
−ε−1
∑
s=1
sk+εas +
n∑
=1
k−1
∞∑
s=+1
as
⎞
⎠
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 C
nk
⎛
⎝ n∑
=1
ka +
n∑
=1
ka + nk
∞∑
=n+1
a
⎞
⎠
 Ck
(
f,
1
n
)
,
and (5.1) follows from the Jackson inequality.
To prove (5.2) from below, we use inequality (4.19) and the Jackson inequality. Now we show
the estimate from above, using the weak monotonicity of {an} and Corollary 4.4.1:
k
(
f,
1
n
)
	 n−k max
1 sn
sk+1as +
∞∑
=n+1
a
 C
⎛
⎝n−k max
1 sn
sk
⎛
⎝ s∑
=[s/c]
a +
[cs]∑
=s+1
a
⎞
⎠+ ∞∑
=n+1
a
⎞
⎠
 Cn−k max
1 sn
sk
⎛
⎝s−k−1 s∑
=1
k+1a +
∞∑
=s+1
a
⎞
⎠
	 n−k max
1 sn
skk+1
(
f,
1
s
)
.
Applying the weak-type inequality, we get
n−k max
1 sn
skk+1
(
f,
1
s
)
 Cn−k max
1 sn
1
s
s∑
=0
(+ 1)kE(f )
 Cn−k max
0 sn
(s + 1)kEs(f ). (5.5)
Let us prove (5.3). The non-trivial part is the estimate from below. From (2.5), we get (note
that (4.6) holds for 5)
1
nk
n−1∑
=0
(+ 1)k−1E(f )  C
(
‖g(x) − Sn(g, x)‖ + n−k
n∑
=0
k−1‖S(g, x) − Sn(g, x)‖
)
 C
(
max
sn
(sbs + ss) + n−k
n∑
=1
kb
)
Ck
(
g,
1
n
)
.
In the proof of (5.4) we again use the weak monotonicity of {bn} and Corollary 4.4.1:
k
(
g,
1
n
)
	 n−k max
1 sn
sk+1bs + max
sn
sbs
 C
⎛
⎝n−k max
1 sn
sk
⎛
⎝ s∑
=[s/c]
b +
[cs]∑
=s+1
b

⎞
⎠+ max
sn
sbs
⎞
⎠
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 Cn−k max
1 sn
sk
(
s−k−1
s∑
=1
k+1b + max
 s
b
)
	 n−k max
1 sn
skk+1
(
g,
1
s
)
.
Finally, (5.5) implies the required inequality. The proof is now complete. 
The same argument as in (4.19) and (5.5) allows us to obtain the following result.
Theorem 5.2 (Cosine, Sine). Let non-negative sequences a = {an}∞n=1, b = {bn}∞n=1 ∈ GM(5).
Then for any ε > 0 we have
k
(
f,
1
n
)
	 1
nk
n∑
=1
k−1k+ε
(
f,
1

)
for k = 2l − 1 (l ∈ N),
k
(
f,
1
n
)
	 n−k max
∈[1,n] 
kk+ε
(
f,
1

)
for k = 2l − 1 (l ∈ N),
k
(
g,
1
n
)
	 1
nk
n∑
=1
k−1k+ε
(
g,
1

)
for k = 2l (l ∈ N),
k
(
g,
1
n
)
	 n−k max
∈[1,n] 
kk+ε
(
g,
1

)
for k = 2l (l ∈ N).
Analyzing the proof of (5.1), we have the following
Remark 5.1. Suppose k = 2l − 1 (l ∈ N) and f (x) = ∑∞n=1 an cos nx, where an0 and∑
n an < ∞. Then
k
(
f,
1
n
)
	 1
nk
n−1∑
=0
(+ 1)k−1E(f )
and for any ε > 0
k
(
f,
1
n
)
	 1
nk
n∑
=1
k−1k+ε
(
f,
1

)
.
6. Final remarks
1. Note that -general monotone coefﬁcients suit for L1 and Lp convergence criteria as well.
Theorem 6.1. Let (1.3) be the Fourier series of a function f ∈ L1.
(A) Suppose {an}∞n=1 ∈ GM(); then limn→∞(|an| + n) ln n = 0 ⇒ limn→∞ ‖f (·) −
Sn(f, ·)‖1 = 0.
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(B) Suppose {an}∞n=1 ∈ GM(5); then limn→∞ ‖f (·) − Sn(f, ·)‖1 = 0 ⇐⇒
limn→∞ |an| ln n = 0.
The same results hold for series (1.4) and∑∞n=−∞ aneinx .
Theorem 6.2. Let (1.3) be the Fourier series of a function f ∈ L1.
(A) Suppose {an}∞n=1 ∈ GM(); then
∑
n n
p−2pn < ∞ ⇒ f ∈ Lp.
(B) Suppose a non-negative {an}∞n=1 ∈ GM(5); then
∑
n n
p−2apn < ∞ ⇐⇒ f ∈ Lp.
The same results hold for series (1.4) and∑∞n=−∞ aneinx .
2. Note that if we assume a little bit more than in (3.7), then the behavior ofEn(f ) and ‖f − Sn‖
are the same (see also [14,22]).
Theorem 6.3. Let a non-negative sequencea = {an}∞n=1 ∈ GM(),nn = o(1),and let
∑
n an <∞. Assume also that for any integer n
n∑
=1
+nC
⎛
⎝ max
s∈[1,n]
1
s
s∑
=1
a+cn +
∞∑
=2n+1
a
⎞
⎠ , c ∈ N. (6.1)
Then ‖f − Sn‖ 	 En(f ).
Indeed, Lemma 2.1, (6.1), and Theorem 3.2 imply
‖f − Sn‖ 
∞∑
=n+1
aC
2n∑
=n+1
( + a2) +
∞∑
=2n+1
aCEn(f )
and the required follows.
3. In Sections 3 and 4 we actually obtained the estimates of best approximations and moduli
of smoothness of cosine and sine series in terms of coefﬁcients. For instance, if k = 2l (l ∈ N),
then for sine series with non-negative coefﬁcients we have
C
(
n−k
n∑
=1
kb + max
mn
2m−1∑
=m
b
)
k
(
g,
1
n
)
C
(
n−k
n∑
=1
kb + max
mn
(
mbm + m
2m−1∑
=m
|b − b+1|
))
.
Note that the estimates of such type were ﬁrst obtained by Askey and Wainger [1] for Lp-norms
of functions for the case 1p < ∞.
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