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Abstract
We develop a comprehensive mathematical framework for polynomial jump-diffusions in a
semimartingale context, which nest affine jump-diffusions and have broad applications in finance.
We show that the polynomial property is preserved under polynomial transformations and Le´vy
time change. We present a generic method for option pricing based on moment expansions. As
an application, we introduce a large class of novel financial asset pricing models with excess log
returns that are conditional Le´vy based on polynomial jump-diffusions.
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1 Introduction
Polynomial jump-diffusions have broad applications in finance. A jump-diffusion is polynomial if
its extended generator maps any polynomial to a polynomial of equal or lower degree. As a conse-
quence, its conditional moments can be computed in closed form. This property renders polynomial
jump-diffusions computationally tractable and perfectly suited for financial asset pricing models.
Many commonly occurring jump-diffusions are polynomial, for example Ornstein–Uhlenbeck pro-
cesses, square-root diffusions, Jacobi or Wright–Fisher diffusions, Le´vy processes and geometric
Le´vy processes, as well as multi-dimensional analogues and combinations of these processes.
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In this paper, we develop a comprehensive mathematical framework for polynomial jump-
diffusions. We characterize the polynomial property in terms of the coefficients of the extended
generator, and we establish the moment formula. We show that the polynomial property of a
jump-diffusion is preserved under polynomial transformations and Le´vy time change. These trans-
formations allow us to easily construct polynomial jump-diffusions from simple building blocks.
They also allow us to efficiently specify non-linearities in financial models, which renders them
flexible in capturing many of the empirical features of financial time series.
We also revisit affine jump-diffusions, which have been widely used in financial asset pricing
models for the last two decades. We provide a relaxed definition of an affine jump-diffusion in terms
of the pointwise action of its extended generator on exponential-affine functions, and we establish
the affine transform formula. We show that, modulo integrability conditions on the jumps, affine
jump-diffusions are polynomial. The converse does not hold, so that polynomial jump-diffusions
truly extend the class of affine jump-diffusions. We find that the affine property of a jump-diffusion
is not invariant under polynomial transformations or Le´vy time change in general, which may
explain why these transformations have not been widely applied in affine financial models.
In contrast to earlier work on polynomial and affine processes, we do not require the Markov
property. Instead, we work in a special semimartingale framework, which is more flexible and
amenable to practical applications. Non-Markovian polynomial jump-diffusions exist and can be
constructed using the counterexamples of Kallsen and Kru¨hner (2016, Section 3), and most of our
results apply to them. Indeed, Markovianity is only assumed for the invariance of the polynomial
property under Le´vy time change, all other arguments rely on Itoˆ calculus rather than functional
analysis.
We present a generic method for option pricing in polynomial jump-diffusion models. This
method builds on the expansion of the likelihood ratio function with respect to an orthonor-
mal basis of polynomials in some conveniently weighted L2 space. As an application, we intro-
duce a large class of novel financial asset pricing models that are based on polynomial jump-
diffusions, and which are beyond the affine class. In these models, the excess log return processes
are conditional Le´vy in the sense of C¸inlar (2003). This extends several well-known univariate
diffusion volatility models, such as the Jacobi model (Ackerer et al., 2018), the extended Stein–
Stein model (Stein and Stein, 1991; Scho¨bel and Zhu, 1999), and the extended Hull–White model
(Hull and White, 1987; Lions and Musiela, 2007).
Due to their inherent tractability, polynomial jump-diffusions have played a prominent and
growing role in a wide range of applications in finance. Examples include interest rates (Zhou, 2003;
Delbaen and Shirakawa, 2002; Filipovic´ et al., 2017a), stochastic volatility (Gourieroux and Jasiak,
2006; Ackerer et al., 2018), exchange rates (Larsen and Sørensen, 2007), life insurance liabilities
(Biagini and Zhang, 2016), variance swaps (Filipovic´ et al., 2016a), credit risk (Ackerer and Filipovic´,
2016), dividend futures (Filipovic´ and Willems, 2017), commodities and electricity (Filipovic´ et al.,
2017b), stochastic portfolio theory (Cuchiero, 2019), and economic equilibrium (Guasoni and Wong,
2018). Properties of polynomial jump-diffusions can also be brought to bear on computational and
statistical methods, such as generalized method of moments and martingale estimating functions
(Forman and Sørensen, 2008), variance reduction (Cuchiero et al., 2012), cubature (Filipovic´ et al.,
2016b), and quantization (Callegaro et al., 2017). This recent body of research primarily relies on
polynomial jump-diffusions that are not necessarily affine. Focusing on the affine case, one finds
an even richer history in the finance literature, where affine jump-diffusions have long been used to
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address a large number of problems in asset pricing, optimal investment, equilibrium analysis, etc.
In addition to their usefulness in applications, polynomial jump-diffusions are of theoretical
interest due their rich mathematical structure. Work in this direction has primarily focused on the
diffusion case, going back to Wong (1964). Mazet (1997) and Forman and Sørensen (2008) char-
acterize one-dimensional polynomial diffusions. Bakry et al. (2014) describe those compact state
spaces with nonempty interior that can support two-dimensional reversible polynomial diffusions.
Larsson and Pulido (2017) study polynomial diffusions on compact quadric sets, and relate their
probabilistic properties to sum of squares representations of certain positive biquadratic forms.
Existence and uniqueness for a large class of polynomial diffusions on semi-algebraic state spaces
is developed by Filipovic´ and Larsson (2016). Probability measure valued polynomial diffusions
are studied by Cuchiero et al. (2019). The theoretical literature in the jump-diffusion case is
less abundant. The first systematic accounts are Cuchiero (2011) and Cuchiero et al. (2012) in
a Markovian framework. Gallardo and Yor (2006) study Dunkl processes, which are polynomial
jump-diffusions; see also Dunkl (1992). Affine jump-diffusions with compact state space are ana-
lyzed by Kru¨hner and Larsson (2018). A large class of specifications of simplex-valued polynomial
jump-diffusions is developed by Cuchiero et al. (2018). Our paper adds to this applied and the-
oretical literature by providing a unifying framework for polynomial and affine jump-diffusions,
enabling new approaches to financial modeling.
We end this introduction with some conventions that will be used throughout this paper. We fix
a stochastic basis (Ω,F ,Ft,P). Equalities between random variables are understood to hold almost
surely. Following Jacod and Shiryaev (2003, (I.1.1)) we use the notion of generalized conditional
expectation, which is defined for any σ-field F ′ ⊂ F and all random variables X by
E[X | F ′] =
{
E[X+ | F ′]− E[X− | F ′], on {E[|X| | F ′] <∞},
+∞, elsewhere.
For a multi-index α = (α1, . . . , αd) ∈ Nd0 we write |α| = α1 + · · · + αd and xα = xα11 · · · xαdd for
x ∈ Rd. A polynomial p on Rd is a function p : Rd → R of the form p(x) =∑α cαxα, where the sum
runs over all α ∈ Nd0 and only finitely many of the coefficients cα are nonzero. Such a representation
is unique. The degree of p is the number deg p = max{|α| : cα 6= 0}. We let Pol(Rd) denote the
ring of all polynomials on Rd, and Poln(R
d) the subspace consisting of polynomials of degree at
most n. Let E be a subset of Rd. A polynomial on E is the restriction p = q|E to E of a polynomial
q ∈ Pol(Rd). Its degree is deg p = min{deg q : p = q|E, q ∈ Pol(Rd)}. We let Pol(E) denote the
algebra of polynomials on E, and Poln(E) the subspace of polynomials on E of degree at most n.
Both Poln(R
d) and Poln(E) are finite-dimensional real vector spaces, but if there are nontrivial
polynomials that vanish on E their dimensions will be different. If E has a nonempty interior then
Poln(R
d) and Poln(E) can be identified. For simplicity of notation, we write f ∈ Poln(E) for any
function f = (f1, . . . , fk) : R
d → Rk, with k ∈ N, such that the restrictions fi|E ∈ Poln(E) for all
i = 1, . . . , k. The set of real symmetric d × d matrices is denoted Sd, and the subset of positive
semidefinite matrices is denoted Sd+. For any map ϕ : E → F , we denote the pullback operator by
ϕ∗, which maps a function f on F to a function ϕ∗f on E by
ϕ∗f(x) = f(ϕ(x)). (1.1)
The remainder of the paper is as follows. In Section 2 we define polynomial jump-diffusions, give
a characterization in terms of the coefficients of the extended generator, and establish the moment
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formula. In Section 3 we revisit affine jump-diffusions. In Section 4 we study the invariance of
the polynomial property under polynomial transformations. In Section 5 we introduce polynomial
conditional Le´vy processes. In Section 6 we show that the polynomial property is invariant under
Le´vy time change. In Section 7 we present a generic method for option pricing in polynomial
jump-diffusion models. In Section 8 we introduce a large class of polynomial asset pricing models
building on polynomial conditional Le´vy processes. In Section 9 we focus on linear volatility models.
Section 10 concludes. The appendix contains additional results and all proofs.
2 Polynomial Jump-Diffusions
We consider a jump-diffusion operator on Rd of the form
G f(x) =
1
2
Tr(a(x)∇2f(x)) + b(x)⊤∇f(x) +
∫
Rd
(
f(x+ ξ)− f(x)− ξ⊤∇f(x)
)
ν(x, dξ) (2.1)
for some measurable maps a : Rd → Sd+ and b : Rd → Rd, and a transition kernel ν(x, dξ) from Rd
into Rd satisfying ν(x, {0}) = 0 and ∫
Rd
‖ξ‖ ∧ ‖ξ‖2ν(x, dξ) <∞ for all x ∈ Rd.
We let Xt be an E-valued jump-diffusion with extended generator G , for some state space
E ⊆ Rd. That is, Xt is an E-valued special semimartingale and
f(Xt)− f(X0)−
∫ t
0
G f(Xs) ds is a local martingale (2.2)
for any bounded C2 function f(x) on Rd.1
We say that G is well-defined on Pol(E) if∫
Rd
‖ξ‖n ν(x, dξ) <∞ for all x ∈ E and all n ≥ 2, and (2.3)
G f(x) = 0 on E for any f ∈ Pol(Rd) with f(x) = 0 on E. (2.4)
This property ensures that G is well-defined as a linear operator from Pol(E) into the space of
measurable functions on E.2
Definition 2.1. The operator G is called polynomial on E if it is well-defined on Pol(E) and maps
Poln(E) to itself for each n ∈ N. In this case, we call Xt a polynomial jump-diffusion on E.
1The special semimartingale property of Xt implies that∫ t
0
(
‖a(Xs)‖+ ‖b(Xs)‖+
∫
Rd
‖ξ‖2 ∧ ‖ξ‖ ν(Xs, dξ)
)
ds <∞
and its semimartingale characteristics (B,C, ν) associated to the identity truncation function h(ξ) = ξ are given
by Bt =
∫ t
0
b(Xs)ds, Ct =
∫ t
0
a(Xs)ds, and ν(Xt−, dξ)dt, see Jacod and Shiryaev (2003, Proposition II.2.29). In
particular, Xt −Bt is a local martingale.
2Property (2.4) always holds when E has a nonempty interior. An example of a diffusion operator that is not
well-defined on Pol(E) can be found in Filipovic´ and Larsson (2016, Section 2).
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Thus, a polynomial jump-diffusion on E is an E-valued jump-diffusion whose jump measure
admits moments of all orders, with an extended generator that maps polynomials on E to poly-
nomials on E of lower or equal degree. Polynomial jump-diffusions admit closed form conditional
moments and have broad applications in finance, as we shall see below.
The polynomial property of G on E has a simple characterisation in terms of its coefficients
a(x), b(x), and ν(x, dξ).
Lemma 2.2. Assume G is well-defined on Pol(E). Then the following are equivalent:
(i) G is polynomial on E;
(ii) a(x), b(x), and ν(x, dξ) in (2.1) satisfy
b ∈ Pol1(E),
a+
∫
Rd
ξξ⊤ν(·, dξ) ∈ Pol2(E),∫
Rd
ξαν(·, dξ) ∈ Pol|α|(E),
for all |α| ≥ 3.
In this case, the polynomials on E listed in property (ii) are uniquely determined by the action of G
on Pol(E). Moreover, a(x), b(x), and
∫
Rd
ξαν(x, dξ) are locally bounded in x on E for all |α| ≥ 2.
Proof. The implication (ii) ⇒ (i) is immediate, and the implication (i) ⇒ (ii) follows by applying
G to all monomials. In particular, the polynomials on E listed in property (ii) are uniquely
determined by the action of G on Pol(E). It remains to show that a(x) and
∫
Rd
‖ξ‖2ν(x, dξ) are
locally bounded in x on E. But this follows because a(x) ∈ Sd+ and aii +
∫
Rd
ξ2i ν(·, dξ) ∈ Pol2(E),
and hence aii(x) ≥ 0 and
∫
Rd
ξ2i ν(x, dξ) ≥ 0, are locally bounded in x on E.
While the moments of ν(x, dξ) of order three and beyond are determined by the action of G
on Pol(E), the measure ν(x, dξ) itself need not be uniquely determined. The following example
illustrates this.
Example 2.3. Consider the compensated compound Poisson process Xt with unit intensity and
lognormal jump distribution, whose extended generator is given by G f(x) =
∫
R
(f(x + ξ) − f(x)−
ξf ′(x))g(ξ)dξ, where g(ξ) is the standard lognormal density. It is well-known that the lognormal
distribution is indeterminate in the sense of the moment problem, so that there exists a density
h(ξ), different from g(ξ), but with the same moments. The extended generator G˜ f(x) =
∫
R
(f(x+
ξ)− f(x)− ξf ′(x))h(ξ)dξ then coincides with G on Pol(E).
Remark 2.4. Non-Markovian polynomial jump-diffusions exist and can be constructed using the
counterexamples of Kallsen and Kru¨hner (2016, Section 3). This is why we take a semimartingale
approach to polynomial jump-diffusions, rather than a Markovian approach as in Cuchiero et al.
(2012). The semimartingale approach has several advantages. First, we only have to assume
existence, but do not require uniqueness, of the local martingale problem (2.2). Indeed, unique-
ness is tantamount to Markovianity of Xt. Furthermore, it is straightforward to develop a time-
inhomogeneous version of our framework, where a(t, x), b(t, x), ν(t, x, dξ) depend explicitly and
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not necessarily polynomially on t. Finally, our framework immediately accommodates polynomial
jump-diffusions on finite time intervals. Indeed, we did not specify the time set for the stochastic
basis and semimartingales above, so rather than [0,∞), one can simply understand the time set to
be [0, T ] for some finite time horizon T . This flexibility is useful in asset pricing applications, and
we make use of it in Section 8.3.
To make the polynomial property of G on E operational, we now introduce a coordinate
system on Poln(E), for a generic n ∈ N, that we will use throughout the paper. We define
N = dimPoln(E) − 1 and note that 1 + N ≤
(
n+d
n
)
, with equality if E has nonempty interior.
We fix polynomials h1(x), . . . , hN (x) on R
d such that {1, h1, . . . , hN} forms a basis of Poln(E), and
define the vector valued function
H : Rd → RN , H(x) = (h1(x), . . . , hN (x))⊤. (2.5)
For each p ∈ Poln(E) we denote its coordinate vector by ~p ∈ R1+N , so that
p(x) = (1,H(x)⊤)~p on E. (2.6)
The (1 + N) × (1 + N) matrix representation G of G restricted to Poln(E) is determined by
G (1,H⊤)(x) = (1,H(x)⊤)G on E, so that
G p(x) = (1,H(x)⊤)G~p on E. (2.7)
We now show that E[p(XT ) | Ft] is a polynomial function of Xt.
Theorem 2.5. Assume G is polynomial on E. Then for any p ∈ Poln(E) the moment formula
holds,
E[p(XT ) | Ft] = (1,H(Xt)⊤)e(T−t)G ~p, for t ≤ T .
Theorem 2.5 implies that XT has finite Ft-conditional moments of all orders. Note that we do
not assume that XT has any finite unconditional moments. The following example illustrates this.
Example 2.6. The GARCH diffusion dXt = κ(θ − Xt) dt +
√
2κXt dWt for some parameters
κ, θ > 0 has a unique ergodic solution on (0,∞), which is a polynomial diffusion. The invariant
distribution is an inverse Gamma distribution with shape parameter 2 and scale parameter 1/θ.
Hence in the stationary case, when X0 has the invariant distribution, we have E[Xt] = θ and
E[X2t ] = +∞. See Forman and Sørensen (2008, Case 4).
Here is a large class of polynomial jump-diffusions extending the GARCH diffusion. LetWt be a
standard m-dimensional Brownian motion and N(du, dt) a Poisson random measure with compen-
sator F (du)dt on U×R+, for some mark space U , see Jacod and Shiryaev (2003, Definition II.1.20).
We consider the linear stochastic differential equation (SDE)
dXt = b(Xt) dt+ σ(Xt) dWt +
∫
U
δ(Xt−, u)(N(du, dt) − F (du)dt), (2.8)
with drift, volatility, and jump size functions
b(x) = β0 +
d∑
i=1
xiβi, σ(x) = Γ0 +
d∑
i=1
xiΓi, δ(x, u) = δ0(u) +
d∑
i=1
xiδi(u), (2.9)
6
for parameters βi ∈ Rd, Γi ∈ Rd×m, and functions δi : U → Rd with
∫
U ‖δi(u)‖nF (du) < ∞ for all
n ≥ 2, for i = 0, . . . , d. Due to the global Lipschitz continuity of the coefficients, the linear SDE (2.8)
has a unique strong Rd-valued solution Xt for every F0-measurable initial random variable X0, see
Jacod and Shiryaev (2003, Theorem III.2.32). It follows by inspection that Xt is a polynomial
jump-diffusion on Rd with linear drift b ∈ Pol1(Rd), diffusion function a = σσ⊤ ∈ Pol2(Rd), and
jump measure ν(x, dξ) given by
∫
Rd
f(ξ)ν(x, dξ) =
∫
U f (δ(x, u))F (du), so that∫
Rd
ξαν(·, dξ) ∈ Pol|α|(Rd) for all |α| ≥ 2.
We now derive the matrix representation (2.7) of G for the linear SDE (2.8)–(2.9) in the uni-
variate case, d = 1, when E ⊆ R has nonempty interior. Straightforward calculations show that,
for any j ∈ {0, . . . , n},
Gxj =
n∑
i=0
Gijx
i
where
Gij =

(j
i
) ∫
U δ0(u)
j−i(1 + δ1(u))
iF (du), i ≤ j − 3
j(j−1)
2 Γ
2
0 +
j(j−1)
2
∫
U δ0(u)
2(1 + δ1(u))
j−2F (du), i = j − 2
jβ0 +
j(j−1)
2 Γ0Γ1 + j
∫
U δ0(u)
(
(1 + δ1(u))
j−1 − 1)F (du), i = j − 1
jβ1 +
j(j−1)
2 Γ
2
1 +
∫
U
(
(1 + δ1(u))
j − 1− jδ1(u)
)
F (du), i = j
0, i > j.
Hence the (1 + n) × (1 + n) upper triangular matrix G = (Gij)0≤i,j≤n represents G restricted to
Poln(E) with respect to the basis {1, x, . . . , xn}.
Example 2.7. A special case of the linear SDE (2.8)–(2.9) is the Le´vy driven SDE
dXt = b(Xt) dt+ σ(Xt−) dLt
where b(x) and σ(x) are as in (2.9), and Lt is an m-dimensional Le´vy process with E[‖Lt‖n] <∞
for all n ≥ 2, see Sato (1999, Theorem 25.3).
3 Affine Jump-Diffusions
Affine jump-diffusions have been widely studied and applied in finance, see e.g. Duffie et al. (2003).
We provide a novel approach to affine jump-diffusions and show that they constitute examples of
polynomial jump-diffusions.
Let G be a jump-diffusion operator on Rd of the form (2.1), and let Xt be an E-valued jump-
diffusion with extended generator G , for some state space E ⊆ Rd.
Definition 3.1. The operator G is called affine on E if there exist complex-valued functions F (u)
and R(u) = (R1(u), . . . , Rd(u))
⊤ on iRd such that
G eu
⊤x =
(
F (u) +R(u)⊤x
)
eu
⊤x (3.1)
holds for all x ∈ E and u ∈ iRd. In this case, we call Xt an affine jump-diffusion on E.
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Note that this is a relaxed definition compared to the definition of an affine process in Duffie et al.
(2003), because it is directly given in terms of the point-wise action of G on exponential-affine func-
tions. Indeed, the affine jump-diffusion in Example 3.6 below is not an affine process in the sense
of Duffie et al. (2003).
In analogy to Lemma 2.2, the affine property of G on E has a simple characterization in terms
of its coefficients a(x), b(x), and ν(x, dξ).
Lemma 3.2. The operator G is affine on E if and only if a(x), b(x), and ν(x, dξ) are affine of the
form
a(x) = a0 +
d∑
i=1
xiai, b(x) = b0 +
d∑
i=1
xibi, ν(x, dξ) = ν0(dξ) +
d∑
i=1
xiνi(dξ), on E (3.2)
for some matrices ai ∈ Sd, vectors bi ∈ Rd, and signed measures νi(dξ) on Rd such that νi({0}) = 0
and
∫
Rd
‖ξ‖ ∧ ‖ξ‖2 |νi|(dξ) < ∞, i = 0, . . . , d. In this case, the functions F (u) and R(u) in (3.1)
can be chosen to be of the form
F (u) =
1
2
u⊤a0u+ b
⊤
0 u+
∫
Rd
(
eu
⊤ξ − 1− u⊤ξ
)
ν0(dξ),
Ri(u) =
1
2
u⊤aiu+ b
⊤
i u+
∫
Rd
(
eu
⊤ξ − 1− u⊤ξ
)
νi(dξ).
(3.3)
It follows from (3.2) that an affine jump-diffusion Xt cannot be realized as solution of a linear
SDE (2.8)–(2.9) in general unless diffusion and jump coefficients a(x) = a0 and ν(x, dξ) = ν0(dξ)
do not depend on x.
From (3.2) and Lemma 2.2 we immediately obtain that affine jump-diffusions are polynomial
on E, subject to being well-defined on Pol(E).
Corollary 3.3. If Xt is an affine jump-diffusion on E such that G is well-defined on Pol(E), then
Xt is a polynomial jump-diffusion on E.
Affine jump-diffusions on E not only satisfy the moment formula in Theorem 2.5, subject to
being well-defined on Pol(E). Their characteristic functions are also analytically tractable.
Theorem 3.4. Assume Xt is an affine jump-diffusion on E. For u ∈ iRd and T > 0, let φ(τ) and
ψ(τ) = (ψ1(τ), . . . , ψd(τ))
⊤ be functions that solve the generalized Riccati equations
φ′(τ) = F (ψ(τ)), φ(0) = 0
ψ′(τ) = R(ψ(τ)), ψ(0) = u
(3.4)
for 0 ≤ τ ≤ T , where F (u) and R(u) are the functions in (3.3). If
Reφ(T − t) + Reψ(T − t)⊤Xt ≤ 0, for t ≤ T , (3.5)
then the affine transform formula holds,
E[eu
⊤XT | Ft] = eφ(T−t)+ψ(T−t)⊤Xt , for t ≤ T .
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Remark 3.5. Inequality (3.5) is a necessary condition for the affine transform formula to hold.
Indeed, the affine transform formula and Jensen’s inequality yield, for u ∈ iRd,
exp
(
Reφ(T − t) + Reψ(T − t)⊤Xt
)
=
∣∣∣E[exp(u⊤XT ) | Ft]∣∣∣ ≤ E[| exp(u⊤XT )| | Ft] = 1.
There exist affine jump-diffusions for which the generalized Riccati equations (3.4) do not admit
global solutions for all u ∈ iRd. The following example illustrates this.
Example 3.6. Consider the two-point state space E = {0, 1} ⊆ R, and the process Xt that jumps
from 1 to 0 with intensity λ and is absorbed once it reaches 0. This is a jump-diffusion with extended
generator
G f(x) = λx(f(x− 1)− f(x)),
which is of the form (2.1) with a(x) = 0, b(x) = λx, ν(x, dξ) = λxδ−1(dξ). Thus Xt is an
affine jump-diffusion, and F (u) = 0 and R(u) = λ(e−u − 1). The associated generalized Riccati
equation (3.4) is
φ′(τ) = 0, ψ′(τ) = λ(e−ψ(τ) − 1). (3.6)
We claim that this equation does not have a global solution for the initial condition u = iπ. We
argue by contradiction and assume that ψ(τ) is a global solution of (3.6). Then Ψ(τ) = eψ(τ)
satisfies the linear equation
Ψ′(τ) = −λΨ(τ) + λ, Ψ(0) = −1,
whose unique solution is Ψ(τ) = 1− 2e−λτ , which becomes zero for τ = λ−1 log 2, which is absurd.
The deeper reason behind this fact is that the characteristic function of XT given X0 = 1,
E[euXT ] = 1 − e−λT + eu−λT , for u = iπ and T = λ−1 log 2 becomes zero and hence cannot be
written as exponential as in the affine transform formula.
4 Polynomial Transformations
The class of polynomial jump-diffusions is shown to be invariant under polynomial transformations,
after an extension of the dimension. This allows us to build a large class of polynomial jump-
diffusions from basic building blocks, including Brownian motion, Le´vy processes, or more general
affine processes. This turns out to be a useful and flexible method for introducing non-linearities
and jumps in all kinds of financial models.
Let Xt be a polynomial jump-diffusion on E ⊆ Rd with extended generator G . Fix n ∈ N and
a basis {1, h1, . . . , hN} of Poln(E) as in (2.5)–(2.7). Notice that that H : E → H(E) ⊆ RN is
injective. Indeed, the restriction to E of any linear monomial xi lies in Poln(E), and is therefore a
linear combination of 1, h1(x), . . . , hN (x). Thus there exist linear polynomials ℓi ∈ Pol1(RN ) such
that ℓi(H(x)) = xi for all x ∈ E and all i. Define the vector valued function
L : RN → Rd, L(x) = (ℓ1(x), . . . , ℓd(x))⊤. (4.1)
Then L(H(x)) = x for all x ∈ E, and H(L(x)) = x for all x ∈ H(E). We define the pullbacks H∗
and L∗ as in (1.1).
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Lemma 4.1. For everym ∈ N, the pullback H∗ : Polm(H(E))→ Polmn(E) is a linear isomorphism
with inverse L∗.
Here is the main result of this section.3
Theorem 4.2. The process Xt = H(Xt) is a polynomial jump-diffusion on H(E) with extended
generator G = L∗GH∗ and, for every m ∈ N, the following diagram commutes:
Polm(H(E)) Polm(H(E))
Polmn(E) Polmn(E)
G
H∗
G
L∗ (4.2)
As an immediate application of Theorem 4.2 we can easily infer the action of G on Polm(H(E)).
Let 1 +N = dimPolm(H(E)) = dimPolmn(E) and extend the basis of Poln(E) to a basis
{h0 = 1, h1, . . . , hN , hN+1, . . . , hN} (4.3)
of Polmn(E), for some polynomials hN+1(x), . . . , hN (x) on R
d. In view of the commuting di-
agram (4.2) this induces a basis hi = L
∗hi on Polm(H(E)), for i = 0, . . . , N . Let G be the
(1 + N) × (1 + N) matrix representing G on Polmn(E) according to (2.5)–(2.7), which can be
determined using symbolic calculus applied to Ghi(x). Then G is the matrix representing G on
Polm(H(E)), and Theorem 2.5 can readily be applied to compute all Ft-conditional moments of
XT up to order m.
The following example shows that the affine property is not invariant under polynomial trans-
formations.
Example 4.3. Consider the square-root process dXt = (b+βXt) dt+σ
√
Xt dWt, which is an affine
diffusion. The augmented process Xt = (Xt,X
2
t ) satisfies
dX1t = (b+ βX1t) dt+ σ
√
X1t dWt
dX2t = ((2b + σ
2)X1t + 2βX2t) dt+ 2σ
√
X1tX2t dWt.
While the drift function of Xt is affine of the form (3.2), the diffusion function is not. In view of
Lemma 3.2 this shows that Xt is not affine, while it is polynomial, on H(R) for H(x) = (x, x
2)⊤,
in line with Theorem 4.2.
5 Polynomial Conditional Le´vy Processes
In financial applications we often encounter the following situation. Let Xt be a polynomial jump-
diffusion Xt on E ⊆ Rd, and let Yt be an Re-valued semimartingale, for some e ∈ N, whose
characteristics are functions of Xt. The process Yt could model the excess log returns of assets
whose stochastic volatilities and jump characteristics are given in terms of the latent factor process
3This result was derived in collaboration with Sergio Pulido, and is applied in Filipovic´ et al. (2016b).
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Xt. Drawing on Section 4 we develop a polynomial framework that accommodates a large class of
such models. The following example illustrates the kind of situation we have in mind. We elaborate
on this example further, including jumps, in Section 9.
Example 5.1. For γ > 0, κθ > 0, X0 > 0, and Y0 = 0, we consider the following model specified
under the risk-neutral measure:
dXt = κ(θ −Xt) dt+ γXt dW1t,
dYt = −1
2
X2t dt+Xt dW2t,
where Yt models the excess log return of an asset and Xt its volatility. In view of Lemma 2.2
and Example 2.6, Xt is a polynomial diffusion on E = (0,∞). Moreover, the drift and diffusion
functions of Yt are both quadratic in Xt. In particular, Lemma 2.2 shows that the joint process
Zt = (Xt, Yt) is not polynomial on E × R. However, the augmented process Zt = (H(Xt), Yt) with
H(x) = (x, x2) is a polynomial diffusion on H(E)× R. Thus the moment formula in Theorem 2.5
can still be used to compute conditional moments of YT .
Returning to the general discussion, we assume that the joint semimartingale Zt = (Xt, Yt) is
an E × Re-valued jump-diffusion with extended generator of the form
G f(z) =
1
2
Tr(a(x)∇2f(z)) + b(x)⊤∇f(z) +
∫
Rd+e
(
f(z + ζ)− f(z)− ζ⊤∇f(z)
)
ν(x, dζ), (5.1)
where we write z = (x, y), for some measurable maps a : Rd → Sd+e+ and b : Rd → Rd+e, and a
transition kernel ν(x, dζ) from Rd into Rd+e satisfying ν(x, {0}) = 0 and ∫
Rd+e
‖ζ‖∧‖ζ‖2ν(x, dζ) <
∞ for all x ∈ Rd.
According to the decomposition Zt = (Xt, Yt), and accordingly ζ = (ξ, η), we write
a(x) =
(
aX(x) aXY (x)
aY X(x) aY (x))
)
, b(x) =
(
bX(x)
bY (x)
)
, ν(x, dζ) = ν(x, dξ × dη), (5.2)
and denote by νX(x, dξ) and νY (x, dη) the marginal measures of ν(x, dξ × dη) given by
νX(x,A) = ν(x,A× Re), νY (x,A) = ν(x,Rd ×A). (5.3)
Then aX(x), bX(x), and νX(x, dξ) are the coefficients of the extended generator GX of Xt, which is
polynomial on E by assumption. Note that Yt is a conditional Le´vy process in the sense of C¸inlar
(2003). That is, conditional on the process Xt, the semimartingale Yt has independent increments.
Fix n ∈ N and a basis {1, h1, . . . , hN} of Poln(E) as in (2.5)–(2.7) for GX in lieu of G . Extending
(4.1), we define the maps ϕ : Rd+e → RN+e and ψ : RN+e → Rd+e by
ϕ(x, y) = (H(x), y), ψ(x, y) = (L(x), y),
so that ψ ◦ϕ = id on E ×Re. The pullbacks ϕ∗ and ψ∗ are defined in (1.1). Here is our first main
result of this section, which extends Example 5.1.
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Theorem 5.2. Assume that∫
Re
‖η‖k νY (x, dη) <∞ for all x ∈ E and all k ≥ 2. (5.4)
Then the augmented process Zt = (H(Xt), Yt) is a jump-diffusion on H(E) × Re with extended
generator G = ψ∗Gϕ∗, and the operators G and G are well-defined on Pol(E×Re) and Pol(H(E)×
Re), respectively. Furthermore, the properties
bY ∈ Poln(E), (5.5)
aY +
∫
Re
ηη⊤νY (·, dη) ∈ Pol2n(E), (5.6)
aXY +
∫
Rd+e
ξη⊤ν(·, dξ × dη) ∈ Pol1+n(E), (5.7)∫
Rd+e
ξαηβν(·, dξ × dη) ∈ Pol|α|+n|β|(E), for all |α|+ |β| ≥ 3, (5.8)
together imply
Zt is polynomial on H(E)× Re. (5.9)
Conversely, (5.9) implies (5.5), (5.6), and (5.8) for α = 0.4
Remark 5.3. Since GX is polynomial on E, and thus well-defined on Pol(E), condition (5.4) is
equivalent to ∫
Rd+e
‖ζ‖k ν(x, dζ) <∞ for all x ∈ E and all k ≥ 2.
As an application of Theorem 5.2 we show how to construct large classes of polynomial jump-
diffusions by specifying Yt in terms of the polynomial jump-diffusion Xt on E.
Corollary 5.4. Let e = e′ + e′′ for some e′, e′′ ≥ 0, and consider the maps P : E → Re′ and
Q : E → Re′′×d with polynomial components, P ∈ Poln(E) and Q ∈ Poln−1(E). Then for
dYt =
(
P (Xt) dt
Q(Xt−) dXt
)
the conditions (5.4)–(5.8) in Theorem 5.2 are satisfied, so that Zt = (H(Xt), Yt) is a polynomial
jump-diffusion on H(E)× Re.
For n ≥ 2, this covers the quadratic co-variations, d[Xi,Xj ]t = d(Xi,tXj,t) − Xi,t−dXj,t −
Xj,t−dXi,t, and their predictable compensators, Γ
X(xi, xj)(Xt) dt, where Γ
X denotes the carre´-du-
champ operator related to GX (see Section A).
To compute conditional moments of YT using the moment formula in Theorem 2.5, we must
understand the structure of Polm(H(E)×Re) and how G acts on it. To this end, we introduce the
subspace Vm ⊆ Polnm(E × Re) defined by
Vm = span{p(x)yβ : p ∈ Pol(E), deg p ≤ n(m− |β|), |β| ≤ m}. (5.10)
Extending Lemma 4.1 we have the following result.
4We conjecture that properties (5.7) and (5.8) are not necessary for (5.9) to hold in general. However, we have
not found a counterexample.
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Lemma 5.5. For every m ∈ N, the pullback ϕ∗ : Polm(H(E)×Re)→ Vm is a linear isomorphism
with inverse ψ∗.
Here is our second main result of this section.
Theorem 5.6. Assume (5.4). Then either of the following statements is equivalent to (5.9):
(i) The operator G maps the space Vm to itself for each m ∈ N;
(ii) G (yβ) and Γ(xα, yβ) lie in Vm whenever |α| ≤ n(m− |β|) and |β| ≤ m, where Γ denotes the
carre´-du-champ operator related to G (see Section A).
In either case, for every m ∈ N, the following diagram commutes:
Polm(H(E) × Re) Polm(H(E)× Re)
Vm Vm
G
ϕ∗
G
ψ∗ (5.11)
Remark 5.7. Note that for n = 1 and H(x) = x we have Zt = Zt and Vm = Polm(E × Re), in
which case Theorem 5.6 simply recovers the definition of Zt being polynomial on E × Re.
As an application of Theorem 5.6 we can infer the action of G on Polm(H(E)×Re). This allows
us to compute conditional moments of YT using the moment formula in Theorem 2.5. Assume (5.4)
and (5.9). Let 1 + N = dimPolmn(E) and extend the basis of Poln(E) to a basis of Polmn(E) as
in (4.3). This induces a basis of Vm of the form
vi(x, y) = hj(x)y
β , deg hj ≤ n(m− |β|), |β| ≤ m, i = 0, . . . ,M
where 1 +M = dimVm. In view of the commuting diagram (5.11) this induces a basis vi = ψ
∗vi,
i = 0, . . . ,M , of Polm(H(E) × Re). Let G be the (1 + M) × (1 + M) matrix representing G
on Vm according to (2.5)–(2.7) with vi in lieu of hi, which can be determined using symbolic
calculus applied to G vi(x, y) for vi(x, y) = hj(x)y
β . Then G is the matrix representing G on
Polm(H(E)×Re), and Theorem 2.5 can readily be applied to compute all conditional moments of
ZT up to order m.
The following corollary is useful for applications because it helps to reduce the dimension for
moment computations. For example, if we only need the conditional moments of Y1T , this does not
involve the remaining components Yit for i 6= 1.
Corollary 5.8. Assume (5.4) and (5.9). Let P : Re → Re′ be a linear map, for some e′ ∈ N. Then
Z ′t = (Xt, PYt) satisfies (5.4) and (5.9) in lieu of Zt = (Xt, Yt) with dimension e replaced by e
′.
6 Le´vy Time Change
The class of polynomial jump-diffusions is shown to be invariant under time change by a Le´vy
subordinator. Let Xt be a polynomial jump-diffusion on E ⊆ Rd with extended generator G . Let
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Zt be an independent nondecreasing Le´vy process (subordinator) with Le´vy measure ν
Z(dζ) and
drift bZ ≥ 0 so that its generator is
G
Zf(z) = bZf ′(z) +
∫ ∞
0
(f(z + ζ)− f(z)) νZ(dζ).
The law of Zt is denoted by µ
t(dz). A heuristic argument suggests that the time-changed process
X˜t = XZt is again a polynomial jump-diffusion on E. Indeed, the moment formula Theorem 2.5, the
independence ofXt and Zt, and the Le´vy property of Zt give, for any polynomial f(x) = (1,H(x)
⊤)~f
in Poln(E),
E[f(X˜T ) | X˜t] = E[E[f(XZT ) | XZt , Zt, ZT ] | XZt ] = E[(1,H(XZt)⊤)e(ZT−Zt)G ~f | XZt ]
= (1,H(XZt)
⊤)
∫ ∞
0
ezGµT−t(dz)~f = (1,H(X˜t)
⊤)e(T−t)G˜ ~f,
where the matrix G˜ is given in (6.7) below, subject to µt(dz)-integrability conditions. Hence X˜t
satisfies the moment formula. However, it turns out to be surprisingly difficult, if not impossible,
to prove without any further assumptions that X˜t is a jump-diffusion.
5 Assuming Markovianity,
we can prove the following result.
Theorem 6.1. Assume that Xt is a Feller process with transition kernel pt(x, dy), the domain of
its generator contains C∞c (E), and the generator coincides with G on C
∞
c (E). Assume also that
the Le´vy measure νZ(dζ) admits exponential moments,∫ ∞
1
eζλνZ(dζ) <∞, (6.1)
for any λ from the set of real parts of eigenvalues of G restricted to Pol(E). Then the time-changed
process X˜t = XZt is a polynomial jump-diffusion on E and a Feller process with transition kernel
p˜t(x, dy) =
∫ ∞
0
pz(x, dy)µ
t(dz) (6.2)
with respect to the usual augmentation F˜t of its natural filtration. Its extended generator
G˜ f(x) =
1
2
Tr(a˜(x)∇2f(x)) + b˜(x)⊤∇f(x)
+
∫
Rd
(
f(x+ ξ)− f(x)− ξ⊤∇f(x)
)
ν˜(x, dξ)
(6.3)
is given by
a˜(x) = bZa(x), (6.4)
b˜(x) = bZb(x) +
∫ ∞
0
∫
E
(y − x)pζ(x, dy)νZ(dζ), (6.5)
ν˜(x, dξ) = bZν(x, dξ) +
∫ ∞
0
1{ξ 6=0}pζ(x, x+ dξ)ν
Z(dζ). (6.6)
5It is straightforward to prove that X˜t is a semimartingale, but it is not clear that its jump characteristic is a
function of the current state only, as required for jump-diffusions. What is more, the drift and jump characteristics
in (6.5) and (6.6) are given in terms of the Markov transition kernel of Xt.
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The matrix representations G and G˜ of G and G˜ on Poln(E) are related by
G˜ = bZG+
∫ ∞
0
(eζG − id)νZ(dζ) and etG˜ =
∫ ∞
0
ezGµt(dz). (6.7)
Remark 6.2. It is shown in the proof of Theorem 6.1 that pt(x,A) and pt(x, x + A) are jointly
measurable in (t, x) ∈ [0,∞)×E for all measurable A ⊆ Rd, with the obvious extension pt(x,A) =
pt(x,A∩E). Hence (6.2) and (6.6) specify well defined transition kernels from Rd into Rd, defined
to be zero for x /∈ E.
Remark 6.3. Theorem 2.5 yields that∫
E
(y − x)⊤pζ(x, dy) = (1,H(x)⊤)(eζG − id)M
where G is the matrix representation of G on Pol1(E) and M is the matrix whose ith column is
the corresponding vector representation of xi in Pol1(E). In view of (6.1) it thus follows that (6.5)
specifies a well defined first order polynomial drift function.
Remark 6.4. Sato (1999, Theorem 25.3) states that condition (6.1) is equivalent to E[eλZt ] =∫∞
0 e
zλµt(dz) <∞ for all t ≥ 0. Hence the integrals in (6.7) are well defined. If E is compact then
all eigenvalues of G restricted to Pol(E) have nonpositive real part, such that (6.1) trivially holds.
The following example shows that the affine property is not invariant with respect to Le´vy time
change.
Example 6.5. Consider the Ornstein–Uhlenbeck process dXt = −κXt dt+σ dWt, which is an affine
Feller process with normal transition kernel pt(x, dy) with mean e
−κtx and variance σ
2
2κ
(
1− e−2κt).
Now consider an independent Poisson subordinator Zt with β
Z = 0 and νZ(dζ) = δ{1}(dζ). Ac-
cording to Theorem 6.1, the Le´vy time changed jump-diffusion X˜t = XZt is polynomial. But X˜t is
not affine if κ 6= 0. Indeed, straightforward integration shows
G˜ eux =
∫
E
(euy − eux) p1(x, dy) =
(
e(e
−κt−1)ux+C(t) − 1
)
eux
for C(t) = σ
2u2
4κ
(
1− e−2κt), which is not of the form (3.1).
Applications of Le´vy time changed Ornstein–Uhlenbeck processes as in Example 6.5 to com-
modity derivatives pricing are given in Li and Linetsky (2014).
7 Polynomial Expansions
We study the generic pricing problem in finance, which can be cast as follows. Let Xt be polynomial
jump-diffusion on state space E ⊆ Rd. Pricing a possibly path-dependent option boils down to
computing the conditional expectation
It0 = E[F (X) | Ft0 ]
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where X = P (Xt1 , . . . ,Xtn) for some linear map P : R
d×n → Rm, with m ≤ d× n, for some time
partition 0 ≤ t0 < t1 < · · · < tn, and some discounted payoff function F (x) on Rm. For example,
X = (X1,t1 , . . . ,X1,tn) may only depend on the first component of Xt, so that m = n. In the
following we present a method that extends the approach in Filipovic´ et al. (2013).
We denote by g(dx) the regular conditional distribution of X on Rm given Ft0 . We let w(dx)
be an auxiliary probability kernel from (Ω,Ft0) to R
m that dominates g(dx), with likelihood ratio
function denoted by ℓ(x), such that
g(dx) = ℓ(x)w(dx). (7.1)
We define the Hilbert space L2w as the set of (equivalence classes of) measurable real functions f(x)
on Rm with finite L2w-norm given by
‖f‖2w =
∫
Rm
f(x)2w(dx).
The corresponding scalar product is 〈f, h〉w =
∫
Rm
f(x)h(x)w(dx). We assume that L2w contains
all polynomials on Rm,
Pol(Rm) ⊂ L2w, (7.2)
and let q0(x) = 1, q1(x), q2(x), . . . form an orthonormal basis of polynomials spanning the closure
Pol(Rm) in L2w. We also assume that the likelihood ratio function lies in L
2
w,
ℓ ∈ L2w. (7.3)
As a consequence, its Fourier coefficients
ℓk = 〈ℓ, qk〉w =
∫
Rm
qk(x)ℓ(x)w(dx) = E [qk(X) | Ft0 ] (7.4)
are given in closed form by iterating the moment formula in Theorem 2.5.
We finally assume that the discounted payoff function lies in L2w,
F ∈ L2w. (7.5)
We denote by F¯ the orthogonal projection of F onto Pol(Rm) in L2w. Elementary functional analysis
then gives that the price approximation I¯t0 = E[F¯ (X) | Ft0 ] equals
I¯t0 =
∫
Rm
F¯ (x)g(dx) =
〈
F¯ , ℓ
〉
w
=
∑
k≥0
Fkℓk (7.6)
with Fourier coefficients given by
Fk = 〈F¯ , qk〉w = 〈F, qk〉w =
∫
Rm
F (x)qk(x)w(dx). (7.7)
The approximation equals the true price, I¯t0 = It0 , if the projection F¯ equals F in L
2
w. This
statement is more of theoretical than of practical interest for two reasons. First, depending on the
choice of the auxiliary kernel w(dx), we have that Pol(Rm) is dense in L2w, such that F¯ = F holds
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anyway. Second, in practice we approximate the price by truncating the series in (7.6) at some
finite order K,
I
(K)
t0 =
K∑
k=0
Fkℓk, (7.8)
such that the pricing error is ǫ(K) = It0−I(K)t0 . While it is good to know that ǫ(K) → 0 asymptotically
as K →∞ if F¯ = F in L2w, the hard work consists in controlling the error ǫ(K) for finite K.
The computation of the approximation I
(K)
t0 can be casted as numerical integration over R
m,
I
(K)
t0 =
K∑
k=0
〈F, ℓkqk〉w =
∫
Rm
F (x)ℓ(K)(x)w(dx), (7.9)
for the likelihood ratio approximation
ℓ(K)(x) =
K∑
k=0
ℓkqk(x).
Note that the approximation g(K)(dx) = ℓ(K)(x)w(dx) of the measure g(dx) integrates to one,
g(K)(Rm) = 1, because qk is orthogonal to q0 = 1 in L
2
w for k ≥ 1. But g(K)(dx) is only a signed
measure in general.
How to choose the auxiliary probability kernel w(dx)? Necessarily w(dx) has to satisfy condi-
tions (7.1)–(7.3) and (7.5), whereof (7.3) is arguably the most difficult to verify in practice.6 The
following criteria indicate desirable further properties of w(dx) from a computational point of view:
(i) w(dx) admits closed-form Ft0 -conditional moments. Then we obtain the orthonormal poly-
nomials q0(x) = 1, q1(x), q2(x), . . . in L
2
w in closed-form and without numerical integration.
Indeed, we let q˜0(x) = 1, q˜1(x), q˜2(x), . . . be any basis of Pol(R
m). We obtain all scalar prod-
ucts 〈q˜k, q˜l〉w in terms of the Ft0-conditional moments of w(dx). This allows to perform an
exact Gram–Schmidt orthonormalization and we obtain an orthonormal basis of Pol(Rm) in
L2w in closed-form.
(ii) There exist closed-form formulas for the Fourier coefficients Fk and no numerical integration
is needed for the computation of I
(K)
t0 . See for example the option pricing in Ackerer et al.
(2018); Ackerer and Filipovic´ (2017). Otherwise, one has to numerically integrate (7.7) or,
equivalently, (7.9) with respect to w(dx). This should then at least be amendable by cubature
or Monte–Carlo methods.
(iii) w(dx) matches the moments of g(dx) of order n and less,
∫
Rm
xαw(dx) =
∫
Rm
xαg(dx)
for all |α| ≤ n. We already know this always holds for α = 0, so that ℓ0 = 1. Then
ℓk =
∫
Rm
qk(x)g(dx) =
∫
Rm
qk(x)w(dx) = 〈1, qk〉w = 0 for all k ≥ 1 with deg qk ≤ n. This
can improve the convergence of the approximation (7.8). A numerically efficient method for
constructing a probability density matching the first nmoments in the univariate case, m = 1,
is presented by Filipovic´ and Willems (2017, Section 3.2).
6In Section C we sketch a situation that one may encounter in applications.
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8 Polynomial Asset Pricing Models
Building on Section 5, we develop a polynomial framework that accommodates a large class of asset
pricing models. It nests all affine asset pricing models, subject to integrability of jumps. First, we
introduce the financial market model with excess log returns that are conditional Le´vy based on a
polynomial jump-diffusion factor process. Then we discuss option pricing and equivalent measure
change, and provide closed form expressions for the return volatility, vol of vol, and leverage.
8.1 Conditional Le´vy Excess Log Returns
We consider a financial market with e primary assets with price processes given as
Si,t = Si,0 e
∫ t
0
rsds+Yi,t ,
where rt is the risk-free rate and Yt = (Y1,t, . . . , Ye,t) are the excess log return processes with Y0 = 0.
We let Xt be a polynomial jump-diffusion on some state space E ⊆ Rd such that Zt = (Xt, Yt) is
a an E × Re-valued jump-diffusion with extended generator G of the form (5.1). That is, Yt is a
conditional Le´vy process. We follow the conventions (5.2)–(5.3) and assume∫
Re
(eηi − 1− ηi) νY (x, dη) <∞ for all x ∈ E, i = 1, . . . , e. (8.1)
It then follows that the price processes are special semimartingales with the decomposition
dSi,t
Si,t−
= (rt + ǫi(Xt)) dt+ dY
c
i,t +
∫
Re
(eηi − 1) (µY (dη, dt) − νY (Xt−, dη)) ,
where Y ct denotes the continuous martingale part of Yt, µ
Y (dη, dt) is the integer-valued random
measure associated to the jumps of Yt, and the excess rates of return are given by
ǫi(x) = b
Y
i (x) +
1
2
aYii (x) +
∫
Re
(eηi − 1− ηi) νY (x, dη).
We have not specified the measure P yet. For derivatives pricing, we assume that P is a risk-
neutral measure, so that the discounted price processes e−
∫ t
0
rsdsSi,t are local martingales. This is
achieved by setting ǫi(x) = 0 for all x ∈ E and i = 1, . . . , e. In view of Lemma 2.2, ǫi(x) cannot be
zero if Zt = (Xt, Yt) were a polynomial jump-diffusion, other than affine, in general. The next result
shows how to embed Zt into a higher dimensional polynomial jump-diffusion such that ǫi(x) = 0.
It follows immediately from Theorem 5.2, so that we omit its proof.
Lemma 8.1. Let n ∈ N. Assume that (8.1) holds and
aY ∈ Poln(E),
aXY ∈ Pol1+n(E),∫
Rd+e
ξαf(η) ν(·, dξ × dη) ∈ Pol|α|+n(E), for all |α| ≥ 0, (8.2)
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for all functions f : Re → R for which the integral is finite. Then one can choose
bYi = −
1
2
aYii −
∫
Re
(eηi − 1− ηi) νY (·, dη) ∈ Poln(E),
so that ǫi(x) = 0 on E and P is a risk-neutral measure, and Zt = (H(Xt), Yt) is a polynomial
jump-diffusion on H(E)× Re.
8.2 Option Pricing
To illustrate how to price options on the primary assets Si,t we now assume that P is a risk-neutral
measure. Consider first a European call option written on asset Si,t with strike K and maturity T .
Its price at time t = 0 is given by
E
[
e−
∫ T
0
rsds(Si,T −K)+ | F0
]
= E
[
(Si,0e
Yi,T −Ke−
∫ T
0
rsds)+ | F0
]
.
If the risk-free rates rt are deterministic, the pricing operation reduces to computing expectations
of the form E[(eYi,T − c)+ | F0], where c is a constant. Pricing path-dependent derivatives boils
down to computing conditional expectations of the form E[F (Yi,t1 , . . . , Yi,tn) | F0], as discussed in
Section 7 for Zt in lieu of Xt.
8.3 Equivalent Measure Change
In general, P may be any measure, such as the real-world measure, as long as there exists a locally
equivalent risk-neutral measure Q such that the discounted price processes are Q-local martingales.
This is a standard condition on asset pricing models to be arbitrage-free, see Harrison and Pliska
(1981). In case P is not a risk-neutral measure, we specify the market price of risk such that Xt is
a polynomial-jump diffusion under the corresponding risk-neutral measure. Thereto we fix a finite
time horizon T and consider equivalent probability measures Q ∼ P under which Zt, t ∈ [0, T ], is
a jump-diffusion with diffusion, drift, and jump coefficients aQ(x), bQ(x), and νQ(x, dζ) given in
terms of the P-coefficients a(x), b(x), and ν(x, dζ) as
a(x) = aQ(x),
b(x) = bQ(x) + a(x)φ(x) +
∫
Rd+e
(1− 1/ψ(x, ζ)) ζ ν(x, dζ),
ν(x, dζ) = ψ(x, ζ) νQ(x, dζ),
(8.3)
for some Rd+e-valued function φ(x) and real function ψ(x, ζ) > 0. Here φ(x) is the market price
of diffusion risk and ψ(x, ζ) is the market price of risk of the jump event of size ζ associated with
Zt.
7 Q is a risk-neutral measure if ǫQi (x) = 0 for all x ∈ E and i = 1, . . . , e.
In order that the change of measure is well defined, we assume that
Et(L), t ∈ [0, T ], is a positive martingale (8.4)
7If the continuous martingale part of Zt is of the form dZ
c
t = σ(Xt) dWt, for some Brownian motion Wt, and
a(x) = σ(x)σ(x)⊤, then σ(Xt)
⊤φ(Xt) is the market price of risk of Wt.
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for
dLt = −φ(Xt)⊤dZct −
∫
Rd+e
(1− 1/ψ(Xt−, ζ))
(
µZ(dζ, dt)− ν(Xt−, dζ)dt
)
with L0 = 0, where Z
c
t is the continuous martingale part of Zt and µ
Z(dζ, dt) denotes the integer-
valued random measure associated to the jumps of Zt.
8 Then dQ/dP = ET (L) defines an equivalent
probability measure Q ∼ P. We also assume that∫ T
0
∫
Rd+e
(‖ζ‖2 ∧ ‖ζ‖)/ψ(Xt, ζ) ν(Xt, dζ)dt <∞. (8.5)
Girsanov’s Theorem then implies that Zt, t ∈ [0, T ], is a jump-diffusion with diffusion, drift, and
jump coefficients aQ(x), bQ(x), and νQ(x, dζ) given in (8.3), see Jacod and Shiryaev (2003, Theorem
III.3.24).
In addition to (8.4) and (8.5), assume
∫
Rd+e
‖ζ‖k/ψ(x, ζ) ν(x, dζ) < ∞ for all x ∈ E and all
k ≥ 2. Let G Q denote the generator of Zt under Q, so that
G
Qf(z) = G f(z)− φ(x)⊤a(x)∇f(z)−
∫
Rd+e
(f(z + ζ)− f(z) (1− 1/ψ(x, ζ)) ν(x, dζ).
Since G is well-defined on Pol(E×Re), Lemma A.2 implies that G Q is well-defined on Pol(E×Re).
On a case-by-case basis it is now straightforward to derive conditions from (8.3) and Lemma 2.2
such that Xt, t ∈ [0, T ], is a polynomial jump-diffusion under Q and such that Lemma 8.1 applies;
so that Q is a risk-neutral measure and Zt = (H(Xt), Yt), t ∈ [0, T ], is a polynomial jump-diffusion
on H(E)× Re under Q.
8.4 Volatility, Vol of Vol, and Leverage
The spot variance vi(Xt−) of the ith excess log return dYi,t is defined as the time derivative of the
predictable compensator of its quadratic variation [Yi, Yi]t (modified second characteristic) given
by
vi(x) = Γ(yi, yi)(x) = a
Y
ii (x) +
∫
Re
η2i ν
Y (x, dη)
where Γ denotes the carre´-du-champ operator related to G (see Section A).
The volatility of dYi,t is defined as the square-root of its spot variance, voli(Xt−) =
√
vi(Xt−).
The vol of vol is defined as the square-root of the spot variance of the volatility process voli(Xt),
volvoli(Xt−) =
√
Γ(voli, voli)(Xt−).
The leverage effect refers to the generally negative correlation between dYi,t and changes of its
spot variance dvi(Xt). It is captured by the time derivative of the predictable compensator of the
8This assumption entails that φ(x) and ψ(x, ζ) > 0 are measurable and such that∫ T
0
φ(Xt)
⊤a(Xt)φ(Xt) dt+
∫ T
0
∫
Rd+e
(
1−
√
1/ψ(Xt, ζ)
)2
ν(Xt, dζ)dt <∞,
so that Lt, t ∈ [0, T ], is a well defined local martingale, see Jacod and Shiryaev (2003, Theorem II.1.33d).
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quadratic co-variation between Yi,t and vi(Xt),
levi(Xt−) =
Γ(yi, vi)(Xt−)√
vi(Xt−)
√
Γ(vi, vi)(Xt−)
.
Note that in the presence of jumps, the jump measure νY (x, dη) and thus the spot variance,
volatility, vol of vol, and the leverage depend on the measure P, so that we distinguish risk-neutral
and real-world volatility, vol of vol, and leverage.9
9 Linear Volatility
We introduce a large class of polynomial asset pricing models based on the linear SDE (2.8)–(2.9),
extending Example 5.1. Throughout this section we assume that P is a risk-neutral measure. Let
Wt be a standard m-dimensional Brownian motion. Let N(du, dt) be a Poisson random measures
with compensator F (du)dt on U×R+, for some mark space U .10 We assume that Xt is the E-valued
solution of a linear SDE
dXt = b
X(Xt) dt+ σ
X(Xt) dWt +
∫
U
δX(Xt−, u)(N(du, dt) − F (du)dt), (9.1)
where drift, volatility, and jump size functions bX(x), σX(x), and δX(x, u) are linear in x of the
form (2.9), for some state space E ⊆ Rd. We then specify the excess log returns by
dYt = b
Y (Xt) dt+ σ
Y (Xt) dWt +
∫
U
δY (u)(N(du, dt) − F (du)dt), (9.2)
with drift bY (x) to be determined such that P is a risk-neutral measure. The volatility function is
linear,
σY (x) = ΓY0 +
d∑
i=1
xiΓ
Y
i ,
for parameters ΓYi ∈ Re×m, i = 0, . . . , d. Jumps of Yt are captured by the state-independent jump
size function δY (u) and can be isolated or simultaneous with jumps of Xt.
11 We assume that the
pushforward δY∗ F (dη) of F (du) under δ
Y (u) satisfies (8.1),∫
U
(
eδ
Y
i (u) − 1− δYi (u)
)
F (du) <∞ for all i = 1, . . . , e. (9.3)
The resulting coefficients a(x), b(x), and ν(x, dξ × dη) of the generator of the jump-diffusion
Zt = (Xt, Yt) are functions of x given by
a =
(
σXσX⊤ σXσY⊤
σY σX⊤ σY σY⊤
)
∈ Pol2(E), b =
(
bX
bY
)
,
9Some authors restrict to the diffusive component of dYi,t for the definitions of spot variance, volatility, vol of vol,
and leverage, which are the same under both measures.
10The Poisson random measure N(du, dt) and the Brownian motion Wt are automatically independent, see
Ikeda and Watanabe (1989, Theorem II.6.3).
11State-dependent jumps of Yt that are simultaneous with jumps of Xt would violate the structural condition (8.2).
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with bX ∈ Pol1(E), and∫
Rd+e
f(ξ, η) ν(x, dξ × dη) =
∫
U
f(δX(x, u), δY (u))F (du).
It follows by inspection that the assumptions of Lemma 8.1 are met for n = 2. Hence we can set
bYi = −
1
2
aYii −
∫
U
(
eδ
Y
i (u) − 1− δYi (u)
)
F (du) ∈ Pol2(E),
so that P is a risk-neutral measure, as desired, and Zt = (Xt, Yt) satisfies properties (5.4)–(5.8) in
Theorem 5.2 for n = 2.
Here is an example for the specification of the N(du, dt)-driven jumps of (Xt, Yt).
Example 9.1. Let U = U0 ∪U1 ∪ · · · ∪Uk for pairwise disjoint sets Uj such that λj = F (Uj) <∞.
Then Nj,t = N(Uj × [0, t)) are independent Poisson processes with intensities λj , for j = 0, . . . , k.
Define the piece-wise constant δX(x, u) = 0 for u ∈ U0 and δX (x, u) = δX0 +
∑d
i=1 xiδ
X
ij for u ∈ Uj,
j = 1, . . . , k, for some parameters δX0 , δ
X
ij ∈ Rd. Then the N(du, dt)-driven jump term in (9.1)
reads ∫
U
δX (Xt−, u)(N(du, dt) − F (du)dt) =
k∑
j=1
(
δ0 +
d∑
i=1
Xi,t−δ
X
ij
)
(dNj,t − λj dt).
The N(du, dt)-driven jump term in (9.2) accordingly is of the form∫ t
0
∫
U
δY (u)(N(du, ds) − F (du)ds) =
k∑
j=0
(∑
i∈N
H
(i)
j 1{i≤Nj,t} − E[H(1)j ]λjt
)
where δY (u) is any jump size function on U satisfying (9.3), H
(i)
j are mutually independent R
e-
valued random variables, independent of the Poisson processes N0,t, . . . , Nk,t and the Brownian
motion Wt, and such that H
(i)
j has distribution given by the pushforward of F (u)/λj under the
restriction δY |Uj , that is, E[f(H(i)j )] =
∫
Uj
f(δY (u))F (du)/λj , for i ∈ N and j = 0, . . . , k. Note
that N0,t drives isolated jumps of Yt. On the other hand, Nj,t drives isolated jumps of Xt if H
(i)
j = 0,
for some j = 1, . . . , k
Examples of linear diffusion volatility models include the extended Stein–Stein model (Stein and Stein,
1991; Scho¨bel and Zhu, 1999) and the extended Hull–White model (Hull and White, 1987; Lions and Musiela,
2007), which are discussed in detail in Ackerer and Filipovic´ (2017).
10 Conclusion
We have developed a mathematical framework for polynomial jump-diffusions in a relaxed semi-
martingale context, as opposed to a Markovian setup, based on the point-wise action of the extended
generator on polynomials only. We have established various features, including the moment for-
mula and the invariance with respect to polynomial transformations and Le´vy time change. We
have also revisited affine jump-diffusions, which are nested in the polynomial class, in that relaxed
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context. We have then constructed a large class of novel asset pricing models based on polynomial
jump-diffusions and presented a generic method for option pricing. Our results provide the basis
for new asset pricing models. Several extensions are possible and left for future research. This
includes discrete time and time-inhomogeneous polynomial jump-diffusions.
A Carre´-du-champ Operator
Let Xt be a jump-diffusion with extended generator G on R
d of the form (2.1). An object closely
related to G is the carre´-du-champ operator, which is a bilinear operator Γ given by
Γ(f, g)(x) = G (fg)(x)− f(x)G g(x) − g(x)G f(x) (A.1)
for any C2 functions f(x) and g(x) on Rd such that∫
Rd
(h(x+ ξ)− h(x))2 ν(x, dξ) <∞ for all x ∈ Rd for h = f, g.
Using the product rule, one can express Γ(f, g) in terms of a(x) and ν(x, dξ) as
Γ(f, g)(x) = ∇f(x)⊤a(x)∇g(x) +
∫
Rd
(f(x+ ξ)− f(x))(g(x + ξ)− g(x))ν(x, dξ). (A.2)
In particular, Γ(f, f) ≥ 0. Just as the extended generator captures the drift of a process f(Xt),
the carre´-du-champ operator gives information about the quadratic variation of f(Xt).
Lemma A.1. The predictable compensator of the quadratic co-variation [f(X), g(X)]t is given by∫ t
0
Γ(f, g)(Xs) ds
for any C2 functions f(x) and g(x) on Rd such that∫ t
0
∫
Rd
|f(Xs + ξ)− f(Xs)| |g(Xs + ξ)− g(Xs)| ν(Xs, dξ) ds <∞. (A.3)
Proof. In view of Jacod and Shiryaev (2003, Theorem I.4.52) and the fact that d〈Xc,Xc〉t =
a(Xt)dt, we have
[f(X), g(X)]t =
∫ t
0
∇f(Xs)⊤a(Xs)∇g(Xs) ds +
∑
s≤t
(f(Xs)− f(Xs−))(g(Xs)− g(Xs−)).
The result now follows from (A.2) and Jacod and Shiryaev (2003, Theorem II.1.8).
With the help of the carre´-du-champ operator we can qualify the property of G being well-
defined on Pol(E) for some state space E ⊆ Rd.
Lemma A.2. Assume G is well-defined on Pol(E). Let f ∈ Pol(Rd) with f(x) = 0 on E. Then
a(x)∇f(x) = 0 and ∫
Rd
(f(x+ ξ)− f(x))2ν(x, dξ) = 0 on E.
Proof. We have f(x)2 = 0 on E, so that (A.1) implies Γ(f, f)(x) = 0 on E. Since a(x) ∈ Sd+, the
lemma follows from identity (A.2).
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B Polynomial Transformations of Jump-Diffusions
We let Xt be an E-valued jump-diffusion with extended generator G of the form (2.1), for some
state space E ⊆ Rd. We show that an invertible polynomial transformation of Xt is again a
jump-diffusion, subject to technical conditions, and we identify its extended generator.
Lemma B.1. Let ϕ : Rd → Rk be a polynomial map that admits a measurable inverse on E, in
the sense that there exists a measurable map ψ : Rk → Rd such that ψ ◦ϕ = id on E. Assume that
G is well-defined on Pol(E), i.e. (2.3) and (2.4) hold. Assume also that the process Xt = ϕ(Xt) is
a special semimartingale. Then X t is a jump-diffusion with extended generator G = ψ
∗Gϕ∗, which
is well-defined on Pol(ϕ(E)).12 It is of the form
G f(x) =
1
2
Tr(a(x)∇2f(x)) + b(x)⊤∇f(x) +
∫
Rk
(
f(x+ ξ)− f(x)− ξ⊤∇f(x)
)
ν(x, dξ),
where, writing x = ϕ(x) and ϕi(x) for the ith component of ϕ(x),
aij(x) = ∇ϕi(x)a(x)∇ϕj(x)⊤,
bi(x) = Gϕi(x),
ν(x,A) =
∫
Rk
1A(ϕ(x + ξ)− ϕ(x))ν(x, dξ).
Proof. Since X t is a special semimartingale, Kallsen (2006, Proposition 3) in conjunction with a
direct calculation shows that it is a jump-diffusion with extended generator G = ψ∗Gϕ∗ of the
stated form. In particular, the jump measure satisfies∫
Rk
‖ξ‖n ν(x, dξ) =
∫
Rd
‖ϕ(x+ ξ)− ϕ(x)‖n ν(x, dξ), where x = ϕ(x),
which is finite for every x ∈ ϕ(E) due to (2.3) and since ϕ(x) is polynomial. Finally, if f ∈ Pol(Rk)
vanishes on ϕ(E), then ϕ∗f ∈ Pol(Rd) vanishes on E, therefore Gϕ∗f also vanishes on E in view
of (2.4), and hence G f vanishes on ϕ(E). Thus G is well-defined on Pol(ϕ(E)).
C Locally Absolutely-Continuous Measure Change
We sketch a situation that may occur in applications for the choice of an auxiliary probability
kernel w(dx) satisfying assumption (7.3).
Let Q be a probability measure that is equivalent to P on each Ft with Radon-Nikodym density
Dt. We define w(dx) as the Q-regular conditional distribution of X given Ft0 . Then (7.1) holds
with likelihood ratio function given by the Q-regular conditional distribution of Dtm/Dt0 given
Ft0 ∨ σ(X),
ℓ(x) = EQ
[
Dtm
Dt0
| Ft0 , X = x
]
, (C.1)
12The pullback is defined in (1.1).
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where we set Dtm/Dt0 = 0 if Dt0 = 0. Indeed, let f(x) be a bounded measurable function on R
m.
Taking conditional expectation gives∫
Rm
f(x)g(dx) = EP [f(X) | Ft0 ] = EQ
[
f(X)
Dtm
Dt0
| Ft0
]
= EQ
[
EQ
[
f(X)
Dtm
Dt0
| Ft0 ∨ σ(X)
]
| Ft0
]
= EQ [f(X)ℓ(X) | Ft0 ] =
∫
Rm
f(x)ℓ(x)w(dx),
which proves the claim (C.1).
The likelihood ratio function satisfies the estimate∫
Rm
ℓ(x)2w(dx) = EQ
[
EQ
[
Dtm
Dt0
| Ft0 ∨ σ(X)
]2
| Ft0
]
≤ EQ
[(
Dtm
Dt0
)2
| Ft0
]
. (C.2)
The bound in (C.2) is sharp to the extent that Dtm/Dt0 could be Ft0 ∨σ(X)-measurable such that
we have equality in (C.2). The estimate (C.2) can be useful for verifying assumption (7.3).
In practice we could approximate w(dx), the Q-regular conditional distribution ofX given Ft0 ,
by simulating Xt under Q. Specifically, we would estimate the Fourier coefficients
Fk = EQ [qk(X)F (X) | Ft0 ] (C.3)
in (7.7) by (nested) Monte-Carlo methods. This addresses property (ii). If we further assume that
Xt is a polynomial jump-diffusion with respect to Q, then w(dx) admits closed-form Ft0-conditional
moments, as indicated in property (i).
D Proofs
This appendix contains the proofs of the lemmas and theorems in the main text.
D.1 Proof of Theorem 2.5
The proof of Theorem 2.5 builds on the following four lemmas.
Lemma D.1. The local martingale property (2.2) holds for any C2 function f(x) on Rd satisfying
Vt =
∫ t
0
∫
Rd
∣∣∣f(Xs + ξ)− f(Xs)− ξ⊤∇f(Xs)∣∣∣ ν(Xs, dξ) ds <∞. (D.1)
Proof. Property (D.1) states that Vt is in A
+
loc. The lemma now follows from Jacod and Shiryaev
(2003, Theorem II.1.8 and proof of Theorem II.2.42).
For the rest of this section, we assume that G is polynomial on E and we let f ∈ Poln(E). Then
the process
Mft = f(Xt)− f(X0)−
∫ t
0
G f(Xs) ds
is well defined.
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Lemma D.2. Mft is a local martingale.
Proof. In view of Lemma D.1 it is enough to show that (D.1) holds. But W (x, ξ) = f(x + ξ) −
f(x) − ξ⊤∇f(x) is a linear combination of monomials xβξγ with 2 ≤ |γ| ≤ n. Hence |W (x, ξ)| ≤
C(x)
(‖ξ‖2 + ‖ξ‖2n) for some polynomial C(x). Now (D.1) follows from Lemma 2.2.
Lemma D.3. For any k ∈ N there is a finite constant C such that
E[1 + ‖Xt‖2k | F0] ≤
(
1 + ‖X0‖2k
)
eCt, t ≥ 0.
Proof. We recall the argument in Cuchiero et al. (2012, Theorem 2.10) or Filipovic´ and Larsson
(2016, Lemma B.1). Let f(x) = 1+‖x‖2k, and let C be a finite constant such that |G f(x)| ≤ Cf(x)
on E. Such a constant exists by the polynomial property of G . Let 0 ≤ T1 ≤ T2 ≤ · · · be a localizing
sequence for the local martingale Mft , see Lemma D.2, such that ‖Xt‖ ≤ m for t < Tm. Then
E [f(Xt∧Tm) | F0] = f(X0) + E
[∫ t∧Tm
0
G f(Xs) ds | F0
]
≤ f(X0) + C
∫ t
0
E [f(Xs∧Tm) | F0] ds.
Gronwall’s inequality and Fatou’s lemma now yield the result.
Lemma D.4. For any finite c the process Mft 1{‖X0‖≤c} is a martingale.
Proof. Let c be a finite number. Then Nft =M
f
t 1{‖X0‖≤c} is a local martingale by Lemma D.2 with
quadratic variation [Nf , Nf ]t = [f(X), f(X)]t1{‖X0‖≤c}. We claim that its predictable compensator
is given by
〈Nf , Nf 〉t =
∫ t
0
Γ(f, f)(Xs) ds1{‖X0‖≤c}.
Indeed, in view of Lemma A.1 the claim follows as soon as (A.3) holds for g = f . But W (x, ξ) =
(f(x+ ξ)−f(x))2 is a linear combination of monomials xβξγ with 2 ≤ |γ| ≤ 2n. Hence |W (x, ξ)| ≤
C(x)
(‖ξ‖2 + ‖ξ‖2n) for some polynomial C(x), and (A.3) follows from Lemma 2.2.
By (A.1), Γ(f, f)(x) is a polynomial on E. Combining this with Lemma D.3 we infer that
E[〈Nf , Nf 〉t] <∞ for all t ≥ 0, and hence Nft is a square-integrable martingale.
We now prove Theorem 2.5. Fix a finite c and t ≥ 0. By Lemma D.4, the row vector valued
function F (T ) = E[(1,H(XT )
⊤)1{‖X0‖≤c} | Ft] satisfies for T ≥ t
F (T ) = (1,H(Xt)
⊤)1{‖X0‖≤c} +
∫ T
t
E[G (1,H⊤)(Xs)1{‖X0‖≤c} | Ft] ds = F (t) +
∫ T
t
F (s)Gds.
Hence E[(1,H(XT )
⊤) | Ft]1{‖X0‖≤c} = F (T ) = (1,H(Xt)⊤)e(T−t)G1{‖X0‖≤c}. Theorem 2.5 now
follows by letting c ↑ ∞.
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D.2 Proof of Lemma 3.2
We first assume that 0 ∈ E and the affine span of E is all of Rd.
Assume G is affine. Straightforward calculations show that
G eu
⊤x =
(
1
2
u⊤a(x)u+ b(x)⊤u+
∫
Rd
(
eu
⊤ξ − 1− u⊤ξ
)
ν(x, dξ)
)
eu
⊤x
so that, by virtue of the assumed relation (3.1), we obtain
F (u) +R(u)⊤x =
1
2
u⊤a(x)u+ b(x)⊤u+
∫
Rd
(
eu
⊤ξ − 1− u⊤ξ
)
ν(x, dξ) for all x ∈ E, u ∈ iRd.
(D.2)
We claim that F (u) and R(u) are of the form (3.3). Since 0 ∈ E, this clear for F (u), setting
a0 = a(0), b0 = b(0), ν0(dξ) = ν(0, dξ). Next, since the affine span of E is all of R
d, there exist
numbers λ1, . . . , λd with
∑d
k=1 λk = 1 and points x
1, . . . , xd ∈ E such that λ1x1 + · · ·+ λdxd = e1,
the first canonical unit vector. Evaluating both sides of (D.2) at x = xk, multiplying by λk,
summing over k, and using the form of F (u), it follows that R1(u) is of the form (3.3) with
a1 =
d∑
k=1
λka(x
k)− a0, b1 =
d∑
k=1
λkb(x
k)− b0, ν1(dξ) =
d∑
k=1
λkν(x
k, dξ)− ν0(dξ).
The same argument shows that R2(u), . . . , Rd(u) are also of the form (3.3).
It remains to prove (3.2). Given F (u) and R(u) just obtained, it is clear that taking a(x), b(x),
ν(x, dξ) as in (3.2) is consistent with (D.2). Furthermore, for each fixed x ∈ E, knowing the right-
hand side of (D.2) for all u ∈ iRd uniquely determines a(x), b(x), ν(x, dξ); see Jacod and Shiryaev
(2003, Lemma II.2.44). Thus (3.2) is in fact the only possibility, completing the proof of the forward
direction.
For the converse, assume a(x), b(x), ν(x, dξ) are of the form (3.2). A calculation then shows
that G satisfies (3.1) with F (u) and R(u) given by (3.3), and thus is affine.
In the general case, where either 0 /∈ E or the affine span of E is not Rd, we apply an invertible
affine transformation T : Rd → Rd such that 0 ∈ T (E) and the affine span of T (E) is Rd′ × {0} for
some d′ ≤ d. In these new coordinates we set the corresponding ai, bi, and νi(dξ) to zero for i > d′,
and then transform back by T−1.
D.3 Proof of Theorem 3.4
Define the function f(t, x) = exp(φ(T − t) + ψ(T − t)⊤x) and the complex-valued process Mt =
f(t,Xt). Then (3.5) yields |Mt| ≤ 1. Moreover, a calculation using (3.4) yields
∂tf(t, x) + G f(t, x) = 0, 0 ≤ t ≤ T, x ∈ E,
where G acts on the real and imaginary parts of f(t, ·) separately. ThusMt is a martingale on [0, T ]
with MT = exp(u
⊤XT ). The affine transform formula is now just the equality Mt = E[MT | Ft].
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D.4 Proof of Lemma 4.1
The proof of Lemma 4.1 builds on the following lemma.
Lemma D.5. Any polynomial p ∈ Polmn(E) is of the form p(x) = f(H(x)) for some f ∈
Polm(H(E)).
Proof. It suffices to consider monomials p(x) = xα with |α| ≤ mn. It follows by inspection that
α = α1 + · · · + αk for some multi-indices αi ∈ Nd0 with |αi| ≤ n. Thus xαi = fi(H(x)) on E for
some linear polynomial fi ∈ Pol1(RN ), for each i. We deduce that
p(x) =
m∏
i=1
xαi = f(H(x)) on E,
where f(x) =
∏m
i=1 fi(x) is of degree at most m.
We now prove Lemma 4.1. If a function f : RN → R vanishes on H(E), then H∗f(x) = f(H(x))
vanishes on E. Thus H∗ is well-defined as a map from Pol(H(E)) to Pol(E), and it is linear with
inverse L∗. It is clear that H∗ maps Polm(H(E)) to Polmn(E) for each m ∈ N. To see that L∗ maps
p ∈ Polmn(E) to an element of Polm(H(E)), observe that p(x) = f(H(x)) for some f ∈ Polm(H(E))
by Lemma D.5, so that L∗p(x) = f(H(L(x))) = f(x). This proves Lemma 4.1.
D.5 Proof of Theorem 4.2
Since Xt is a special semimartingale by Lemma D.2, Lemma B.1 implies that Xt is an H(E)-
valued jump-diffusion with extended generator G = L∗GH∗, which is well-defined on Pol(H(E)).
Lemma 4.1 implies that G is polynomial on H(E), and the diagram (4.2) commutes. This completes
the proof of Theorem 4.2.
D.6 Proof of Theorem 5.2
The proof of Theorem 5.2 builds on the following lemma.
Lemma D.6. Assume (5.4). Then the augmented process Zt = (H(Xt), Yt) is a jump-diffusion on
H(E) × Re with extended generator G = ψ∗Gϕ∗, and the operators G and G are well-defined on
Pol(E × Re) and Pol(H(E)× Re), respectively.
Proof. We first prove that G is well-defined on Pol(E × Re). Due to (5.4) we only need to verify
(2.4). Let f(x, y) be a polynomial that vanishes on E × Re. Collecting the monomials in y yields
the representation
f(x, y) =
∑
β
pβ(x)y
β
for finitely many polynomials pβ(x) on R
d. For each fixed x ∈ E, f(x, y) is the zero polynomial on
Re, and hence pβ(x) = 0 for all β. Thus, we may suppose f(x, y) = p(x)q(y) where p(x) vanishes
on E and q(y) = yβ. One has
G (pq)(x, y) = p(x)G q(x, y) + q(y)G p(x, y) + Γ(p, q)(x, y).
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The first term is zero for any x ∈ E. So is the second term, since G p(x, y) = GXp(x) and GX is
well-defined on Pol(E). For the third term, note that the carre´-du-champ operator is bilinear and
positive semidefinite, and hence satisfies the Cauchy-Schwarz inequality. That is,
|Γ(p, q)(x, y)|2 ≤ Γ(p, p)(x, y) Γ(q, q)(x, y).
But Γ(p, p)(x, y) = ΓX(p, p)(x) = 0 since G is well-defined on Pol(E). Thus G (pq)(x, y) = 0 on
E ×Re, and we deduce that G is well-defined on Pol(E × Re).
Next, since H(Xt) is a special semimartingale by Lemma D.2, and since Yt is a special semi-
martingale by assumption, Zt is also a special semimartingale. Therefore, since G is well-defined
on Pol(E × Re), it follows from Lemma B.1 that Zt is a jump-diffusion with extended generator
G = ψ∗Gϕ∗, which is well-defined on Pol(H(E) × Re).
We now prove Theorem 5.2. Due to Lemma D.6, it remains to prove that (5.5)–(5.8) together
imply (5.9), and, conversely, that (5.9) implies (5.5), (5.6), and (5.8) for α = 0. To do this we make
use of Theorem 5.6.
We first assume that (5.5)–(5.8) hold, and prove property (i) in Theorem 5.6. Fix m ∈ N and
consider any monomial f(z) = f(x, y) = xαyβ with |α| ≤ n(m − |β|) and |β| ≤ m, which then
lies in Vm. It suffices to show that G f again lies in Vm. Let a˜
X(x), a˜XY (x), and a˜Y (x) denote the
modified second characteristics of G , that is,
a˜X(x) = aX(x) +
∫
Rd
ξξ⊤νX(x, dξ), a˜Y (x) = aY (x) +
∫
Rd+e
ηη⊤ν(x, dξ × dη),
a˜XY (x) = aXY (x) +
∫
Rd+e
ξη⊤ν(x, dξ × dη).
Furthermore, write ∇xf(x, y) for the first d components of ∇f(x, y), and similarly for ∇yf(x, y),
∇2xxf(x, y), ∇2xyf(x, y), and ∇2yyf(x, y). We then get
G f(x, y) =
1
2
Tr
(
a˜X(x)∇2xxf(x, y)
)
+Tr
(
a˜XY (x)∇2xyf(x, y)
)
+
1
2
Tr
(
a˜Y (x)∇2yyf(x, y)
)
(D.3)
+ bX(x)⊤∇xf(x, y) + bY (x)⊤∇yf(x, y) (D.4)
+
∫
Rd+e
(
f(z + ζ)− f(z)− ζ⊤∇f(z)− 1
2
ζ⊤∇2f(z)ζ
)
ν(x, dζ). (D.5)
Consider first (D.3). Since ∇2xxf(x, y) = yβ∇2(xα) and since GX is polynomial, the first term
in (D.3) is of degree at most |α| in x and |β| in y, and thus lies in Vm. Next, ∇2xyf(x, y) is of
degree at most |α|− 1 in x and |β|− 1 in y, which together with (5.7) implies that the second term
in (D.3) is of degree at most n + 1 + |α| − 1 = n + |α| in x and |β| − 1 in y. This term therefore
also lies in Vm. Finally, ∇2yyf(x, y) is of degree at most |α| in x and |β| − 2 in y, which together
with (5.6) implies that the third term in (D.3) is of degree at most 2n+ |α| in x and |β| − 2 in y.
Again this yields membership in Vm.
Consider now (D.4). Since ∇xf(x, y) = yβ∇(xα) and since GX is polynomial, the first term
in (D.4) is of degree at most |α| in x and |β| in y, and thus lies in Vm. Similarly as above, the
second term also lies in Vm due to (5.5).
29
Consider finally (D.5). It follows from the multi-binomial theorem that the expression in paren-
theses is a linear combination of monomials xγyδξǫηυ with |γ| + |ǫ| ≤ |α|, |δ| + |υ| ≤ |β|, and
|ǫ|+ |υ| ≥ 3. Thus (D.5) is a linear combination of expressions of the form
xγyδ
∫
Rd+e
ξǫηυν(x, dξ × dη).
Due to (5.8), these expressions are polynomial of degree at most |γ|+ |ǫ|+ n|υ| in x and |δ| in y.
Since |γ|+ |ǫ|+n|υ|+n|δ| ≤ |α|+n|β| ≤ nm, it follows that (D.5) lies in Vm. This completes the
proof of property (i) in Theorem 5.6, showing that (5.9) holds.
Conversely, assume that that (5.9) holds, so that property (ii) in Theorem 5.6 holds as well.
Since G (yβ) ∈ V|β|, the identity
G (yβ) =
1
2
Tr
(
a˜Y (x)∇2yy(yβ
)
+ bY (x)⊤∇y(yβ)
+
∫
Rd+e
(
(y + η)β − yβ − η⊤∇(yβ)− 1
2
η⊤∇2(yβ)
)
ν(x, dξ × dη)
applied with β = ei yields b
Y
i ∈ V1, which gives (5.5). Taking β = ei + ej we similarly obtain
a˜Yij ∈ V2, which gives (5.6). By considering |β| ≥ 3, we obtain (5.8) for α = 0.
D.7 Proof of Corollary 5.4
The process Zt = (Xt, Yt) is given by
dZt =
 dXtP (Xt) dt
Q(Xt−) dXt
 = K(Xt−) d( tXt
)
, where K(x) =
 0 idP (x) 0
0 Q(x)
 .
Its differential characteristics can then be computed using Kallsen (2006, Proposition 2). One finds
that they are deterministic functions a(x), b(x), and ν(x, dζ) of Xt, where
a(x) = K(x)
(
0 0
0 aX(x)
)
K(x)⊤ =
 aX(x) 0 aX(x)Q(x)⊤0 0 0
Q(x)aX(x) 0 Q(x)aX(x)Q(x)⊤
 , (D.6)
b(x) = K(x)
(
1
bX(x)
)
,
ν(x,A) =
∫
Rd
1A
(
K(x)
(
0
ξ
))
νX(x, dξ).
In particular, we have∫
Rd+e
‖ζ‖n ν(x, dζ) =
∫
Rd
(‖ξ‖2+‖Q(x)ξ‖2)n/2 νX(x, dξ) ≤ (1+‖Q(x)‖2)n/2
∫
Rd
‖ξ‖n νX(x, dξ) <∞
for all x ∈ E and all n ≥ 2, where ‖Q(x)‖ denotes the operator norm of Q(x). Thus (5.4) holds.
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Next, (5.5) holds since the components of b(x) are polynomials of degree at most n. To verify
(5.6)–(5.8), we first observe the identity∫
Rd+e
f(ξ)g(η′, η′′)ν(x, dξ × dη′ × dη′′) =
∫
Rd
f(ξ)g(0, Q(x)ξ)νX (x, dξ), (D.7)
where we write η = (η′, η′′) for a generic vector in Re = Re
′+e′′ . Let f(ξ) = xα and g(η) = ηβ =
η′β
′
η′′β
′′
, where we decompose β = (β′,β′′) according to the decomposition η = (η′, η′′). Since
g(0, Q(x)sξ) = s|β
′′|g(0, Q(x)ξ) for any s ∈ R, it follows that
g(0, Q(x)ξ) =
∑
γ : |γ|=|β′′|
rγ(x)ξ
γ
for some polynomials rγ(x). Since the left-hand side vanishes if β
′ 6= 0, we take rγ(x) = 0 in this
case. Moreover, since the components of Q(x) are of degree at most n−1, the degree of g(0, Q(x)ξ),
regarded as a polynomial in x, is at most (n−1)β′′1+ · · ·+(n−1)β′′e′′ = (n−1)|β′′|. This is therefore
also an upper bound on the degrees of the polynomials rγ(x).
These observations readily yield (5.8). To see this, we write∫
Rd+e
ξαηβν(x, dξ × dη) =
∑
γ : |γ|=|β′′|
rγ(x)
∫
Rd
ξα+γνX(x, dx). (D.8)
Either β′ 6= 0, in which case the right-hand side of (D.8) vanishes. Or, β′ = 0, hence |β′′| = |β|, and
thus the right-hand side of (D.8) is a polynomial of degree at most (n−1)|β|+ |α+γ| = |α|+n|β|,
provided |α+ γ| = |α|+ |β| ≥ 3. Consequently, (5.8) holds.
Finally, (5.6) and (5.7) follow in a similar manner. For i ∈ {1, . . . , d} and j ∈ {e′+1, . . . , e′+e′′},
we apply (D.6) and (D.7) with f(ξ) = ξi and g(η) = ηj to get
aXYij (x) +
∫
Rd+e
ξiηjν(x, dξ × dη) =
d∑
k=1
qj−e′,k(x)
(
aik(x) +
∫
Rd
ξiξk ν
X(x, dξ)
)
,
which is a polynomial of degree at most n− 1 + 2 = 1+ n. If instead j ∈ {1, . . . , e′}, then the left-
hand side vanishes. It follows that (5.7) holds. Property (5.6) is proved similarly. This completes
the proof of the corollary.
D.8 Proof of Lemma 5.5
Similarly as in the proof of Lemma 4.1, the pullback maps ϕ∗ and ψ∗ are well-defined as operators
Pol(H(E)× Re)→ Pol(E ×Re) and Pol(E × Re)→ Pol(H(E)× Re).
Viewed with these domain and range spaces, ϕ∗ and ψ∗ are each other’s inverses. It is clear that ϕ∗
is a linear map. We show that it maps Polm(H(E)×Re) to Vm, and for this it suffices to consider
monomials f(x, y) = xαyβ, where |α|+ |β| ≤ m. One then has
ϕ∗f(x, y) = p(x)yβ, where p(x) =
N∏
i=1
hi(x)
αi .
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Since deghi ≤ n for all i, and since |α| ≤ m− |β|, it follows that deg p ≤ n(m− |β|), showing that
ϕ∗f ∈ Vm as claimed.
Injectivity of ϕ∗ follows from the identity ψ∗ ◦ ϕ∗ = id on Polm(H(E) × Re). To see that ϕ∗
maps Polm(H(E) × Re) surjectively to Vm, let p(x)yβ with deg p ≤ n(m− |β|) and |β| ≤ m be an
element of Vm. Lemma D.5 implies that p(x) = f(H(x)) for some polynomial f ∈ Polm−|β|(H(E)).
Thus p(x)yβ = ϕ∗g(x, y), where g(x, y) = f(x)yβ is of degree at most m− |β|+ |β| = m and thus
lies in Polm(H(E) × Re). Since any element of Vm is a linear combination of polynomials p(x)yβ
as above, this proves surjectivity.
D.9 Proof of Theorem 5.6
We now prove Theorem 5.6. Due to Lemma D.6, Zt is a jump-diffusion on H(E)×Re with extended
generator G = ψ∗Gϕ∗, which is well-defined on Pol(H(E) × Re). Thus the property (5.9) is, by
definition, equivalent to
G maps Polm(H(E) × Re) to itself for each m ∈ N. (D.9)
The equivalence (D.9)⇔ (i) follows from Lemma 5.5 and the expression G = ψ∗Gϕ∗, which show
that in the diagram (5.11) each horizontal arrow holds if and only the other one does. In particular,
the diagram commutes if either condition holds. It remains to prove (i)⇔ (ii). By definition of the
carre´-du-champ operator, we have the identity
G (xαyβ) = yβG (xα) + xαG (yβ) + Γ(xα, yβ).
Moreover, if |α| ≤ n(m − |β|) and |β| ≤ m then yβG (xα) = yβGX(xα) ∈ Vm since GX is
polynomial. Hence (i) is equivalent to
xαG (yβ) + Γ(xα, yβ) ∈ Vm whenever |α| ≤ n(m− |β|) and |β| ≤ m. (D.10)
It suffices to argue that (D.10) is equivalent to (ii). To this end, first observe that
xαG (yβ) ∈ Vm whenever |α| ≤ n(m− |β|), |β| ≤ m, and G (yβ) ∈ V|β|. (D.11)
Indeed, G (yβ) ∈ V|β| is a linear combination of monomials of the form xγyδ with |γ| ≤ n(|β| − |δ|)
and |δ| ≤ |β|. Thus xαG (yβ) is a linear combination of monomials of the form xα+γyδ with
|α + γ| = |α| + |γ| ≤ n(m − |β|) + n(|β| − |δ|) = n(m − |δ|), and therefore lies in Vm. This
proves (D.11).
Assume (ii) holds. By taking α = 0, we see that G (yβ) ∈ V|β| for all β, which in view of
(D.11) and (ii) implies that (D.10) holds. Conversely, assume (D.10) holds. Since Γ(1, yβ) = 0,
it follows that G (yβ) ∈ V|β| for all β and hence, in view of (D.11), that xαG (yβ) ∈ Vm whenever
|α| ≤ n(m− |β|) and |β| ≤ m. Another application of (D.10) then yields Γ(xα, yβ) ∈ Vm, and we
deduce that (ii) holds.
D.10 Proof of Corollary 5.8
Lemma D.1 implies that Z ′t = (Xt, PYt) is a special semimartingale. We infer that Z
′
t = (Xt, PYt) is
an E×Re′-valued jump diffusion with extended generator G ′ of the form (5.1). Indeed, this follows
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from a straightforward modification of Lemma B.1 applied to the linear map ϕ(x, y) = (x, Py),
observing that P does not need to be invertible to back out the state x from (x, Py). It follows by
inspection that Z ′t = (Xt, PYt) satisfies (5.4) and, by Lemma B.1 in conjunction with Lemma 2.2
applied to (H(Xt), PYt), property (5.9) with e replaced by e
′, as claimed.
D.11 Proof of Theorem 6.1
The proof of Theorem 6.1 builds on the following two lemmas.
Lemma D.7. Let G be polynomial on E. Then G f(x) is locally bounded on E for every f ∈ Ck(Rd)
satisfying the growth condition |f(x)| ≤ c(1 + ‖x‖k) on Rd for some real c and integer k ≥ 2.
Proof. Write
G f(x) =
1
2
Tr(a(x)∇2f(x)) + b(x)⊤∇f(x) +
∑
2≤|α|≤k−1
∂αf(x)
α!
∫
Rd
ξαν(x, dξ)
+
∫
Rd
g(x, ξ)ν(x, dξ),
(D.12)
where
g(x, ξ) = f(x+ ξ)−
∑
|α|≤k−1
∂αf(x)
α!
ξα. (D.13)
By Lemma 2.2 and the Ck smoothness of f(x), the first three terms on the right-hand side of (D.12)
are locally bounded in x on E.
We now bound the remaining term in (D.12). For ‖ξ‖ > 1, the assumed polynomial bound on
f(x) along with the crude inequality 1 + ‖x+ ξ‖k ≤ ‖ξ‖k2k(1 + ‖x‖k) and (D.13) yield
|g(x, ξ)| ≤ ‖ξ‖k
c2k(1 + ‖x‖k) + ∑
|α|≤k−1
|∂αf(x)|
α!
 , ‖ξ‖ > 1.
Next, Taylor’s theorem with the remainder in integral form yields
g(x, ξ) =
∑
|α|=k
k
α!
ξα
∫ 1
0
(1− t)k−1∂αf(x+ tξ)dt
and hence
|g(x, ξ)| ≤ ‖ξ‖k
∑
|α|=k
1
α!
max
‖ξ‖≤1
|∂αf(x+ ξ)|, ‖ξ‖ ≤ 1.
Combining these two bounds gives |g(x, ξ)| ≤ ‖ξ‖kM(x), where M(x) is a continuous function due
to the Ck smoothness of f(x). Consequently,∫
Rd
|g(x, ξ)|ν(x, dξ) ≤M(x)
∫
Rd
‖ξ‖kν(x, dξ),
which is locally bounded in x on E by Lemma 2.2.
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Lemma D.8. Let G be polynomial on E. Then for every f ∈ C∞b (Rd) there exists a sequence of
functions fn ∈ C∞c (Rd) such that fn → f and G fn → G f locally uniformly on E.
Proof. Define fn(x) to be f(x) multiplied by a smooth cutoff function that is equal to one on
Bn = {x ∈ Rd : ‖x‖ ≤ n}. Then fn → f locally uniformly. For n > m and x ∈ Bm we have
|G fn(x)− G f(x)| ≤
∫
Rd
|fn(x+ ξ)− f(x+ ξ)|ν(x, dξ)
=
∫
Rd
|fn(x+ ξ)− f(x+ ξ)|1{‖ξ‖>n−m}ν(x, dξ)
≤ 2‖f‖∞
(n−m)2
∫
Rd
‖ξ‖2ν(x, dξ).
By Lemma 2.2 the right-hand side is locally bounded in x on E. Hence G fn → G f uniformly on
E ∩Bm for all m.
We now prove Theorem 6.1. We first prove the statement in Remark 6.2. Due to the Feller
property, for any f ∈ C0(Rd), we know that
∫
E f(y)pt(x, dy) is jointly continuous in (t, x) ∈
[0,∞) × E. A monotone class argument now yields the claim for pt(x,A). For pt(x, x + A) we
observe that
pt(x, x+A) =
∫
E
1A(y − x)pt(x, dy).
Because 1A(y − x) is jointly measurable in (x, y) the claim follows also for pt(x, x + A). Hence
G˜ f(x) is well defined by (6.3)–(6.6) for any bounded C2 function f(x) on Rd.
We next claim that
G˜ f(x) = bZG f(x) +
∫ ∞
0
∫
E
(f(y)− f(x)) pζ(x, dy)νZ(dζ) (D.14)
for all f ∈ Pol(E). Indeed, for any polynomial f(x) = (1,H(x)⊤)~f in Poln(E), Theorem 2.5 yields∫
E
(f(y)− f(x)) pζ(x, dy) = (1,H(x)⊤)(eζG − id)~f . (D.15)
Hence the right hand side of (D.14) is well defined due to (6.1) for all x ∈ E. Moreover, by
(6.3)–(6.6) we infer that
G˜ f(x) = bZG f(x) +
∫ ∞
0
∫
E
(y − x)⊤∇f(x)pζ(x, dy)νZ(dζ)
+
∫ ∞
0
∫
E
(
f(y)− f(x)− (y − x)⊤∇f(x)
)
1{y 6=x}pζ(x, dy)ν
Z(dζ),
(D.16)
which proves (D.14).
We next claim that the jump-diffusion operator
G˜ is polynomial on E. (D.17)
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First, we have∫
Rd
‖ξ‖n ν˜(x, dξ) =
∫
Rd
‖ξ‖n bZν(x, dξ) +
∫ ∞
0
∫
Rd
‖y − x‖n pζ(x, dy)νZ(dζ) <∞
for all x ∈ E and all n ≥ 2. Indeed, the first term on the right hand side is finite due to (2.3).
The second term is also finite. This follows from (D.15) for f(y) = ‖y − x‖n and (6.1) for even
n ≥ 2. Second, G˜ f(x) = 0 on E for any f ∈ Pol(Rd) with f(x) = 0 on E. This follows from (2.4)
and (D.14). Hence G˜ is well-defined on Pol(E). Finally, the polynomial property of G , (D.14), and
(D.15) again imply that G˜ maps Poln(E) to itself for each n ∈ N, which proves (D.17).
Now let G and G˜ be the matrix representations of G and G˜ on Poln(E). The first equation
in (6.7) then follows from (D.14) and (D.15). The right hand side of the second equation equals
M(t) = E[eZtG], which is well-defined by Remark 6.4. Due to the Le´vy property of Zt, we have
that M(t + s) = M(t)M(s). Hence M(t) = exp(tM˙(0)) where M˙(0) = G ZezG|z=0 = G˜. This
proves (6.7).
It remains to verify that X˜t is a jump-diffusion with respect to F˜t, and that its extended
generator is G˜ . By Jacod and Shiryaev (2003, Theorem II.2.42) it suffices to prove that the process
Mft = f(X˜t)− f(X˜0)−
∫ t
0
G˜ f(X˜s)ds
is well-defined and a local martingale for every f ∈ C∞b (Rd). We do this in three steps.
First, Phillips’ theorem (Sato, 1999, Theorem 32.1) shows that p˜t(x, dy) given in (6.2) is a Feller
transition kernel and the domain of its generator contains C∞c (E) on which it coincides with the
operator
G f(x) = bZG f(x) +
∫ ∞
0
∫
E
(f(y)− f(x)) pζ(x, dy)νZ(dζ). (D.18)
Here, the integral with respect to νZ(dζ) is understood as the Bochner integral of the C0(E)-
valued map ζ 7→ uζ , where uζ(x) =
∫
E (f(y)− f(x)) pζ(x, dy); see Sato (1999, comment after
Theorem 32.1). In particular, when evaluated at a point x ∈ E, this integral coincides with the
Lebesgue integral with respect to νZ(dζ) of the R-valued function ζ 7→ ∫E (f(y)− f(x)) pζ(x, dy),
which is thus well defined and finite. In view of Remark 6.3 therefore (D.16), and thus (D.14), also
hold for all f ∈ C∞c (E). We conclude that
G˜ f(x) = G f(x) on E for all f ∈ C∞c (E). (D.19)
Second, an argument based on Revuz and Yor (1999, Proposition III.1.4) shows that X˜t is
a Markov process with respect to its natural filtration F˜ 0t = σ(X˜s, s ≤ t) with transition ker-
nel p˜t(x, dy). Because of the Feller property this also holds with respect to the usual right-
continuous augmentation F˜t of F˜
0
t , see Revuz and Yor (1999, Proposition III.2.10). Therefore,
by Revuz and Yor (1999, Proposition VII.1.6) and (D.19), it follows that Mft is a martingale for
every f ∈ C∞c (Rd).
Third, let f ∈ C∞b (Rd). In view of (D.17) and Lemma D.7, G˜ f(x) is locally bounded on E,
whence the process Mft is well-defined. Furthermore, Lemma D.8 yields a sequence of functions
35
fn ∈ C∞c (Rd) such that fn → f and G˜ fn → G˜ f locally uniformly on E. Therefore, defining the
stopping times Tm = inf{t ≥ 0: ‖X˜t‖ ≥ m}, we have
|Mft∧Tm −M
fn
t∧Tm
| ≤ |f(X˜t∧Tm)− fn(X˜t∧Tm)− f(X˜0) + fn(X˜0)|+ t max
x∈E,‖x‖≤m
|G˜ f(x)− G˜ fn(x)|.
The right-hand side is bounded and converges to zero as n → ∞, which yields Mfnt∧Tm → M
f
t∧Tm
in L1. Since each Mfnt is a martingale, it follows that M
f
t is a local martingale, as required. This
finishes the proof of Theorem 6.1.
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