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Coverage maximizationIn this paper, we study mobile sensor network (MSN) architectures and algorithms for
monitoring a moving phenomenon in an unknown and open area using a group of
autonomous mobile sensor (MS) nodes. Monitoring a moving phenomenon involves chal-
lenges due to limited communication/sensing ranges of MS nodes, the phenomenon’s
unpredictable changes in distribution and position, and the lack of information on the sens-
ing area. To address the challenges and meet the objective of the maximization of weighted
sensing coverage, we propose a novel scheme, namely VirFID (Virtual Force (VF)-based
Interest-Driven moving phenomenon monitoring). In VirFID, MS nodes move toward the
positions where more interesting sensing data can be obtained by utilizing the virtual
force, which is calculated based on the distance between MS nodes and sensed values in
the area of interest. MS nodes also perform network-wise information sharing to increase
the weighted sensing coverage. Depending on the level of information used, three variants
of VirFID are evaluated: VirFID-LIB (Local Information-Based), VirFID-GHL (Global Highest
and Lowest), and VirFID-IBN (Interests at Boundary Nodes). In addition, an analytical model
for estimating MSN speed is designed. Simulations are performed to compare the perfor-
mance of three VirFID variants with other approaches. Our simulation results show that
VirFID algorithms outperform other schemes in terms of the weighted coverage efﬁciency,
and VirFID-IBN achieves the highest weighted coverage efﬁciency among VirFID variants.
 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
A mobile sensor network (MSN), in which multiple
mobile sensor (MS) nodes cooperate with each other to
achieve a common goal, can be used in various areas such
as disaster recovery, environmental monitoring, target
tracking, search and rescue operations, and surveillance
[1–3]. In this paper, we study the use of a group of MSnodes to monitor a moving phenomenon in an unknown
and open area.1.1. Monitoring moving phenomenon
MS nodes with sensing, computing, communication,
and locomotion capabilities may be deployed for real-time
hazard monitoring in a disaster area, which might be not
accessible for humans [4]. After deployment, MS nodes
can autonomously localize, form an MSN, monitor the
surroundings, and collect data on the phenomenon of
interest (e.g., radioactivity level or concentrations of toxic
pollutants) without any human intervention. In case a
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monitor and follow the phenomenon.
Fig. 1 illustrates an example of an MSN that monitors a
moving phenomenon. As shown in Fig. 1, at time t0, MS
nodes are deployed in an open area to cover the phenom-
enon of interest. As the phenomenon moves, MS nodes
relocate to follow it and maintain the desired weighted
sensing coverage. Note that the weighted sensing coverage
indicates how much coverage, which is weighted by inter-
est values (i.e., sensed values), MS nodes can obtain from
the area of interest. More speciﬁcally, the distribution of
the phenomenon at time t1 differs from that at time t0,
and accordingly, MS nodes move to new positions where
they can more closely observe the phenomenon.
Note that some parts of the area may have more inter-
esting sensing values than other parts, depending on the
phenomenon distribution. Therefore, when an MSN is
monitoring the phenomenon, the weighted sensing cover-
age needs to be taken into account i.e., MS node placement
must be optimized such that the maximumweighted sens-
ing coverage can be obtained. In addition, the MSN should
allow proper movements and adjustment of MS node posi-
tions so that it can achieve the desired weighted sensing
coverage as the phenomenon moves or changes its
distribution.1.2. Challenges and solution overview
Designing an MSN for monitoring moving phenomenon
brings out challenges due to the phenomenon’s dynamic
changes in distribution and position, the lack of informa-
tion on the area, the limited capabilities of MS nodes in
terms of individual sensing and communications. More
speciﬁcally, due to the unknown and changing sensingFig. 1. An example of moving phenomenon menvironment, the MS nodes should form a network and
monitor the phenomenon without intervention of human
operators or a central entity. After a network is formed,
due to the limitation of the individual node’s sensing capa-
bility, the MS nodes should cooperate to promptly adapt to
the change of environment to achieve a desired sensor
coverage, which also brings another requirement of
network connectivity. In addition, because one or more
MS nodes can be failed during an operation in a hazardous
area, the MSN should be able to recover node failures to
remove coverage holes. For fast recovery and higher sys-
tem robustness, it is also desirable to recover node failures
using a local information. Moreover, a wild area is subject
to sensing noises, which may lead to a local maxima
problem and prevent the MS nodes from moving toward
an area of higher interest.
In this paper, in order to address these challenges and
achieve the maximum weighted sensing coverage, we
propose a novel scheme, namely VirFID (Virtual Force
(VF)-based Interest-Driven moving phenomenon monitor-
ing). In VirFID, each MS node makes a movement decision
using the virtual force based on differences in sensed
values (or interest values) and distance among MS nodes.
Also, MS nodes perform network-wise information sharing
to achieve the optimal distribution of MS nodes such that
the weighted sensing coverage is maximized. In VirFID, a
multipath ad hoc routing protocol is used for information
sharing among MS nodes.
Depending on the level of information usage, three
types of VirFID scheme are considered, which are VirFID-
LIB (Local Information-Based), VirFID-GHL (Global Highest
and Lowest), and VirFID-IBN (Interests at Boundary Nodes).
VirFID-LIB uses only local neighborhood information to
determine the movements of MS nodes. Based on theonitoring using mobile sensor nodes.
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interest values with adjacent MS nodes, each MS node
calculates repulsive and attractive virtual forces, which
are again used to determine the velocity and moving direc-
tion of each MS node.
On the other hand, in addition to the local neighbor-
hood information, the other two schemes share global
information on MS node interest values to determine
another additional force, called the global virtual force.
Global virtual forces are exerted on the boundary MS nodes
to facilitate network expansion or contraction. In VirFID-
GHL, MS nodes share the information on the highest and
lowest interest values, and the position of the MS node that
has the highest interest value. In VirFID-IBN, the root node
calculates the mean of interest values of boundary MS
nodes and publishes it to boundary MS nodes.1.3. Summary of contributions
To the best of our knowledge, this is the ﬁrst work that
uses the virtual forces to control the movements of MS
nodes in order to address a crucial problem of tracking
and monitoring the moving phenomenon (e.g., hazardous
contaminants) in an unknown and open area. Our main
contributions are summarized as follows:
 We formerly present the idea and challenges of the
moving phenomenon monitoring system using multiple
MS nodes, which form a sensor network and follow the
phenomenon of interest for long-term monitoring in an
unknown and open area. This type of system is applica-
ble to various situations including monitoring hazard-
ous materials (e.g., toxic pollutants, a radioactivity
substance) leaked over a large area without human
intervention.
 Flexible and robust algorithms are proposed to address
the challenges and meet the objective of maximizing
the weighted sensing coverage. In addition, the usage
of simple movement control rules and the message
exchange protocol makes the proposed algorithms
more practical compared with previous approaches of
the phenomenon monitoring (e.g., Causataxis algorithm
[3]).
 An analytical model is designed to estimate the MSN’s
speed when it follows a moving phenomenon. The
model can be used to determine whether or not the
MSN is able to effectively monitor the moving phenom-
enon with a desired weighted coverage efﬁciency.
 This study demonstrates the use of global information
to address the problems of local maxima and noisy
environments.
 A network connectivity maintenance algorithm is incor-
porated with the movement control of the proposed
scheme to guarantee the network connectivity. As a
result, the network connectivity is always maintained
during the mission.
 Extensive simulations using various scenarios are per-
formed to validate the proposed algorithms. Simulation
results show that VirFID algorithms achieve higher
weighted coverage efﬁciency than other approaches.The rest of the paper is organized as follows. In Section
2, we present the related works and compare them with
our algorithm. The system model and general assumptions
are described in Section 3. Section 4 discusses the proposed
algorithms in detail. The networking-related issues such as
ad hoc routing, network connectivity maintenance, and the
communication overhead of the proposed algorithms are
discussed in Section 5. In Section 6, an analytical model
for estimating the speed of MSN is presented. In Section
7, simulation setup and performance analysis are pre-
sented. Finally, Section 8 concludes the paper.2. Related works
In this section, we present an overview of recent studies
on dynamic sensor deployment, target tracking, and
swarming and ﬂocking algorithms that are related to our
work. We also compare and contrast those existing studies
with our proposed algorithm.
2.1. Dynamic sensor deployment algorithms
An approach for dynamic sensor deployment is the use
of virtual forces. The virtual force concept comes from the
potential ﬁeld technique [5,6]. In potential ﬁeld technique,
each node is modeled as a virtual particle that is subject to
virtual forces exerted by nearby nodes (virtual particles).
More speciﬁcally, the virtual force F exerted on a node is
the gradient of a scalar potential ﬁeld, which can be due
to obstacles or other nodes resulting in an attractive or
repulsive force.
There have been several studies that use virtual forces
for dynamic sensor deployment [7–9]. In these algorithms,
mobile sensors are initially placed at random positions
where effective coverage may not be obtained. Then, the
mobile sensors are relocated using virtual force-based
algorithms such that higher sensing coverage can be
obtained. More speciﬁcally, after the initial random
deployment, mobile sensors are moved in accordance with
the virtual force that is modeled using the distance
between sensors. The virtual force-based node movement
control eventually results in a uniform deployment of sen-
sors in a bounded area. For example, in [8], the authors
proposed a virtual force-directed co-evolutionary particle
swarm optimization (VFCPSO) algorithm to maximize
sensing coverage while minimizing energy consumption
in a hybrid wireless sensor network that consists of static
and mobile sensors.
In addition, the authors in [10] proposed Voronoi-based
deployment algorithms, in which each mobile sensor iter-
atively constructs Voironoi polygons using neighborhood
information in order to detect the existence of coverage
holes. If any coverage hole exists, mobile sensor move-
ments are made to remove or reduce the coverage holes.
In [11], the authors proposed a distributed algorithm that
uses Voronoi diagrams in the Laguerre geometry to solve
the deployment problem in heterogeneous mobile sensor
networks, where sensing radii of sensors are not identical.
Those studies on dynamic sensor deployment differ
from our work in that they assume the area of interest is
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is stationary. Moreover, they do not take into consideration
the distribution of the phenomenon. Therefore, they are
not applicable to considered scenarios such as disaster
recovery, toxic material monitoring, and search and rescue
operations where the search area is usually unbounded
and unknown, and the phenomenon of interest or target
may move.
Recall that our work focuses on the problem of phe-
nomenon monitoring in an unknown and open area where
the phenomenon of interest may expand and move to
other places over time. In addition, the proposed VirFID
algorithms use global information to maximize the
weighted sensing coverage.
2.2. Target tracking and locomotion algorithms
There have been several studies on the use of MS nodes
for target tracking [12–15]. Those studies focused on ﬁnd-
ing the peak interest point in an open area through which
the target of interest maymove over time. For example, the
study in [12] proposed a target acquisition algorithm
which is used for a team of mobile nodes to cooperatively
estimate the position of the stationary target and to move
toward the target along the shortest paths.
In addition, the authors in [13] introduced a distributed
method based on the particle swarm optimization algo-
rithm [16] for guiding multiple small robots to search a
hidden target in an unknown/dangerous environment.
The authors in [14,15] proposed tracking algorithms to
localize multiple targets using mobile robots. They use
the analytical gradient of mutual information to control
the movement of robots such that a map of targets in the
environment is estimated while avoiding robot failures
due to unknown hazards.
Those studies differ from ours in that they focus on how
fast MS nodes can detect and follow the target rather than
forming a sensor network to achieve the maximum
weighted sensing coverage. In addition, they assume that
network connectivity is always guaranteed to allow nodes
to exchange information among themselves in order to
ﬁnd the target. This assumption may not be practical for
a large area where MS nodes have a limited communica-
tion capability and communication infrastructures are
not available. In our work, the major objective is maximiz-
ing the weighted sensing coverage while maintaining net-
work connectivity during relocation of MS nodes to follow
the moving phenomenon of interest. Also, in our study a
multi-hop ad hoc routing architecture for global informa-
tion sharing and message complexity is also discussed.
The work in [3] studied a locomotion and monitoring
algorithm, called Causataxis, using MS nodes. The objective
of Causataxis is similar to ours in that it aimed at maximiz-
ing the sensing coverage for a moving phenomenon in an
open and dynamically changing environment. However,
Causataxis is signiﬁcantly different from ours since it is
based on cluster creation to form a sensor network. More
speciﬁcally, in Causataxis, some nodes are selected as clus-
terheads, and they create clusters that will be appended to
the network, which results in network growth. Each cluster-
head explicitly commands its members to move to speciﬁcpositions, where they remain until receiving another com-
mand from the clusterhead. In other words, clusterheads
need to maintain a list of member nodes and their posi-
tions, and it also decides where each member node should
be placed and when the member node needs to be
replaced. Due to such rigid algorithms and protocols, this
work may have a limitation for practical deployment of
MS nodes. Moreover, a clusterhead failure can signiﬁcantly
affect the entire network as well as its own cluster.
In VirFID, each MS node independently decides its
movement using a simple rule and message exchange pro-
tocol. If some MS nodes fail, the empty space will be auto-
matically covered by other MS nodes based on newly
calculated virtual forces and corresponding movement
decisions. Note that VirFID may suffer from a single point
of failure due to the need of the root. However, the failure
of the root node can be readily recovered by using existing
algorithms [17–20].
2.3. Swarming and ﬂocking algorithms
Our work takes inspiration from swarming and ﬂocking
algorithms that investigate the problem of cooperative
mobility control of multiple autonomous mobile agents
[21–24]. For example, the authors in [21] made the ﬁrst
computer animation of ﬂocking using three heuristic rules
(ﬂock centering, collision avoidance, velocity matching).
The work in [22] showed that, using a simple yet compel-
ling discrete-time approach, all mobile agents could even-
tually move in the same direction without centralized
coordination by each agent periodically updating its move-
ment direction based on the movement directions of
neighbors.
In addition, the authors in [23] proposed a distributed
control law for cooperative movements of multiple mobile
agents in which both network connectivity and collision
avoidance are guaranteed, and ﬂocking of agents can be
achieved. The authors in [24] investigated a theoretical
and computation framework for design and analysis of
scalable ﬂocking algorithms. Three ﬂocking algorithms
including two for ﬂocking in a free space and one for con-
strained ﬂocking in a space with obstacles were proposed.
Those works focus on investigating how mobile agents
interact with each other to have a similar behavior such
as moving velocity and direction. In contrast, we study
algorithms for phenomenon monitoring in an open area
with the objective of maximizing weighted sensing
coverage.
The authors in [25–27] studied the formation control
problem of multi-robot systems. For example, the work
in [25] presented the control laws that control the move-
ments of multiple robots on the pre-planned trajectories
while maintaining a constant formation shape. In [26],
the authors proposed the vision-based distributed control
laws that drive the mobile agents to reach parallel and bal-
anced circular formations using neighboring information.
The authors in [27] developed the decentralized trajectory
planners to achieve safe formation reconﬁguration when
the change of formation is desired.
Those studies on formation control differ from ours in
that they focus on designing the control laws for mobile
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than forming a mobile sensor network for phenomenon
monitoring in an open area. Moreover, in VirFID, the for-
mation of MSN can be dynamically changed according to
the interest distribution such that the maximum weighted
sensing coverage can be achieved.3. System model and deﬁnitions
In VirFID, the use of multiple autonomous mobile sen-
sor nodes is considered. Mobile sensor nodes (hereafter
referred to as nodes or MS nodes) are equipped with sens-
ing devices to collect data on the phenomenon of interest.
In addition, MS nodes are also equipped with high-rate,
short-range communication devices to communicate with
other MS nodes or to send the collected data to the root
node (or the sink) in a multi-hop fashion.
Each MS node is assumed to know its position using
localization technologies [28,29] and use an equipped nav-
igation system to move toward the target position. Also, in
this paper, it is assumed that the root is selected during
pre-deployment phase. Note that for the root election
and the recovery from the root failure, there are several
studies [17,18] that can be adopted.
The set of nodes in the considered network is repre-
sented by N, and the network consists of m nodes i.e.,
jNj ¼ m. Nodes are initially deployed in the one-hop area.
Therefore, the network is initially connected. Each node
in the network obtains an interest value at position ðx; yÞ,
where x and y are Cartesian coordinates. In this paper,
the interest distribution of the phenomenon is modeled
by a function Iðx; y; tÞ. The output of this function is the
interest value that a node obtains when it is located at
position ðx; yÞ at time t. Also, the outputs of Iðx; y; tÞ are
quantized integer values. More speciﬁcally, let real num-
bers Zmax and Zmin denote the maximum and minimum
sensed values that a node can obtain using its sensor. Then,
the range of the sensed value is divided into L levels, which
leads to each level’s height of ZmaxZminL . Now, quantized
values of 0 to L 1 are assigned to each level i.e., the range
of function Iðx; y; tÞ is f0; . . . ; L 1g. Note that the actual
values of Zmax and Zmin are dependent on the equipped
sensors and sensing targets.
In this study, a phenomenon is deﬁned as the set of
points where a meaningful sensing value can be obtained.
Note that a meaningful sensing value depends on the
application and the monitored target of an MSN. For exam-
ple, it can be a certain value of radioactivity level or con-
centration level of toxic pollutants. It can also be a
certain degree of motion activity of target objects (e.g.,
humans or animals). The phenomenon is regarded as mov-
ing, if the target of interest (e.g., a radioactivity substance,
toxic pollutants, and motion activity) is relocated due to an
external environmental factor (e.g., wind) or voluntarily.
The weighted sensing coverage denotes the weighted
sum of covered areas. In this study, the interest value is
used as the weight of the area. When an MSN can cover
the region of highest interest as wide as it can, a high
weighted sensing coverage can be achieved. Therefore,
when the MSN is monitoring the phenomenon, theweighted sensing coverage needs to be taken into account
i.e., nodes’ placements need to be optimized such that the
maximum weighted sensing coverage can be obtained.
More formally, let C denote the region where nodes cur-
rently reside and obtain interest values. Then, C can be con-
sidered as a set of unit square areas covered by at least one
node. Also, we deﬁne INTðiÞ as the interest value which
nodes can obtain in unit square area i. Speciﬁcally, the
value of INTðiÞ is approximated using the interest value
at the center position of unit square area i. Let Au denote
the size of a unit square area. Then, the weighted sensing
coverage (WSC) is deﬁned as the weighted sum of INTðiÞ
multiplied by the size of unit areas in C i.e.,
WSC ¼
X
i2C
INTðiÞAu ð1Þ
In this study, a unit square is considered as covered if its
four corner points are within the sensing coverage of at
least one node.
We also introduce a related term, called weighted cov-
erage efﬁciency (WCE), which shows how effectively nodes
can cover the area of interest. More speciﬁcally, WCE is
deﬁned as the ratio of the WSC obtained by nodes to the
maximum WSC that can be obtained in the entire area of
interest. In other words, the WCE value indicates how close
the current WSC is to the maximum WSC, and conse-
quently how close the distribution of nodes is to the
optimal.
Let E denote the set of square unit areas that have an
interest value greater than a certain value (e.g., 0) in the
entire area. Then, we have
WCE ¼
P
i2CINTðiÞP
j2EINTðjÞ
ð2Þ4. Virtual Force-based Interest-Driven (VirFID) moving
phenomenon monitoring schemes
In this section, we detail three variants of proposed Vir-
FID algorithm: VirFID-LIB (Local Information-Based), Vir-
FID-GHL (Global Highest and Lowest), and VirFID-IBN
(Interests at Boundary Nodes). VirFID algorithms are
designed for monitoring the moving phenomenon in an
unknown and open area, in which the movements of nodes
are controlled to form a sensor network and follow the
phenomenon for long-term monitoring. Three variants of
VirFID use the different level of information to determine
the movements of nodes. More speciﬁcally, VirFID-LIB uses
only local neighborhood information sharing among nodes.
Due to the use of only local neighborhood information,
nodes in VirFID-LIB may suffer from the local maxima
problem and cannot adjust their positions to quickly
explore uncovered regions of higher interest values.
Therefore, two variants of VirFID (VirFID-GHL and
VirFID-IBN) are proposed to improve the performance of
VirIFD-LIB. More speciﬁcally, in addition to the local neigh-
borhood information, those schemes use global informa-
tion on node interest values to enable the boundary
nodes to adjust their position to achieve a higher weighted
sensing coverage. Nodes under VirFID-GHL share the
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node that has those values. In VirFID-IBN, the mean of
interest values of boundary nodes is calculated and
published to boundary nodes.4.1. Local Information-Based algorithm (VirFID-LIB)
In VirFID-LIB, every node in the MSN periodically trans-
mits Hellomessages that consist of its current position and
interest value to its neighboring nodes. Upon receiving
Hello messages, each node updates the list of positions
and interest values of its neighboring nodes. Based on this
local neighborhood information, each node calculates the
virtual forces acting on itself, which are then used to deter-
mine its movement.
The virtual forces in VirFID-LIB consist of formation and
interest forces. Based on the distance from neighboring
nodes and the differences in interest values with those
nodes, each node calculates the sum of formation and
interest forces. Using those virtual forces, nodes not only
move toward positions allowing for higher weighted
sensing coverage, but also maintain network connectivity
with other nodes.
To determine the formation force, a desired distance
threshold, dth, between nodes is used. Each node compares
the distances from its neighboring nodes with dth.
Repulsive formation forces are applied to two neighboring
nodes that have a distance shorter than dth, such that those
nodes repel each other. In contrast, attractive formation
forces are applied to two neighboring nodes separated by
a distance greater than dth, which makes them move to
closer to each other.
Let ~F ¼ ðf ; hÞ represent a vector that has the magnitude
of f and the angle of h from the x-axis. If we denote dij as the
distance between two neighboring nodes i and j, the vector
of formation force,~Fformij , which is exerted on node i by node
j can be expressed as
~Fformij ¼
Cajdij  dthj;aij
 
if dij P dth
Crjdij  dthj;aij þ p
 
o=w
(
ð3Þ
where aij represents the angle counter-clockwise between
the x-axis and the line segment connecting the position of
node i and the position of node j, assuming the position of
node i is the origin of coordinates. Also, Ca and Cr represent
attraction and repulsion formation coefﬁcients,
respectively.
As in (3), the magnitude of the formation force vector is
proportional to the difference between dij and dth and the
orientation of the formation force lies on the straight line
connecting the two nodes.
In order to move nodes closer to a high interest region,
the interest forces that are proportional to the difference of
interest values of two neighboring nodes are also applied.
More speciﬁcally, if node j has a higher interest value than
node i, node j exerts an attractive interest force on node i.
Otherwise, node j exerts a repulsive interest force on
node i.
Let IðiÞ and IðjÞ denote the interest values of node i and
node j, respectively. Then, the vector of the interest virtualforce,~F intij , which is exerted on node i by neighboring node j
is expressed as
~F intij ¼
Cie
1
jIðiÞIðjÞj;aij
 
if IðiÞ < IðjÞ
0 if IðiÞ ¼ IðjÞ
Cie
1
jIðiÞIðjÞj;aij þ p
 
o=w
8>><
>>:
ð4Þ
where Ci is an interest coefﬁcient that is used to put an
upper bound on the magnitude of the interest force
between two neighboring nodes. Using interest forces, a
node moves closer to the neighboring nodes that have
higher interest values and away from the neighboring
nodes that have lower interest values.
As shown in (4), an exponential function is used for the
interest virtual force in order to put an upper bound on the
force strength in a closed form, which prevents one force
from signiﬁcantly overwhelming other forces. Speciﬁcally,
as jIðiÞ  IðjÞj increases, e 1jIðiÞIðjÞj converges to the value of 1.
As a result, Ci is the possible maximum value of the inter-
est force. Note that, in the formation force case, a linear
model is used i.e., the strength of formation forces are lin-
early proportional to jdij  dthj. The reason of using a simple
linear model is that the maximum value of the formation
force strength is bounded by communication distance
between two nodes since only neighboring nodes can cal-
culate the formation force using the information in
received Hello messages.
Based on maintained local neighborhood information,
each node periodically calculates the sum of formation
and interest forces, called the local force. Let ~Flocali denote
the local force exerted on node i by its neighboring nodes,
Ni, which is calculated as
~Flocali ¼
X
j2Ni
~Fformij þ~Fintij
 
ð5Þ
In VirFID-LIB, each node uses only the local neighbor-
hood information to determine its movements until it
reaches an equilibrium position at which the sum of virtual
forces acting on it is zero. However, due to lack of global
information of MSN, nodes suffer from the local maxima
problem. In addition, due to the excessive formation con-
straints among nodes, nodes in VirFID-LIB cannot adjust
their positions to explore uncovered regions of higher
interest value. As a result, an MSN in VirFID-LIB cannot
achieve the maximum weighted sensing coverage even
when the phenomenon is stationary.
In order to improve the weighted sensing coverage of
nodes, two enhanced algorithms that exploit the global
information are proposed, VirFID-GHL and VirFID-IBN.
4.2. Global Highest and Lowest (GHL)-based algorithm
(VirFID-GHL)
In order to achieve a greater weighted sensing coverage,
VirFID-GHL utilizes spatial locality in phenomenon distri-
bution i.e., a higher interest value may be found near posi-
tions where a high interest value is already obtained. More
speciﬁcally, VirFID-GHL ﬁrst determines the highest and
lowest interest values in the MSN. Based on those values,
each boundary node determines its relative extent in terms
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is relatively high, then the node tries to move outward
from the MSN using a newly introduced force, called global
force. Otherwise, a boundary node moves inward in the
MSN. As a result, the network expands toward the high
interest area and contracts from a low interest region to
achieve a higher weighted sensing coverage.
In addition to local neighborhood information, nodes in
VirFID-GHL maintain and share the global information in
the network that includes the highest interest value, IðhÞ,
the lowest interest value, IðlÞ, and the position of the high-
est interest node, PðhÞ, where h and l denote indices of
nodes that have the highest and lowest interest values,
respectively. Each node also determines whether or not it
is a boundary node using the boundary detection method
in [30], which is based on local neighborhood information.
If a node is a boundary node, it calculates the global force.
Let ~F gli denote the global force exerted on boundary
node i. Then, ~F gli is calculated using values of IðhÞ; IðlÞ, and
PðhÞ as follows
~Fgli ¼
bCglr e
IðhÞIðiÞ
IðhÞIðlÞ;ahi
 
if IðhÞ  IðiÞ 6 n IðhÞ  IðlÞð Þ
0 if IðhÞ ¼ IðiÞ
bCgla e
IðhÞIðiÞ
IðhÞIðlÞ;ahi þ p
 
o=w
8>><
>>:
ð6Þ
where b and n(0 < n < 1) are system parameters, and Cglr
and Cgla are global repulsion and attraction coefﬁcients,
respectively. Note that ahi represents the angle counter-
clockwise between the x-axis and the line segment con-
necting the position PðhÞ and the position of node i.
From (6), a boundary node i is considered a high inter-
est boundary node compared with other boundary nodes if
the value of IðhÞ  IðiÞ is equal to or smaller than
n IðhÞ  IðlÞð Þ. The repulsive global forces are applied to
the high interest boundary nodes to repel them from the
position PðhÞ, which leads to network expansion at high
interest regions. On the other hand, the attractive global
forces are applied to boundary nodes that have low inter-
est values in order to attract them to the position PðhÞ.
The attractive global forces result in network contraction
at low interest regions. As a result, the network moves
toward a higher interest region.
Let ~Fi denote the total virtual force acting on node i in
VirFID-GHL. Then,
~Fi ¼
~Flocali þ~Fgli if node i is a boundary node
~Flocali o=w
(
ð7Þ
where ~Flocali is local virtual force given in (5).
In VirFID-GHL, nodes also use Hello messages to share
and update the global information in the MSN. More spe-
ciﬁcally, every node periodically transmits the current val-
ues of IðhÞ; IðlÞ; PðhÞ to its neighboring nodes using Hello
messages. Upon receiving Hello messages from neighbor-
ing nodes, a node compares the current values of IðhÞ and
IðlÞ with received I0ðhÞ and I0ðlÞ, respectively. If its value
of IðhÞ is less than the received value of I0ðhÞ, the node
replaces its IðhÞ and PðhÞ with the received values. Simi-
larly, the node replaces its IðlÞ with the received I0ðlÞ ifthe received I0ðlÞ is lower than its current IðlÞ. Using the
up-to-date values of IðhÞ; IðlÞ and PðhÞ, each boundary node
periodically calculates the global force.
4.3. Interests at Boundary Nodes (IBN)-based algorithm
(VirFID-IBN)
VirFID-IBN uses the observation that, when the distri-
bution of the MSN is close to the optimum, the boundary
nodes are likely to have similar interest values. In other
words, in addition to exploiting spatial locality,
VirFID-IBN attempts to assign the same interest values to
all boundary nodes in order to achieve an optimal
deployment.
In VirFID-IBN, interest values of boundary nodes in the
MSN are ﬁrst collected. Then, the mean interest values of
boundary nodes, l, is calculated and published to all
boundary nodes, which will calculate the global force using
l. More speciﬁcally, each boundary node compares its
interest value with l. If the boundary node has a higher
interest value than l, the repulsive global force, which is
directed outward from PðhÞ, is applied, resulting in expan-
sion of the network.
On the other hand, the attractive global force, which is
directed inward to PðhÞ, is applied on the boundary nodes
that have a lower interest value than l, leading to network
contraction from that region. In most cases, the contraction
causes the boundary nodes to obtain higher interest val-
ues. As a result of boundary node movements, the differ-
ence in interest values of all boundary nodes become
smaller.
In order for boundary nodes to use the value of l and
the position PðhÞ, every node periodically sends its interest
value and position to the root node, which is selected at
initial deployment of the MSN. Then, the root calculates
l, determines PðhÞ and publishes those values to all bound-
ary nodes in the MSN in a multi-hop fashion.
Upon receiving the information on l and PðhÞ, each
boundary node calculates the global force, ~Fgli , as follows
~Fgli ¼
gCglr jIðiÞ  lj;ahi
 
if IðiÞ > l
0 if IðiÞ ¼ l
gCgla jIðiÞ  lj;ahi þ p
 
o=w
8>><
>>:
ð8Þ
where g is a system parameter. As in (8), the repulsive glo-
bal force is exerted on the boundary nodes that have inter-
est values higher than l in order to push them away from
the position PðhÞ. On the other hand, the boundary nodes
with interest values lower than l are pulled toward PðhÞ.
Fig. 2 illustrates an example of VirFID-IBN operation. As
the phenomenon migrates, the boundary nodes obtain dif-
ferent interest values. The repulsive global forces are
applied to some boundary nodes, and the attractive forces
are applied to others. For example, in Fig. 2, a high interest
value is obtained within the dotted phenomenon boundary
line, with a node closer to node h having a higher interest
value. Then, the boundary node j may have a higher inter-
est value than l. Therefore, the repulsive global force is
applied on node j to push it away from the position of node
h. On the other hand, if the boundary node i has a lower
Fig. 2. An example of operation of VirFID-IBN algorithm.
D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132 119interest value than l, then the attractive global force is
applied to pull it inside of the MSN.
In VirFID-IBN, nodes use the routes maintained by the
multipath routing protocol to send the information about
their positions and interest values to the root. The informa-
tion of l and PðhÞ is published to the boundary nodes from
the root using Hello messages. Note that each node
includes this information in its own Hello message. As a
result, the information eventually propagates to the entire
network.
Note that in VirFID-GHL and VirFIB-IBN algorithms, the
convergence on global information is not required. It is
allowed that at a speciﬁc time instance the nodes in the
network may have different global information from other
nodes, which depends on their relative positions. When
each boundary node calculates the global virtual forces, it
uses the information that it currently maintains.
In VirFID algorithms, each node updates its movements
at every time interval, tm. In the beginning of every tm, each
node uses the sum of virtual forces to determine its next
position, ðXnext;YnextÞ, to which it should move from its
current position, ðXcurr;YcurrÞ. Let Fx and Fy denote the
x-coordinate and y-coordinate of the sum vector of virtual
forces, respectively. Then, the next position is calculated in
a similar way to the scheme in [31]. That is
Xnext ;Ynextð Þ ¼ Xcurr þ Fxdmaxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F2x þ F2y
q e cﬃﬃﬃﬃﬃﬃﬃﬃF2x þF2yp ;Ycurr þ Fydmaxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F2x þ F2y
q e cﬃﬃﬃﬃﬃﬃﬃﬃF2x þF2yp
0
B@
1
CA
ð9Þ
where c is a coefﬁcient used to the translate the virtual
force to the movement, and dmax is the maximum move-
ment distance in the period of tm.
4.4. Selection of system parameters’ values
In this subsection, we discuss the selection of system
parameters of VirFID in practice.The movements of MS nodes under VirFID are deter-
mined based on the sum of virtual forces. For example,
the formation force allows MS nodes to maintain a certain
distance between them. The interest force enables MS
nodes to move toward a region with a higher interest,
which also results in tracking the moving phenomenon.
The global force allows the boundary nodes to adjust their
positions according to the distribution of the phenomenon
(or the shape of phenomenon).
Therefore, when the phenomenon is non-isotropically
distributed, having a stronger global force is desirable. On
the other hand, if the phenomenon is actively moving, a
stronger interest force is more beneﬁcial in terms of sensor
coverage. In other words, it is desirable to have a different
set of weights on those forces depending on the phenome-
non characteristics.
The VirFID algorithms use the system parameters and
coefﬁcients to put weights on those virtual forces. In order
to obtain optimal system parameter values for a given phe-
nomenon in practice, it is desired that the characteristics of
each phenomenon of interest are observed and analyzed,
and a database of such characteristics is built. Then, the
operator may select a set of parameter values for maximiz-
ing the efﬁciency of the proposed scheme based on the
analyzed characteristics. Note that the selected values for
parameters does not affect the core operations of the pro-
posed scheme i.e., they only inﬂuence the performance
(i.e., weighted coverage).5. Discussion on networking issues
In this section, we ﬁrst present the multipath routing
protocol for data transfer from the nodes to the root. Then,
the network connectivity maintenance algorithm which is
incorporated with the movement control in VirFID is
described. Finally, the analysis of communication overhead
of VirFID algorithms is presented.
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In VirFID, a multipath routing protocol is used to main-
tain multiple routes to the root node. More speciﬁcally,
every node except the root maintains a routing table,
which contains the root sequence number and entries of
routes to the root. Each route entry consists of the informa-
tion about the entire path to the root i.e., it contains the
sequence of node IDs on the path to the root as shown
Fig. 3.
The root periodically transmits its sequence number (or
root sequence number) to its neighboring nodes using
Hello messages. The root sequence number is periodically
incremented to prevent nodes from having stale routes to
the root. Upon receiving Hello messages from the root,
the neighboring nodes update their route entry (or make
a new entry if it does not exist) in the routing table using
the received root sequence number. Each node periodically
transmits Hello messages that contain its routing table
entries and the root sequence number that it currentlyFig. 3. An example of
Fig. 4. An example of updatmaintains to its neighboring nodes. When a node receives
routing table entries from nodes other than the root, it
compares the received root sequence number with the root
sequence number that it has.
If the received sequence number is the same or greater,
the node adds a new entry that contains a path to the root
through the sender of the Hello message (or it updates the
entry if there already exists a path through the sender). As
shown in Fig. 4, among received entries, the entry that has
the shortest path is used to create a new entry. Also, the
node discards the path that contains its own node ID to
avoid a routing loop. If the sequence numbers are the
same, the node only adds a new route entry in its table.
Please note that in case the received sequence is greater
than the currently maintained root sequence number, the
receiving node ﬁrst discards the entries in its routing table
before it adds new entries.
When a node needs to send a data packet to the root,
the shortest path among the paths in the routing table is
selected.routing tables.
ing the routing table.
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Recall that in VirFID, while the interest and global
virtual forces enable nodes to monitor and follow the
phenomenon, the formation virtual force allows network
connectivity among nodes making neighboring nodes
maintain a certain distance between them. However, it is
possible that the combination of virtual forces leads to net-
work partition. For example, if there is a node that has only
a single network connection with another node and the
interest virtual force signiﬁcantly overwhelms the forma-
tion force, the node may come away from the network.
Therefore, in order to maintain the network connection
in the MSN, a connectivity maintenance algorithm is
incorporated to VirFID algorithms.
There have been several studies that investigated net-
work connectivity problem in networked mobile sensor
system [32,33]. In this work, the connectivity maintenance
algorithm in [32] has been adopted and incorporated with
the Virtual Force (VF)-based node movement control to
guarantee the network connectivity.
The main idea of the connectivity maintenance algo-
rithm in [32] is that each node uses the information of
multiple routes to the root which are established by using
the multipath routing protocol. A node decides to move
when its next position will be within the transmission
range of at least one of next-hop nodes on the route to
the root. However, the study in [32] does not consider
the case that the next-hop node moves away, which may
result in network partition.
In our work, in order to address this problem, when a
node makes a decision on movements, it considers both
current and next positions of its next-hop nodes. Speciﬁ-
cally, a node decides to move to its new position only if
it can keep a certain distance with the current and next
positions of at least one of its next-hop nodes, which
may or may not move at the next movement time period.
Moreover, if a node detects a possibility that its all next-
hop nodes may move out of its transmission range at the
next movement time period, it will move toward one of
its next-hop nodes to maintain connectivity. As a result,
the network connectivity is guaranteed.
The time interval tm consists of two time periods, tb and
tr , where tb < tr . In the beginning of tb, each node
calculates the sum of virtual forces to determine the nextFig. 5. Movement constraints forposition, and then it transmits its calculated next position
to its neighboring nodes. In order to maintain the network
connectivity, after receiving calculated next positions from
the neighboring nodes (or next-hop nodes in the routing
table), each node decides whether it actually moves to
the calculated next position during tr i.e., a node may move
to the next position or stay where it currently resides.
More speciﬁcally, a node moves to its calculated next
position only if it can maintain the connectivity with at
least one of next-hop nodes after the movement. Note that
the next-hop node may or may not move to its next posi-
tion depending on the connection maintenance decision.
Therefore, a node should consider both cases to maintain
the connectivity. For example, in Fig. 5(a), let us suppose
that node A has three next-hop nodes to the root (node
B, C, and D). In order to facilitate the discussion, we con-
sider only node B among neighboring nodes. Node A can
move to its next position PðAÞ0, only if it can maintain the
connectivity with node B that may be at PðBÞ or PðBÞ0, i.e.,
dist PðAÞ0; PðBÞð Þ and dist PðAÞ0; PðBÞ0ð Þ should be less than rc
(the reliable transmission range). If this condition cannot
be satisﬁed, node A stays at its current position, PðAÞ.
Note that even if the node stays at its current position,
there is a case where network connectivity can be lost. For
example, in Fig. 5(b), let us suppose that the current dis-
tance between node A and node B is rc . If node B moves
to PðBÞ0, the connection between them will be lost, even
if node A decides not to move (note that the connection
between node A and node B does not limit the movement
of node B since node A is not the next-hop of node B).
In order to prevent network partition in such a case, in
our algorithm, a node moves toward one of its next-hop
node when the node detects the possibility of network par-
tition based on movement information it has received from
its neighboring nodes. Speciﬁcally, in such a case the node
moves with a distance of dmax toward the current position
of the next-hop node which is located at the closest posi-
tion to itself.
Fig. 5(b) illustrates how the network connectivity can
be maintained in this case. As shown in Fig. 5(b), node A
moves to PðAÞ00 that is on the segment from PðAÞ to PðBÞ.
Note that dist PðAÞ; PðAÞ00  ¼ dmax. Recall that the move-
ment distance of the node in each interval does not exceed
the maximum distance dmax. In the worst case,
dist PðAÞ; PðBÞð Þ ¼ rc , and the movement distance of B isconnectivity maintenance.
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  ¼ dmax, as shown in Fig. 5(b). In
triangle PðBÞPðAÞ00PðBÞ0, we have an inequality, that is
PðAÞ00PðBÞ0 < PðAÞ00PðBÞ þ PðBÞPðBÞ0
¼ ðrc  dmaxÞ þ dmax ¼ rc ð10Þ
From (10), node A can maintain the connectivity with node
B by moving toward node B in any case node B either
moves to its next position or stays at its current position.
Also note that, before node A moves to PðAÞ00, it also trans-
mits its next position, PðAÞ00, to its neighboring nodes.
To sum up, every node in the network always maintains
the connection with at least one neighboring node through
which a valid path to root node can be established. As a
result, there always exists at least one valid path between
any two nodes in the network. Therefore, the network con-
nectivity condition deﬁned in [32,33] is always satisﬁed.
5.3. Communication overhead
In this subsection, we analyze communication over-
heads of three VirFID algorithms by evaluating the number
of message transmissions during each movement period
tm.
In VirFID-LIB, each node periodically transmits Hello
messages that include its routing table, interest value,
and position to its neighboring nodes. Assume each node
transmits k Hello messages per second. Then, the total
number of Hello messages transmitted by m nodes in the
network in each period tm is mktm. Moreover, in the begin-
ning of each interval tm, during the period tb, each node can
transmit up to two messages including its next positions
for connectivity maintenance in a worst case. In summary,
in VirFID-LIB, the total number of message transmissions
in the network in each period tm becomes
mktm þ 2m ¼ OðmÞ since k and tm are constant values.
In VirFID-GHL, the information on the highest interest
value IðhÞ, the lowest interest value IðlÞ, and the position
PðhÞ is added in Hello messages as well as local informa-
tion. Although VirFID-GHL nodes transmit Hello messages
with a larger size than nodes in VirFID-LIB, the number
of message transmissions is the same. As a result, the num-
ber of message transmissions in VirFID-GHL during each
period tm is still OðmÞ.
In VirFID-IBN, in every period tm, each node needs to
send its interest value and position to the root through a
shortest path among paths constructed by multipath rout-
ing protocol. Each node waits for a speciﬁc amount of time
to receive all messages from its previous nodes on the
paths through it to root, and forwards the aggregated mes-
sage to the root. Note that every node except for the root
forwards only one message to the root in each period tm.
Therefore, the number of message transmissions necessary
to forward the information from all nodes to the root is
m 1.
On the other hand, every node also periodically trans-
mits Hello messages including its local information. Note
that, in VirFID-IBN, the information on l and Ph is also
published from the root to boundary nodes using Hello
messages, which only increases the size of the Hello
messages. Therefore, the number of Hellomessages in eachperiod tm is mktm. In summary, in VirFID-IBN, the number
of message transmissions during each period tm becomes
Oðmktm þ 2mþm 1Þ ¼ OðmÞ.
From the above discussion, we can see that three VirFID
algorithms transmit OðmÞ messages in a time period tm.
This result indicates that the exchange of global informa-
tion in VirFID-GHL and VirFID-IBN does not cause a signif-
icantly higher communication overhead than in VirFID-LIB.
6. An analytical model for estimating MSN speed
The speed of a phenomenon has a signiﬁcant effect on
the weighted coverage efﬁciency of an MSN that uses Vir-
FID. Therefore, it is important and necessary to estimate
whether or not an MSN can effectively monitor the moving
phenomenon with a desired weighted coverage efﬁciency.
In order to address this issue, in this section, we discuss an
analytical model to estimate the speed of an MSN. The
model is used for the operator to determine an appropriate
number of MS nodes and type of MS nodes with different
capabilities such as the maximum speed and duration of
mission before the MSN is actually deployed.
We ﬁrst present some general assumptions for analysis.
Then, an analytical model to estimate MSN speed is
described in detail. Finally, we verify the model by compar-
ing it with simulation results. To the best of our knowl-
edge, this work is the ﬁrst attempt to model the speed of
an MSN that is based on virtual forces.
6.1. General assumptions
Approximation of the MSN speed in a practical sensing
environment is a challenging problem. In this paper, in
order to facilitate the discussion, a simpliﬁed sensing envi-
ronment is assumed, which is sufﬁcient to gain insight into
the MSN speed when it follows a moving phenomenon.
More speciﬁcally, the phenomenon distribution is modeled
using an isotropic and linear monotonic function. There-
fore, each node can obtain the interest value based on
the distance from itself to the peak interest point of the
area, p.
Let !ðdÞ denote the interest value of a node that has the
distance of d from p. Then, !ðdÞ becomes
!ðdÞ ¼ Imax 
Imax
Rp
d if 0 6 d 6 Rp
0 o=w
(
ð11Þ
where Imax is the maximum interest value, i.e., the interest
value at p, and Rp is the radius of a circular region contain-
ing the phenomenon, i.e., the interest value of a node is
zero if its distance from p is equal to or greater than Rp.
Suppose thatm nodes are used for monitoring the mov-
ing phenomenon. Let rc and rs denote the communication
and sensing radii of each node, respectively. In VirFID,
the distance threshold dth is set to
ﬃﬃﬃ
3
p
rs such that the hex-
agonal pattern can be achieved to maximize sensing cover-
age while avoiding coverage holes [3,34].
In VirFID, while the MSN follows the moving phenome-
non, it can maintain a near hexagonal pattern where the
coverage of each node can be approximated by a hexagon
with side length of rs. Therefore, the network coverage area
Fig. 7. Estimation of virtual forces by nodes in an arbitrary symmetric
region.
D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132 123of m nodes, uðmÞ, can be approximated as the sum of the
area of m hexagons with side length rs. That is,
uðmÞ ¼ 3
ﬃﬃﬃ
3
p
mr2s
2
ð12Þ
From (12), the node density, q, in the network area of uðmÞ
is calculated as
q ¼ muðmÞ ¼
2
3
ﬃﬃﬃ
3
p
r2s
ð13Þ
Suppose that the phenomenon is initially stationary and
begins moving at a speciﬁc point in time, t0. It is assumed
that the nodes are in the equilibrium state before the
phenomenon moves. Also, the center node, node c, is
located at p as shown in Fig. 6. At t0, the phenomenon
begins moving along the given direction at a given speed,
vp, and the MSN follows. Note that, in Fig. 6, c also
represents the coordinates of node c.
When nodes in the MSN follow the moving phenome-
non, they move in a formation and have a similar speed
to each other, which approximates the speed of the MSN.
Therefore, the speed of a representative node can be used
to approximate the speed of the MSN. In this paper, we
use the speed of node c located at the center of the network
to estimate the MSN speed since the virtual forces on node
c can be calculated by using only interest virtual forces.
This is because the MSN maintains a formation while fol-
lowing the phenomenon. Therefore, the formation forces
that act on node c cancel each other out, and consequently
the sum of formation forces can be approximated to zero.
From here, we ﬁrst present the estimation of the magni-
tude of virtual interest forces applied on node c by nodes
located in an arbitrary symmetric region at an arbitrary
time t while the MSN follows the phenomenon. Then, we
use this result to obtain the sum of virtual interest forces
exerted on node c in the MSN at time t, and compare the
results from the model with the simulation results.
6.2. Estimation of the magnitude of virtual interest forces in
an arbitrary symmetric region
Suppose that S represents an arbitrary symmetric
region about the x-axis where nodes are randomly placed
in a uniform distribution. For now, also assume that all
nodes in S either have a higher interest value than node cFig. 6. Initial deployment of MSN.or a lower interest value than node c. We estimate the
sum of interest virtual forces applied on node c in region
S. Assume that coordinates of node c and p at time t are
ð0;0Þ and ð0; dcpÞ, respectively, where dcp denotes the dis-
tance from node c to p, as shown in Fig. 7.
Let X; Y be two random variables that represent ðx; yÞ
coordinate values of an arbitrary node in region S. Then,
the joint probability density function of X and Y ; f X;Yðx; yÞ,
is expressed as
f X;Yðx; yÞ ¼
1
AreaðSÞ if ðx; yÞ 2 S
0 o=w
(
ð14Þ
where AreaðSÞ denotes the area of region S.
Consider an arbitrary node i at position ðx; yÞ that has
the distance of dip from p where dip ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx dcpÞ2 þ y2
q
.
Let ~Fintci denote the interest force vector applied on node c
by node i. Also, j~Fintci j and ð~Fintci Þx denote the magnitude and
x-coordinate of the vector~Fintci , respectively. Then, applying
(4) and (11), the value of j~Fintci j becomes
j~Fintci j ¼ Cie
1
j!ðdcpÞ!ðdip Þj ¼ Cie
Rp
Imax jdcp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxdcp Þ2þy2
p
j ð15Þ
Now, ð~Fintci Þx is calculated as
ð~Fintci Þx ¼
j~Fintci j cosðaciÞ if !ðdcpÞ < !ðdipÞ
j~Fintci j cosðaci þ pÞ o=w
(
ð16Þ
where cosðaciÞ ¼ xﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þy2
p . Since ð~Fintci Þx is a function of two
random variables X and Y, it is also a random variable.
Therefore, the expectation of ð~Fintci Þx can be calculated as
E ð~Fintci Þx
h i
¼
ZZ
S
ð~Fintci Þxf X;Yðx; yÞdxdy
¼ 1
AreaðSÞ
ZZ
S
ð~Fintci Þxdxdy ð17Þ
Let ~Fint denote the sum vector of interest forces applied
on node c by nodes in region S. Then, j~Fint j is the absolute
value of the sum of x-coordinates of interest force vectors.1
Let ns denote the number of nodes located in region S, i.e.,
ns ¼ qAreaðSÞ. The value of j~Fint j can be approximated as1 We consider only the x-coordinate for calculating the interest forces
since the y-coordinate of the sum of interest forces on node c is zero as the
phenomenon moves along the x-axis.
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Xns
i¼1
ð~Fintci Þx

  ns E ð~Fintci Þx
h i 
¼ qAreaðSÞ E½ð~Fintci Þx
  ð18Þ
where E ð~Fintci Þx
h i
is given in (17). Using the fact that
x ¼ r cos h and y ¼ r sin h in polar coordinates, j~Fint j can be
expressed as
j~Fintj ¼ qCi
ZZ
S
Cðr; hÞdrdh

 ð19Þ
where Cðr; hÞ ¼ r cos he
Rp
Imax jdcp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r22dcpr cos hþd2cp
p
j.6.3. Estimation of total virtual interest forces in MSN
In this subsection, we calculate the total virtual interest
forces on node c in the MSN using the discussion in Section
6.2. More speciﬁcally, the area around node c is divided
into several sub-regions taking into consideration the
interest values and force direction.
Let a circle Ccr represent the communication range of
node c with the radius of rc , and let Cp represent the circle
centered at pwith the radius of dcp, as shown in Fig. 8. Also,
Sattr denotes the intersection region of circles Ccr and Cp,
and Srep ¼ Ccr n Sattr . Now, we use (19) to estimate the
sum of interest forces by nodes in regions Sattr and Srep.
Note that, due to the isotropic, linear monotonic inter-
est distribution of phenomenon, nodes located in region
Sattr have a higher interest value than node c and exert an
attractive interest force on node c. In contrast, the nodes
located in region Srep have a lower interest value than node
c and exert a repulsive interest force.
As shown in Fig. 8, the region Srep can be divided into
two regions denoted by Srepl and S
rep
r . Note that the sum of
repulsive forces by nodes in region Srepl has an opposite
direction to forces by nodes in region Srepr . Also note that
the total interest force acting on node c is the sum of
interest forces by nodes in regions Sattr; Srepl , and S
rep
r .Fig. 8. Estimation of toLet~Frepl denote the sum vector of interest forces applied
on node c by nodes in Srepl . As shown in Fig. 8, the region S
rep
l
is the left half of circle Ccr , which can be represented in
polar coordinates as Srepl ¼ fðr; hÞj0 6 r 6 rc; p2 6 h 6 3p2 g.
Then, the value of magnitude j~Frepl j can be estimated by
applying (19). That is
j~Frepl j ¼ qCi
Z 3p
2
p
2
Z rc
0
Cðr; hÞdrdh

 ð20Þ
Similarly, let ~Fattr and ~Frepr denote the sum vectors of
interest forces applied on node c by nodes in regions Sattr
and Srepr , respectively.
Note that, at an arbitrary time t, the distance dcp from
node c to p depends on the movement speed of the phe-
nomenon. We consider two different cases based on the
positions of node c and p at time t, which results in two dif-
ferent ways of estimating values of the magnitudes j~Fattrj
and j~Frepr j, as shown in Figs. 8(a) and (b), respectively.
(1) Case 1: 0 < dcp 6 rc2
When the distance dcp from node c to p is in the range of
0 to rc2 , the region S
attr becomes the circle Cp of radius dcp,
as shown in Fig. 8(a). The region Sattr can be represented
as Sattr ¼ fðr; hÞj0 6 r 6 2dcp cos h; p2 6 h 6 p2g. Then,
j~Fattrj is estimated using (19), which leads total vj~Fattrj ¼ qCi
Z p
2
p2
Z 2dcp cos h
0
Cðr; hÞdrdh

 ð21Þ
Similarly, in this case, the region Srepr is the right half of
circle Ccr excluding the region S
attr , as shown in Fig. 8(a),
i.e., Srepr ¼ fðr; hÞj2dcp cos h 6 r 6 rc; p2 6 h 6 p2g. Then,
the value of j~Frepr j can be estimated using (19) as
j~Frepr j ¼ qCi
Z p
2
p2
Z rc
2dcp cos h
Cðr; hÞdrdh

 ð22Þirtual forces.
Fig. 9. Node speed from simulation and analysis.
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In the case that dcp is greater than rc2 , the region S
attr
becomes the intersection region of circles Ccr and Cp,
as shown in Fig. 8(b).
Let q1 and q2 be the intersecting points of Ccr and Cp, i.e.,
the intersecting points of r ¼ rc and r ¼ 2dcp cos h,
respectively. The respective h-coordinates of q1 and q2
are as follows: hq1 ¼  arccosð rc2dcpÞ and hq2 ¼
arccosð rc2dcpÞ. Using q1 and q2, region S
attr can be divided
into three regions as Sattr ¼ S1
S
S2
S
S3 where S1 ¼
fðr; hÞj0 6 r 6 2dcp cos h; p2 6 h 6 hq1g, S2 ¼ fðr; hÞj0 6
r 6 rc; hq1 6 h 6 hq2g, and S3 ¼ fðr; hÞj0 6 r 6 2dcp cos h;
hq2 6 h 6 p2g.
Then, the value of j~Fattrj is obtained using (19) as
j~Fattrj ¼ qCi
Z hq1
p2
Z 2dcp cos h
0
Cðr; hÞdrdh

þ
Z hq2
hq1
Z rc
0
Cðr; hÞdrdh
þ
Z p
2
hq2
Z 2dcp cos h
0
Cðr; hÞdrdh
 ð23Þ
Similarly, as shown in Fig. 8(b), the region Srepr is divided
into two regions as Srepr ¼ R1
S
R2 where R1 ¼
fðr; hÞj2dcp cos h 6 r 6 rc; p2 6 h 6 hq1g and R2 ¼ fðr; hÞj
2dcp cos h 6 r 6 rc; hq2 6 h 6 p2g. Therefore, the value of
j~Frepr j is obtained as
j~Frepr j ¼ qCi
Z hq1
p2
Z rc
2dcp cos h
f ðr; hÞdrdh

þ
Z p
2
hq2
Z rc
2dcp cos h
f ðr; hÞdrdh
 ð24Þ
Let~Fintc denote the sum vector of interest forces applied
on node c by its all neighboring nodes located in regions
Srepl ; S
rep
r , and S
attr . Also, note that the sum vectors of
interest forces by nodes in regions Sattr and Srepl have
the same direction as the positive x-axis and cause node
c to move toward the phenomenon. In contrast, the sum
vector of interest forces by nodes in region Srepr pushes
node c in the opposite direction. Therefore, the magni-
tude of j~Fintc j becomes
j~Fintc j ¼ j~Fattrj þ j~Frepl j  j~Frepr j ð25Þ
Since the area of Srepl is larger than the area of S
rep
r ; j~Frepl j
is greater than j~Frepr j. Therefore, j~Fintc j is greater than zero
i.e., the sum vector has a positive direction along the
x-axis and pushes node c in the same direction of
phenomenon movement.
6.4. Estimation of MSN speed
Eq. (25) gives the estimated virtual force applied on
node c at time t when it has a distance dcp from p. The vir-
tual force acting on node c is periodically calculated using
(25) at every interval of tm. This force is then used to
update the node movement speed. The estimated average
speed of the MSN can be obtained using the average speedof node c after the it follows the moving phenomenon for T
seconds.
Fig. 9 compares the estimated average speed of the MSN
from the analytical model and the average speed from the
simulations. There are 60 nodes in the MSN, the interest
radius of phenomenon Rp ¼ 3000m, and T ¼ 500 seconds.
Values of system parameters used for simulations are used.
In the simulation, VirFID-LIB is used.
As shown in Fig. 9, the average speed estimated from
the analytical model is close to the average speed of nodes
from simulation when the movement speed of the phe-
nomenon is less than 4 m/s. On the other hand, when the
movement speed of the phenomenon becomes high (e.g.,
vp P 4 m/s), the estimated speed of the MSN becomes
higher than the average speed from simulation. In other
words, the analytical model well approximates the speed
of the MSNwhen it moves slowly and can provide an upper
bound of the MSN speed when the speed is very high.7. Performance study
In this section, we analyze the performance of VirFID
algorithms by comparing with Causataxis [3] and two cus-
tom algorithms. We will ﬁrst describe Causataxis and two
custom algorithms (random walk-based (RWB) and neigh-
borhood probing-based (NPB)) for comparison. Then, sim-
ulation setup and results are presented. We analyze the
performance of algorithms using two performance metrics,
weighted coverage efﬁciency (WCE) and energy consump-
tion. Both ideal and noisy environments are considered.
7.1. Phenomenon monitoring algorithms for comparison
(1) Causataxis algorithm
The MSN under Causataxis maintains a hierarchical net-
work architecture, which consists of multiple clusterheads
and cluster member nodes. Each clusterhead maintains a
list of member nodes and instructs each member node to
move to a speciﬁc position such that the network forms a
hexagonal pattern for the network coverage.
In Causataxis, the network expands toward a higher
interest area by creating new clusters. More speciﬁcally,
Fig. 10. Examples of interest distribution of phenomenon.
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positions or have less than six neighboring clusterheads,
the clusterhead with the highest interest value is selected
as the growingpoint (GP). The GP explicitly commands its
members to become new clusterheads and to create new
clusters. If the new cluster cannot ﬁnd a sufﬁcient number
of available nodes in its cluster domain, it recruits cluster
member nodes from the clusters that have a lower interest
value. As a result, the MSN grows toward the area of high
interest.
On the other hand, a clusterhead that has a low interest
value and cannot keep certain number of member nodes
dissolve (or rots) its cluster and sends member nodes to
other neighboring clusters, which results in network con-
traction from a low interest area. The grow and rot opera-
tions are continuously performed until the optimal
distribution of nodes is achieved.
Note that, when the phenomenon is moving, one part of
the network grows by creating new clusters, and the oppo-
site end of the network rots due to a low interest value.
This indicates that MS nodes may need to travel a long dis-
tance in order to create new clusters (i.e., available nodes
need to travel from rotting clusters to the newly created
clusters). As a result, when the speed of the phenomenon
is high, the MSN may not effectively follow the phenome-
non and not achieve a desired sensor coverage.
(2) Random Walk-Based (RWB) and Neighborhood
Probing-Based (NPB) algorithms
In RWB, each node periodically updates its movement
with a random direction at every time interval of tm. More
speciﬁcally, in the beginning of every tm, each node
randomly chooses a movement direction in ½0;2pÞ and
then starts moving toward this direction with a constant
speed during tm seconds.
The main idea of NPB algorithm is that each node peri-
odically updates its movement using its probed neighbor-
hood information on the interest value distribution. More
speciﬁcally, in each movement time interval, a node ﬁrst
visits four neighborhood positions, which are vertices of
a square centered at its current position with the side of
dnpb. Let (x0; y0) denote x and y coordinates of the current
position, respectively. Then, the coordinates of four visited
neighborhood positions are fðx0 þ dnpb2 ; y0 þ
dnpb
2 Þ;
ðx0  dnpb2 ; y0 þ
dnpb
2 Þ; ðx0 
dnpb
2 ; y0 
dnpb
2 Þ; ðx0 þ
dnpb
2 ; y0 
dnpb
2 Þg.The node collects the interest values at visited posi-
tions. Then, the collected interest values are used to calcu-
late the interest force that is used to determine the node’s
next position using (9). This process is periodically
repeated such that nodes are dispersed around the peak
interest point to form a network.
7.2. Simulation scenarios and parameter settings
We consider an MSN where multiple MS nodes are
deployed in an open area. MS nodes communicate with
each other with a limited communication range of rc. Each
MS node can obtain the interest value Iðx; y; tÞ at its posi-
tion ðx; yÞ at time t. The non-isotropic interest distribution
of phenomenon is used for simulation, as shown in
Figs. 10(a) and (b).
System parameters of VirFID algorithms are set as fol-
lows. The attraction formation coefﬁcient Ca = 1, the repul-
sion formation coefﬁcient Cr = 40, the interest force
coefﬁcient Ci ¼ 200, the global attraction coefﬁcient
Cgla ¼ 1, and the global repulsion coefﬁcient Cglr ¼ 20. For
the VirFID-GHL algorithm, n and b are set to 0.8 and 1,
respectively. For the VirFID-IBN algorithm, the value of g
is set to 1.5. The values of tb and tr are set to 0.5s and 2s,
respectively. In addition, the maximum movement dis-
tance dmax = 30 meters, and coefﬁcient c ¼ 50 for virtual
force-based movement control. The actual interest values
of nodes are quantized with L ¼ 1024 difference levels
for calculation of the interest and global virtual forces.
Also, a square of 1 m  1 m is used as a unit square area
(i.e., Au ¼ 1 m2).
The communication radius of rc and the sensing radius
of rs of nodes are set to 400 m and 100 m, which are used
for both VirFID and Causataxis algorithms. Similarity to the
desired distance threshold dth in VirFID, the distance
between two member nodes, or between a clusterhead
and a member node in Causataxis is set to
ﬃﬃﬃ
3
p
rs. The speed
of each MS node in Causataxis, RWB and NPB is set to the
maximum speed of node in VirFID algorithms. In NPB algo-
rithm, dnpb is set to dmax. IEEE 802.11b with the maximum
data rate of 2 Mbps is used as the physical layer of the
network stack.
To simulate the controllable mobility of MS nodes, we
use a controllable mobility simulation architecture,
Table 1
Simulation parameters and values.
Parameters Values
Transmission range rc 400 m
Sensing range rs 100 m
Maximum movement distance dmax 30 m
Attraction formation coefﬁcient Ca 1
Repulsion formation coefﬁcient Ca 40
Interest force coefﬁcient Ci 200
Global attraction coefﬁcient Cgla 1
Global repulsion coefﬁcient Cglr 20
b 1
n 0.8
g 1.5
c 20
Number of nodes 20, 30, 40, 50, 60, 70, 80
Phenomenon movement speed (m/s) 0, 2, 4, 6, 8
Noise intensity coefﬁcient d 0, 0.2, 0.4, 0.8
D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132 127ConMoSim [35] integrated with Qualnet 6.1, which enables
the dynamic control of nodes movement throughout the
simulation. Important simulation parameters are summa-
rized in Table 1.
Fig. 11 demonstrates the operation of VirFID by show-
ing initial deployment, locomotion, and settlement of
nodes. As many as 25 nodes are initially deployed in the
lower left corner of the area. The area of high interest is
represented by colored lines. As shown in Fig. 11, nodes
can detect and move toward the area of high interest.
Finally, at time t ¼ 300s, nodes are settled in the high
interest area.7.3. Performance results without sensing noise
In this subsection, we discuss the performance of algo-
rithms when there is no sensing noise. We ﬁrst analyze the
WCE of algorithms when MS nodes monitor stationary and
moving phenomena. Then, we continue the discussion for
convergence time. We also discuss the effect of the phe-
nomenon distribution change on WCE of algorithms.
Finally, the energy efﬁciency of algorithms is discussed.
Each performance result is the average of ten simulation
runs, each of which is performed using a different random
seed.(a) t = 0 (b) t = 100s
Fig. 11. Snapshots of V(1) Weighted Coverage Efﬁciency (WCE)
We ﬁrst evaluate the WCE of algorithms for a stationary
phenomenon and then consider a moving phenomenon.
Note that the phenomenon shown in Fig. 10(a) is used.
For VirFID and Causataxis algorithms, nodes are initially
deployed in an area of 400 m  400 m centered at position
(500 m, 400 m). The peak interest point of phenomenon is
located at position (1000 m, 1200 m). For RWB and NPB,
the initial deployment positions of nodes are located in
an area of 600 m  400 m centered at position (800 m,
600 m), which gives a favor in monitoring the phenome-
non compared with VirFID and Causataxis algorithms.
The WCE of the network is collected for 1000 s after nodes
are deployed.
Fig. 12 shows the WCE of three variants of VirFID, Caus-
ataxis, NPB, and RWB for a stationary phenomenon over
different numbers of nodes, from 20 to 80. Note that stan-
dard deviations of WCE result is also shown in Fig. 12.
As shown in Fig. 12, the WCE of algorithms consistently
increases as the number of nodes increases. The increase
rate becomes moderate when the number of nodes is
greater than 60. Moreover, three VirFID variants and Caus-
ataxis always show higher WCE than RWB and NPB,
although nodes in VirFID and Causataxis are initially far-
ther from the peak interest point of the phenomenon than
those in RWB and NPB. The reason of higher WCE of VirFID
and Causataxis algorithms is that VirFID and Causataxis
perform information sharing among nodes to optimize
node distribution.
As shown in Fig. 12, when the number of nodes is less
than 50, Causataxis exhibits a lower WCE than all variants
of VirFID. Moreover, when the number of nodes is greater
than 70, the WCE of Causataxis becomes higher than those
of VirFID-LIB and VirFID-GHL but it is still less than that of
VirFID-IBN. The reason of lower WCE of Causataxis is that
due to cluster formation constraint among nodes, the
MSN under Causataxis may not adjust its overall formation
ﬁtting to the interest distribution of phenomenon. In Vir-
FID algorithms, the overall formation of the MSN can be
dynamically changed according to the interest distribution
such that the maximum weighted sensing coverage can be
achieved. Particularly in VirFID-GHL and VirFID-IBN, as a
result of the network expansion/contraction at boundary
nodes, the network formation can be changed ﬂexibly to
adapt to the interest distribution.(c) t = 200s (d) t = 300s
irFID operation.
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Fig. 12. Effect of the number of nodes on weighted coverage efﬁciency
(mean ± standard deviation).
128 D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132On the other hand, among three variants of VirFID, Vir-
FID-IBN always achieves the highest WCE, while VirFID-LIB
achieves the lowest as shown in Fig. 12. For example, when
the number of nodes is 70, VirFID-IBN shows a WCE of
0.79, while the WCE values of VirFID-GHL and VirFID-LIB
are 0.73 and 0.67, respectively.
The reason for higher WCE of VirFID-GHL and VirFID-
IBN than VirFID-LIB is the usage of the global information.
Using the global information, the MSN can detect where it
should travel in order to achieve higher WCE.
VirFID-IBN exhibits higher WCE than VirFID-GHL since
VirFID-GHL’s usage of the information on the highest and
lowest interest values is not sufﬁcient to determine which
nodes move outward or inward from/to the network,
which may result in inappropriate network expansion/con-
traction for WCE improvement. On the other hand, in Vir-
FID-IBN, a more accurate decision on movement direction
can be made by directly considering the interest values
of boundary nodes.
Also note that, as shown in Fig. 12, the highest WCE
achieved is around 83%. This is because a limited number
of nodes is used to monitor the phenomenon in an open
area. The area occupied by the phenomenon can be larger
than the possible maximum coverage of the MSN. Nodes
in VirFID move toward the highest interest region around
the peak interest point. As a result, the low interest regions
distant from the peak point may not be covered by nodes. 0
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Fig. 13. Effect of movement speed of the phenomenon on weNow, we evaluate the WCE of algorithms for a moving
phenomenon. In this case, nodes are initially deployed
around the peak interest point. The phenomenon starts
moving along the y-axis 300 s after nodes are deployed.
The movement speed of the phenomenon is varied from
0 meter/second (m/s) to 8 m/s.
Fig. 13 shows the effect of the phenomenon’s speed on
the WCE of VirFID variants, Causataxis NBP and RWB. The
results using different numbers of nodes (40, 60, and 80)
are presented in Figs. 13(a), (b), and (c), respectively. As
shown in Fig. 13, three variants of VirFID also have higher
WCE than Causataxis, NPB and RWB over variation of the
phenomenon speed. The WCE of algorithms decreases as
the movement speed of the phenomenon increases. For
example, when the movement speed of the phenomenon
is faster than 4 m/s with 40 nodes and 6 m/s with 60 and
80 nodes, all three VirFID variants greatly lose WCE. In
addition, as shown in Fig. 13, the WCE of Causataxis, NPB
and RWB sharply decreases as the phenomenon speed
increases. The WCE of those algorithms becomes extre-
mely low when the speed is greater than 4 m/s.
(2) Convergence time
In this subsection, the convergence times of algo-
rithms are analyzed for the stationary phenomenon.
Figs. 14 show the WCE of three VirFID variants, Causa-
taxis, NPB, and RWB with 40, 60 and 80 nodes over time,
respectively. As shown in Fig. 14, the WCE of three vari-
ants of VirFID sharply increases for the ﬁrst 200 s, then it
increases gently up to 400 s. After 400 s, the WCE of Vir-
FID-IBN slightly increases, while those of VirFID-GHL and
VirFID-LIB remain almost the same. For example, after
400 s, VirFID-IBN with 80 nodes achieves greater than
75% of the maximum coverage, while VirFID-GHL and
VirFID-LIB achieve around 60% percent of the maximum
coverage.
Note that VirFID-LIB has the shortest convergence time,
but VirFID-IBN shows the highest weighted coverage efﬁ-
ciency. Although VirFID-LIB converges sooner, VirFID-IBN
always shows higher weighted coverage efﬁciency. This
result indicates that VirFID-IBN can improve weighted cov-
erage efﬁciency by performing network expansion and
contraction even when the network already covers the
high interest region, while VirFID-LIB stops once it reaches
a high interest region. On the other hand, as shown in
Fig. 14, Causataxis exhibits the longest convergence time 6  8
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Fig. 14. Weighted coverage efﬁciency (mean ± standard deviation) over time.
 0.2
 0.4
 0.6
 0.8
 1
 0  40  80  120 160 200 240 280 320 360 400W
ei
gh
te
d 
C
ov
er
ag
e 
E
ffi
ci
en
cy
Time (second)
VirFID-IBN
VirFID-GHL
VirFID-LIB
Causataxis
NPB
RWB
(a) with 40 nodes
 0.2
 0.4
 0.6
 0.8
 1
 0  40  80  120 160 200 240 280 320 360 400W
ei
gh
te
d 
C
ov
er
ag
e 
E
ffi
ci
en
cy
Time (second)
VirFID-IBN
VirFID-GHL
VirFID-LIB
Causataxis
NPB
RWB
(b) with 60 nodes
 0.2
 0.4
 0.6
 0.8
 1
 0  40  80  120 160 200 240 280 320 360 400W
ei
gh
te
d 
C
ov
er
ag
e 
E
ffi
ci
en
cy
Time (second)
VirFID-IBN
VirFID-GHL
VirFID-LIB
Causataxis
NPB
RWB
(c) with 80 nodes
Fig. 15. Effect of interest distribution change of phenomenon on weighted coverage efﬁciency (mean ± standard deviation).
D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132 129compared with other algorithms since it has a relatively
low network growth speed.
Now, we evaluate the effect of the phenomenon’s inter-
est distribution change on WCE of the algorithms. Initially,
nodes are deployed to cover the phenomenon shown in
Fig. 10(a). Note that a sufﬁcient amount of time is given
to the algorithms such that they can obtain their maximum
WCE at t ¼ 0. Immediately after time t ¼ 0, the phenome-
non distribution is changed as shown in Fig. 10(b).
Fig. 15 shows the WCE of VirFID variants, Causataxis,
NPB, and RWB over time after the phenomenon distribu-
tion change. The results with different numbers of nodes
(40, 60, and 80) are presented in Figs. 15. As shown in
Fig. 15, after the change, the WCE of VirFID algorithms sud-
denly drops, and then gradually increases. At t ¼ 400, Vir-
FID algorithms recover the WCE values that they obtained
before the change of the phenomenon distribution. These
results indicate that VirFID can detect the phenomenon
distribution change and adjust nodes’ positions to the
change such that high weighted coverage is obtained. Also,
VirFID-IBN can recover at the fastest rate, then VirFID-GHL
and VirFID-LIB follow, according to the comparison of the
WCE increase rates among these algorithms. For example,
the increase rate of VirFID-IBN’s WCE is higher than others
during the interval from 40 to 80 s. In addition, as shown in
Fig. 15, Causataxis is able to recover the coverage adapting
to the change of the phenomenon distribution but its
recovery speed is lower than VirFID algorithms. NPB and
RWB algorithms cannot adjust to the phenomenon distri-
bution change and show a low performance.(3) Energy consumption
In order to evaluate the energy efﬁciency of the algo-
rithms, we consider the energy consumption by node
movements since the movement is a main factor in energy
consumption of nodes. It is assumed that a node consumes
8.27 J (joule) to travel 1 m [36].
Table 2 shows the total energy consumption of nodes
on movements during the period of 300 s for following
the phenomenon which moves at the speed of 2 m/s. The
number of nodes is varied from 30 to 80. Obviously, the
energy consumption increases as the number of nodes
increases.
As shown Table 2, the energy consumptions of NPB and
RWB are higher than those of VirFID variants and Causa-
taxis. This is because of redundant movements of nodes
in NPB and RWB, which is the result from the lack of the
sharing information among nodes. More speciﬁcally, in
NPB, each node needs to probe the interest value distribu-
tion in its neighborhood area by visiting four neighboring
positions to obtain the interest values, which is then used
to determine the node’s movement speed and direction.
Also, in RWB, each node periodically updates its movement
direction, which is randomly chosen, at every time interval
tm without consideration of the phenomenon distribution.
Table 2 also shows that Causataxis consumes lower
movement energy than VirFID algorithms. This is because
nodes under Causataxis could not follow the phenomenon
and achieve an acceptable WCE when the phenomenon
moves at a high speed i.e., nodes are left behind the phe-
nomenon and their movement activities diminish.
Table 2
Movement energy consumption.
# of Nodes Energy consumption (103 J)
VirFID-LIB VirFID-GHL VirFID-IBN Causataxis NPB RWB
30 420.21 434.68 428.49 77.78 958.39 893.16
40 569.77 580.83 574.85 89.34 1293.18 1190.88
50 720.07 728.86 723.55 100.17 1616.45 1488.60
60 870.31 875.52 873.04 136.94 1942.19 1786.32
70 1021.27 1023.07 1022.35 154.26 2266.07 2084.04
80 1060.10 1172.32 1169.62 156.84 2606.26 2381.76
130 D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132In addition, among three variants of VirFID, VirFID-GHL
and VirFID-IBN consume more movement energy than
VirFID-LIB as shown in Table 2. For example, when the
number of nodes is 50, the movement energy consumption
of VirFID-LIB is 720:07 103ðJÞ, while the movement
energy consumption values of VirFID-GHL and VirFID-IBN
are 728:86 103ðJÞ and 723:55 103ðJÞ, respectively. The
reason is that, in VirFID-GHL and VirFID-IBN, the global
virtual forces are applied to boundary nodes as well as
the local virtual forces, which results in a greater travel
distance of boundary nodes. Moreover, VirFID-IBN uses
less energy than VirFID-GHL, which indicates that
VirFID-GHL causes unnecessary movements of nodes.
7.4. Performance results with sensing noise
In this subsection, we analyze the performance of algo-
rithms in a more realistic simulation environment, where a
random noise is embedded in the area of interest in order
to reﬂect environmental characteristics and the sensor
reading errors.
Gaussian noise is used to model the random noise. More
speciﬁcally, let nðx; yÞ denote the random noise which is
associated with the position ðx; yÞ. Then, nðx; yÞ is a Gauss-
ian/normal random variable with zero mean and variance
r2 i.e., nðx; yÞ  N 0;r2 . The value of r is determined using
the maximum interest value, Zmax, in the area as
r ¼ dZmax ð26Þ
where d represents the coefﬁcient for the noise intensity
and dP 0. According to the characteristics of the Gaussian
distribution, the noise range (i.e., the noise intensity)
depends on the value of d i.e., the value range of the noise
becomes larger with a higher value of d. 0.1
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Fig. 16. Effects of noise intensity on staNow, let Zðx; y; tÞ denote the actual interest value (i.e., a
sensor reading) of a node at position ðx; yÞ at time t. Then,
Zðx; y; tÞ is expressed as
Zðx; y; tÞ ¼ Iðx; y; tÞ þ nðx; yÞ ð27Þ
Figs. 16 and 17 show the effects of the noise strength on
WCE of the three variants of VirFID, Causataxis, NPB, and
RWB. The x-axis represents the coefﬁcient of noise inten-
sity d. The value of d is varied from 0 to 0.8, which results
in the increase of noise strength.
Fig. 16 compares the WCE of algorithms for the station-
ary phenomenon. As shown in Fig. 16, as the noise strength
increases, the WCE of algorithms except RWB decreases
because of distortion of information caused by the noise.
Note that the noise does not affect the performance of
RWB since it does not consider the interest values for the
movement control. Three VirFID algorithms always show
higher WCE than Causataxis, NPB and RWB over different
noise strengths.
In addition, due to the use of the global information,
VirFID-GHL and VirFID-IBN show higher coverage efﬁ-
ciency than VirFID-LIB. Also, VirFID-IBN consistently
exhibits the best performance over the different noise
strength values.
In order to evaluate the performance of algorithms for
the moving phenomenon in a noisy environment, the
speed of the phenomenon is varied from 2 to 4 m/s, and
60 nodes are deployed for the results shown in
Figs. 17(a)–(c).
In this case, the WCE of the VirFID variants, Causataxis,
and NPB decreases more sharply as the noise strength
increases than in the stationary phenomenon case. Note
than the WCE of Causataxis is much lower than those of
VirFID due to the low speed of MS nodes under Causataxis..4  0.6  0.8
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Fig. 17. Effects of noise intensity on moving phenomenon monitoring.
D.V. Le et al. / Ad Hoc Networks 27 (2015) 112–132 131Even though VirFID-IBN shows higher WCE than others,
the WCE of all algorithms becomes very low as the noise
intensity increases. The results indicate that the noise has
a greater impact on the performance when the phenome-
non is moving. However, VirFID-IBN shows more tolerance
to the noise and has a better performance than the others
due to the sharing of global information.8. Concluding remarks
This paper has addressed the problems of monitoring a
moving phenomenon in an unknown, open area using mul-
tiple autonomous mobile sensor (MS) nodes. A novel
scheme, namely VirFID (Virtual Force (VF)-based Interest-
Driven moving phenomenon monitoring) has been pro-
posed, which enables a group of MS nodes to monitor
and follow a migrating phenomenon of interest over time.
In VirFID, to maximize the weighted sensing coverage,
MS nodes repeatedly place themselves at the positions
where higher-interest sensing data can be obtained by uti-
lizing the virtual force based on the distance between MS
nodes and sensed values in the area of interest. MS nodes
also perform network-wise information sharing to increase
the weighted sensing coverage. Three types of VirFID are
evaluated: VirFID-LIB, VirFID-GHL, and VirFID-IBN. Simula-
tions have been performed to compare the performance of
three variants of VirFID with Causataxis, random walk
based (RWB) and neighborhood probing based (NPB) algo-
rithms. The simulation results show that all VirFID variants
outperform other schemes in terms of the weighted cover-
age efﬁciency for monitoring the moving phenomenon,
and VirFID-IBN has the highest weighted coverage efﬁ-
ciency among VirFID variants.
For future work, in order for VirFID to achieve a higher
weighted sensing coverage for monitoring a moving phe-
nomenon, we plan to extend VirFID such that it can predict
the behavior of the phenomenon based on the previous
movements of the phenomenon and the accumulated
database of the phenomenon characteristics.Acknowledgments
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