Abstract-Identifying peptides, which are short polymeric chains of amino acid residues in a protein sequence, is of fundamental importance in systems biology research. The most popular approach to identify peptides is through database search. In this approach, an experimental spectrum ("query") generated from fragments of a target peptide using mass spectrometry is computationally compared with a database of already known protein sequences. The goal is to detect database peptides that are most likely to have generated the target peptide. The exponential growth rates and overwhelming sizes of biomolecular databases make this an ideal application to benefit from parallel computing. However, the present generation of software tools is not expected to scale to the magnitudes and complexities of data that will be generated in the next few years. This is because they are all either serial algorithms or parallel strategies that have been designed over inherently serial methods, thereby requiring high spaceand time-requirements. In this paper, we present an efficient parallel approach for peptide identification through database search. Three key factors distinguish our approach from that of existing solutions: i) (space) Given p processors and a database with N residues, we provide the first space-optimal algorithm (O( N p )) under distributed memory machine model; ii) (time) Our algorithm uses a combination of parallel techniques such as one-sided communication and masking of communication with computation to ensure that the overhead introduced due to parallelism is minimal; and iii) (quality) The run-time savings achieved using parallel processing has allowed us to incorporate highly accurate statistical models that have previously been demonstrated to ensure high quality prediction albeit on smaller scale data. We present the design and evaluation of two different algorithms to implement our approach. Experimental results using 2.65 million microbial proteins show linear scaling up to 128 processors of a Linux commodity cluster, with parallel efficiency at ∼50%. We expect that this new approach will be critical to meet the data-intensive and qualitative demands stemming from this important application domain.
I. INTRODUCTION
A fundamental problem in systems biology research is to identify the set of proteins, or more generally peptides, expressed in a specific organism or a community of organisms (metagenomic communities) under certain environmental conditions. As proteins constitute the molecular basis for cellular functions, addressing this problem helps in the understanding of the cellular dynamics of organisms under various environmental conditions. Mass spectrometry ("MS") is a powerful and now a standard technique to identify peptides. In this technique, multiple copies of an unknown (target) peptide are experimentally fragmented and the distribution of fragments (called intensity peaks) over a range of mass-to-charge ratio values (m/z) is recorded. The resulting plot of peak intensities (y-axis) to m/z values (x-axis) is called an experimental spectrum for the target peptide. The subsequent computational task is to deduce the peptide sequence from its experimental spectrum. This can be achieved by comparing the experimental spectrum against model spectra generated from a database of known peptides.
Databases include conventional protein sequences (e.g., UniProt/Swiss-Prot [3] ) and/or unconventional peptide sequences derived from putative open reading frames (ORFs) of genomic/metagenomic DNA (e.g., GenBank [1] ). Collectively, these collections are growing at exponential rates (e.g., see Figure 1a ), and as a result, the number of spectrumto-peptide comparisons to be dealt with during database search is starting to overwhelm current software ability. Figure 1b shows the magnitudes of peptides that need to be evaluated as "candidates" for a match against each input spectrum. If a sample involves any unsequenced genome(s) corresponding to the target peptides, which is typically the case in metagenomic projects, the number of candidates for evaluation increases by orders of magnitudes. Additional requirements to take into consideration post-translation modifications (PTMs) further exacerbate the situation.
A. Related Work
The task of generating peptides for evaluation against an experimental spectrum can be done in two distinct and complementary ways. The first approach is called database searching and refers to deriving protein sequences from genomic DNA sequences [11] , and then using empirical rules to determine which peptides should be present in the proteins. The advantage to this approach is that the database provides an independent evidence of the peptide. The caveats Figure 1 . Plots showing a) data growth rates experienced over the last two decades in the NCBI GenBank nucleotide database, and b) the number of peptide candidates required to be examined for every experimental spectrum generated from different source -if the spectrum's protein family or genome source is known or if it is from an environmental microbial community. As can be observed the number of candidates for evaluation rapidly increases as the unknowns in the source also increases.
to this approach are that the sequence of the organism must be known, and that the experimental spectrum must not be due to a database peptide that has been modified, either by mutation (DNA modification) or PTM (protein modification). The latter constraint can be addressed by dynamically generating multiple variants of each database peptide to account for the various modifications. The second approach attempts to identify the peptide without reference to a sequence database, and is referred to in the literature as de novo peptide identification [4] , [6] , [9] , [12] , [14] , [15] . This approach has traditionally been handicapped by the large number of peaks that can be missing from an experimental spectrum.
Several programs exist for conducting peptide identification through database search [2] , [5] , [7] , [8] , [10] , [11] , [13] . Of these, Sequest [11] and Mascot [13] are two commercially available serial programs. X!Tandem is an open-source program [7] , [8] that improves on the serial bottleneck by using multi-threading on shared memory SMP nodes. However, it does not allow PTMs. Duncan et al. [10] removed the shared memory requirement of the X!Tandem program and allowed PTMs. However, the program is a collection of ad hoc scripts that invoke multiple instances of X!Tandem on a distributed memory machine. The algorithm is based on a simple file-based parallelization scheme, and the entire database is stored in each processor's memory to replicate X!Tandem's behavior.
Bjornson et al. [2] extended the X!Tandem code, calling it X!!Tandem, by converting the multi-threading model into a multi-processing model using MPI. The strength of this implementation is its speed. In our experimentation, X!!Tandem finished under 2 minutes to analyze a database of 2.65 million peptide database against 1,210 experimental spectra on 8 processors. However, the drastic savings in its run-time is because the algorithm internally uses a fairly simple, fast statistical model, and an aggressive prefiltering step that could miss true predictions. This is true especially under more complex settings involving metagenomic data, where there is a need to analyze significantly larger number of species and their respective peptide candidates, as illustrated in Figure 1b . Due to the larger number of candidates, a significantly higher level of statistical accuracy is required. If quality is of primary concern, then an alternative method that incorporates more accurate statistical models should be preferred, even if it means increasing the overall computation.
In 2005, Cannon et al. [5] evaluated the effect of various probability and likelihood models on the accuracy of the peptide identification process using mass spectrometry data. Based on this qualitative study, they developed a program called MSPolygraph that implements a highly accurate database search. MSPolygraph is unique in its flexibility to handle model spectra in that it combines the use of highly accurate spectral libraries, when available, with the use of on-the-fly generation of sequence averaged model spectra when spectral libraries are not available. This effort to enrich quality of prediction, however, comes with increased computation cost. To negotiate the higher demand in computation, the code was parallelized using a master-worker model to dynamically distribute the input experimental spectra (or queries) to different processors in a load balanced fashion. The underlying algorithm is such that each MPI process caches the entire database in the local memory of each processor, thereby implying an O(N ) space complexity. This local caching helps achieve linear scaling with processor size. However, storing the entire database in every processor memory is not a scalable option. As a concrete illustration, given 1 GB RAM per processor, we observed that the maximum database size that the current implementation was able to handle was 1.27 million protein sequences, beyond which the code resorts to swap space or crashes out of memory. Space is at least as important a consideration as run-time efficiency, given that the analysis of metagenomic data sets that contain peptides from many organisms is becoming increasingly common.
B. Our Contribution
In this paper, we present a new parallel approach for largescale peptide identification. The contributions are: 
II. METHODS

A. Definitions and Problem Statement
Let q denote an unknown peptide sequence, which is fragmented using MS. A fragment of a peptide typically captures the mass-spectrum of either a prefix or a suffix sequence of q. MS generates an experimental spectrum of q, which is a plot of the relative abundance of its fragments against a range of m/z ratio values. It also reports the m/z of the whole parent peptide q, denoted by m(q). Given q, a suffix or prefix of another (known) peptide sequence is said to be a candidate for q if the suffix's/prefix's m/z is m(q) ± δ. (δ is a tolerance constant.) An experimental spectrum for q is said to match with a candidate peptide if it can be shown that the candidate is most likely to generate a model spectrum similar to that of the experimental spectrum. This is achieved in MSPolygraph by generating two different spectra [5] -one a model spectrum for the candidate and the other being a spectrum generated for a random peptide -and then comparing both against the experimental spectrum. The result is a likelihood ratio score, and if the score is above a user-specified cutoff then the corresponding matching peptide is reported as a "hit".
Let Q = {q 1 , q 2 , . . . q m } denote a set of m input experimental spectra generated from m unknown peptides, and let D = {d 1 , d 2 , . . . d n } denote a database of n already known peptide sequences. For convenience, let
We use p to denote the number of processors, and label them P 0 , P 1 , . . . P p−1 . Also, the terms "experimental spectrum" and "query" are used interchangeably. The Peptide Identification Problem: Given input sets Q and D, the peptide identification problem is to identify a list of at most τ top database hits for every input spectrum q ∈ Q.
In practice, τ is assigned a value between 10 and 1,000. The algorithmic steps in MSPolygraph can be summarized as follows: S1) Instantiate one master processor and p − 1 worker processors. The master processor loads Q into its local memory, while all workers load the entire database D in their respective local memory. S2) The master processor starts by distributing small, fixed size batches of experimental spectra (or queries) to individual worker processors. S3) Each worker processor works on the assigned batch of queries, processing one query at a time, reporting at most τ hits per query to an output file, and informing the master processor upon completion. S4) Steps S3 and S4 are repeated iteratively until all the queries at the master processor have been processed. The above parallelization scheme has two main advantages: i) the processing of every query is strictly localized within each worker and generates practically no communication during processing; and ii) the master processor plays the role of a load distributor and since the queries are allocated to worker processors in small batches based on demand, the workload is balanced. While these factors yield linear scaling of the algorithm with processor size, the input data size cannot be scaled with processor size because it is O(N ).
B. Our Parallel Approach for Peptide Identification
We designed a new approach to parallelize the peptide identification process that partitions the database evenly among the p processors, such that each processor stores a distinct O( N p ) fraction of the database. Distributing the database, however, introduces challenges related to communication and overhead. If a database sequence can generate a valid candidate for a given query, then it has to be made available to the processor handling that query. In the worst case, a query may need the entire database and such a worst-case is not far from practical expectations either (as corroborated in our experiments). If a query on processor P i requires a database sequence that is resident in a remote processor P j 's memory, then there are two design options: i) (Database transport) Communicate the database sequence from P j to P i so that the query can be locally processed; or ii) (Query transport) Communicate the query from P i to P j for remote query processing.
The query transport model can help, especially since m is expected to be much smaller than n. However, the challenge with such a scheme is that a query can get processed in multiple processor locations, and the results have to be sent to one root processor for merging. Whereas, the database transport model does not generate such serialization issues, and allows each processor to take full responsibility of any given query. We chose the database transport model to develop our approach. The trick here is to efficiently mask the communication costs introduced by the transport of the database. Here, we propose two different algorithms that implement the database transport model.
Algorithm A:
The pseudocode for this algorithm is shown in Figure 2 . Briefly, the loading step loads the database sequence file in parallel such that processor P i receives roughly the i th N p byte chunk of the file. Care is taken to ensure sequences at the boundaries are fully read. This step ensures a balanced partitioning of the database sequences across processors. The query file is read similarly, such that each P i receives roughly m p queries. In the next step, the queries are processed over p iterations. At any step s, processor P i compares all its queries against D j , where j = (i + s)%p. Before the queries are processed, a non-blocking request to receive the database portion for the next iteration is issued. This is achieved using the MP I Get() one-sided communication primitive, so that the communication is achieved without disturbing the remote processor. Also, at every iterative step, P i keeps a separate running list of the τ topmost hits for every query in Q i . Upon termination, this list is output. As for communication complexity, let λ be the network latency and μ be the time to transfer one byte over the network. Then the total communication complexity is O(λ × p + μ × N ). However, due to masking, the net observed communication cost is expected to be significantly less, as shown by our results in Section III.
Algorithm B:
The pseudocode for this algorithm is shown in Figure 3 . The main idea of this algorithm is as follows: Prior to query processing, the database is sorted in parallel based on the sequences' m/z values (step B2). The output is a nondecreasingly sorted array, generated such that each processor receives O( 
it is O(p).
Relative to Algorithm A, the only addition to computation complexity in this algorithm is the computation performed during sorting in step B2. As we use integer sorting, this additive factor is only O( + μ × N ) . In practice, it could be less depending on the distribution of the queries and the database sequences that they need.
Implementation:
The code is written in C/MPI, and can be obtained by contacting one of the authors.
III. EXPERIMENTAL RESULTS & DISCUSSION
All experiments were conducted on a 24-node, 192-processor Linux commodity cluster. Each node contains 8 2.33 GHz Xeon CPUs and a shared 8 GB RAM. The network interconnect is a gigabit ethernet, and all nodes share an NFS mounted file system. To mimic a modest setting under most commodity clusters, we set the RAM usage limit to 1 GB RAM per MPI process.
Input Data: We tested our implementations on two collections of data (see Table I our results against MSPolygraph's results as published in [5] . The microbial database was used for large-scale performance studies. To conduct scalability tests on this data set, we extracted arbitrary subsets of sizes 1K, 2K, 4K, . . . up to 2.65 million. A collection of 1,210 human experimental spectra was used as queries in all experiments.
Validation: Upon validation, we found that both implementations A & B successfully reproduce MSPolygraph's output on the human protein collection. This validates the correctness of the programs because internally we use the same scoring functions and statistical modeling as MSPolygraph.
Performance analysis of Algorithm A: We evaluated the performance of Algorithm A using the 1,210 human experimental spectra as queries and for varying subset sizes of the 2.65 million protein sequence database. Table II shows the parallel run-time of Algorithm A over the entire range of input sizes and processor sizes tested. Although the asymptotic run-time is data-dependent (depends on the number of candidates evaluated for all queries), the practical expectation is that the run-time scales linearly with the database size. This expectation is consistent with our observations within each column of Table II . The run-time growth as a function of processor size can be explained as follows: Our parallel run-time can be broken down into two parts: computation time and "residual communication" time.
Residual communication time is defined as the time spent by the code waiting for the next batch of data, and is equal to the total communication time minus its portion masked by computation. In practice, it is only the residual communication that matters for the total time. We observed that the mean±std. deviation of the ratio of residual communication to computation time to be 0.36 ±0.11, for all processor sizes greater than 2 on all input sizes. In other words, the overhead due to communication is approximately 25% of the total time even for larger processor sizes.
The parallel speedup and efficiency are shown in Figures 4a and 4b , respectively, for data sizes 16K or more 1 . Because any run of our Algorithm A at p = 1 is equivalent to the uni-worker processor run of MSPolygraph, the speedup values in Figure 4a represent be observed, the speedup approximately doubles whenever processor size is also doubled, with the only exception being when p is increased from 2 to 4. This near-linear scaling behavior overall is captured in the parallel efficiency plot. As Figure 4b shows, the efficiency is near perfect at p = 2, but reduces to ∼ 50% at p = 4. Thereafter, it is maintained at ∼ 50% until p = 64, and gradually dips to 41.51% at p = 128. The reason for the one-time loss in efficiency from p = 2 to p = 4 is as follows: At p = 2, Algorithm A requires that each processor communicate with the other processor and the masking of communication by computation in the first iteration ensures that the residual communication is practically neglible. However, at p = 4 each processor is required to communicate with three processors (3X-fold increase) and due to the high latency costs involved, the contribution of the residual communication to the total runtime increases from almost 0% to nearly 35%. Except for this anomaly, the efficiency for all processor sizes between 4 and 128 is maintained at ∼50% -implying strong scaling.
To assess the positive effect of masking, we implemented a second version of the algorithm that does not mask communication with computation. Results showed that the masking technique reduces the total run-time by a factor of 72.75% ± 0.02%. For example, if the parallel run-time without masking for a given input is 100s, then the same analysis with masking will take only 27.25s.
Finally, we also measured the candidate evaluation rate of our algorithm. This result is shown in Table III . From an application point of view, this is likely to be the most interesting performance measure as it directly conveys the effect of parallel processing on peptide identification. As shown, our implementation achieves linear scaling of the number of candidates processed every second with processor size. Performance analysis of Algorithm B: We analyzed Algorithm B's performance and observed that it was consistently outperformed by Algorithm A in speedup and efficiency. Table IV shows a concrete example of this behavior. Upon investigation, we found that the decline in speedup for Algorithm B was because the overhead due to its sorting step was becoming dominant as processor size was increased. This is also shown in Table IV . In addition, the input queries were such that each processor had to communicate and fetch database segments from a majority of the other p − 1 processors, thereby defeating the purpose of sorting. However, note that the set of 1,210 experimental spectra used in our experiments are from a human spectral database. Therefore, each spectrum is expected to result in the evaluation of an order of magnitude larger number of candidates than for a spectrum from, say a bacterial genome (see Figure 1b) . Because of this property, we expect that the sorting-based approach will better serve its purpose when applied on spectra generated from less complex data classes (e.g., when spectra are from a known protein family or a bacterial genome).
A. Discussion
As public molecular databanks continue to be flooded with experimentally acquired data, significant scalability challenges in peptide identification are imminent. The current suite of software tools, however, are not designed to meet the increased computation demands due to increased data size and/or growing qualitative requirements. This state of analysis is further exacerbated by the growing interest among the research community for increasingly complex projects. For example, in 2007, a single project that studied ocean metagenomics [16] added over 17 million ORFs/peptides to the public databases.
The primary strength of the approach presented in this paper over other existing approaches is its combined effectiveness in addressing all three application factors: space, time, and quality. Another strength is its design simplicity, laying the foundation for further improvements and extensions. The space-optimality result will allow application scientists to scale to very large input sizes than was possible before, by exploiting the vast, aggregate memory easily available from large-scale distributed memory supercomputers. For example, we were able to store and analyze 2.65 million sequences using as little as 8 processors.
It is to be noted, however, the application of our approach will make sense only for inputs that do not fit in local memory. For small inputs that fit within a processor's memory, the older version of MSPolygraph is more appropriate because it will output the same result with no added communication delays. For medium range inputs, however, it could be worth exploring an extension of our approach in which processors can divide themselves into smaller sub-groups, where the database is partitioned within each sub-group and the query set is partitioned across sub-groups.
A dominant fraction of the query processing time is spent on generating candidates on-the-fly. Each query, in practice, may require generation of hundreds of thousands to even millions of candidates (as shown in Figure 1b) . From this perspective, it may be worth exploring an alternative strategy in which candidates, and not the database sequences, are stored in-memory and are communicated on demand to worker processors. This strategy could drastically reduce the overall computation time. While current approaches are not designed to store such large magnitudes of candidates in memory, our algorithm, because of its space-optimality, makes the investigation of this alternative approach feasible. Furthermore, the sorting version of our approach (Algorithm B) could prove more useful under this setting.
IV. CONCLUSIONS
In this paper, we presented the design and development of a new parallel algorithm for conducting large-scale peptide identification using mass spectrometry data. The approach proposed here is better equipped than any other contemporary software tool for meeting the scalability demands of the peptide identification application. The highlights of our new algorithm are its space-optimality, the ability to maintain run-time efficiency through a combination of known parallel techniques, and its incorporation of accurate statistical models for improved accuracy. Using the approach developed here, we plan to conduct a full-scale application and investigation on the largest available metagenomic collections. Such a large-scale application would not only advance scientific pursuit, but also layout a strong foundation for the proteomics community to benefit from parallel processing.
