We report on the performance evaluation of greedy parsing with a single step lookahead, denoted as flexible parsing. We also introduce a new fingerprint based data structure which enables efficient, linear time implementation.
greedy parsing which is fast and can be applied on-line. However, it usually results in far from optimal parsing/compression: for the LZW dictionary method, there are strings T which can be (optimally) parsed to some m phrases, for which the greedy parsing obtains m 3=2 phrases ( [MS99] ; a similar result for static dictionaries is in [GSS85] ).
In [Hor95] it was demonstrated that the compression achieved by LZW algorithm on some standard benchmark files can be improved by looking ahead a few steps. However it was noted that: "An optimal parsing scheme would also have to consider the possibility of matching a short first string and then a short second string in order to match a very long third string. We will however reject such possibilities as being too expensive to implement (for minimal expected gain in compression). Our non-greedy version of LZW will only look ahead by one parsed string when choosing its course of action." In fact the algorithm proposed in [Hor95] not only changes the parsing scheme but also constructs an entirely different dictionary from that of LZW on a given string -hence compression improvement over LZW is not guaranteed, and the notion of optimality is not clear. The worst case running time of this algorithm is OjT 3=2 j, where jTj is the input size.
An interesting fact for static dictionaries is that greedy parsing is optimal for those dictionaries with the suffix property [CK96] . It follows that if all the input is available off-line, it can be parsed optimally via a rigt-to-left greedy parsing provided that the dictionary is static and has the prefix property.
Recently [MS99] demonstrated that for all dictionary construction schemes with the prefix property, greedy parsing with a single step lookahead is optimal on all input strings -this scheme is called flexible parsing or FP. A new data structure which implements the algorithm that uses LZW dictionary construction with FP in OjTj time and space proportional to the number of phrases in the dictionary is introduced as well. The space and time complexity of this data structure is comparable to that of the original LZW implementation, hence optimal compression can be achieved without any overhead in complexity. Note that suffix trees can also be used for this application [RPE81] . However the OjTj) space complexity of the suffix tree is expected to be much larger than the space complexity of the new data structure which is proportional to the number of output phrases.
In this study, we report an experimental evaluation of FPin the context of LZW dictionary construction scheme:
(1) We demonstrate that optimality of FPin the context of the LZW dictionary construction, denoted as LZW-F P, translates into considerable improvement over greedy parsing in practice. We also consider the algorithm of [Hor95] , which uses flexible dictionary construction, denoted here as FPA. The LZW-F Pand FPA algorithms are compared with UNIX compress (LZW) and gzip (LZ77). On the tested data files, both LZW-F Pand FPA perform better, up to 20 improved compression, than UNIX compress. They are both inferior to gzip on small to moderate text files, such as in the Calgary corpus, but are typically superior to gzip for files larger than 1MB, and for non-textual data files of all sizes. For pseudo-random strings and DNA sequences, the improvement is up to 35.
(2) We introduce a new data structure based on Karp-Rabin fingerprints [KR87] to efficiently implement FP. Currently our algorithms run about 3 , 5 times slower than compress which is the fastest among all algorithms, both during compression and decompression. We are in the process of improving our implementations and hence leave reporting on explicit timing results to the full paper. (3) We investigate whether better asymptotic properties of LZ78 based algorithms in comparison to LZ77 translate into improved compression. We demonstrate that on pseudorandom bit streams (with various distributions) the redundancy in the output of each of the four programs approach to the expected asymptotic behavior very fast -requiring less than 1KB for each of the different distributions; better asymptotic properties of LZW in comparison to LZ77 is very visible.
1 For files of size 1MB, compress can improve over gzip up to 20 in compression achieved 2 .
The Compression Algorithms
In this section we describe how each of the algorithms we consider work. We give the descriptions of the standard algorithms as well as new ones for the sake of completeness. Each of the algorithms fit in a general framework that we describe below.
Model.
We denote a compression algorithm by C, and its corresponding decompression algorithm by C . The input to C is a string T, of n characters, chosen from a constant size alphabet ; in our experiments is either ascii or is f0; 1g. We denote by T i , the i th character of T (1 i n), and by T i : j the substring which begins at T i and ends at T j ; notice that T = T 1 : n .
The compression algorithm C compresses the input by reading the input charac-ters from left to right (i.e. from T 1 to T n ) and by partitioning it into substrings which are called blocks. Each block is replaced by a corresponding label that we call a codeword. We denote the j th block by T b j : b j+1 , 1 , or shortly T j , where b 1 = 1 . The output of C, hence, consists of codewords C 1 ; C 2 ; : : : ; C k for some k, which are the codewords of blocks T 1 ; T 2 ; : : : ; T k respectively.
The algorithm C maintains a dynamic set of substrings called the dictionary, D. Initially, D consists of all one-character substrings possible. The codewords of such substrings are their characters themselves. As the input T is read, C adds some of its substrings to D and assigns them unique codewords. We call such substrings of T phrases of D. Each block T j is identical to a phrase in D: hence C achieves compression by replacing substrings of T with pointers to their earlier occurrences in T.
The decompression algorithm C that corresponds to C, takes C 1 : k as input and computes T 1 : n by replacing each C j by its corresponding block T j . Because the codeword C j is a function of T 1 : b j , 1 only, the decompression can be correctly performed in an inductive fashion.
Below, we provide detailed descriptions of the compression algorithms considered, both the new and the old for the sake of completeness . 
Data Structures and Implementations
In this section we describe both the trie-reverse-trie data structure, and the new fingerprints based data structure for efficient on-line implementations of the LZW-FP, and FPA methods. The trie-reverse-trie pair is a deterministic data structure, and hence guarantees a worst case linear running time for both algorithms as described in [MS99] ). The new data structure based on fingerprints [KR87] , is randomized, and guarantees an expected linear running time for the algorithm.
The two main operations to be supported by these data structures are (1) insert a phrase to D (2) search for a phrase, i.e., given a substring S, check whether it is in D. The standard data structure used in many compression algorithms including LZW, the compressed trie T supports both operations in time proportional to jSj.
A compressed trie is a rooted tree with the following properties: (1) each node with the exception of the root represents a dictionary phrase; (2) each edge is labeled with a substring of characters; (3) the first characters of two sibling edges can not be identical; (4) the concatenation of the substrings of the edges from the root to a given node is the dictionary phrase represented by that node; (5) each node is labeled by the codeword corresponding to its phrase. Dictionaries with prefix properties, such as the ones used in LZW and LZ78 algorithms, build a regular trie rather than a compressed one. The only difference is that in a regular trie the substrings of all edges are one character long.
In Trie-reverse-trie-pair data structure. Our first data structure builds the trie, T , of phrases as described above. In addition to T , it also constructs T r , the compressed trie of the reverses of all phrases inserted in the T . Given a string S = s 1 ; s 2 ; : : : ; s n , its reverse S r is the string s n ; s n,1 ; : : : ; s 2 ; s 1 . Therefore for each node v in T , there is a corresponding node v r in T r which represents the reverse of the phrase represented by v. As in the case of the T alone, the insertion of a phrase S to this data structure takes OjSj time. Given a dictionary phrase S, and the node n which represents S in T , one can find out whether the substring obtained by concatenating S with any character a in is D, by checking out if there is an edge from n with corresponding character a; hence extend operation takes O1 time. Similarly the contract operation takes O1 time by going from n to n 0 , the node representing reverse of S in T r , and checking if the parent of n 0 represents S 2 : jSj r .
Fingerprints based data structure. Our second data structure is based on building a hash give unique labels to each of the phrases in D, and (2) in each phrase S in H, store the label of the suffix S 2 : jSj and the label of the prefix S 1 : jSj , 1 . The label of newly inserted phrase can be jDj, the size of the dictionary. This enables both extend and contract operations to be performed in O1 time on the average: suppose the hash value of a given string S is h, and the label of S is`. To extend S with character a, we first compute the hash value h 0 of the string Sa. Among the phrases whose hash value is h 0 , the one whose prefix label matches the label of S gives the result of the extend operation. To contract S, we first compute the hash value h 00 of the string S 2 : jSj . Among the phrases whose hash value is h 00 , the one whose label matches the suffix label of S gives the result of the contract operation. Therefore, both extend and contract operations take expected O1 time.
Inserting a phrase in this data structure can be performed as follows. An insert operation is done only after an extend operation on some phrase S (which is in D) with some character a. Hence, when inserting the phrase Sain D its prefix label is already known: the label of S. Once it is decided that Sais going to be inserted, we can spend OjSj + 1 time to compute the suffix label of Sa. In case the suffix S 2 : jSj a is not a phrase in D, we temporarily insert an entry for S 2 : jSj a in the hash table. This entry is then filled up when S 2 : jSj is actually inserted in D.
Clearly, the insertion operation for a phrase R takes expected OjRj time.
A linear time implementation of LZW-F P. For any input T LZW-F Pinserts to D the same phrases with LZW. The running time for insertion in both LZW and LZW-F P(via the data structures described above) are the same; hence the total time needed to insert all phrases in LZW-F Pshould be identical to that of LZW, which is linear with the input size. Parsing with FPconsists of a series of extend and contract operations. We remind that: (1) the function f on characters of T is described as fi = where T i :` is the longest substring starting at T i , which is in D. The last value of i at which we started our final round of contracts is the value b m+1 . Notice that each character in T participates to exactly one extend and one contract operation, each of which takes O1 time via the data structures described above. Hence the total running time for the algorithm is On.
Experiments
In this section we describe in detail the data sets we used, and discuss our test results verifying how well our theoretical expectations were supported. "g (%) "c (%) "g (%) "c (%) "g (%) "c (%) "g (%) "c (%)
