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ABSTRACT
All-sky photometric time-series missions have allowed for the monitoring of thousands of young
(tage < 800 Myr) to understand the evolution of stellar activity. Here we developed a convolutional
neural network (CNN), stella, specifically trained to find flares in Transiting Exoplanet Survey Satel-
lite (TESS) short-cadence data. We applied the network to 3200 young stars to evaluate flare rates as
a function of age and spectral type. The CNN takes a few seconds to identify flares on a single light
curve. We also measured rotation periods for 1500 of our targets and find that flares of all amplitudes
are present across all spot phases, suggesting high spot coverage across the entire surface. Addition-
ally, flare rates and amplitudes decrease for stars tage > 50 Myr across all temperatures Teff ≥ 4000 K,
while stars from 2300 ≤ Teff < 4000 K show no evolution across 800 Myr. Stars of Teff ≤ 4000 K also
show higher flare rates and amplitudes across all ages. We investigate the effects of high flare rates on
photoevaporative atmospheric mass loss for young planets. In the presence of flares, planets lose 4-7%
more atmosphere over the first 1 Gyr. stella is an open-source Python tool-kit hosted on GitHub
and PyPI.
Keywords: PMS stars, Stellar activity, Stellar rotation, Convolutional neural networks, Time series
analysis
1. INTRODUCTION
Young stars are appealing targets for studying the
early stages of stellar and exoplanet evolution. Stellar
flares are energetic events caused by the reconnection
of magnetic field lines and there is evidence that they
abound on very active coronal sources, such as pre-main
sequence stars (Benz & Gu¨del 2010). Flare rates are of
particular interest due to their effects on the early stages
of exoplanet evolution. They have been seen to cause
phenomena such as increased photoevaporation of inner
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protoplanetary disks (Benz & Gu¨del 2010) and irrepara-
ble chemical changes to exoplanet atmospheres (Venot
et al. 2016). Flares can also expedite atmospheric ero-
sion (Lammer et al. 2007), particularly over the first few
hundred million years, when the atmospheres of young
planets are still contracting (Owen & Wu 2017).
The advent of high-precision time-series photomet-
ric missions, e.g. Kepler/K2 (Borucki et al. 2010) and
the Transiting Exoplanet Survey Satellite (TESS; Ricker
et al. 2014), have allowed for detailed studies of stellar
activity across both spectral type and age (e.g. Dav-
enport et al. 2014; Hawley et al. 2014). Using data
from the 4-year Kepler mission, Davenport (2016) iden-
tified ∼ 850, 000 flares across 4000 stars spanning G0 -
M4 spectral types and found a potential flare saturation
limit as a function of Rossby number. It was later noted
this sample may have significant pollution due to vari-
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able stars in this sample (Davenport et al. 2019). More
recently, Gu¨nther et al. (2020) conducted a flare search
of all two-minute cadence stars observed in Sectors 1
and 2 of TESS. Of the entire sample, they found 1228
flaring stars with a total of ∼ 8700 flares, with the most
flares occurring on > M4.5 dwarfs.
Stars are known to spin-down as they age (Soderblom
2010). The generation of magnetic fields is driven by
the conversion of kinetic to magnetic energy through dy-
namo theory. Notsu et al. (2013) and Candelaresi et al.
(2014) found flare rates decrease with rotation period, a
proxy for age (Noyes et al. 1984), and flare energy. Ad-
ditionally, Notsu et al. (2013) found that the magnetic
energy released by superflares identified in Kepler data
can be explained by the magnetic energy stored near
starspots, concentrated regions of magnetic field lines
(Dun et al. 2007). More recently, Ilin et al. (2019a)
identified and analyzed K2 data for the Pleiades, Prae-
sepe, and M67 and found a decrease in flaring activity
with an increase in age. There was a sharper decrease
in activity for stars with higher effective temperatures,
Teff .
Using short-cadence K2 light curves, Doyle et al.
(2018) explored the relation between starspots and
flares. The identified flares appeared to show no cor-
relation with the phase of the spot grouping, i.e. the
spottier hemisphere had similar flare counts to the less
spotty hemisphere. Doyle et al. (2018) also noticed that
faster rotators showed greater flaring activity. Repeat-
ing similar studies, Doyle et al. (2019) looked at 167 M
dwarfs and Doyle et al. (2020) looked at 158 G-M main
sequence stars in TESS short-cadence light curves ob-
served in Sectors 1-13. Again, they found no correlation
between the spot phase and flares at any energy.
Roettenbacher & Vida (2018) conducted a similar
study with a sample of 119 main-sequence stars observed
during the Kepler mission. Within this sample of stars,
Roettenbacher & Vida (2018) found that low-amplitude
flares are correlated with spot groupings. However, the
superflares followed similar trends and were detected
across all spot phases. Detailed studies of the Sun have
revealed that low-amplitude flares are associated with
the presence of sunspots (Zhang et al. 2008). While
Roettenbacher & Vida (2018) found similar trends to
that of the Sun, Doyle et al. (2018, 2019, 2020) did not.
The previously discussed flare detection studies relied
on detrending a light curve and using outlier detection
heuristics for identifying flare events. Most detection
algorithms apply similar statistical criteria to those de-
fined in Chang et al. (2015) on a detrended light curve.
The criteria defined in Chang et al. (2015) predomi-
nantly rely on at least three consecutive cadences that lie
≥ 3σ above the median of the light curve. Gu¨nther et al.
(2020) relied on fitting a spline to the underlying stellar
variability and identifying flare candidates as at least
six minutes (three cadences) of flux 3σ above the de-
trended light curve flux. Doyle et al. (2018, 2019, 2020)
removed the underlying spot modulation and marking at
least two consecutive cadences ≥ 2.5σ above the median
light curve as a potential flare. Roettenbacher & Vida
(2018) used a RANdom SAmple Consensus (RANSAC)
algorithm, which identifies and subtracts inliers (the un-
derlying light curve) before searching for outliers above
a given detection limit (Vida & Roettenbacher 2018).
The outliers are flagged as flare candidates.
However, light curve detrending has the potential to
remove low-energy flares because aggressive spot vari-
ability models can include cadences that may belong to
these flares. In turn, this could bias flare detection to-
wards the highest energy flares and affect modeled flare
energies. For example, Davenport et al. (2014) do not
find flares below ∼ 1033 ergs across a range of spec-
tral types. This is additionally true for having a set
outlier cut, where low-energy flares may not lie above
this threshold. Because individual flares are believed to
originate from the same physical processes, they exhibit
similar time evolution (Benz & Gu¨del 2010) and there-
fore similar characteristic shapes in photometric data.
Although at some point there will be a noise level to
the flare amplitudes we are able to detect, this proves
promising for using machine learning algorithms to iden-
tify such a feature.
Machine learning algorithms comprise a set of tech-
niques in which models are derived primarily from the
data presented to them. Generically, the key informa-
tive or distinguishing features of these data must also
be presented to the algorithms. However, in a subset of
techniques, deep learning algorithms can be presented
with raw data, and the models themselves identify the
critical informative features.
Several instances of machine learning have already
been applied to time series data for planetary and stel-
lar studies. Shallue & Vanderburg (2018) trained CNNs
to identify exoplanet transits and present discoveries of
new planet candidates. Ansdell et al. (2018) expanded
upon these techniques by including centroid positions
of the stars to train their CNN. All three methods re-
lied on detrended light curves and hand-labeled tran-
sit events. Pearson et al. (2018) also used CNNs to
search for new exoplanet candidates and trained their
network on simulated data with underlying stellar vari-
ability. They trained on light curves with underlying
photometric variability.
Young stellar activity 3
As young stars are more rapidly rotating than main-
sequence stars, it may be expected that these stars ex-
hibit higher flare rates. Due to the high magnetic activ-
ity and spot coverage of rapidly rotating stars (Montet
et al. 2017; Morris 2020), pre-main sequence (PMS) and
young (tage < 800 Myr) stars may prove to be excel-
lent targets for understanding the relationship between
starspots and flares. Here, we present the results of a
CNN trained to identify flares in short-cadence TESS
data as applied to young stars observed in Sectors 1-
20 of TESS. The CNN is part of the new open-source
software package, stella. Our analysis is aimed to bet-
ter understand flare statistics down to low energies, how
they relate to spot groupings, and general trends in flare
rates with respect to age and spectral type.
The paper is presented as follows: Section 2 will dis-
cuss the details of creating and validating the CNN. Sec-
tion 3 will describe the young stellar sample, rotation pe-
riod measurements, and flare identification used in this
work. Section 4 will present our analysis of the newly
identified flares with relation to spots and Section 5 will
provide a discussion on these results and implications
for exoplanets. We will conclude in Section 6.
2. THE CONVOLUTIONAL NEURAL NETWORK:
stella
Neural networks learn features from a training data
set that consists of input examples with corresponding
classifying labels. When presented with samples labeled
by a given class, supervised learning techniques are used
to optimize the network weights such that they collec-
tively identify sets of features relevant for those classes.
Neural networks are often referred to as “deep learning”
because they consist of a series of hierarchical compu-
tational layers, where each layer is made up of a series
of neurons, or scalar valued units (Aggarwal 2014). The
input to a neuron is calculated by weighting the out-
puts from neurons in the previous layer, then adding
a bias term and applying a non-linear activation func-
tion (Rosenblatt 1961). The activation function is a key
component of a neural network because it enables the
network to solve non-linear problems. For classification
problems (such as used in this work), the final output
of a neural network is normalized to a value between
0 and 1, which represents a ranking (but not necessar-
ily a probability, see Section 2.5) of the input example
belonging to the positive class (in our case, flares).
Fully connected neural networks are not designed to
explicitly account for spatial structure in data. Neu-
rons in a Convolutional Neural Network (CNN), in con-
trast, are only connected to local regions in the preced-
ing layer, allowing them to detect local features in the
data. CNNs are promising for astronomical purposes as
they can be optimized for computer vision tasks. This
means the algorithms can identify patterns and features
within complex data sets without requiring prior infor-
mation on said features. Stellar flares exhibit character-
istic shapes in time and flux space and therefore training
a CNN to identify this specific feature is promising. In
CNNs, a convolution layer applies filters to the data,
resulting in feature maps from each layer (LeCun et al.
2015). The weights in a given filter increase when they
see certain types of features in the data that they have
been optimized for, and this information is then fed into
the next layer. The number of feature maps, as well
as the complexity of the detected features, typically in-
creases with network depth. Pooling layers aggregate
values within small neighborhoods (strides) of neurons
along the input by calculating and outputting a sum-
mary statistic (e.g., mean, median, max) (Krizhevsky
et al. 2012). Pooling is primarily used to reduce the
number of input pixels to the next layer. This allows
the feature maps in the next convolutional layer to have
a wider view of the input but at lower resolution and
without increasing the number of trainable parameters.
Neural networks are useful for scientific research for
several reasons. First, they can in many cases outper-
form physically parameterized modeling or human in-
spection techniques in their prediction accuracy: this is
attributed to their flexibility in identifying critical data
representations that are indicative of important aspects
of the data with which they are presented. Moreover,
unlike human vetting, deep learning models are system-
atic, which is important for calculating metrics like oc-
currence rates. Neural networks are also typically fast
in the inference stage: once models are trained, it can
take just seconds to apply to hundreds of thousands of
new examples; similarly, they are sometimes upgradable,
such that improved models can be quickly re-trained
and applied to new data. However, networks can suf-
fer from challenges with bias and uncertainty quantifi-
cation. The data sets used to train a network contain
biases, which the network is optimized to represent. Ad-
ditionally, there are an increasing number of methods for
quantifying errors in networks, but it is an area of ac-
tive study to provide accurate and interpretable error
estimates.
2.1. Data preparation: Training, Validation, and Test
Sets
The TESS targets used in training, validating, and
testing the CNN are taken from Gu¨nther et al. (2020),
who searched for flares in the first two sectors of the
TESS mission. The light curves consist of integrated
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flux measurements taken at two minute cadence over
roughly 27 days; they were made publicly available
with the first TESS data releases through the Mikul-
ski Archive for Space Telescopes (MAST). Similarly to
Gu¨nther et al. (2020), we split each light curve into indi-
vidual orbits, and normalized the Simple Aperture Pho-
tometry flux (SAP flux) separately for each orbit.
For supervised learning tasks, neural networks require
input data that are uniformly sampled to train prop-
erly. For the inputs to the CNN implemented here, we
used a data set of one-dimensional time series where all
elements have the same number of 2-minute cadences.
We found that a length of 200 cadences provided enough
information about the baseline flux surrounding a given
flare. Longer baselines often predicted high probabilities
for both rotational signatures and flares instead of just
flares. This baseline also provided ample flare and non-
flare sets to train, validate, and test on. Following the
methods of Pearson et al. (2018), we ensured all known
flare peak times from the Gu¨nther et al. (2020) cata-
log were centered at the 100th cadence (i.e. centered).
Each of these light curve snippets are hereafter referred
to as a “sample.” All of the discussed steps (e.g. training
and ensembling a series of CNN models) in this section
are incorporated into the open-source Python package
stella.1 stella and the CNN architecture described
here, is specifically tailored for finding flares in TESS
short-cadence light curves and should not be applied to
other photometric time-series data.
2.2. Labels
We used a binary labeling scheme of “flare” and “non-
flare” for the samples (see Figure 1 for examples of the
samples). For the flare examples, we used the peak times
of flares identified by Gu¨nther et al. (2020). Non-flare
samples were centered on locations in the light curves
at least 100 cadences from a flare. Our final training set
contains 5389 hand-labeled flare examples and created
17684 non-flare examples for a 30% positive class data
set. We then randomly divided the data set into train-
ing (80%), validation (10%), and test (10%) sets. We
used the validation set to tune the network and train
hyperparameters and then used the test set to evaluate
the final model performance (Section 2.4).
Due to the detection limitations of the flare identify-
ing methods used in creating the training set, we en-
countered a few issues. First, not all flares, particularly
those at low-energy, were identified in the original cata-
log and therefore have a “non-flare” label in the training
set (Figure 4; false negatives). Second, we found the cat-
1 https://github.com/afeinstein20/stella
alog is off in peak flare time for some cases and therefore
have been classified as false positives when evaluating
the validation set. This is because the flare was not at
the center cadence of the example.
No Flare No Flare
0 100 200
Cadences
Fl
ux
Flare
0 100 200
Flare
Figure 1. Samples in the training set. Using flares iden-
tified in Gu¨nther et al. (2020), we created a training set of
non-flares (top) and flares (bottom), each of equal 200 ca-
dence length. The light curves were not normalized. We
include within the non-flare cases some examples of obvious
spot modulation (upper right) so the CNN will ignore this
variability and focus on the characteristic flare shape.
2.3. Network Architecture & Training
Our CNN architecture, shown in Figure 2, is im-
plemented in tf.keras, which is TensorFlow’s (Abadi
et al. 2016) open source, high-level implementation of
the Keras API specification (Chollet & others 2018).
The network consists of a one-dimensional convolutional
column with global max pooling and dropout, the results
of which are flattened and fed into a series of fully con-
nected (or “dense”) layers ending in a sigmoid function
that produces an output in the range [0,1]. This out-
put loosely represents the “score” of how likely a given
example is a flare (1) or non-flare (0) event.
The usage of global max pooling and dropout are stan-
dard practices with state-of-the-art CNNs (e.g., Ima-
geNet; He et al. 2016) to improve model performance.
Max pooling downsamples the feature maps in a given
layer by “pooling” (taking the maximum of) the out-
put neurons within a given region, which can reduce the
number of model parameters while increasing general-
ization (e.g., Lin et al. 2013). Dropout helps prevent
model over-fitting by randomly “dropping” (or setting
to zero) some fraction of the output neurons in a given
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layer during training to prevent the model from becom-
ing overly dependent on any of its features (Srivastava
et al. 2014).
Training neural networks involves inputting samples
and then minimizing a cost function that measures how
far off the network’s predictions are from the truth. This
is done through back propagation, which updates the
model parameters to reduce the value of the cost func-
tion. For model training, we used the Adam optimiza-
tion algorithm (Kingma & Ba 2014) to minimize the bi-
nary cross-entropy error function. The Adam optimizer
was run with a learning rate of α = 10−3 (this con-
trols the degree to which the weights are updated with
each iteration), exponential decay rates of β = 0.9 and
β = 0.999 (for the first and second moment estimates),
and  = 10−8 (a small number to prevent any division
by zero in the implementation).
2.4. Model Evaluation
The exact model architecture, kernel sizes, etc. were
chosen based on a trial and error approach to avoid over-
fitting the model. Over-fitting was evaluated using four
standard machine learning metrics: accuracy, precision,
recall, and average precision. Accuracy is the fraction
of correct classifications by the model for both classes
(flares and non-flares), at a given threshold for decid-
ing when the model output becomes a positive class; we
use a threshold of 0.5 for our accuracy calculations and
overall analysis. Precision is the fraction of flares clas-
sified as flares that are true flares, while recall is the
fraction of true flares recovered by the model. The av-
erage precision summarizes the precision-recall curve as
the weighted mean of precisions achieved at each thresh-
old, i.e. it is the area under the precision-recall curve
evaluated across various threshold values, not just 0.5,
as the precision is.
We use model ensembling to produce a distribution
of 10 independently trained versions of the same model
with different random parameter initializations. We
then average the predictions across the 10 models and
evaluate the above mentioned metrics to establish more
robust classifications. Diagnostic plots for the perfor-
mance of the 10 stella models are shown in Figure 3.
The left column demonstrates the evolution of the ac-
curacy (top) and loss (bottom) functions for both the
training and validation sets. As the accuracy converges
towards 1 and the loss towards 0, we note that the mod-
els are not being over-fit to the data. The receiver op-
erating characteristics (ROC; top right) visualizes the
trade-off of true- and false-positive rates identified in
the validation and test sets. The ROC is summarized
by the area under the curve (AUC), where an AUC ∼ 1
SIGMOID OUTPUT
(0,1)
CONV-7-16
MAXPOOL-2
DROPOUT 0.1
CONV-3-64
MAXPOOL-2
DROPOUT 0.1
FLATTEN
DENSE-32
DROPOUT 0.1
LIGHT CURVES
Figure 2. The architecture of the stella CNN. The train-
ing set consists of “flare” and “non-flare” cases, where flares
are in the center of a 200-cadence section of the light curve.
“CONV-<kernel size>-<number of filters>”: a 1D convolu-
tional layer with affiliated parameters. “MAXPOOL-<pool
size>”: 1D max pooling tensor. “DROPOUT-<dropout
fraction>”: Drops out fraction of input units to prevent
over-fitting. “DENSE-<units>”: Creates densely-connected
layers of specified units. “SIGMOID OUTPUT”: “score” of
being part of the positive class.
reveals the classification was successful. We obtain an
AUC of 0.997 ± 0.002 and 0.993 ± 0.002 for the vali-
dation and test sets, respectively. The precision-recall
curves for the validation and test sets are shown in the
bottom right of Figure 3.
Ensembling makes comparisons between different
model architectures more robust because it averages
over the stochastic differences in the individual models
due to their different random parameter initializations.
Moreover, ensembling improves model performance be-
cause the individual models can perform slightly better
(or worse) in different regions of input space, in par-
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Figure 3. The results of training 10 stella models demon-
strated through several standard metrics. Each model was
initialized with a different random seed. The left column
demonstrates the evolution of the accuracy (top) and loss
(bottom) functions for the training and validation sets over
the number of epochs trained on. The right column evaluates
the performance of stella on the validation and test sets
through the receiver operating characteristics (ROC; top)
and the precision-recall curve (bottom). The line represents
the median curve. The shaded regions represent the 5th and
95th percentiles across the 10 models.
ticular when the training set is small and thus prone
to over-fitting. The ensembled results for the test set
are: 0.9844 (accuracy), 0.9878 (precision), and 0.9419
(recall). The average precision is 0.9923. We show the
confusion matrix with examples of typical light curves
in each category in Figure 4.
Additionally, we run a k-fold cross-validation on the
combined training and validation sets. Cross-validation
is a method of evaluating model generalization perfor-
mance that is more robust than using training and test
sets; in k-folds cross-validation, the data are instead split
repeatedly into k parts of equal size and multiple models
are trained (here we use k = 5). We show the results of
this in Figure 5 to illustrate how the model performance
changes with flare amplitude; as expected, smaller flares
are more difficult to classify.
2.5. Determining Probabilities of Events
The output of a neural network classifier is in general
not a probability (Niculescu-Mizil & Caruana 2005), but
rather a ranking or score of a given example being asso-
ciated with the positive class (in our case, a true flare).
In some cases, however, the network output may hap-
pen to be calibrated such that it is a good estimate of
the probability. To test whether this is the case, we cal-
culated the fraction of models across our ensemble that
True Negatives (99.7%) False Positives
Time
No
rm
al
ize
d 
Fl
ux
 +
 O
ffs
et
False Negatives True Positives (94.2%)
Figure 4. The confusion matrix for the stella test set.
The vertical gray dashed line shows the location of the flare.
These samples have been re-scaled so the relative sizes are
meaningless; they are offset for clarity. The flares identified
as false negatives tend to have flare shapes that deviate from
typical positive samples and are probably under-represented
in the training set. False positives have flare-like shapes, and
could either be noise structures identified as flares or true
flares which were unlabeled in the test set due to limitations
of previous flare-identifying techniques. The percentages rep-
resent the percent of that class recovered in the validation
set.
0 2 4 6 8 10 12
Flare Amplitude [%]
0.92
0.94
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1.0
M
et
ric
Precision
Recall
Average Precision
Figure 5. The results of how each evaluation metric (leg-
end) changes with flare amplitude. The lines are the averages
of the cross-validation k-fold results, while the shaded regions
show their standard deviations in each amplitude bin. We
use a threshold of 0.5 to calculate the recall (dashed green
line), while the average precision (solid purple line) does not
require choosing a threshold value.
return the flare classification (assuming a threshold of
0.5) for each example in the test set. We then made
a histogram of these values with bins spaced such that
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there were the same number of targets in each bin. For
each bin, we then calculated the fraction of true flares
using the known labels and compared this value to the
fraction of flare classifications by the model: if the model
output happens to be calibrated, then these two values
should match in each bin. The results are shown in Fig-
ure 6, which illustrates a monotonically increasing func-
tion near the one-to-one line, indicating that the model
is indeed fairly well calibrated and we can use our model
output as a rough estimate of probability. We note that
there is no measure of uncertainty associated with each
classification.
0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Models in Ensemble Designating Target as Flare
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Figure 6. The output of the CNN is not a probability and
needs to be calibrated to such. Here, we demonstrate that
the output value of the CNN (x-axis) corresponds very well
to the true fraction of flares (y-axis) and thus no calibration
needs to be completed. The output of the stella CNN can
be taken as a true “probability.” A one-to-one line is plotted
in teal.
3. ANALYSIS
We applied the trained CNN to young stars observed
at TESS short-cadence for flare identification. Young
stars are known to be more active than main sequence
stars. Tracing the evolution of flaring activity can pro-
vide insight into the first few hundred million years of a
star or planet’s life.
3.1. Selecting the Young Stellar Population
The young stars selected for this sample are high-
confidence (> 50%) members of nearby young moving
groups, young open clusters, OB associations, and star
forming regions (see Table 1). Each of these stellar
populations are comprised of coeval stars with common
kinematics spanning a broad range of masses (Zucker-
man et al. 2004). The ages of the stellar populations
evaluated in this study range from ∼ 1−800 Myr. Thus
they are powerful tools for understanding stellar prop-
erties as a function of age and sample key early times in
the formation and evolution of stars and planets.
After compiling a list of candidate young stars by
aggregating selected TESS Guest Investigator pro-
posals and data from Faherty et al. (2018), we used
astroquery to access Gaia DR2 to retrieve proper
motions, parallaxes, radial velocities (when available)
for the stars (Gaia Collaboration et al. 2016, 2018).
We used derived effective temperatures, Teff , for the
stars from the TESS Input Catalog (TIC) V8. We used
BANYAN-Σ2 to reconfirm and assign population member-
ships (Gagne´ et al. 2018). Using the stars’ kinematics,
BANYAN-Σ derives a Bayesian probability of membership
to 27 known coeval populations. We include stars with
membership probabilities ≥ 50%, which yields a sample
of 3193 stars observed at two-minute cadence observed
in Sectors 1-20 (Table 1). In this sample, 2345 of the
stars were observed in a single sector, 609 in two sectors,
103 in ≥ 3 sectors, and 7 in 13 sectors (the continuous
viewing zone) of TESS data.
3.2. TESS Light Curve Pre-Processing
We used lightkurve3 to download the target pixel
files (TPFs) for all stars in our sample. In general,
the Science Processing Operations Center (SPOC) pre-
processed light curves were used with the pipeline de-
fault aperture. However, we found for several faint Tmag
> 14 stars, the pipeline was returning higher than ex-
pected scatter or negative flux-value light curves. Specif-
ically, we found the background model generated was
over-correcting for some sources, seen in two examples
in Figure 7, where the baseline background flux is not
centered around 0.
To mitigate this issue, and for consistency, we com-
pleted our own light curve background subtraction and
aperture photometry. We follow the 1D background es-
timation in Feinstein et al. (2019a), subtract this back-
ground model from the 2-minute TPFs, and extract
photometry using the SPOC identified aperture for all
sources.
In addition, we use the pipeline-assigned quality flags
to mask bad regions in the light curve. We use cadences
with quality flags 0 and 512. Upon visual inspection, we
found that quality flag 512 (“impulsive outlier removed
before cotrending”) at times removes the peak of flares
across a range of amplitudes. To mitigate potential bi-
ases while calculating flare energies, we included this
quality flag in the catalog. We additionally removed the
first 200 cadences of each orbit to minimize Earthshine
contamination.
2 https://github.com/jgagneastro/banyan sigma
3 http://docs.lightkurve.org
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Figure 7. Localized background subtraction (green; based
on Feinstein et al. 2019a) was performed to protect against
background over-fitting (purple; default TESS pipeline back-
ground). Light curves are shown in the left column; back-
ground estimations are in the right column. The baseline
background flux from the standard pipeline is greater than
that of the localized background, suggesting over-fitting. Top
is TIC 435801086 observed in Sector 11. Bottom is TIC
007652166 observed in Sector 5.
3.3. Measuring Rotation Periods
One of the primary goals of this work is study the
correlation of flare events and starspots. The rotation
period (Prot) of a star can be measured through photo-
metric spot variability. Thus, we created a sub-sample
of stars with measurable rotation periods to explore the
relationship between flares and spots. Rotation periods
for stars observed in multiple sectors were identified per
sector. We limited measured periods to Prot < 12 days;
we found the contamination from Earthshine at the end
of each orbit resulted in a strong periodic signal. Young
stars are known to have short rotation periods, on the or-
der of a few days, so this additional upper limit does not
dramatically bias our sample (Barnes 2003). Statistics
of the stars in our entire sample can be seen in Figure 8
and Table 1.
We used a Lomb-Scargle periodogram implemented in
astropy to identify rotational signatures (Lomb 1976;
Scargle 1982). We defined a set of criteria for the peri-
odogram to pass in order to remove weak or non-existent
rotation periods, highly unlikely rotation periods, or
light curves that are dominated by noise or data gaps.
The criteria as as follows: (A) the period must be less
than 12 days; (B) the width of a Gaussian fit to the
peak power must be less than 40% of the peak period;
(C) the secondary peak in the power spectrum must be
4% weaker than the primary peak. Letters above corre-
spond to a row in Figure 9 as examples for each criterion:
each one reduces the possibility of catching a light curve
that does not have a rotation period.
Resonances of the peak period are masked before iden-
tifying the second strongest period in the periodogram.
For stars observed in multiple sectors, we compare the
rotation periods measured from each sector to the mode
from all sectors. Additionally, we searched the second
strongest power in the periodogram as we found, on oc-
casion, the strongest period was caught by contamina-
tion in the light curve. Half the period and twice the
period were each compared to the mode of the sample;
if the period agreed within 0.1 days, it was considered
a reliable measurement. In total, we measured rotation
periods for 1513 stars. The resulting rotation periods for
stars observed in multiple sectors can be see in Figure 10.
The rotation periods are in good agreement across dif-
ferent sectors, sometimes varying as half or twice the
periods, which is accounted for in the final median ro-
tation period.
The rotation periods for all stars are plotted as a func-
tion of Gaia Bp − Rp color and colored by age in Fig-
ure 11 (top). There is a clear artificially induced break
at Prot > 12 days, as a result of our rotation period met-
rics. Stars > 9000K were visually inspected for signs of
rotation periods. It is possible that spot variability are
from a binary companion to these hot stars, however
for this analysis we assume this is not the case. The
elbow at Bp − Rp = 2 is seen in other gyrochronology
studies (e.g. Curtis et al. 2019). The most likely asso-
ciated young population membership were assigned by
BANYAN-Σ and ages for each population is listed in Ta-
ble 1.
3.4. Identifying Flares
The data used to train and validate the CNN required
the flare to be at the center of each example. To pre-
dict where flares occur in other light curves, we used
the CNN as a sliding box (with a baseline of 200 ca-
dences) detector where each cadence is centered within
the new examples, similar to the methods of Pearson
et al. (2018). This removed biases for finding flares that
may or may not have occurred in the center of an exam-
ple if we evenly divided the light curve into 200 cadences.
As flares appear towards the center of the sliding box,
the probability assigned to that cadence increases, as
seen in Figure 12. Each light curve was fed into the 10
stella models described in Section 2.4. The output pre-
dictions from each model were averaged per light curve
and used for flare identification.
We considered every point in the “probability”-light
curve above a threshold of 0.5 to be a potential flare.
Consecutive cadences of greater than the threshold were
considered to be part of the same flare. The amplitude
of the flare is defined as the point in the series with ei-
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Figure 8. The sample of young stars selected in this study. The top plot displays the locations, colored by age, of the sample
across the sky in RA and Dec. Gray points which do not meet > 50% probability of membership to a given young population.
The bottom left plot is the distribution of Teff . The bottom right plot is the distribution of TESS magnitudes, Tmag.
ther the highest probability or, if several cadences share
the same probability, the corresponding maximum nor-
malized flux. Examples of identified flares can be seen in
Figure 12, where cadences are colored by the averaged
probability identified with our ten CNN models. Both
light curves were fed into the CNN as is. As the CNN
requires 200 sequential cadences, without data gaps, the
first and last 200 cadences of each orbit are ignored (Fig-
ure 12, “large” regions light green points).
Per each flare, we extract parameters by computing
a χ2-fit to an empirical flare model (Walkowicz et al.
2011; Davenport et al. 2014). We chose to model the
flares by a sharp Gaussian rise and an exponential decay.
The localized underlying stellar variability was removed
before fitting the flare model by linearly interpolating
across 100 cadences before and after the flare, where
the flare itself is masked, and dividing this model from
the light curve. Although flares sometimes show more
complex structure, we found this simple model to result
in reasonable fits to the flare amplitudes.
The CNN provides a good initial guess for where flares
are located. However, due to a lack of completeness for
flares down to low energies in the training set, we include
minor additional checks that the event was a potential
flare. Such checks include: (1) the amplitude of the flare
must be 1.5σ ≥ the locally detrended light curve, (2) the
cadence directly following the amplitude must be 1σ ≥
the detrended light curve (i.e. at least 2 consecutive
outlier points are considered part of a flare), (3) the
cadence before and after the flare amplitude must be
less than the amplitude.
4. RESULTS
In total, we identified 23,070 flares across the 3193
stars in our sample. Of these, 19,320 had amplitudes
< 5% in the TESS bandpass. Figure 11 (bottom) shows
Gaia color plotted against Prot, colored by maximum
flare amplitude found per star and fit with stella.
There is a noticeable decrease in maximum flare am-
plitude at Gaia Bp − Rp < 2, where Bp − Rp = 2 cor-
responds to Teff ≈ 4000K. Within this sample, we see
very few to no stars hotter than 4000 K that experience
flares larger than 5-10% increase in the base flux, while
there is a range of large flares for those cooler than this
cutoff. Sun-like stars and hotter, there is a clear drop-off
in flares, with only 3 displaying flares that double the
measured flux of the star.
4.1. Flare Rates as a Function of Age and Temperature
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Figure 9. Examples of light curves (left column) and cor-
responding Lomb-Scargle periodogram (right column) that
did not pass one of the criteria used to find reliable peri-
ods. (A) TIC 3837491. There was no period measured for
this light curve, thus resulting in a best-fit period of 12. We
limit rotation periods to Prot < 12 days to avoid periodic
Earthshine signals at the beginning or end of each orbit in
a given sector (B) TIC 408017296. A period of Prot < 12
days was measured, however the width of the power peak
is greater than expected, and there is no noticeable peri-
odic variability in the light curve. This may be due to poor
background correction and large Earthshine contamination.
(C) TIC 250419751. The periodogram shows 2 potentially
strong periods, even after masking resonances of the most
likely rotation period. (D) TIC 1273249. A reliably mea-
sured rotation period with clear variability in the light curve.
The flare rates are evaluated as a function of both stel-
lar effective temperature and age. Figure 13 is binned
by flare amplitude and colored by ages tage ≤ 50 Myr
(black) and tage > 50 Myr (orange) and each subplot
represents different spectral types. Flares are binned in
log-space and range from 0.3-100% flare amplitude bin
sizes. Low-mass stars exhibit greater flare rates across
all amplitude bins and more high-amplitude flares, with
a tail for M dwarfs extending out to 250% (2.5× the
normalized light curve). The tail extends across all ages
in the sample. No flares were seen on Teff ≥ 6200 K and
age tage > 50 Myr. Teff ∼ 6200 K roughly corresponds to
the Kraft break (Heger et al. 2000). Thus a change in in-
ternal structure may be the cause of such a lack of flares.
Trends as a function of age are better seen in cases where
the younger stars generally have more flares and higher
amplitude flares than their older counterparts.
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Figure 10. A comparison of measured rotation periods of
the same star observed across multiple sectors. A one-to-one
guiding line is plotted in green. Vertically aligned points rep-
resent measured rotation periods from the same star. 85% of
rotation periods are consistent between sectors. Dashed lines
represent periods that are twice and half the Prot measured
in the first observation.
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Figure 11. The rotation period distribution as a function
of Gaia Bp − Rp color. Top plot is colored by age; bottom
plot is colored by maximum flare amplitude found on that
star. Bp − Rp = 2 roughly corresponds to Teff ≈ 4000K, as
provided by Gaia. There is a clear drop-off in large flares at
Teff ≈ 4000K (bottom), where hotter stars do not have as
strong flares, regardless of Prot.
Figure 14 evaluates flare rates separated by tempera-
ture, that which matches the maximum flare amplitude
drop-off in Figure 11, and binned in age ranges. Across
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Figure 12. Examples of light curves colored by the average “probability” as determined by the ten ensembeled CNN models.
An individual flare from each star is highlighted and displayed in the right column. The probability the cadence is part of a
flare increases from yellow to purple. Light green areas at the beginnings and ends of continuous observations were ignored
by the CNN due to large gaps in the data. Flares are seen to be easily distinguishable from differing spot modulation, which
consistently has a low flare probability.
all age ranges, stars hotter than 4000K (green) uniformly
display smaller flare rates and amplitudes. The cooler
stars have relatively consistent flare rates for both low
and high-amplitude flares in each age bin, demonstrat-
ing an overall level of heightened activity for these stars.
There may be a slight increase in high-amplitude flares
and flare rates between 1-20 Myr and 30-45 Myr stars
cooler than 4000K. This may be due to the fact that low-
mass stars evolve more slowly onto the main sequence.
These results are similar to those presented in Ilin et al.
(2019a). However, the ages explored in this sample are
much younger than theirs.
Additionally, we combined the subplots of Figure 14
into flare frequency distributions (FFD) for Teff ≤
4000 K and Teff > 4000 K. A power-law was fit to each
FFD, with the same bin sizes. The slope of each was
found to be α≤4000 = −1.18 ± 0.02 and α>4000 =
−1.33±0.10, which are within a 1.5σ agreement between
the samples. With TESS’s extended mission, more data
on same and different young stars may reveal a more
significant difference in FFD slope as a function of tem-
perature.
4.2. Correlation between Spots and Flares
The phase of the light curve was then mapped using
the best-fit or averaged (if observed in multiple sectors)
rotation period. One full rotation period has a range
of phases: −0.5 < φ < 0.5, where the peak of the spot
modulation is at φ = 0. The phase was mapped at each
orbit. Partial rotations near the beginning/end or orbit
gap were extrapolated from the surrounding full rotation
periods.
Figure 15 shows a histogram of flares with respect to
phase, where the φ bin sizes are 0.04. Low- (< 5%, pur-
ple) and high- (≥ 5%, yellow) amplitude flares are sep-
arated. For both samples, there is a consistent spread
in number of flares at each phase. These results are
broadly consistent with those of Notsu et al. (2013);
Doyle et al. (2018, 2019, 2020). These previous stud-
ies have looked at flare rates versus phase for samples of
size ∼ 100− 200, here we find the same effect with sam-
ple size 1500. Taken together, we interpret Figure 15
as evidence for magnetic active region coverage that is
large and mostly uniformly distributed in longitude.
Starspots are dark regions on a star originating from a
concentration of magnetic field lines in the photosphere.
As such, it is believed that flares will likely occur near
these concentrations, as seen on the Sun (Dun et al.
2007; Zhang et al. 2008). By fitting a sine-wave to the
overall sample of flares presented in Figure 15 at the
same phase as the x-axis, we find a 3% difference in the
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Figure 13. Flare rates broken down by effective temperature and colored by age, where black bins represent stars tage ≤ 50Myr
and orange represent tage > 50 Myr. Temperature ranges are labeled in each subplot. There is a noticeable drop-off in flare rate
and amplitude as the star’s temperature increases. M and late K dwarfs (2300 ≤ Teff ≤ 4000 K) experience similar flare rates
and amplitude across the entire range of our sample. We do not recover any flares on stars 6200 ≤ Teff ≤ 15000 K older than
50 Myr.
flares between φ = 0 and φ = ±0.5. This small phase
dependence means that the projected filling factor of
stellar active regions remains relatively constant as seen
from our viewing location. The on-average 2% spot-
induced variability seen in the TESS light curves must
be the result of a stars covered in starspots, with only
slight differences between the most-spotted and least-
spotted projected hemispheres. In the TESS bandpass
(600-1000 nm), the Sun would be observed to have part-
per-thousand variability. The surfaces of the stars in
our sample would be very different compared to the
Sun. Stellar active regions on this sample of young stars
exhibit a large coverage fraction, with a large degree
of longitudinal symmetry. Such symmetries can arise
from potentially few, but large spots, very many small
spots, circumpolar or polar spots on inclined stars, or
active latitudes peppered with spots (Rackham et al.
2018; Guo et al. 2018). The latitudinal distribution of
starspots as a function of age is generally unknown, with
evidence for circumpolar starspots on both young and
evolved stars (Donati & Landstreet 2009; Roettenbacher
et al. 2016). Such high-latitude structures may act to
mask the mapping from lightcurve amplitude to total
starspot coverage (Guo et al. 2018) as spots remain in
view on moderately inclined stars. Such viewing angle
effects could explain the relatively uniform frequency of
flares with rotational phase.
Nearly 10 years of observations of the T Tauri star
V410 Tau concluded in a relative coverage from 29-41%
coverage on the less spotted hemisphere to 61-67% on
the more spotted hemisphere (Grankin 1999). LkCa
4 was found to have a total starspot coverage frac-
tion of 74-86% on LkCa 4, for an asymmetric-to-total
spot coverage ratio of 15% (Gully-Santiago et al. 2017).
Detailed studies of low-mass members of the Pleiades
(∼ 112 Myr) suggest ∼ 30% and ∼ 50% spot coverage
may be common for young M and K dwarfs, respectively
(Stauffer et al. 2003; Fang et al. 2016). With such vary-
ing differences of spot coverage star to star, but with
consistency in significant coverage up to 112 Myr, de-
tailed studies of each star with spot modulation would
need to be completed to truly understand the underlying
distribution of spots.
However, understanding the coverage fraction of spots
does not provide insight into the shape and nature of the
spots. Rackham et al. (2018) modeled light curves with
varying spot coverage levels with both small (Sun-like,
Rspot = 2
◦) and large (Rspot = 7◦). For the similar
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Figure 14. Flare rates broken down by age and colored by effective temperature, where purple bins represent Teff ≤ 4000K
and green bins represent Teff > 4000K. Across all ages, stars cooler than 4000K exhibit higher flare rates and stronger flares.
Age ranges are labeled in each subplot.
level of spot coverage, the large spots resulted in higher
spot variability amplitudes than that of the small spots.
They also concluded the relationship between spot cov-
erage and observed variability is nonlinear.
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Figure 15. Histogram of flares as a function of phase along
a light curve. Yellow are super-flares (≥ 5% flux increase)
and purple are < 5% flux increase. Flares are seen across
all phases, which suggests both hemispheres could host spot
groupings and the variability seen is the differences in spot-
tiness. Bin sizes correspond to φ = 0.04.
Morris (2020) estimated the spot coverage of 531 F-K
type stars across 10 Myr - 4 Gyr finding spot coverage
decreases exponentially as ∝ t−0.37, where t is stellar
age given in Gyr. For the sample presented here, this
would suggest a spot coverage of 1− 13% for the oldest
to youngest stars. Even when broken down by age, Fig-
ure 15 remains relatively constant across phase. This
suggests that even at older ages, the total spot coverage
fraction must be very large and may be underestimated
from light curve-based methods, which are largely only
sensitive to hemispherical asymmetries and rely heavily
on uncertain geometrical assumptions on the longitudi-
nal spot distribution.
5. DISCUSSION
5.1. Comparing to Previous Flare Identification
Methods
We completed an injection-recovery test to compare
the results of the CNN to previous methods. stella
was trained on real flare events; injected flares do not
perfectly model such events. Therefore, we do not ex-
pect the performance of stella on this sample to be
identical to the performance on real data, and the re-
sults of this test should be viewed as an imperfect esti-
mate of the effectiveness of the predictive model. The
results of this test thus do not provide a definite result
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of how well stella is doing compared to previous meth-
ods. In order to completely quantify the differences, a
more detailed study would need to be completed, which
is beyond the scope of this analysis.
The injected flare amplitudes were randomly chosen
from a normal distribution centered around a 4% flux
increase from the baseline light curve. Ten flares were
injected in 2263 of the light curves, those with mea-
sured rotation periods, in our sample. The injected
light curves were then processed using the stella CNN
and flare identification module. To compare to previous
methods, we chose to follow the methods of Chang et al.
(2015) (Equations 3a-d), which have been used for flare
analyses for both Kepler and K2 data (Davenport 2016;
Ilin et al. 2019b). We used a Savitsky-Golay filter of
window length = 15 (Davenport 2016), as implemented
in lightkurve, to detrend the spot modulation in the
light curves before applying the flare heuristics. An ag-
gressively small kernel size was used to combat the range
of rotation periods measured in the sample.
We used a probability threshold of 0.5 for positively
identified flares with stella. The injected flares may
not perfectly represent the real astrophysics behind a
flare, which the CNN was originally trained on. As
such, an injection recovery provides useful guidance for
comparison between methods, and should not be inter-
preted as a definitive efficacy. Nevertheless, the injected
flares can provide some insight into overall trends in
flare detection. While both methods recover all flares
of amplitudes greater than 11% flux increase, there is
a steep drop-off in recovered low-amplitude and gener-
ally lower energy flares for previous methods. The CNN
is able to recover 80% of injected flares below 5% flux
increase. The resulting distribution of recovered flares
with stella is similar to the injected sample, while pre-
vious methods are more centered at higher-flare ampli-
tudes and do not accurately represent the underlying
distribution of injected flares.
5.2. Largest Discovered Flares
A selected sample of some of the highest amplitude
flares recovered in this work are shown in Figure 16. The
light curves have been normalized and are labeled by the
best age estimation for that star. The best-fit young
population membership and stellar parameters are pre-
sented in the figure caption. There is clear underlying
spot modulation for most of the stars plotted (left col-
umn) and the superflare is highlighted with a different
y-scale limit to the right. These four stars span a tem-
perature range of Teff = 2800 − 3200 K and luminosity
values between 0.001− 0.02L, as provided in the TIC
and are representative of all stars with flares amplitudes
≥ 100%.
The equivalent duration (ED), or area under the flare
light curve, and the luminosity can be combined to esti-
mate flare energy in the TESS band. We use the simple
flare model described previously to estimate the ED.
Note that the flare models used are a rough estimate.
Large flares are sometimes found to be followed by lower-
energy sympathetic flares, which extend the exponential
decay (Davenport et al. 2014). The models used to esti-
mate the ED and energy of these flares does not include
this potential feature.
The resulting flare energies, in ascending age order
for the targets displayed in Figure 16 (TIC 24721262,
TIC 77954300, TIC 206544316, and TIC 44678751), are:
3× 1035, 1× 1037, 7× 1036, and 2× 1037 erg. The ‘Car-
rington’ superflare event on the Sun in 1859 released
∼ 1032 erg, which is several orders of magnitude weaker
than the strongest flares found in this work (Carrington
1859; Hodgson 1859). Using the V, J, H magnitude re-
lation in Stassun et al. (2017) and the measured flare
amplitude, we find the change in magnitude for these
stars during the flares to be ∆V = 3.22, 4.11, 3.52, and
4.21 for the latter three targets. Flares are treated as a
9000 K blackbody (Kretzschmar 2011). As there was no
V magnitude available for TIC 24721262, we used the G
magnitude as an estimation.
5.3. Repercussions for Exoplanets
As the confirmed number of low-mass stars hosting
exoplanets increases (e.g. Feinstein et al. 2019b; Gillon
et al. 2017; Gu¨nther et al. 2019; Luger et al. 2017; Kos-
tov et al. 2019), so too does the need to understand
the environment in which these planets grow and reside.
High flare rates and high-energy radiation of main se-
quence stars have raised questions about the habitabil-
ity of these planets. It could inhibit the evolution of life
through the suppression or destruction of an atmosphere
(Tilley et al. 2019). Or, flares could create prebiotic
molecules to ignite complex chemistry required for life
and allow for increased greenhouse warming (Airapetian
et al. 2016).
Both the frequency and energy of the flares can affect
exoplanet atmospheres. Simulations of the flares from
AD Leo, an active M dwarf, on two different modeled
planets found that a single high-energy flare (E∼1034erg;
Hawley & Pettersen 1991) was sufficient enough to ir-
reversibly alter the chemical composition of the atmo-
spheres (Venot et al. 2016). Specifically, the relative
abundances of hydrogen, ammonia, carbon dioxide, ni-
tric oxide, and hydroxide as a function of atmospheric
pressure were significantly different ∼ 30, 000 years after
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Figure 16. A few examples of the largest recovered flares
in the sample in increasing age order. The flares are high-
lighted in gray and plotted with a different y-scale in the
right column. (A) TIC 24721262 is a member of the β Pic-
toris moving group with Teff = 2836K and L/L = 0.001.
(B) TIC 77954300 is a member of the Octans association
with Teff = 3171K and L/L = 0.017. (C) TIC 206544316
is a member of the Tucana-Horologium association with
Teff = 3237K and L/L = 0.021. (D) TIC 44678751 is a
member of the AB Doradus moving group with Teff = 3201K
and L/L = 0.011. Note the changes in y-axis, with the
largest flare occurring on the oldest star of this sub-sample.
Stellar parameters were obtained from TIC V8.
a flare was injected, concluding that planets around very
active stars are constantly and permanently altered by
these events. The highest-amplitude flares in Figure 16
are 1-3 orders of magnitude larger than the flare for
AD Leo. Although Segura et al. (2010) found the en-
hanced UV radiation did not affect the habitability of
an Earth-like planet around AD Leo, they did not ac-
count for short-duration high-energy flares. Vida et al.
(2017) analyzed the flares produced by TRAPPIST-1 in
the available K2 light curve and concluded that both the
high frequency and energies are likely disadvantageous
for life.
Only a handful of transiting exoplanets around young
stars are known (e.g. K2-25, K2-33, DS Tuc Ab, and
V1298 Tau bcde; Mann et al. 2016; David et al. 2016;
Benatti et al. 2019; David et al. 2019a,b; Newton et al.
2019). The atmospheres of these planets are believed to
be highly extended and rapidly evolving. The “radius-
gap” in Kepler planets at ∼ 1.6R⊕ has been theo-
rized to the be result of significant photoevaporation
of atmospheres within the first 100 Myr (Owen & Wu
2017). The models from (Owen & Wu 2017) considered
a higher background UV environment for the exoplanet
atmospheres, but did not include flares. The results
presented here suggest high flare rates and amplitudes
within the first 125 Myr for stars Teff > 4000 K. Cooler
stars demonstrate high rates across 800 Myr.
We combined the methods described in Owen & Wu
(2017) and Owen & Campos Estrada (2020) to study
the evolution of atmospheric mass of an exoplanet over
time. Additionally, the equations were modified to ac-
count for “flare-like” events, or short bursts of high-
energy luminosity. We evaluated the potential impact
of flares on V1298 Tau d, a 23 Myr old 6.41R⊕ planet
at a = 0.108 AU separation discovered with K2 (David
et al. 2019a). The following additional assumptions
about the planet were made: (1) the iron fraction in
the core, Xiron = 1/3; (2) the ice fraction in the core,
Xice = 0; (3) the mass of the core, Mcore = 5M⊕; (4)
the mass loss efficiency, η = 0.2. The mass-loss rate due
to photoevaporation is then given by
M˙ = η
piR3pLHE
4pia2GMcore
f(A), (1)
where LHE is the luminosity of high-energy photons
from the star, Rp is the radius of the planet, a is the
semi-major axis (Owen & Wu 2017), and f(A) is a fac-
tor of mass-loss rate increase as a function of flare am-
plitude, A. This factor in the presence of a flare follows
the relations found in Bisikalo et al. (2018), and takes
the form of f(A) = 0.95A2.6. Flare amplitudes were in-
jected up to 100× the base luminosity as observed in the
TESS bandpass. We include an additional parameter, s,
which converts the observed flare amplitudes in TESS to
the amplitude observed in broad UV wavelength range
and was calculated by
s =
∫
TESS
Bλ(Teff)
Bλ(Tflare)
dλ
[∫
UV
Bλ(Teff)
Bλ(Tflare)
dλ
]−1
(2)
where Bλ(T ) is the Planck function, the TESS bandpass
covers 600−1000 nm, and the UV covers 66−365 nm. We
have assumed all flares can be represented as a 9000K
blackbody (Kretzschmar 2011). For V1298 Tau, where
Teff = 4970 K (David et al. 2019b), s = 14.6, which
indicates flares would appear 14.6× brighter if observed
in the UV. At each time step, there was a ∼ 33% chance
of a flare being injected, which is a similar probability
to observing a flare in the TESS light curves.
The evolution of the atmospheric mass as a function of
time is shown in Figure 17 for three different scenarios:
one with no flares (purple, following the original meth-
ods of Owen & Wu (2017) and Owen & Campos Estrada
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Figure 17. Combining the methods of Owen & Wu (2017)
and Owen & Campos Estrada (2020), we calculated the at-
mospheric mass loss (bottom) for V1298 Tau d. Purple lines
correspond to a high-energy luminosity without flares; blue
corresponds to flares being present in the first 200 Myr; green
corresponds to flares being present throughout all the 1000
Myr. The presence of flares affects the atmosphere mass,
with flares present over a longer period of time removing
more mass.
(2020)), one with flares present for the first 200 Myr
(blue), and the third with flares present throughout
1000 Myr (green). The injection of flares does show an
effect on the final atmosphere mass. In the case of flares
present for the first 200 Myr, the planet loses 4% more
atmosphere than without flares. For the case of flares
persistent across 1000 Myr, the planet loses 7% more
atmosphere. Because the only parameter changing be-
tween models is f(A) and we are evaluating ratios, the
composition assumptions above listed do not have an
effect on these values.
As the mass-loss rate is linearly proportional the high-
energy luminosity (M˙ ∝ f(A)), we would expect the
mass loss to increase with respect to flare amplitude.
Thus stars that have flares that are 40-60× the base
flux (e.g. Paudel et al. 2018, 2019) will increase the mass
loss proportionally, thus resulting in even smaller frac-
tional retention of the atmospheric mass. Additionally,
the radius of the planet changes due to atmospheric
loss changes, originally starting at Rp = 6.41R⊕ and
predicted to evolve to Rp,none = 2.11R⊕. With the
inclusion of flares, we find the final evolved radius to
be Rp,200 = 2.10R⊕ and Rp,1000 = 2.09R⊕ for each
model. Although these radius changes are smaller than
the typical uncertainties in planet radii, these are phys-
ical changes brought about when including flares in at-
mospheric photoevaporation modeling.
The magnetic field of the planet should also be ac-
counted for. Kay et al. (2016) explored the impacts of
M dwarf coronal-mass ejections, sometimes associated
with flares, on exoplanets and found that rocky exoplan-
ets would need to generate magnetic field strengths of
a tens to hundreds of Gauss, much stronger than fields
in the Solar System, to protect its atmosphere against
these events. The presence of a magnetosphere will di-
rectly affect the amount of energy from the flare that
reaches the atmosphere, which then directly affects the
mass loss efficiency, η. Future analyses should consider
flares when thinking about mass loss efficiencies.
5.4. Limitations & Future Work
Due to random alignments of stars with respect to
our line of sight, one may a expect a handful of stars
without measured Prot which exhibit similar flare rates
to those with measured Prot. These could be the result
of either highly longitudinally symmetric spot distribu-
tions or a nearly pole-on stellar inclination, where polar
starspots are consistently observed and thus show no ob-
vious spot modulation. Additional follow-up of our sam-
ple with v sin i measurements could help to estimate the
otherwise-difficult-to-measure latitudinal distribution of
starspots. The presence of high-latitude spots could ex-
plain the lack of flare phase dependence (Figure 15) as
polar spots are always visible. Sharp spectral lines in
pole-on stars would make them amenable to direct mea-
surement of starspot emission even for small coverage
fractions of starspots since high spectral resolution can
perceive individual weak photospheric lines arising from
collective starspot emission. Candidate pole-on stars in
this sample would have to be reassessed to obtain Prot,
since the measurement criteria discussed in Section 3.3
may have missed potentially weak rotation signatures.
There are a few instances where stella improperly
characterizes a light curve feature as a flare. These are
mainly constrained to stars with measurable rotation
periods of ≤ 0.5 days, contact binaries with sharp mod-
ulation features, and generally noisy light curves. This
may be due to a limited sample of such stars in the origi-
nal training set of the CNN. Additionally, the metric re-
sults of our CNN could be improved by re-sampling the
training set to over-sample the lowest-amplitude flares
in each batch set. As such, we hope to improve the over-
all recovery rate of flares with stella by incorporating
the new flare and non-flare examples identified in this
work into the training, testing, and validation sets for
future work.
The methods explored in this work provide hope for
studying other events around young active stars, such as
searching for exoplanet transits. Although this sample
used real flares as the training set for the CNN, transits
can be easily modeled and injected into young stellar
light curves. CNNs have been trained to find transits
in K2 data (e.g. Pearson et al. 2018), however these
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searches have not been tailored towards young stars in
TESS. We believe a similar CNN architecture to that
created here would work well for transits and plan to
explore this question in the near future.
The light curves processed in this work as well as the
CNN models created will be hosted as a high-level sci-
ence product (HLSP) at the Mikulski Archive for Space
Telescopes (MAST). Additionally, stella is an open-
source package that can be downloaded through GitHub
or via the Python Package Index. stella includes the
ability to create custom CNN model architectures, as
well as all of the rotation measurements and flare fitting
described in this work. As the models were trained on
TESS two-minute data, users can predict flares in their
own light curves of the same format with our models.4
6. CONCLUSIONS
We have presented the use of a convolutional neu-
ral network to identify flares and understand flare rates
across a range of young (tage < 800 Myr) ages in TESS
two-minute light curves. Our key findings are the fol-
lowing:
1. CNNs are a promising method for flare detection
and are able to recover more flares at lower ener-
gies (< 5% flare amplitude) than previously used
light curve detrending and sigma-outlier methods.
2. There appears to be no preference for flare oc-
currence and spot phase across all flare energies.
As flares and spots are both magnetically-driven
events, this may be used to infer that neither hemi-
sphere is spot-free, but rather the variability is
driven by a different spot coverage fraction.
3. Low-mass stars (Teff < 4000 K) show higher flare
rates and larger flare amplitudes across all ages of
our sample. Hotter stars show higher flare rates
and larger flare amplitudes at tage ≤ 50 Myr and
evolve to slow rates and weaker flares as they age.
Stars with Teff = 6200 − 15000 show no flares at
any amplitude for ages tage > 50 Myr.
4. We find that across all ages, stars with Teff ≤ 4000
K exhibit higher flare rates and flare energies than
hotter stars. There is a slight increase in flare
rate for cool stars in age bins tage = 1-20 Myr to
45-125 Myr. Low mass stars are believed to reach
the zero age main sequence at 50 Myr (Zuckerman
et al. 2004). The peak of this flare rate in the 45-
125 Myr bin may indicate the turn on of these stars
4 http://adina.feinste.in/stella
to the main sequence. However, a larger study of
cool stars may be needed to further explore this
relation.
5. The largest flares were all found on late M dwarfs
(Teff ≤ 3200 K). As the fully convective boundary
is at Teff ∼ 3300 K (Dorman et al. 1989), this sug-
gests different internal processes driving the cre-
ation of such energetic flares.
6. Modeled atmosphere mass loss due to photoevap-
oration suggests the inclusion of flares decreases
the final atmospheric mass and planet radius when
compared to models not accounting for flares.
Thus, flares should be accounted for in such mod-
els moving forward.
7. We hope to improve our CNN by incorporating our
newly found flares and more examples of very fast
(< 0.5 days) rotators in the training, validation,
and test sets. We also plan on testing this CNN
architecture and sliding box method to find new
transiting exoplanets around young stars.
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