In this paper, we first study the problem of rounding a real-valued matrix into an integer-valued matrix to minimize an Lp-discrepancy measure between them. To define the Lp-discrepancy measure, we introduce a family F of regions (rigid submatrices) of the matrix, and consider a hypergraph defined by the family. The difficulty of the problem depends on the choice of the region family F. We first investigate the rounding problem by using integer programming problems with convex piecewise-linear objective functions. Then, we propose "laminar family" for constructing a practical and well-solvable class of F. Indeed, we show that the problem is solvable in polynomial time if F is the union of two laminar families. We shall present experimental results. We also give some nontrivial upper bounds for the L,-discrepancy. We then foucs on the number of global roundings defined on a hypergraph HG = (V, P G ) which corresponds to a set of shortest paths for a weighted graph G = (V, E). For a given real assignment a on V satisfying 0 I: a(v) 5 1, a global rounding cu with respect to HG is a binary assignment satisfying that I xu,, a(v) -cu(v)l < 1 for every F E PG.
Introduction
Rounding is an important operation in numerical computation, and plays key roles in digitization of analogue data. Rounding of a real number a is basically a simple problem: We round it to either La] or [a] , and we usually choose the one nearer to a. However, we often encounter a data consisting of more than one real numbers instead of a singleton. If it has n numbers, we have 2n choices for rounding. If the original data set has some feature, we need to choose a rounding so that the rounded result inherits as much of the feature as possible. The feature is described by using some combinatorial structure; we indeed consider a hypergraph 3C on the set. A typical input set is a multi-dimensional array of real numbers, and we consider a hypergraph whose hyperedges are its subarrays with contiguous indices. In this paper, we first focus on two-dimensional arrays; In other words, we consider rounding problems on matrices. We then consider the roounding problems on hypergraphs derived from a set of shortest paths of a weighted graph.
This article is a summary of our recent papers [4, 31.
Rounding Problem and Discrepancy Measure
Given an N x N matrix A = (aij)15i,j5N of real numbers, its rounding is a matrix B = (bij)lli ) j < N -of integral values such that bij is either Laij ]
or [aij] for each (i, j ) . There are 2"' possible roundings of a given A, and we would like to find an optimal rounding with respect to a given criterion. This is called the matrix rounding problem. Without loss of generality, we can assume that each entry of A is in the closed interval [O, 1 1 and each entry is rounded to either 0 or 1. In order to give a criterion to determine the quality of roundings, we define a distance in the space of all [O, 11-valued N x N matrices. We introduce a family F of regions over the N x N integer grid This means that each entry location of a matrix is denoted by a symbol pi and that the order (pl, . . . ,p,) is arbitrary. Let A = A(G,) be the space of all [O,l] -valued matrices with the index set Gn, and let B = B(G,) be its subset consisting of all (0, 1)-valued matrices. Let R be a region in F For an element A E A, let A(R) be the sum of entries of A located in the region R, that is, A(R) = CpiER api. We define a distance Dist;(A, A') between two elements A and A' in A for a positive integer P by
The distance is called the Lp-distance with respect to F. The L, distance with respect to .F is defined by
Using the notations above, we can formally define the matrix rounding problem:
Lp-Optimal M a t r i x Rounding Problem: 
.
A E A B E B
The pair (G,, F) defines a hypergraph on G,, and D(G,, F, oo) is called the inhomogeneous discrepancy of the hypergraph. Abusing the notation, we call D(G,, F , p ) the (inhomogeneous) Lp-discrepancy of the hypergraph, and also often call ~i s t ; ( A , B ) the Lp-discrepancy measure of (quality of) the output B with respect to F.
1.2
Motivation and our Application
The most popular example of the family F is the set of all rectangular subregions in G,, and the corresponding L,-discrepancy measure is utilized in many application areas such as Monte Carlo simulation and computational geometry. Unfortunately, if we consider the family of all rectangular subregions, the discrepancy bound (for the L, measure) is known to be R(1ogn) and 0(log3 n) [7] . It seems hard to find an optimal solution to minimize the discrepancy. In fact, it is NP-hard 121. Therefore, we seek a family of regions for which low discrepancy rounding is useful in an important application and also can be computed in polynomial time. For the application, L, rounding is not always suitable, and Lp-discrepancy (with p = 1 or 2) is preferable. For the purpose, we present a geometric structure of a family of regions reflecting the combinatorial discrepancy bound and computational difficulty of the matrix rounding problem.
In particular, we focus on the digital halftoning application of the matrix rounding problem, where we should consider smaller families of rectangular subregions as F. More precisely, the input matrix represents a digital (gray) image, where aij represents the brightness level of the (i, j)-pixel in the N x N pixel grid. Typically, N is between 256 and 4096, and aij is an integral multiple of 11256: This means that we use 256 brightness levels. If we want to send an image using fax or print it out by a dot (or ink-jet) printer, brightness levels available are limited. Instead, we replace A by an integral matrix B so that each pixel uses only two brightness levels. Here, it is important that B looks similar to A; in other words, B should be a good approximation of A.
For each pixel (i, j ) , if the average brightness level of B in each of its neighborhoods is similar to that of A, we can expect that B is a good approximation of A. For this purpose, the set of all rectangles is not suitable (i.e., it is too large), and we may use a more compact family. Moreover, since human vision detects global features, the L1 or L2 measure should be better than the L, measure to obtain a clear output image. This intuition is supported by our experimental results. We should mention here that there exist known algorithms for digital halftoning. We briefly review two popular methods among them. The first one is ordered Dither which extends a simple thresholding in such a way that it uses different thresholds depending on the positions [6] .
Namely, we prepare an M x M matrix of integers ranging from 1 to M2.
This matrix (dither matrix) is tiled periodically to cover the whole image. Each pixel aij in the image is compared with the corresponding threshold (the integer of dither matrix divided by M 2 ) to decide whether the output bij = 0 or I . The second method is called error diflusion which propagates the quantization erros to unprocessed neighboring pixels according to a predeteremined way. More precisely, pixels are processed in a raster order, from left to right and from top to bottom. Each pixel is compared with a fixed threshold, 0.5 and round it up if it is greater than or equal to the threshold and round it down otherwise. The quantization error caused by the rounding is diffuesed over the pixels around it with fixed ratios. For example, if a pixel level is 0.7, it is rounded up to 1 and the error -0.3 is diffused to the unprocessed pixels nearby.
This method gives excellent image quality in many cases, but it tends to produce visible artifacts in an area of uniform intensity.
Those two existing methods do not have any theoretical background which guarantee the quality of the goodness of the output image. This is one of the motivations of our theoretical study.
1.3
Known Results on L, Measure For the L , measure, the following beautiful combinatorial result is classically known:
THEOREM 1 [Baranyai [5] 1974] Given a real-valued matrix A = (aij) and a family F of regions consisting of all rows, all columns and the whole matrix, there exists an integer-valued matrix B = (bij) such that IA(R) -B(R)1 < 1 holds for every R E F.
The combinatorial structure and algorithmic aspects of roundings of (one-dimensional) sequences with respect to the L,-discrepancy measure are investigated in recent studies [2, 171.
The incidence matrix C ( G n , 3 ) = (Cij) of the hypergraph ( G n , 3 ) is defined by Cij = 1 if the j-th element of G, belongs to the i-th region Ri in 3 and 0 otherwise. A hypergraph is called unimodular if its incidence matrix is totally unimodular, where a matrix C is totally unimodular if the determinant of each square submatrix of C is equal to O,1, or -1. The L,-discrepancy problem can be formulated as an integer programming problem, and the unimodularity implies that its relaxation has an integral solution. A classical theorem of Ghouila-Houri [glimplies that total unimodularity is a necessary and sufficient condition for the existence of a rounding with L, discrepancy less than 1.
Organization of the Paper
We shall consider Lp-discrepancy measure instead of L,-discrepancy measure. Starting with one-dimensional array, we shall show several interesting unimodular families of 3 where we can find an optimal solution of P(G,, 3, p). we consider the optimization problem. In fact, if the hypergraph is unimodular, the rounding minimizing the Lp-discrepancy can be computed in polynomial time by translating it to a separable convex programming problem and applying known general algorithms [lo] . However, we want to define a class of region families for which we can compute the optimal solution more efficiently, as well as the class is useful in applications (in particular, the digital halftoning application). We consider the union of two laminar families (defined in Section 3), and show that the matrix rounding problem can be formulated into a minimum cost flow problem, and hence solved in polynomial time. We then show recent results on the Lp-discrepancy bound [4] .
We implemented the algorithm using LEDA [11] . Some output pictures of the algorithm applying to the digital halftoning problem are included.
Finally, we briefly review the results concerning global roundings.
2.

Mat hematical Programming Formulations
One-Dimensional Case
We shall begin with a basic case for the rounding problem. We take a [0, 11-valued one-dimensional array A = (ai)i=l,z,...,n as an input, and a binary array B = (bi)i,l,z,..,,n as an output. A family 3 of regions we consdier here is a set of all subintervals of the entire interval [I, n] . Now the L1-optimal rounding problem on 3 is described as follows: 
Mat hemat ical Programming Formulation of Matrix Rounding Problem
We will extend the formulation of the one-dimensional rounding problem to that for matrix rounding problems.
Introducing a new variable yi = B(&) = C(j,k)ERi bjk for each & E 3, the problem P(G,, 3 , p ) is described in the following form:
Notice that G, denotes the one of (1) Thus, we obtain the following problem (P2):
Here m = ]-TI. Thus, we can formulate the problem into an integer programming problem where the objective function is a separable piecewiselinear convex function. Let (P3) be the continuous relaxation obtained from (P2) by replacing the integral condition of bij with the condition 0 5 bij 5 1. Note that this is different from the continuous relaxation of ( P I ) , since the objective function of (P2) is larger than that of ( P I ) at non-integral values. If the matrix is totally unimodular, (P3) has an integral optimal solution by Theorem 2. This is a key to derive discrepancy bounds and also algorithms. We thus have the following result.
COROLLARY 3 The matrix rounding problem P ( G , , F , p ) is solved in polynomial time in n if its associated incidence matrix C(G,, 3) is totally unimodular.
Geometric Families of Regions Defining Unimodular Hypergraphs
In this section we consider interesting classes of families whose associated incidence matrices are totally unimodular. We call such a family a unimodular family, since the associated hypergraph is unimodular. A family 3 = {R1, Rz, . . . , R,) is a partition family (or a partition) of G, if lJzl R, = Gn and R, fl R j = 0 for any Ri # R j in 3. A k-partition family is a family of regions on a matrix which is the union of k different partitions of G,.
A family 3 of regions on a grid G, is a laminar family if one of the following holds for any pair Ri and R j in 3 : (1) R,n R j = 0, (2) R, c R j and ( rows (see Figure 2 ). This kind of families plays an important role in the following Section and also in our experiment. Notice that a 3-partition family is not unimodular in general. 
4.
Algorithms for Computing the Optimal Rounding
The arguments so far guarantee polynomial-time solvability of our problem. However, we needed a more practical algorithm for our experiments that runs fast for large-scale problem instances. In this section we will show how to solve the matrix rounding problem for a 2-laminar family based on the minimum-cost flow algorithm.
Our main result is the following:
THEOREM 5 Given a [0, 11-matrix A and a 2-laminar family 3, an optimal binary matrix B that minimizes the distance ~i s t ; ( A , B ) is computed in 0 ( n 2 log2 n) time, where n is the number of matrix elements.
PROOF. We can transform the problem into that of finding a minimumcost circulation flow in the network defined as follows. Let 3 be a 2-laminar family given as the union of two laminar families 3 1 = {Ro, R1,. . . , R,) and F2 = {Rb, R;, . . . , R h , ) over the grid G,, where Ro and Rb are the entire region G,. The network to be constructed consists of three parts. The first part is an in-tree TI derived from 3 1 whose root is Ro, the second one an out-tree T2 from F2 whose root is Rb, and the third part connects TI and T2. The lattice structure implied by 3 1 naturally defines an in-tree Tl such that the vertex set is the set of regions in 3 1 and there is a directed edge (Ri, Rj) if and only if R, C R j and there is no other region Rk such that R j C Rk C Ri. Then, each region R,, i 2 1 has a unique outgoing edge, which is denoted by e(Ri). We can similarly define T2 for the laminar family F2, in which the edge direction is reversed in T2, that is, each node Ri, i 2 1 has an unique incoming edge, which is denoted by e(R{). In addition, leaves of TI and T2 are connected by edges corresponding to elements of G,. Because of the definition of 3 1 and &, each element (k, 1) of G, belongs to exactly one region in Fl which is a leaf in TI and to exactly one region in 3 2 which is a leaf in T2. If ( k , 1) belongs to Ri and R>, then we have a directed edge e(i, j ) from Ri to Ri. Finally, we draw an edge from Ro to Rb. Now, we define capacity and cost coefficient of each edge. (The lower bound on the flow of each edge is defined to be 0.) The capacity of an edge e(i, j ) is determined simply as 1 because bij is to be rounded to O or 1. Other edges do not have capacity constraint.
The cost associated of an edge e(&) (e(Ri), respectively) is fi(yi) where yi is defined in ( P I ) . As already mentioned, fi(yi) is piecewise linear convex in yi. We then apply the result of [16] (see also Chapter 14 of the book by Ahuja et al. [I] ) for the algorithm of minimum-cost circulation with separable convex costs.
From this result, we can find an optimal rounding in time O(IE1 log U(IEI + IVI log IVI)) for a network with node set V and edge set E and the largest integral capacity U. In our case, IVI, I El and U are all O(n), and thus we have 0 ( n 2 log2 n), where n is the number of matrix elements.
Q.E.D.
.
Upper Bounds for the L,-Discrepancy
In this section, we show the following theorem for the Lp-discrepancy of a unimodular family. We will omit the proof for the space limit. 
6.
Application to Digit a1 Halftoning
The quality of color printers has been drastically improved in recent years, mainly based on the development of fine control mechanism. On the other hand, there seems to be no great invention on the software side of the printing technology. What is required is a technique to convert a continuous-tone image into a binary image consisting of black and white dots so that the binary image looks very similar to the input image. From a theoretical standpoint, the problem is how to approximate an input [0, 11-array by a binary array. Since this is one of the central techniques in computer vision and computer graphics, a great number of algorithms have been proposed (see, e.g., [12, 8, 6, 13, 151) . However, there have been very few studies toward the goal of achieving an optimal binary image under some reasonable criterion; maybe because the problem itself is very practically oriented. A desired output image is the one which looks similar to the input image to the human visual system. The most popular distortion criterion that is used in practice is perhaps Frequency Weighted Mean Square Error (FWMSE) [14] which is defined by Here, V = ( v l k l l l l ) , k , 1 = 0 , . . . , K is an impulse response that approximates the characteristics of the human visual system and K is some small constant, say 3. Our discrepancy measure which has been discussed in this paper is a hopeful replacement; Indeed, the La-discrepancy measure can be regarded as a simplified version of the FWMSE criterion.
We have implemented the algorithm using LEDA [ll]functions for finding minimum-cost flow, and applied to several test images to compare its results with the error diffusion algorithm which is most commonly used in practice. The data we used for our experiments are Standard high precision picture data created by the Institute of Image Electronics Engineers of Japan, which include four standard pictures called, "Bride," "Harbor," "Wool," and "Bottles." They are color pictures of 8 bits each in RGB. Their original picture size is 4096 x 3072. In our experiments we scaled them down to 1024 x 768 in order to shorten the running time of the program. Figures 3 and 4 show experimental results for "Wool" and "Wine" to compare our algorithm with error diffusion. Our algorithm has been implemented using a 2-laminar family defined by the two tiles (b) and (c) depicted in Figure 5 . 
7.
Global Roundings Let H = (V, F), where 3 C 2V, be a hypergraph on a set V of n nodes. Given a real valued function a on V, we say that an integer valued function a on V is a global rounding of a with respect to H, if wF(a) is a rounding of wF(a) for each F E F, where wF( f ) denotes CvEF f (v). Without loss of generality we restrict our attention to the case where the ranges of a and a are [O, 11 and {0,1) respectively.
This notion of global roundings on hypergraphs is closely related to that of ,-discrepancy of hypergraphs [7] . Given a and b E [0, 1IV, define This direction of research is initiated by Sadakane et al.[17] where the authors discovered a somewhat surprising fact that ~ ( 1 , ) 5 n + 1 where I, is a hypergraph on V = {1,2, .., n ) with edge set {[i, j ] ; 1 5 i 5 j 5 n ) consisting of all subintervals of V. We can also see that v ( H ) >_ n + 1 for any hypergraph H: if we let a ( v ) = E for every v , where E < l l n , then any binary assignment on V that assigns 1 to at most one vertex is a global rounding of H , and hence v ( H ) 2 n + 1.
Given this discovery, it is natural to ask for which class of hypergraphs this property v(H) = n + 1 holds.
We showed [3] that v(H) = n+ 1 holds for a considerably wider class of hypergraphs. Given a connected G in which edges are possibly weighted by a positive value, we define a shortest-path hypergraph HG generated by G as follows: a set F of vertices of G is an edge of HG, if and only if F is the set of vertices of some shortest path in G with respect to the given edge weights. Note that we permit more than one shortest path between a pair of nodes if they have the same length. The following theorem is our main result [3]:
THEOREM 7 v(HG) = n + 1 holds for the shortest-path hypergraph HG, if G is a tree, a cycle, a tree of cycles, an unweighted mesh, or an unweighted k-tree.
We conjecture that the result holds for general connected graphs.
8.
Concluding Remarks
We have considered the matrix rounding problem based on Lp-discrepancy measure. Although we have shown that the measure is useful in application to the digital halftoning application, the current algorithm is too slow if we want to require speed together with the high-quality requirement. It is desired to design a faster algorithm (even an approximation algorithm). Moreover, it is an interesting question to investigate what kind of region families give the best criterion for the halftoning application. Once we know such a region family, it is valuable to design an algorithm (heuristic algorithm if the problem for solving the optimal solution is intractable) for the criterion.
