Abstract. The restarted GMRES algorithm proposed by Saad and Schultz 22] is one of the most popular iterative methods for the solution of large linear systems of equations Ax = b with a nonsymmetric and sparse matrix. This algorithm is particularly attractive when a good preconditioner is available. The present paper describes two new methods for determining preconditioners from spectral informationgathered by the Arnoldi process during iterations by the restarted GMRES algorithm. These methods seek to determine an invariant subspace of the matrix A associated with eigenvalues close to the origin, and move these eigenvalues so that a higher rate of convergence of the iterative methods is achieved.
Introduction. Many problems in Applied Mathematics and Engineering give
rise to very large linear systems of equations Ax = b; A 2 R n n ; x; b 2 R n ;
(1.1) with a sparse nonsymmetric nonsingular matrix A. It is often desirable, and sometimes necessary, to solve these systems by an iterative method. Let x 0 be an initial approximate solution of (1.1), and let r 0 = b ? Ax 0 be the associated residual vector. (1.4) where 0 m denotes the set of all polynomials p of degree at most m such that p(0) = 1.
The analysis and implementation of the restarted GMRES(m) algorithm, and modi cations thereof, continue to receive considerable attention; see, e.g., 4, 5, 7, 8, 9, 10, 14, 25, 26] . These algorithms are particularly attractive when a suitable preconditioner M ?1 2 R n n for the matrix A is available; see, e.g., 2, 15, 21] gives a higher rate of convergence of the computed iterates than application of the iterative method to the original linear system (1.1). Moreover, we would like the preconditioner M ?1 have the property that for any w 2 R n , the vector M ?1 w can be rapidly evaluated. The matrix M ?1 in (1.5) is sometimes referred to as a left preconditioner.
The present paper describes two new adaptive methods for determining preconditioners during the iterations with the restarted GMRES(m) algorithm. The standard implementation of the restarted GMRES(m) algorithm 22] is based on the Arnoldi process 1], described in Section 2, and this allows spectral information of A to be gathered during the iterations. We use this information to determine an approximation of an invariant subspace of A associated with eigenvalues close to the origin. Our preconditioner essentially removes the in uence of these eigenvalues on the rate of convergence. We will focus on the e ect of the preconditioner on the spectrum of A, however, it is known that the rate of convergence of the iterates computed by the GMRES(m) algorithm also is determined by pseudospectra of A; see Nachtigal et al. 19] . For ease of presentation, we ignore the e ect of the preconditioner on the pseudospectra in the present paper. Our preconditioners are particularly e ective when there is a cluster of a few eigenvalues of A that have a large in uence on the rate of convergence. A few illustrations can be found in Section 4. The determination as well as the application of our preconditioners does not require the evaluation of any matrix-vector products with the matrix A in addition to those needed for the Arnoldi process and for the evaluation of certain residual errors. The implementations use the recurrence formulas of the Implicitly Restarted Arnoldi (IRA) method described by Sorensen 23] and more recently by Lehoucq 17] . Our preconditioners can be combined with other preconditioners, and are also applicable when no other known e cient preconditioner is available.
A di erent method to adaptively determine a preconditioner during iterations by the restarted GMRES(m) algorithm has recently been described by Erhel et al. 11] . By utilizing the recurrence formulas of the IRA method, our preconditioning scheme allows more exibility in the choice of preconditioner and requires less computer memory than the method described in 11]. Another adaptive preconditioning method has been presented by Kharchenko and Yeremin 16] . Their method di ers from our schemes in how approximate invariant subspaces are determined. Morgan 18] also uses approximate invariant subspaces to improve the rate of convergence of the restarted GMRES(m) algorithm; instead of constructing a preconditioner, he appends an approximate invariant subspace to the Krylov subspaces generated by the Arnoldi process. We feel that our new algorithms are attractive because of their simplicity, and because the IRA method, on which our algorithms are based, typically determines adequate approximate invariant subspaces fairly rapidly. where (A) denotes the spectrum of A. Note that the bound (1.7) would decrease if we were able to replace (A) by a subset. Our preconditioners have roughly this e ect. For de niteness, assume that the eigenvalues of A have been ordered according to 0 < j 1 j j 2 j : : : j n j; (1.8) and let A be scaled so that j n j = 1:
A good approximation of such a scaling of A can be determined during the iterations. This is discussed below.
The Arnoldi process determines a decomposition of the form Hessenberg matrix. We refer to (1.10) as an Arnoldi decomposition of A. Throughout this paper e j denotes the jth axis vector of appropriate dimension, and I j denotes the identity matrix of order j. When V m e 1 = r 0 =kr 0 k, the columns of V m span the Krylov subspace K m (A; r 0 ) de ned by (1.2). For future reference, we de ne m = kf m k: (1.11) Let the matrix V k 2 R n k consist of the rst k columns of V m , and let the columns of the matrix W n?k span R n nspanfV k g, where spanfV k g denotes the span of the columns of V k . Assume that W T n?k W n?k = I n?k . Thus, the columns of the matrix V k W n?k ] form an orthogonal basis of R n . Introduce the matrix
We will use the inverse of matrices of the form (1.12) with k n as left preconditioners. The form of the inverse is given below. (Ã 22 ) and the eigenvalue 1. The multiplicity of the latter eigenvalue is at least k.
A result analogous to Corollary 1.2 for a right preconditioner is shown by Erhel et al. 11] . We remark that application of preconditioners of the form (1.14) is simpli ed by the fact that WW T = I n ? V V T :
(1.17) Thus, the matrix W does not have to be computed.
The following example compares bounds for the rate of convergence of iterates determined by the GMRES(m) algorithm when applied to the original linear system (1.1) and to the preconditioned linear system (1.5) with the preconditioner (1.14), where we assume that the conditions of Corollary 1.2 hold. Example 1.1. Assume that A has a spectral factorization of the form (1.6) with all eigenvalues real and positive, and let the eigenvalues be ordered according to (1.8 and then applying the bound (1.18) to the right-hand side of (1.21). 2 In actual computations, we determine a preconditioner from a Krylov subspace spanfV k g, which is close to an invariant subspace. The computations of Example 1.1 suggest that the GMRES(m) algorithm will require fewer iterations to determine an accurate approximate solution of (1.1) when applied to the preconditioned linear system (1.5) with such a preconditioner than when applied to the original unpreconditioned system (1.1). This is veri ed by numerical experiments, some of which are presented in Section 4. endfor j; 2 We may assume that all vectors f j , k j < m, generated by Algorithm 2.1 are nonvanishing, because if f j = 0, then the columns of the matrix V j generated span an invariant subspace of A, and V j can be used to construct a preconditioner as described in Example 1. and equate the rst k columns on the right-hand side and left-hand side of (2.6). This gives
can be written as (2.3).
While our description of the IRA method is based on recursion formulas for the QR algorithm with explicit shifts, our implementation is based on the QR algorithm with implicit shifts for reason of numerical stability; see 13, Chapter 7] for a description of this QR algorithm. The use of implicit shifts allows the application of complex conjugate shifts without using complex arithmetic.
We rst apply the Arnoldi process to compute the Arnoldi decomposition (1.10), and then use the recursion formulas of the IRA method to determine the Arnoldi decomposition (2.7). The purpose of these computations is to determine an accurate approximation of an invariant subspace of A associated with the eigenvalues 1 ; 2 ; : : :; k . We would like to choose the zeros z The accuracy of the approximations depends on the parameter subspace in (2.11), the distribution of the eigenvalues of A, and the departure from normality of A. The matrices V k and H k so obtained are used to de ne our rst preconditioner
where we have used (1.17) .
We describe in Section 3 how to combine the IRA process with the restarted GMRES algorithm and Richardson iteration, so that we can improve an available approximate solution of (1.1) while determining the preconditioner M ?1 1 . Having computed the preconditioner M ?1 = M ?1 1 , we apply the method outlined above to the preconditioned system (1.5) in order to determine an approximation of an invariant subspace associated with the eigenvalues of smallest magnitude of the matrix M ?1 1 A, and simultaneously improve an available approximate solution of (1. for some speci ed integer 0 1. The form (2.13) of the preconditioner makes it natural to scale A so that (1.9) holds. An approximation of such a scaling is achieved by scaling the linear system (1.1) by the factor 1=j (m) of largest magnitude of one of the matrices H m generated by Algorithm 2.1 during our computation of the preconditioner M ?1 1 . We remark that for certain matrices A other techniques for achieving such a scaling may be available. For instance, one may be able to use Gershgorin disks or the inequality j n j kAk , where k k is any matrix norm induced by a vector norm; see 24, Chapter 6] for details on the latter topics.
3. The iterative methods. This section describes our two algorithms for adaptive preconditioning in detail. One of them, Algorithm 3.5, combines the IRA process with Richardson iteration and the GMRES algorithm. The other scheme, Algorithm 3.6, does not apply Richardson iteration. We rst recall the restarted GMRES(m) algorithm by Saad and Schultz 22] for the solution of linear systems of equations (1.1). where the j 2 C are relaxation parameters. We would like the parameters j to be such that the approximate solutions x j converge rapidly to the solution of (1.1) as j increases. For future reference, we note that the residual vectors (3.2) can be written as 
11 : (3.7) Substitution of (3.7) into (3.6) shows (3.4) for j = 2. Continuing in this manner yields (3.4) for all j < m.
The case j = m has to be treated separately. We have the Arnoldi decomposition The implementation of our iterative method is based on the following observation. Proof. The Corollary follows from Theorem 3.2 and the fact that when we use an exact shift, the eigenvalues of the reduced matrix H (1) ?1 are the eigenvalues of the original matrix H`, except for the shift. The latter result is shown by Sorensen 23, Lemma 3.10].
The corollary above shows that we can apply m ? k shifts, one at a time, and determine the required residual vectors from the rst column of the matrices V`in the available Arnoldi decompositions. An analogous result can be established for complex conjugate shifts. In the latter case, the recursion formulas for the IRA method are implemented by using the QR algorithm with implicit double shifts. This obviates the need to use complex arithmetic. A double step of Richardson iteration, with complex conjugate relaxation parameters, also can be carried out without using complex arithmetic. For notational simplicity, the algorithm below for our iterative method does not use double shifts and double steps, however, our implementation of the algorithm used for the computed examples of Section 4 does. We now examine the storage requirement of Algorithm 3.5 and count the number of n-vectors that have to be stored. Storage necessary to represent the matrix A is ignored, since it is independent of the iterative method used. Each preconditioner M ?1 j requires the storage of an n k matrix V k , and we limit the number of these preconditioners to 0 . Thus, the preconditioner M ?1 de ned by (2.13) requires the storage of at most 0 k n-vectors. In particular, the matrix M ?1 is not actually formed. The line marked \2:" in Algorithm 3.5 is to be interpreted symbolically to mean that the storage for the matrix M ?1 and the formula for evaluating matrixvector products with M ?1 are updated. The GMRES(m) algorithm in the while-loop of Algorithm 3.5 requires additional storage for the vectors x j and r j , and for the matrix V m+1 2 R n (m+1) . This is equivalent to the storage of m + 3 n-vectors. The vector M ?1 r j in Algorithm 3.5 is up to a scaling factor stored in the rst column of the matrix V m+1 . The last column of V m+1 contains the vector f m up to a scaling factor. The right-hand side vector b also has to be stored. Therefore, the total storage requirement of Algorithm 3.5 is at most 0 k + m + 4 n-vectors. Algorithm 3.6 below is obtained by replacing Richardson iteration in Algorithm 3.5 by the GMRES algorithm. This replacement makes the the residual error decrease more smoothly as the iterations proceed. However, the iterates and preconditioners generated by Algorithms 3.5 and 3.6 are not the same, and we have found that the former algorithm not seldom gives faster convergence. This is illustrated in Section 4. We therefore feel that both algorithms are of interest. The storage requirement of Algorithm 3.6 is essentially the same as of Algorithm 3.5. For notational simplicity, Algorithm 3.6 does not use double shifts, however, our implementation of the algorithm used for the computed examples of Section 4 does. The purpose of the experiments was to compare Algorithms 3.5 and 3.6 to a restarted GMRES(m 0 ) algorithm, where the parameter m 0 is chosen so that the latter algorithm is allowed at least as much computer storage as the former two algorithms. We also compare Algorithms 3.5 and 3.6 to the GMRES algorithm without restarts, and refer to the latter scheme as \Full GMRES". We terminated the iterations with these iterative methods as soon as a residual vector r j was determined, such that We remark that the plot of (M ?1 A) when M ?1 is determined by Algorithm 3.6 looks roughly the same as the plot of the eigenvalues of the preconditioner shown in Figure 4 .1.
The graph for Algorithm 3.5 in Figure 4 .2 (continuous curve) was generated by evaluating kr j k for every value of j for which the residual vector r j is de ned, i.e., after every step of Richardson iteration in, and after every minimization of the residual error by the GMRES algorithm. The graph for Algorithm 3.6 in Figure 4 .2 (dashed curve) was generated by evaluating kr j k after every minimization of the residual error by the GMRES algorithm. The number of matrix-vector products with the matrix A reported in Table 4 .1, however, is only the number actually required by Algorithms 3.5 and 3.6. The piecewise linear graph for GMRES(60) in Figure 4 .2 is obtained by linear interpolation between the nodes (60j; log 10 (kr 60j k=kr 0 k)) for j = 0; 1; : : : .
The nodes are marked with circles. The column \size of Krylov subspace" in Table  4 .1 displays the parameter m used for Algorithms 3.1, 3.5 and 3.6. The column \# preconditioners" shows the number of preconditioners M ?1 j used before a su ciently accurate solution was found. This number is bounded by 0 . The column \# vectors in each preconditioner" is the parameter k in Algorithms 3.5 and 3.6. The column labeled \total # vectors used" counts the number of n-vectors in storage.
The graph in Figure 4 .2 (dash-dotted curve) for \Full GMRES" is obtained by applying GMRES(m) to the solution of (1.1) for increasing values of m in order to improve the initial approximate solution x 0 until an approximate solution x m with a su ciently small residual error kr m k has been determined. ; where x j = y j = 2j?1. Its eigenvalues are given by 2j?1 = x j +iy j and 2j = x j ?iy j , 1 j 100, where i = p ?1. Table 4 .3 is analogous to Table 4.1. We can see that some eigenvalues of the matrix A are very close to the origin and others are of large magnitude. Figure  4 .5 illustrates how the the preconditioner moves eigenvalues of A away from the origin to approximately sign(Re( n ))j n j, which is negative. In all examples above, we chose the shifts according to (2.10), i.e., we determined approximations of subspaces associated with a few eigenvalues of smallest magnitude. The present example illustrates that the Algorithms 3.5 and 3.6 easily can be modi ed to determine approximations of other invariant subspaces. Speci cally, we used Algorithm 3.6 to solve the same linear system of equations as in Example 4.1, and chose as shifts the m ? k eigenvalues with largest real part of the matrices H m generated during the iterations. Thus, we sought to determine invariant subspaces associated with a few of the eigenvalues with smallest real part. Figure  4 .10 is analogous to Figure 4 .1 and shows (A) (dots) and (M ?1 A) (stars). All 30 eigenvalues of A on the circle were removed, and the number of matrix-vector products required before the stopping criterion was satis ed was 311, which is less than the numbers of matrix-vector products reported in Table 4.1. 2 5. Conclusion. This paper describes new preconditioning methods that are well suited for use with the restarted GMRES(m) algorithm. Numerous computed examples indicate that iterates generated by our methods can converge signi cantly faster than iterates determined by a restarted GMRES algorithm that requires more computer storage. Algorithms 3.5 and 3.6 describe versions of our preconditioning method in which the eigenvalues j of smallest magnitude of the matrix A are mapped to approximately sign(Re( j ))j n j. Example 4.5 illustrates that it is easy to modify our preconditioners so that other eigenvalues are mapped. 
