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Abstract
In today’s highly competitive civil aviation market, aircraft manufacturers develop
aircraft families in order to satisfy a wide range of requirements from multiple air-
lines, with reduced costs of ownership and shorter lead time. Traditional methods
for designing passenger aircraft families employ a sequential, optimisation-based
approach, where a single configuration and systems architecture is selected fairly
early which is then iteratively analysed and modified until all the requirements are
met. The problem with such an approach is the tendency of the optimisers to ex-
ploit assumptions already ’hard-wired’ in the computational models. Subsequently
the design is driven towards a solution which, while promising to the optimiser,
may be infeasible due to the factors not considered by the models, e.g. integration
and installation of promising novel technological solutions, which result in costly
design rework later in the design process.
Within this context, the aim is to develop a methodology for designing passen-
ger aircraft families, which provides an environment for designers to interactively
explore wider design space and foster innovation. To achieve this aim, a novel
methodology for passenger aircraft family design is proposed where multiple air-
craft family solutions are synthesised from the outset by integrating major com-
ponents sets and systems architectures set. This is facilitated by integrating set
theory principles and model-based design exploration methods. As more design
knowledge is gained through analysis, the set of aircraft family solutions is gradu-
ally narrowed-down by discarding infeasible and inferior solutions. This is achieved
through constraint analysis using iso-contours.
The evaluation has been carried out through an application case-study (of a three-
member passenger aircraft family design) which was executed with both the pro-
posed methodology and the traditional approach for comparison. The proposed
v
vi
methodology and the case-study (along with the comparison results) were pre-
sented to a panel of industrial experts who were asked to comment on the merits
and potential challenges of the proposed methodology.
The conclusion is that the proposed methodology is expected to reduce the number
of costly design changes, enabling designers to consider novel systems technologies
and gain knowledge through interactive design space exploration. It was pointed
out, however, that while the computational enablers behind the proposed approach
are reaching a stage of maturity, allowing a multitude of concepts to be analysed
rapidly and simultaneously, this still is expected to present a challenge from or-
ganisational process and resource point of view. It was agreed that by considering
a set of aircraft family solutions, the proposed approach would enable the design-
ers to delay critical decisions until more knowledge is available, which helps to
mitigate risks associated with innovative systems architectures and technologies.
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Chapter 1
Introduction
1.1 Background
The key to success in today’s highly competitive civil aviation market is to develop
aircraft not only with a superior performance, but also with a lower cost of owner-
ship and shorter lead time, while satisfying a wide range of mission requirements
from multiple airlines. In order to achieve this goal, civil transport aircraft manu-
facturing companies develop aircraft families, i.e. a group of similar aircraft which
utilise common major components and systems architecture, but satisfy different
performance and mission requirements. When multiple aircraft utilise common
major components and systems architecture, the costs for tooling, production and
assembly is reduced. Besides benefiting aircraft manufacturers, aircraft families
also benefit airlines by allowing efficient route scheduling, and reducing costs for
pilot cross-training through avionics and cockpit commonality. Furthermore, it
reduces the spare parts inventory, which is reflected in lower maintenance costs.
Figure 1.1 shows an example of a passenger aircraft family (Airbus A320), which
is comprised of four members: baseline aircraft (A320), short (A319, A318) and
long (A321) variants, utilising common major components (wing and empennage)
and systems architecture. Other major components (fuselage, engines, and land-
ing gear) are exclusive among the three variants, e.g. the fuselage of the short
and long variants is shrinked and stretched, respectively, to accommodate differ-
ent number of passengers. Although the fuselage length, engine sea-level static
1
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Figure 1.1: Airbus A320 Aircraft Family [Source: Airbus]
thrust, and landing gear mass is different for the three variants, the fuselage cross-
section, engine dimensions and weight, and landing gear length are the same. In
this thesis, the term ‘major component ’ refers to both airframe and power plant,
i.e. structural components of the aircraft such as fuselage, wing, empennage (hor-
izontal and vertical tails), engine(s) and landing gear, whereas the term ‘system’
refers to the group of components (mostly hidden under the floor, inside wings or
behind panels) that fulfil essential functions. For instance, the system realising
the function “provide a suitable environment for passengers”, i.e. Environmental
Control System (ECS), is comprised of components such as ozone converters, air
conditioning packs, mixing manifold, air filters, condenser, water extractor, ducts
and valves. For each system, the term ‘system architecture’ (aka logical architec-
ture) refers to the abstract description of the constituent components and their
interconnections. The ensemble of architectures of all aircraft systems (e.g. En-
vironmental Control System (ECS), Ice Protection System (IPS), Flight Control
System (FCS), Electrical Power System (EPS), and so forth) is refered to as the
‘systems architecture’.
Aircraft family design entails a significantly different approach compared to a sin-
gle aircraft design: balancing multiple missions and markets, performances and
costs. It involves a trade-off between ‘commonality among aircraft variants’ and
‘performance of the individual aircraft variants’, i.e. commonality leads to per-
formance penalty of the individual aircraft variants. For instance, the weight of
the individual aircraft family variants would be higher than the aircraft which was
optimised separately for its own mission, but the overall life cycle cost of the whole
aircraft family would be lower.
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1.2 Motivation
1.2.1 Design Process and Optimisation
The conceptual design phase is of great opportunity and risks. As illustrated in
Figure 1.2, it is this stage where the designer has greater freedom but relatively lit-
tle knowledge about the design. As the design progresses, the knowledge about the
design increases (solid-line blue curve) but design freedom is lost due to decisions
made earlier (solid-line green curve). Traditional methods for designing passenger
aircraft families [1] [2] [3] [4] [5] employ an optimisation-based, sequential (also
known as ‘synthesise, analyse, and modify’) approach where a single configuration
and systems architecture is selected fairly early in the conceptual design stage. The
selected configuration and systems architecture are then iteratively analysed and
tweaked or modified until all the requirements are met. Resolving problems due to
wrong decisions made earlier incur costly design iterations (requiring new design
studies to be initiated), and may lead to convergence problem specially for inno-
vative concepts where past experience and data is unavailable. Additionally, the
optimisation-based approaches have the tendency to exploit assumptions present
Conceptual
Design Stage
Preliminary
Design Stage
Detailed
Design Stage
Design Knowledge
Design Freedom
Design Freedom
Design Knowledge
Figure 1.2: Design Freedom vs Knowledge [6]
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in the computational models and to drive the design towards a solution that, while
promising to the optimiser, may be infeasible due to factors not considered by the
models such as integration and installation of promising novel technological solu-
tions, which also results in costly design rework or iterations later in the design
process.
Furthermore, if the design requirements change, the traditional optimisation-based
approaches require the restart of the whole process all over again. It is estimated
that 35 percent of the delays in product development are due to changes in the
product definition and requirements during the design process [6]. The changes
in requirements are not only expected from customers but also how other com-
petitors respond to market needs. For example, Boeing was originally considering
to replace the third generation of 737 aircraft family with a clean-sheet design
[7]. However, the launch of the second generation of Airbus A320 family (which
differs from the first generation primarily in using more efficient engines), forced
Boeing to launch a re-engined successor for the third generation of 737 family [8]
as customers were not prepared to wait years required for the clean-sheet design.
The ability to obtain more design knowledge early (shown by dashed blue curve
in Fig. 1.2) and increased design freedom downstream (shown by dashed green
curve in Fig. 1.2) in the design process would help the designer(s) to make better-
informed decisions, resulting in reduced costly iterations.
1.2.2 Systems Architectural Design and Analysis
Aircraft systems account for roughly one-third of the total aircraft’s empty weight
[9] and play an important role in passenger aircraft family design where the target
is to utilize common systems architecture among all the aircraft family variants.
Traditionally the systems architectures are not considered during the early phase
of the aircraft (family) design [10]. Statistical or empirical relations are used to es-
timate only systems masses as a fraction of Maximum Take-off Weight (MTOW),
whereas the required power off-takes are neglected [11] [12]. Using computational
models that calculate the mass of a particular sub-system as a fraction of MTOW
will result in different system masses for the two variants of the aircraft family hav-
ing different MTOW. If a same system architecture is employed in the two variants
of an aircraft family, the computational model should give the same system mass.
Therefore, a more detailed physics-based model should be used, which is based
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on the system’s parameters. Furthermore, the effects of required power off-takes
are not negligible for systems architectures analysis and technology assessment at
aircraft-level.
In addition, a top-down approach is used, i.e. the aircraft configurations are frozen
before moving on to the systems architecture design where the suppliers are se-
lected and the systems architecture is defined by analysing systems’ layout, inter-
faces and performance characteristics [10]. The systems architecture is, therefore,
optimised in isolation, which results in a sub-optimal architecture with under- or
over-estimated performances due to overlooked interactions between systems and
their impact on the whole aircraft. For instance, it was decided to switch the
conventional (bleed) Environmental Control System (ECS) to electric (bleed-less)
for Boeing 787 in order to lower the aircraft fuel burn and empty weight, but
when the aircraft was finally integrated the performance turned out to be same
as the conventional ECS [13]. Clearly, switching from a bleed (conventional) to a
bleed-less (electric) ECS architecture involves a lot of considerations to take into
account while performing initial performance estimates. For example, although
engine performance is increased by reducing the bleed air, the ram drag is in-
creased. Similarly, although mass is saved by removing pipes and valves, other
heavy components e.g. compressors are added.
Therefore, bringing more knowledge earlier into the design process, by considering
systems architectures analysis and trade-off, is expected to enable designers to
make better informed decisions.
1.3 Research Scope
In general, product families can be categorized into two types: module-based and
scaled-based [14]. In the module-based (also referred to as configurable) prod-
uct families, members of a product family are created by adding, removing or
substituting functional modules, i.e. the family members provide different func-
tionalities. In the scale-based (also referred to as parametric) families, members
of a family are created by scaling (stretching or shrinking) the components, i.e.
all the product family members provide the same functionalities but at the dif-
ferent performance levels. Module-based aircraft family design is predominantly
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conceived for military and Unmanned Air Vehicles (UAVs) [15] where the com-
ponents are added or substituted to accomplish variety of different functions, e.g.
attack/bomber, cargo, surveillance, etc. Scaled-based aircraft family design is con-
ceived for passenger transport aircraft where major components such as fuselage
are scaled to accommodate different numbers of passengers, thus satisfying differ-
ent airlines’ requirements in a cost effective manner. The present research focuses
only on scale-based passenger aircraft family design where two Top-Level Aircraft
Requirements (TLARs), number of passengers and mission range, are considered
for the family creation. The number of passengers and the range for different
Airbus and Boeing aircraft families are shown in Figure 1.3.
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Figure 1.3: Civil transport aircraft family trends
It can be observed from Figure 1.3 that there have been three trends followed
when designing passenger aircraft family variants. In the first trend, constant fuel
capacity across aircraft family results in a trade-off between number of passen-
gers and range, i.e. as the total number of passengers increases, the total range
decreases (e.g. Airbus A320 family). In the second trend, more fuel capacity
and a higher-thrust engine, but with the same number of passengers result in Ex-
tended Range (ER) variants. For example, both Boeing 777-200 and 777-200ER
have common fuselage (equal number of passengers), but the later provides longer
range. In the third trend, both the number of passengers and the total range are
increased by introducing higher-thrust engines and more fuel capacity (e.g. Boeing
777-200 and 777-300). As shown in Fig. 1.3, there is one trend missing (Trend X,
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shown by a dashed arrow), i.e. increasing the passenger capacity while keeping the
similar range. For instance, currently in order to meet the high demand in Asia,
large aircraft such as A340, which are optimised for long range missions, are being
used for domestic (short-range) routes, resulting in poor efficiency. The present
research aims to accommodate all four trends for passenger aircraft family design,
whereas the creation of cargo variants [16] are not considered.
Two scaled-based approaches are used in the industry for designing passenger
aircraft families: sequential and simultaneous [1]. In the sequential approach, a
baseline aircraft is designed first and the variants are designed later, whereas,
in the simultaneous approach, baseline aircraft and the variants are designed to-
gether. In the past, the sequential approach was used to create passenger aircraft
families. For instance, the baseline variant of the Airbus A320 family was first de-
livered in 1988. This baseline aircraft was later modified to create a long-variant
(Airbus A321) in 1994 to satisfy different airlines’ requirements. Subsequently,
the family was extended to include the short-variants (A319 and A318) in 1996
and 2003, respectively. More recent aircraft programs considered the simultaneous
approach, e.g. all the three members of the Airbus A350 family (baseline variant
A350-900, short-variant A350-800, and long-variant A350-1000) were launched to-
gether in 2006. Researchers have presented methods for sequential development
of aircraft families by introducing reserves into the baseline aircraft and using
change propagation to develop new variants [17][18][19]. Willcox and Wakayama
[1] compared the two approaches in the context of a design study of a Blended
Wing Body (BWB) aircraft families. The study revealed that about 1% of the
structural weight could be saved when the simultaneous approach is used. The
present research accommodates both the sequential and simultaneous approaches
for passenger aircraft family design.
Furthermore, the scope of the present research is restricted to the early designing
of passenger transport aircraft families, which are certified according to the CS-25
[20] or FAR-25 [21] regulations.
1.4 Aim and Objectives
Within the above context, the aim of the current research is to develop an inter-
active methodology for designing passenger aircraft families that:
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 Enables designers to better utilize their past knowledge, and gain knowledge
about the design space (interaction between design parameters and perfor-
mance metrics).
 Provides designers an environment to foster innovation by bringing more
design knowledge early into the conceptual design stage.
 Is flexible to the changing design requirements.
The following objectives are set to achieve the aforementioned aim.
Objective 1: Investigate and identify the current trends used for designing pas-
senger aircraft families in the industry.
Objective 2: Develop a formal methodology for designing passenger aircraft
families at the early design stages, enabling designers to foster innovation, and
interactively explore wider design spaces.
Objective 3: Incorporate systems architectures analysis and design earlier into
aircraft family design synthesis, in order to conduct systems technologies trade-off.
1.5 Thesis Structure
This thesis is divided into six chapters. Chapter 1 introduces the fundamental
research problem and the pressing industrial needs for designing passenger air-
craft families. After providing the context, research scope and motivation for the
research, the aim and objectives are outlined that guides the development of the
proposed methodology. In Chapter 2, a state-of-the-art review is presented within
the field of passenger aircraft family design. Furthermore, the research gaps iden-
tified from the literature review are highlighted. Chapter 2 concludes with a justi-
fication why a new methodology for aircraft family design is needed. In Chapter 3,
a novel methodology for designing passenger aircraft families is presented in order
to bridge the gaps identified in Chapter 2. The individual steps of the proposed
methodology are explained step-by-step. In Chapter 4, the proposed methodology
is demonstrated through an application case-study of passenger aircraft family de-
sign. Chapter 5 presents a critical evaluation of the proposed methodology, which
is performed by means of qualitative assessment. Finally, Chapter 6 presents
the findings and conclusions drawn from the current research. The limitations of
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the proposed methodology and the recommendations for future work are listed in
Chapter 6.

Chapter 2
Literature Review
2.1 Introduction
In this chapter, a state-of-the-art review is presented within the field of aircraft
family design. Furthermore, the research gaps identified from the literature review
are highlighted. This chapter is divided into two main parts. In the first part,
advantages and disadvantages of the different engineering design processes and
methods are discussed, whereas in the second part, existing methods for designing
passenger aircraft families are discussed.
In Section 2.2, the characteristics of engineering design problems, and the impor-
tance of design processes are discussed. Sections 2.3 and 2.4 present the two types
of engineering design processes along with their potential benefits and disadvan-
tages. Section 2.5 presents the systems engineering processes and the scope of the
current research within systems engineering. Section 2.6 presents the phases of the
aircraft design process. In Section 2.7, different engineering design methods and
tools are reviewed. Section 2.8 presents the existing methods for designing prod-
uct families. Section 2.9 discusses the industrial trends and existing methods for
designing passenger aircraft families. Finally, Section 2.10 presents the summary
and conclusions of this chapter.
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2.2 Engineering Design
Engineering design is the creative, decision-making process of devising a product
or system that meets the desired needs and requirements, where basic science,
mathematics, and principles from different engineering fields are applied. The
fundamental elements of the engineering design are the establishment of goals and
requirements, synthesis, analysis, construction, testing and evaluation [22].
Engineering design deals with largely ill-defined and ill-structured problems. These
problems are difficult to solve compared to well-defined and well-structured analy-
sis problems. The next subsection discusses the characteristics of the engineering
design problems (which make it difficult to find their solutions), and the following
subsection highlights the importance of engineering design processes for solving
these problems.
2.2.1 Engineering Design Problems
The characteristics of the engineering design problems are summarised below [23].
1. Engineering design problems have no definitive formulation. The design cri-
teria or requirements get changed multiple times during the design phase.
For complex products, such as aircraft, the design phase lasts for many
months, which implies that there is a high probability of customer require-
ments changing. Furthermore, many design requirements emerge as a result
of the design solutions evaluation. Hence, a temporary (unstable) formula-
tion of the design problem is defined at the start of the project, which is
continuously changed as more information becomes available.
2. Engineering design problems have no standard rules to obtain a solution.
Most of the time, the method to obtain the solution is influenced by the way
the design problem is formulated, which makes it difficult to formulate the
design problem without referring to a solution. In fact, the initial proposed
solutions are used as a means to understand the design problem.
3. Engineering design problems are open-ended. There are always more than
one correct solutions to design problems. It is the job of the designer to
find the best solution. Furthermore, the solutions to design problem are
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obtained iteratively, i.e. the correct solution is rarely found the first time.
Instead, the solutions are evolved and refined continually over the design
phase. For instance, Wright brothers made several manned and unmanned
flight attempts to come up with the first successful design.
2.2.2 Importance of Engineering Design Process
The solution to an engineering design problem does not suddenly appear. The
characteristics of the engineering design problems (listed in the previous subsec-
tion) make it difficult for the designers to obtain a solution. In order to ease
the design activity, engineering design process is employed, which is a methodical
series of steps that designers follow to guide them as they solve the engineering
design problems. The steps in the engineering design process specify “what should
be performed”, without specifying “how it should be performed”. Khandani states
that there are as many design processes as there are designers [24], but a good
process (that enables the designers to systematically follow the series of steps) is
a key to the successful design. A good engineering design process provides the
designers a framework for managing the following important considerations [25].
1. Efficiency - It reduces the product design time, and eliminate the waste and
expenses. It also reduces the design rework iterations, resulting from the
wrong decisions made earlier.
2. Better understanding - It helps to clarify the design problem, i.e. what is
needed or required. It enables the designers to utilise their past experience,
and discover new ideas.
3. Innovation - It encourages to foster innovation and creativity, and prevents
from selecting the first solution that comes to the mind (which may not be
the best).
4. Complexity - It manages the complexity of the product, and the risks asso-
ciated with different solutions. In other words, it decomposes the problem
into multiple sub-problems.
5. Collaboration - It enables multiple teams to work together on a single prod-
uct, which is extremely useful for complex products.
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The importance of a good design process for obtaining a successful design solution
is illustrated in Figure 2.1. It shows that the small portion of the cost (approxi-
mately 5%) is involved with design, whereas the remaining 95% is involved with
manufacturing (materials and labour). However, the decisions made during the
design process affect approximately 80% of the total cost, whereas the decisions
made beyond the design phase (during manufacturing) influence only approxi-
mately 20% of the total cost. In other words, decisions made during the design
process cost very little but have a major effect on the overall product cost [6].
As discussed in Chapter 1, decision are made with limited knowledge at the start
of the design process. Hence, it is extremely important that the employed engi-
neering design process enables the designers to learn and understand the design
problem in order to made better-informed decision, which is one of the research
objective set in Chapter 1. From the literature review, it was observed that the
engineering design processes can be broadly classified into two types: iterative and
convergent. The next two sections discuss the two types of design processes, and
their advantages and disadvantages.
Figure 2.1: Cost Committed vs Cost Incurred [26]
2.3 Iterative Engineering Design Processes
Most of the time, the designers follow the approach where they propose an ini-
tial design, test it, find a problem, and then go back to the first step to make a
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change to the previous design. A lot of engineering design processes are devel-
oped to incorporate this iterative or cyclic nature of designing products. In these
processes, a sequential “synthesise, analyse, and modify” approach is employed,
where the designers select a single concept or architecture fairly early in the design
process by making decisions utilizing the past experience. The selected concept
or architecture is then iteratively analysed and modified until all the requirements
are met. This process is also termed as Point-Based Design (PBD) process be-
cause, at any point in the design process, the designers work with only one design
solution (a single point). There are many iterative engineering design processes
proposed, which are suitable for designing products. Here, only two well-known
design processes are discussed.
2.3.1 French Design Process
Figure 2.2 shows a simple stage-based design process, proposed by French [27].
The French design process is based on the design practices observed in industry.
Figure 2.2: French Design Process, as described by Clarkson and Eckert [28]
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The process is comprised of four stages, as shown in Figure 2.2. The process
starts with the market survey and analysis of the stakeholder needs, which leads
to the definition of problem statement. The problem statement includes the list
of requirements that the product must meet. The second stage is the conceptual
design phase, where multiple concepts are generated that can solve the design
problem. The generated concepts are then analysed, and a single concept is chosen
(which will form the basis for the final solution). The third stage is the embodiment
phase, where the abstract concept is transformed into definitive layout. Finally, in
the fourth stage (detailing phase), the remaining details of the design are added.
The French design process is hierarchical in nature, i.e. the project may encompass
different stages of the process according to the varying completeness of each aspect
of the design [28]. The French design process is very simple to follow, but it does
not provide the details of the different activities in each phase.
2.3.2 Pahl & Beitz Design Process
One of the widely adopted version of stage-based engineering design processes was
proposed by Pahl and Beitz, which is shown in Figure 2.3. The Pahl & Beitz
design process [29] is comprised of four phases. Each phase consists of a list of
steps (considered as useful guidelines for the design activity) which enables the
designers to ensure that nothing important is overlooked. In the first phase, the
design problem is analysed, and a design specification is drawn. The specification
defines the functions that the product must perform, and the constraints placed on
the design solution. In the second phase (conceptual design), multiple solutions
are generated and evaluated. The conceptual phase starts by determining the
functions to be fulfilled by the products. Next, solution principles are generated for
the functions. In the third phase (embodiment design), the chosen design concept
is elaborated into a definitive design. In this phase, the layout and assembly of
the components and parts, and their interfaces are defined. In the final phase
(detailed design), the dimensions, geometrical shapes, and materials are specified.
The instructions for production, assembly, and operations are also specified in the
detailed design phase.
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Figure 2.3: Pahl & Beitz Design Process [29]
2.3.3 Discussion of Iterative Engineering Design Processes
Although only two stage-based engineering design processes are described here,
there are many processes proposed, e.g. Pugh [30], Roozenburg & Cross [31],
Ullman [6], Hubka [32], etc. However, Roozenburg and Eekels state that most
of the processes converge to a four-phase design process [33]. The details about
the other engineering design processes can be found in references [34] [35]. More
recently, researchers have tried to incorporate creativity in these design processes
[36].
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One of the limitations associated with the stage-based design processes is that the
sharp division between the phases cannot be drawn [33]. Furthermore, these stage-
based design processes assume that the design proceed from the abstract to the
more concrete definition, therefore too much attention is paid to the conceptual
phase, at the expense of embodiment and detailed design phases [33].
Another limitation associated with these simple design processes is that these pro-
cesses do not consider other disciplines or phases such as manufacturing, assembly,
production, sales, operations, maintenance, disposal, etc. In order to overcome
these limitations, concurrent engineering [37] method was developed, which led to
the development of Integrated Product Development (IPD) process. The concur-
rent engineering is a method of designing and developing products, where different
disciplines or phases run simultaneously (rather than consecutively). It decreases
the overall product development time, improves the productivity, reduces costs,
and brings the product to market earlier. The most important benefit of the con-
current engineering is that it reduces the number of design changes (resulting from
the wrong decisions made earlier), as shown in Figure 2.4.
Figure 2.4: Design Changes Reduction in Concurrent Engineering [38]
2.4 Convergent Design Processes
After discussing the iterative design processes, this section presents the conver-
gent design processes. In convergent design processes, the emphasis is on the
synthesis and analysis of multiple design solutions. As the design progresses, more
design knowledge is gained and infeasible or inferior design solutions are elim-
inated. Keeping the design space open longer enables the designers to gain a
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better understanding of the design and the requirements that it is supposed to
meet. Three different convergent design processes are described in this section:
design-build-test, total design, and set-based design.
2.4.1 Design-Build-Test Process
Wheelwright and Clark proposed a design method based upon the design-build-
test cycle [39], as illustrated in Figure 2.5.
Figure 2.5: Design-Build-Test Method [40]
In the first step, product and manufacturing process requirements are established
by clarifying the stakeholder needs. In the second step, several design solutions are
synthesised. The goal of considering the multiple solutions is to explore the rela-
tionships between design and performance parameters. The computational models
or prototypes are then constructed to evaluate the performance parameters. In
the third step, the synthesised solutions are assessed against the product require-
ments. If a solution satisfies all the requirements, the process stops, otherwise the
design-build-test cycle is repeated again, until all the requirements are met. A
single design-build-test cycle is used to provide information to the next cycle. The
effectiveness of this method depends upon the number of cycles that are completed
and how well the results of individual cycles are combined into coherent solutions
[39].
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2.4.2 Total Design (Controlled Convergence) Process
Pugh proposed a method, called Total Design (also known as controlled conver-
gence) [30], as illustrated in Figure 2.6.
Figure 2.6: Total Design (Controlled Convergence) Method [40]
This method is a repetitive two-step process. In the first step, designers synthesise
a large number of design solutions. In the second step, these solutions are evalu-
ated and assessed against the customer’s requirements. The solutions which are
better in performance are retained, while the others are discarded. After the first
reduction of the solutions, the designers synthesise additional design solutions (ei-
ther through modifications of the initial solutions or entirely new solutions). The
set of solutions (old and new) is narrowed further by discarding weaker solutions.
This process continues in this fashion, with the generation of solutions followed
by the reduction of solutions. Each successive repetition of the generation and
reduction process results in narrower set of solutions, until only one design solu-
tion remains. This repetitive expansion and contraction process is illustrated in
Figure 2.6.
2.4.3 Set-Based Design (SBD) Process
The Set-Based Design (SBD) method was developed by Toyota automotive com-
pany [41] [20]. In SBD, the designers consider a wider range of design solutions
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from the outset, and then explicitly communicate and reason about the solutions
by evaluating the performances parameters, and then gradually reduce the set by
eliminating infeasible and inferior solutions that do not meet the performance re-
quirements (until a final solution remains). Figure 2.7 illustrates the concept of
SBD.
Figure 2.7: Set-Based Design Method [42]
Sobek et al. describe the three main principles of SBD:
1. Map the design space - achieve a thorough understanding of the set of design
possibilities, also known as the design space;
2. Integrate by intersection - ensure that design teams integrate sub-systems
by identifying solutions that are workable for all functional groups; and
3. Establish feasibility before commitment - narrow sets down to an optimum
solution at the system level.
SBD has the advantage of not locking up at a specific design solution too early,
since a lot can happen during the design stage that can change the requirements
[43] [44]. Furthermore, the design rework that occurs late in the design process is
exponentially more expensive than design work performed early in the cycle [45].
Nahm and Ishikawa proposed a set-based design methodology which integrates
meta-modelling techniques, fuzzy set theory, design of experiments, and robust
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analysis techniques [46] [42]. Inoue et al. proposed a set-based design approach
that obtains a ranged set of feasible solutions while incorporating the designer’s
preference for design parameters [47]. US Navy has also utilised SBD approach
during the preliminary design of Ship to Shore Connector program [48]. Con-
sidering multiple solutions earlier and delaying certain decisions seems counter
intuitive, but it’s purpose is to prevent from getting rid of good ideas, and reduc-
ing the development risks and design rework or iterations [49]. The risk reduction
in SBD occurs due to redundancy, knowledge gain, and robustness [50] [45]. Al-
though considering multiple solution helps to reduce risks (specially associated
with the innovative design solutions), Sobek et al. indicate that it requires a lot
of people and resources for synthesis and analysis [20], i.e. right amount of design
solutions should be considered that add value to the product without causing cost
increase. Rocha et al. performed a study which indicates that even though the use
of multiple concepts can be advantageous, the decision about quantity of concept
developed simultaneously affects the potential development gains. Rocha et al.
conclude that the SBD provides great development advantages when used in mid-
high complexity projects. Simple follow-on or evolutionary products may better
use traditional or iterative one-hit (point-based) design practice, since an elevated
amount of workload to develop multiple concepts would impact negatively on the
overall development performance.
2.4.4 Discussion of Convergent Engineering Design Pro-
cess
Convergent engineering design processes consider a wider range of design solutions
from the outset. The designers then reason about the design solutions by evaluat-
ing the performances parameters. Finally, the set of design solutions is gradually
reduced by eliminating infeasible and inferior solutions that do not meet the re-
quirements, until a final solution remains. Convergent engineering design processes
enable the designers to make better informed decisions by delaying the critical de-
cisions, as more knowledge is gained. In other words, it encourages the designers
to foster innovation by preventing them from immediately elaborating on the first
concept or architecture that comes into mind, which may not be the best. Fur-
thermore, these processes do not require fixed requirements. Instead, the evolving
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requirements are accommodated, without requiring extra design rework for the
changing requirements.
2.5 Systems Engineering (SE)
Relatively simple products can be designed with a small number of designers and
engineers. However, as the complexity of the products increases, the number of
interactions between many components also increases. The complexity is not only
related to the engineering aspects of the products, but also to the management
and organization of the designers and engineering from different disciplines, large
amount of data and many decisions. The increased product complexity arose the
need for systems engineering (SE). In SE, the complex product is decomposed into
many systems, systems into many subsystems, and subsystems into many com-
ponents. This division or decomposition enables easy management of the work
involved in each system design while ensuring that the overall product meets all
of the functional requirements. SE enables the systems engineers to manage the
interfaces between various systems, subsystems, and components, which requires
understanding of the different types of interfaces such as physical connection, en-
ergy transformations, fluid flow, etc. In order to implement the systems engineer-
ing for designing complex products, different systems engineering processes have
been proposed. In this section, some of the widely known systems engineering
processes are discussed.
2.5.1 Department of Defence (DoD) SE Process
The Department of Defence (DoD) SE process [51] is a widely accepted SE process.
As shown in Figure 2.8, it captures all the principles of SE, i.e. decomposition,
definition, integration, and verification. The DoD systems engineering process
is a top-down iterative and recursive problem-solving process, which is applied
through all the development stages. In DoD process, two types of architectures
are developed, i.e functional and physical, which describe different aspects of the
system under development. The functional architecture embodies the structure
of the allocated functional requirements, whereas the physical architecture pro-
vides the breakdown structure of the physical system into multiple subsystems,
components, and parts.
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Figure 2.8: Department of Defence (DoD) Systems Engineering Process [51]
The major tasks of the DoD systems engineering process are listed below. All
of these tasks are performed in each iteration as more design issues and product
details are considered at a lower level.
1. Requirements analysis, i.e defining and documenting the requirements for
tracing and verification.
2. Functional analysis and allocation, i.e. (1) identification of all the functions
of the product (including its systems, subsystems, and components) and
(2) assigning functions to each system, subsystem, and component of the
product.
3. Design synthesis, i.e. generating partial solutions and then integrating the
partial solutions into the whole product.
4. Evaluation, i.e. considering the trade-off between requirements (perfor-
mance, safety, quality, costs, and timing schedules).
Figure 2.9 presents a more detailed description of the DoD systems engineering
process. The red dashed-rectangle represents the scope of the current research with
in systems engineering process, which involves the application of the functional
analysis results to the design of product such that the entire product with interfaces
between various systems, subsystems, and components can perform to meet all
the requirements. In particular, the current research focuses on two aspects of the
systems engineering:
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1. Synthesis of the aircraft family solutions (at aircraft major components and
systems level) by using the results of the functional analysis and allocation.
2. Refinement and down-selection of aircraft family solutions through analysis
and requirements or constraints satisfaction.
Figure 2.9: Detailed Description of the DoD Systems Engineering Process [52]
Other aspects such as requirements analysis, and functional analysis and allocation
are not the focus of this research. Furthermore, management of the organisations
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and resources such as people, time, etc. are also not considered in this research.
The practices and tools addressing these aspects are addressed in various systems
engineering standards [53] [54] [55] [56].
2.5.2 Vee SE Process
One of the most widely used systems engineering process is the V (pronounced
as vee) process [57], as shown in Figure 2.10. In the V SE process, the sequence
of the steps starts from the top-left (by specifying the system’s requirements)
and finishes at the top-right (by validating the system’s requirements), i.e. the
system’s maturity increases from the left to right. Overall, the vee SE process is
divided into two parts. The left part (downward-steps) deals with the synthesis
(decomposition and definition) of the system. The right part (upward steps) deals
with the integration (testing, assembly, and verification) of the subsystems. As the
integration and verification at the right part of the vee SE process is dependant on
the development of system’s specification at the corresponding right part, therefore
there is a direct correspondence between steps of the left and right parts, as shown
in Figure 2.10.
Figure 2.10: V Systems Engineering Process, as described by Dickerson and
Mavris [58]
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2.5.3 Waterfall SE Process
The waterfall systems engineering process [59] is a sequential process with a series
of steps, which originated in the software engineering. Figure 2.11 shows the steps
of the waterfall systems engineering process. Here, the design flows down to the
subsequent steps once the current step is completed. Royce states that as the
design is progressed at each step of the process (by increasing the details), there is
an interaction with the previous and the next steps but rarely with the very remote
steps [59]. Figure 2.11 shows this interaction between the consecutive steps. This
corresponds to the iterative nature of the design activity.
Figure 2.11: Waterfall Systems Engineering Process, as described by Dicker-
son and Mavris [58]
2.5.4 Spiral SE Process
The spiral systems engineering (SE) process [60] was also originated from the soft-
ware engineering for developing large-scale software. Figure 2.12 shows the spiral
SE process. The spiral systems engineering process has two distinguishing fea-
tures. The first is the iterative approach for incrementally increasing the systems
degree of definition, i.e. the system is defined at a more detailed level with each
loop of the spiral, whereas the second feature is the presence of multiple milestones
in order to ensure that the system meets the stakeholder requirements [60]. Each
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loop of the spiral is composed of the multiple phases [10]: (1) determining objec-
tives, constraints, and then gererating alternatives (2) evaluating alternatives and
risks; (3) developing, verifying, and redefining the product; (4) planning for the
next loop. The output of each loop becomes the input of the next loop.
Figure 2.12: Spiral Systems Engineering Process, as described by Dickerson
and Mavris [58]
2.5.5 Discussion of Systems Engineering Processes
In this section, widely used systems engineering processes were described, which
consider all the stages (designing, manufacturing, production, assembly, opera-
tions, maintenance, and disposal) of the product life-cycle. These processes enable
the designers to manage the product complexity by providing useful guidelines.
However, these processes employ iterative “synthesise, analyse, and modify” ap-
proach, which results in the costly design changes at the later stages of the product
development (especially for innovative concepts).
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2.6 Aircraft Design Process
The aircraft design process is usually divided into three phases [11] [61] [62] [12]:
conceptual design, preliminary design, and detailed design. The conceptual de-
sign phase deals with the selection of best aircraft configuration. Here, the basic
question to be answered is “what should be the configuration arrangement?”, i.e.
determining the overall geometry of the wing and tail, the fuselage shape, the
number of engines and their locations, etc. Furthermore, the rough estimates
of the sizes, weights, and performances are determined. Raymer states that the
conceptual design phase is very fluid [11], i.e the configuration and layout of the
aircraft is always being changed (due to the new information and knowledge ob-
tained about the design). The changes can be introduced in any aspect of the
design, e.g. wing configuration, tail arrangement, number of engines, propulsion
type, etc. The preliminary design phase starts when the major decisions have been
taken, e.g will canard configuration be used?, what will be the propulsion type?,
how many number of engines?, what will be the wing and tail configuration?, etc.
In preliminary design phase, the major tasks are to freeze the aircraft configu-
ration, develop lofting (surface definition), and design structural components and
systems. At some point in the preliminary design phase, the overall design is frozen
(when the company believes that it has sufficient information). This allows the
other designers to begin detailed analysis of the major structural components and
systems architectures without fearing that their work will be invalidated by the
later changes to the overall design configuration. The detailed design (also called
the full-scale development) phase is characterised by a large number of designers
preparing detailed drawings or computer-aided design (CAD) models, and analysis
with high-fidelity computational tools or experimental tests. Furthermore, thou-
sands of small parts which are not considered during the preliminary design phase,
e.g. doors, flap tracks, and avionics racks, are designed during the detailed design
phase. Another important task at the detailed design phase is the “consideration
of how will the aircraft components and systems be fabricated?”.
Figure 2.13 shows the phases of the aircraft design process. As shown in Fig-
ure 2.13, Kundo adds another (fourth) phase (fabrication phase), which deals
with the aircraft assembly, flight testing, etc.
It can be observed from the previous discussion that the traditional process for
designing aircraft is a point-based approach, where the designers look for quickly
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Figure 2.13: Aircraft Design and Development Process [63]
selecting or locking the configuration and systems architecture. After the con-
cept and systems architecture is frozen, the next task is to iteratively modify the
selected concept and systems architecture (while increasing the design details),
until all the requirements are met. Two major problems are associated with the
traditional (point-based) aircraft design process.
The first major problem is that if the design requirements change, it requires
the restart of the whole process all over again, resulting in costly design rework.
The aircraft design process is very complex which takes many months, as shown in
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Figure 2.14, which implies that there is a high probability of customer requirements
being changed. Furthermore, many problems (e.g. integration issues) appear late
in the design process which makes the tradition point-based aircraft design process
ineffective (due to the extra studies for handling design changes).
Figure 2.14: Typical Aircraft Design Process Time Frame (in months) [63]
The other major problem is that systems architectures analysis and design is con-
sidered very late in the design process. The aircraft configurations are frozen before
moving on to the systems architecture design where the suppliers are selected and
the systems architecture is defined by analysing systems’ layout, interfaces and
performance characteristics [10]. The systems architecture is, therefore, optimised
in isolation which results in sub-optimal architecture with under or over-estimated
performances due to overlooked interactions between systems and their impact on
the whole aircraft.
2.7 Analytical Design Methods and Tools
This section presents a list of analytical design methods and tools: axiomatic
design, theory of inventive problem solving (TRIZ), house of quality (HoQ) matrix
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in quality function deployment, and multidisciplinary design optimisation (MDO).
2.7.1 Axiomatic Design
Axiomatic design [64] [65] [66], developed by Suh, focuses on mapping the relation-
ships in a design. Axiomatic design “is about how to think and use fundamental
principles during synthesis or mapping between the domains of the design world”
[64]. The four domains are the customer, functional, physical, and process. In-
terrelations between these domains are represented by a design matrix, and are
determined using a form of transfer function, also known as mapping. The domain
structure and mapping relations are shown in Figure 2.15. Moving from left to
right, the mapping represents the transition from what is desired to how it can be
achieved.
Figure 2.15: Axiomatic Design Method [66]
Suh states that there are two fundamental axioms to govern the design process
[64] [66]:
 Axiom 1: The Independence Axiom Maintain the independence of the func-
tional requirements.
 Axiom 2: The Information Axiom Minimize the information content.
Axiom 1 states that during the mapping process, functional requirements that the
design must meet are independent, which translates into a design matrix that is
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either diagonal or triangular. Axiom 2 defines information content as the proba-
bility of satisfying a given functional requirement. Higher probabilities of success
are preferred designs. Within each domain, there are hierarchies that represent
the design decomposition. Mappings can occur between any hierarchy levels across
the domains. The stated advantage of this formulation is that designers are en-
couraged to consider innovative design solutions.
Axiomatic design has been proposed in many fields and applications, but has
recently lost support due to the difficulty of describing a practical design in its
axiom and domain formulation [67].
2.7.2 Theory of Inventive Problem Solving (TRIZ)
TRIZ [68] [69] is a concept generation method, where innovative and creative so-
lutions are developed by using the condensed knowledge of past inventors. TRIZ
is the Russian acronym for the theory of inventive problem solving. It was origi-
nated from the extensive studies of the technical patents. Altshuller (the founder
of TRIZ) studied a collection of patents and observed that only 1% of the pre-
sented solutions were truly pioneering inventions, whereas the rest of the presented
solutions represented the use of previously known ideas and concepts but in a novel
way [2]. He concluded that the solution to a new design problem might already
be known. Figure 2.16 shows the basic structure of the TRIZ [70].
Figure 2.16: TRIZ (Theory of Inventive Problem Solving) Structure [70]
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As shown in Figure 2.16, there are two types of tools used: analytical and knowl-
edge base. The analytical tools include contradiction analysis, Substance field
analysis, required function analysis, and ARIZ (Algorithm for Inventive Problem
Solving). These analytical tools generalize a specific situation to represent a prob-
lem as either a contradiction, or a substance-field model, or just as a required
function realization [70]. ARIZ is such a sophisticated analytical tool that it inte-
grates above three tools and other techniques. The knowledge base tools include 40
inventive principles. 76 standard solutions, and effects of knowledge base. These
tools are developed based on the accumulated human innovation experience and
the vast patent collection. The knowledge base tools are different from analytical
tools in that they suggest ways for transforming the system, while analytical tools
help changing the problem statement in favour of problem solving [70]. The details
of the TRIZ tools can be found in the references [68] [69].
Like axiomatic design, it is very difficult to implement TRIZ in the industrial set-
ting. However, researchers have tried to combine these methods, which enhances
the early conceptual design. For instance, uncoupling the design matrices of ax-
iomatic design by recasting the coupled functional requirements as technical or
physical contradictions in TRIZ [71].
2.7.3 House of Quality (HoQ)
Quality Function Deployment (QFD) was originated in Japan during 1960s as a
quality improvement process. At the heart of the QFD process is the House of
Quality (HoQ) tool [72], consisting of several matrices, which is generally used to
translate the stakeholder’ needs (specified as ‘whats’) into engineering character-
istics (specified as ‘hows’). HoQ helps to meet or influence the stakeholder’ needs,
aka voice of the customers (VOC), which leads to increased customer satisfaction
[72].
The structure of the HoQ is shown in Figure 2.17. The stakeholder needs are iden-
tified and listed hierarchically in section (a). The stakeholder needs are then as-
signed priorities by communicating with customers, which are listed in section (b).
The performance of the competitors may also be assessed against stakeholder
needs, which is listed in section (c). Next, the technical characteristics (measur-
able requirements) are specified in section (d). These measurable requirements are
the performance constraints, and are identified by multidisciplinary teams. After
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listing the stakeholder needs and the engineering characteristics, the relationship
matrix is created in section (e). The relationship matrix specifies which engineer-
ing characteristics impact the stakeholder needs, where the relations (represented
by symbols) can be weak, strong, positive, or negative. Next, the relationships
among engineering characteristics are specified in section (f), sometimes known as
the roof-matrix. In the end, the target values of the engineering characteristics
are specified in section (g) which may also include other information such as the
difficulty level in achieving those target values. Finally, the weighted importance
of the engineering characteristics is listed in section (h).
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Figure 2.17: House of Quality (HoQ) Structure
2.7.4 Multidisciplinary Design Optimisation
Optimisation is the use of mathematical models to analyse and compare alterna-
tives to identify an “optimal” or best alternative. Multi-disciplinary design opti-
misation (MDO) combines optimisation techniques with computational models to
trade-off aspects of a design to achieve an “optimal” solution, not just a feasible
one. The MDO field is extensive and spans many disciplines. Martins and Lambe
[73] and de Wit and van Keulen [74] provide overviews of the MDO architectures
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and strategies. Section 2.9 describes in detail some of the MDO architectures used
for designing passenger aircraft families.
While useful, it is important to understand the limitations of MDO. It has the
tendency to exploit assumptions present in the computational models and to drive
the design towards a solution which, while promising to the optimiser, may be
infeasible due to factors not considered by the models such as integration and in-
stallation of promising novel technological solutions. This results in costly design
rework or iterations later in the design process. In addition, a criterion for evalu-
ating alternatives (i.e. MDO formulation) and choosing the best solution cannot
be unique [75]. Its choice will be influenced by many factors such as the design
application, timing, point of view, and judgement of the designer, as well as the
individual’s position in the hierarchy of the organization. If the computational
models and optimisation techniques could be used to design artefacts, then it is
fair to say that human designers would not be required for complex systems de-
sign. MDO is a valuable tool that aid designers in the decision making process.
However, the results from applying these tools should be tempered with an un-
derstanding of how the models were developed and what is the range of inputs
the model is applicable. Furthermore, if the design requirements change, the new
MDO formulation is required, hence restarting the whole process of MDO all over
again.
2.8 Product Family Design
After describing the engineering design processes and methods, this section presents
the state-of-the-art in the field of product family design. First, the two different
categories of product families are described, then a list of product family design
methods, found in literature, are presented.
2.8.1 Product Family Types
Product families can be categorized into two types: module-based and scaled-
based [14]. In the module-based (also referred to as configurable) product families,
members of a product family are created by adding, removing or substituting
functional modules, i.e. the family members provide different functionalities. In
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the scale-based (also referred to as parametric) families, members of a product
family are created by scaling (stretching or shrinking) the components, i.e. all
the product family members provide the same functionalities but at the different
performance levels.
2.8.2 Product Family Design Methods
Two approaches can be used for designing product families: top-down and bottom-
up [14]. In the top-down approach, the company strategically develops a product
family based on the stakeholder needs. In the bottom-up approach, the company
redesigns or consolidates a group of already existing distinct products by standar-
dising the components.
Simpson et al. proposed a method for product family design, named Product Plat-
form Concept Exploration Method (PPCEM) [76] [77] [78], which is comprised
of five steps. In the first step, the design requirements are mapped to market
segments [79]. In the second step, the design requirements and the market seg-
mentation grid are mapped to the design factors and their ranges are determined.
After determining the design factors and their ranges, common and scalable design
factors are identified. In the third step, meta-models (surrogate models) are built
for computationally expensive analysis models. In the fourth step, the values of
the common design factors are determined using compromise Decision Support
Problem (cDSP). The cDSP is a multi-objective decision model [80] which is used
to determine the design variables values in order to achieve a collection of goals
while satisfying a collection of constraints. The overall objective is to minimize
the deviations of goals from the target values using lexicographic minimization
[81]. Finally, in the fifth step, customised product family variants are developed
by determining the values of scalable design factors. Simpson demonstrated the
use of PPCEM for designing families of electric motors.
The PPCEM requires that the choice of the common and scalable design factors is
known a-priori [82], i.e. the method cannot determine which design factors should
be common among product family variants. In order to overcome this limitation,
Nayak et al. proposed a method, named Variation-Based Platform Design Method
(VBPDM) [83], which extends the PPCEM to identify the common design factors.
In the first stage, the deviations of the design factors are minimised while satis-
fying the performance requirements. The design factors with small deviations are
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selected as the platform variables (i.e. common design factors). In the next stage,
the product family variants are individually optimised based on the mean values of
the platform variables. Nayak et al. demonstrated the use of VBPDM for design-
ing a family of electric motors satisfying a range of torque requirements. The main
difference between PPCEM and VBPDM is that the VBPDM determines which
design factors should be scalable to satisfy the varying performance requirements,
whereas the PPCEM requires designers to specify which design factors should be
scalable.
Nelson et al. proposed a modified two-step approach for designing product fami-
lies [84]. In the first step, each of product family variants is optimised separately
according to the individual family variants’ requirements. In the second step,
multi-objective optimisation is used to obtain the Pareto sets subject to common-
ality constraints. Pareto sets enable the designers to decide which components or
design factors should be common. The problem with this method is that if the
number of variables is large then it would be difficult to compute and visualise all
the Pareto sets.
Although the VBPDM enables the designers to achieve optimal trade-off between
commonality among product family variants and the individual performances of
the variants, the VBPDM does not optimise the commonality and the customis-
ability simultaneously, instead a two-stage approach is used. The two-stage opti-
misation approach results in suboptimal solutions [85]. This problem was solved
by Messac et al. by employing physical programming [86], where the product
platform (common design factors) and the product family variants (scalable de-
sign factors) are optimised simultaneously. A Product Family Penalty Function
(PFPF) was introduced that penalises the design factors (during optimisation)
which cannot be considered common among the product family variants. With
this approach, if a constant value can be assigned to a design factor for all the
product family variants with minimum effect on the objectives, then the factor is
considered common (platform) among the family variants. On the other hand, if
a constant value cannot be assigned to a design factor for all the product family
variants without adversely affecting the objectives, then the factor is considered
scalable. The PFPF minimises the design variables variations by minimising the
percentage variation (pvar). The pvar of the ith design variable is calculated by
Equation 2.1.
pvari =
vari
xi
(2.1)
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where:
vari =
√√√√ np∑
j=1
(x
j
i – xi)
2
(np – 1)
, xi =
np∑
j=1
x
j
i
np
(2.2)
Here, x
j
i represents the ith design variable for the jth product variant, and the
symbols nv and np represent the number of variables and product variants, re-
spectively. The PFPF is calculated by summing all the percentage variations pvar
across all the product family variants, i.e. (Equation 2.3).
PFPF =
nv∑
i=1
pvari (2.3)
Simpson and D’Souza proposed a Genetic Algorithm (GA) based method for deter-
mining the degree of commonality during product family optimisation [87]. This
method does not require the designers to specify common and scalable design
factors a-priori. A similar PFPF is used to simultaneously optimise the product
platform (common design factors) and the product family variants (scalable design
factors).
The above explained product family design methods consider the components or
design factors to be either common to all product family variants or to none of
them. The effects of this extreme commonality on the performances of the individ-
ual product family variants are severe, which does not result in optimal trade-off
between commonality and performance [88]. In order to reduce the impact of
commonality on the performances of the individual product families, multi-level
commonality (MLC) is used. In MLC, components or design factors can be com-
mon among few product family variants, rather than be common among all the
variants. Huang et al. states that a product family design method should con-
sider the multiple levels of commonality during optimisation in order to balance
the commonality and the individual performance [85]. Several researchers have
introduced MLC in the optimisation process to achieve partial commonality [89]
[90] [91] [85].
Most of the product family design methods described above used optimisation-
based approach to determine the common design variables and their values. It
was discussed in the previous section that the optimisation-based methods can-
not handle the changing design requirement. If the requirements change, the
whole process of formulating the optimisation problem and execution needs to be
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started all over again. Furthermore, these methods have the tendency to exploit
assumptions present in the computational models and to drive the design towards
a solution which, while promising to the optimiser, may be infeasible due to fac-
tors not considered by the models such as integration and installation of promising
novel technological solutions, which results in costly design rework or iterations
later in the design process.
2.9 Aircraft Family Design
As discussed in the previous section, product families can be categorised into two
types: scale-based and module-based.
In the module-based product families, members of a product family are created
by adding, removing or substituting functional modules, i.e. the family members
provide different functionalities. Module-based aircraft family design is predomi-
nantly conceived for military and Unmanned Air Vehicles (UAVs) [15] where the
components are added or substituted to accomplish variety of different functions,
e.g. attack/bomber, cargo, surveillance, etc. Figure 2.18 shows an example of
a module-based aircraft family, where a cargo variant is created by substituting
functional modules.
Figure 2.18: Example of Module-Based Aircraft Family [Source: Cargolux]
In the scale-based product families, members of a family are created by scaling
(stretching or shrinking) the components, i.e. all the product family members
provide the same functionalities but at the different performance levels. Scaled-
based family is conceived for passenger transport aircraft where major components
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such as fuselage are scaled to accommodate different number of passengers, thus
satisfying different airlines’ requirements in a cost effective manner. Figure 1.3
shows an example of a scale-based aircraft family, where the wing and empennage
are common among all the variants, whereas the fuselage has been shrunk or
stretched to satisfy varying numbers of passengers requirement.
A350-1000
A350-900  
A350-800
A350-1000 (Long Variant)
A350-9 0 (Baseline Variant)  
A350-8 0 (Short Variant)
Figure 2.19: Example of Scale-Based Aircraft Family
2.9.1 Aircraft Family Trends
The present research focuses only on the scale-based passenger aircraft family de-
sign where two Top-Level Aircraft Requirements (TLARs), number of passengers
and mission range, are considered for the family creation. The number of passen-
gers and the range for different Airbus and Boeing aircraft families are shown in
Figure 1.3. It can be observed that there have been three trends followed when
designing passenger aircraft family variants. In the first trend, constant fuel capac-
ity across aircraft family results in a trade-off between number of passengers and
range, i.e. as the total number of passengers increases, the total range decreases
(e.g. Airbus A320 family). In the second trend, more fuel capacity and a higher-
thrust engine, but with the same number of passengers result in Extended Range
(ER) variants. For example, both Boeing 777-200 and 777-200ER have common
fuselage (equal number of passengers), but the later provides longer range. In the
third trend, both the number of passengers and the total range are increased by
introducing higher-thrust engines and more fuel capacity (e.g. Boeing 777-200 and
777-300). As shown in Fig. 1.3, there is one trend missing (Trend X, shown by
Chapter 2. Literature Review 42
a dashed arrow), i.e. increasing the passenger capacity while keeping the range
constant (or similar). For instance, currently in order to meet the high demand
in Asia, large aircraft such as A340, which are optimised for long range missions,
are being used for domestic (short-range) routes, resulting in poor efficiency.
2.9.2 Aircraft Family Design Methods
Most of the existing methods, found in literature, for aircraft family design employ
sequential, optimisation-based approach where a single optimal design solution is
selected quite early in the conceptual design phase and then iteratively modified
until it satisfies all the requirements. Willcox and Wakayama [1] developed a Mul-
tidisciplinary Design Optimisation (MDO) framework and demonstrated its use for
designing BWB aircraft family consisting of two variants. Cabral and Paglione [2]
developed a multi-objective optimisation tool for the conceptual design of trans-
port aircraft families using Genetic Algorithms (GA). D’Souza and Simpson [3]
also demonstrated the use of GA for designing general aviation aircraft family.
Allison et al. [4] used decomposition-based (multi-level) optimisation methods,
i.e. Analytical Target Cascading (ATC) and Collaborative Optimisation (CO),
for transport aircraft family design. Later, Roth [5] developed an improved and
efficient decomposition-based optimisation method, named Enhanced Collabora-
tive Optimisation (ECO) based on CO, and demonstrated its use for designing
transport aircraft families. Next, the two MDO architectures, i.e. Analytical
Target Cascading (ATC) and Collaborative Optimisation (CO), are explained in
detail.
2.9.2.1 Collaborative Optimisation (CO)
Collaborative optimisation (CO) is a method for the design of complex, multidis-
ciplinary systems that was proposed by Braun in 1994 [92] [93] [94]. CO is one of
the several decomposition-based methods, which divides the design problem along
disciplinary boundaries. Disciplinary analysis tools tend to be complex in nature,
and it is often impractical to integrate multiple analysis codes for the purpose
of multidisciplinary optimisation. CO , however, offers a means of coordinating
separate analyses. The structure of the CO is shown in Figure 2.20. The CO has
been used in a variety of engineering design problems. Braun et al. [95] and Braun
Chapter 2. Literature Review 43
[96] used the CO for designing launch vehicle design, Manning [97] demonstrated
the use of CO for designing high speed civil transport, and Sobieski [93] used it
for unmanned air vehicle design. Despite the benefits, CO suffers few problems,
especially convergence, as discussed by Alexandrov and Lewis [98].
Figure 2.20: Collaborative Optimisation Structure [4]
2.9.2.2 Analytical Target Cascading (ATC)
Analytical Target Cascading (ATC) [99] [100] is a multi-level optimisation strategy
for the design of complex systems. ATC was specifically developed for design
problems with a hierarchical structure. A simplified hierarchical decomposition of
the aircraft design problem is illustrated in Figure 2.21, where i represents the level
and j represents the element within the hierarchy. The top-level system targets
are cascaded through all elements in the hierarchy. The child element analyses
generate responses that are inputs to the parent elements. Once the element
design specifications are obtained, the individual design tasks may be completed
concurrently and independently. As system interactions are considered during the
target cascading process, individual design teams can be confident that the system
will be consistent and the overall objectives will be met.
Researchers have employed ATC for designing building architecture [102], auto-
motive [103] [104], aircraft[101], and general products [105]. Kokkolaras et al.
extended the use of ATC for product family design [106]. Allison et al. employed
ATC for designing aircraft families [4].
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Figure 2.21: Analytical Target Cascading (ATC) Hierarchical Structure [101]
One of the problems with ATC is that it faces convergence issues. Michelena et al.
discusses the convergence issues with ATC [107]. Tosserams [108] and Kim et al.
[109] proposed the methods for improving convergence in ATC. Furthermore, it is
limited to the applications where the designers are reasonably confident about the
targets values. Assigning target values to the lower level elements is difficult for
innovative aircraft family configurations. The ATC problem would not converge
if the assigned targets cannot be met.
The main difference between CO and ATC is in the optimisation process [4] [110].
In CO, nested optimisation is utilised where the system-level optimisation problem
is solved only once and the subspaces optimisation problems are solved many times
(once for every system-level iteration). On the other hand, in ATC, a sequence
of optimisation problems are solved, where a coordination strategy initializes the
top-level optimisation problem (with initial guesses for top-level targets), uses the
resulting solution to update the target values for the next level down, initializes
the problems in the second level, and so on until the bottom level is reached. This
process is repeated until convergence.
2.9.2.3 Blended-Wing Body (BWB) Aircraft Family Design Method
Liebeck proposed a way for designing aircraft families for Blended Wing Body
(BWB) configuration [111]. Figure 2.22 illustrate the concept for designing aircraft
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families for the BWB configuration.
Figure 2.22: Blended Wing Body (BWB) Family Covering 200 to 450 Pas-
sengers [111]
The passenger capacity is decreased or increased by removing or adding the central
bay to the centre-body. As opposed to the longitudinal shrinking or stretching in
conventional (tube and wing) aircraft configurations, the shrinking or stretching
takes place laterally (spanwise) for the BWB configuration. The wing area and
span automatically decrease or increases appropriately with the passenger capacity,
a quality not offered by the longitudinal shrinking or stretching for conventional
aircraft family. The centre-body cabins are composed of the combinations of two
or more distinct cabins (shown in green and yellow colours). The outer wing panels
and nose sections (shown in blue colour) are of identical geometry for all the family
members. Distinct to each variant are the transition section aft of the nose, the
aft centre-body, and the engines (shown in gray colour). Although Liebeck did not
present the results for different family variants, it is mentioned that NavierStokes
analyses of several of the members of this example family demonstrated proper
aerodynamic performance. The aircraft are trimmed and balanced. Finite element
modelling was used to quantify the effect of commonality on the structure. The
proposed commonality was feasible, but at a cost of increased Operating Empty
Weight (OEW) for the smaller aircraft.
In addition, Liebeck presented that the commonality can be extended to the in-
teriors of the BWB configuration. Figure 2.23 illustrate the concept for interior
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commonality. The cabin cross section is the same for all of the aircraft family
variants, which implies common galleys, lavatories, and seating be used.
Figure 2.23: Blended Wing Body (BWB) Cabin Cross-Sectional Growth from
200 to 450 Passengers [111]
2.10 Summary and Conclusions
Engineering design is a challenging activity which deals with largely ill-defined or
ill-structured problems (without having clear goals and objectives, and standard
rules to obtain a solution). More importantly, there is no single correct solution
to an engineering design problem. Therefore, a good engineering design process
(that enables the designers to systematically follow a series of steps in order to
come up with a design solution) is a key to the successful design.
In the first part of this chapter, positive and negative points of the different en-
gineering design processes (found in literature) were discussed. The engineering
design processes can be classified into two categories: iterative and convergent.
Most of the design process models (e.g. French, Pahl & Beitz, Hubka, Pugh,
Ullman, spiral, Vee, etc.) are iterative. In the iterative design processes, after
clarification of the design specification, a single concept or architecture is selected
fairly early by utilizing knowledge from the past projects. The selected concept
or architecture is then iteratively analysed and modified until all the requirements
are met. One of the problems associated with the iterative design processes is
that they involve a large amount of design rework (especially for the innovative
concepts or architectures) because limited or imprecise knowledge is used to make
critical design decisions very early in the design process. Furthermore, the require-
ments in the iterative design processes are considered fixed from the start, and the
products are designed to meet these fixed requirements. For complex products,
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such as aircraft, the design phase lasts for many months, which implies that there
is a high probability of customer requirements being changed. If the customer
requirements change, then the design rework is inevitable. In contrast, the con-
vergent design processes (e.g. Pugh’s Total Design, set-based design (SBD), etc.)
consider a wider range of design solutions from the outset. The designers then
reason about the design solutions by evaluating the performances parameters. Fi-
nally, the set of design solutions is gradually reduced by eliminating infeasible and
inferior solutions that do not meet the requirements, until a final solution remains.
One of the prevailing convergent design processes, which shows significant po-
tential, is the set-based design (SBD) process (developed by Toyota automotive
company). It enables the designers to make better informed decisions by delaying
the critical decisions, as more knowledge is gained. In other words, it encourages
the designers to foster innovation by preventing them from immediately elabo-
rating on the first concept or architecture that comes into mind, which may not
be the best. Furthermore, the SBD process does not require fixed requirements.
Instead, the evolving requirements are accommodated, without requiring extra
design rework for the changing requirements.
In the second part of this chapter, existing approaches for the design of passenger
aircraft families (found in literature) are presented. Two problems were identi-
fied with these approaches. The first problem is that these approaches employ
sequential and iterative design processes with optimisation-based methods, which
have the tendency to exploit assumptions present in the computational models
and to drive the design towards a solution which, while promising to the opti-
miser, may be infeasible due to the factors not considered by the models such
as manufacturing, maintenance and novel technologies. These approaches suffer
from the convergence issues of the multidisciplinary design optimisation (MDO)
architectures. Apart from the optimiser convergence issue, assigning target values
required for the MDO architectures, e.g. Analytical Target Cascading (ATC), is
not trivial, especially for innovative concepts or architectures where past expe-
rience or knowledge is not available. The second identified problem associated
with the existing methods for designing passenger aircraft families is that these
methods do not consider systems architectures analysis. Aircraft systems play
an important role in aircraft family design where the target is to utilise common
systems architecture among all the aircraft family variants. The existing methods
for designing passenger aircraft families do not provide designers the ability to
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conduct trade-off between systems architectures and technologies, hence are more
suited for aircraft families with conventional systems architecture.
The literature review identified several research gaps. First of all, there is no exist-
ing method for designing passenger aircraft families, which uses set-based design
(SBD) principles. Although SBD has been applied in Toyota automotive company
and US Navy (with reported benefits), there is no formal methodology available
in the literature that guides the designers how to implement the SBD process
practically. In other words, the existing literature on SBD focuses on defining the
principles only, without providing potential enablers or methods for implementing
those principles. Enablers for rapidly synthesising and analysing the multitude of
design solutions are the key to successfully implement the SBD process. Therefore,
there is a need to develop a formal set-based design methodology with potential
associated enablers for designing passenger aircraft families. The second identified
research gap is that there is no passenger aircraft family design method available
that considers systems architectures analysis and design. During the last decade
or so, there has been a major trend change in the design of aircraft systems, where
new (more-electric) technologies are being introduced. Therefore, there is a need
to incorporate systems architectures analysis early into the conceptual design stage
in order to conduct trade-off between different systems architectures and technolo-
gies. These research gaps were used to define the aim and objectives of the current
research, which are listed in Chapter 1.
The next chapter presents a formal methodology for designing passenger aircraft
families which embraces SBD principles. In addition, different enablers for imple-
menting SBD principles (either identified from the literature or developed in this
research) are presented.
Chapter 3
Proposed Methodology
3.1 Introduction
In this chapter, a novel methodology for designing passenger aircraft families is
presented in order to bridge the gaps identified in Chapter 1 & 2. In Section 3.2,
an overview of the proposed methodology is presented. Sections 3.3, 3.4, and 3.5
provides a detailed explanation of the three phases of the proposed methodology.
Furthermore, these sections also present several promising tools (either identified
or proposed) for each area of the proposed methodology. These tools are adapted
and combined to create an effective methodology for designing passenger aircraft
families. Finally, Section 3.6 presents the summary of the proposed approach and
provides a comparison with the existing methods for designing passenger aircraft
families.
3.2 Overview of the Proposed Methodology
Existing methods for designing passenger aircraft families employ a sequential
“synthesise, analyse, and modify” approach, where the designers select a single
concept or architecture fairly early in the design process by making decisions uti-
lizing the past experience. The selected concept or architecture is then iteratively
analysed and modified until all the requirements are met. This approach is also
termed as Point-Based Design (PBD) because, at any point in the design process,
49
Chapter 3. Proposed Methodology 50
the designers work with only one design solution. The proposed novel methodology
for designing passenger aircraft families embraces the principles of the Set-Based
Design (SBD) paradigm [20] [21] in which the design is kept open by the parallel
development of multiple design solutions and delaying the critical decisions. As
more design knowledge is gained, the set of possible solutions is narrowed-down to
converge on a final design by discarding infeasible and inferior solutions. The SBD
approach has the advantage of reducing design iterations [45] which result from
the decisions made earlier with imprecise knowledge. Unlike the PBD approach
which focuses on selecting the best design, the SBD approach focuses on elimi-
nating the worst designs. The expectation is that the gradual reduction should
enable the designers to bring more knowledge early into the conceptual design
stage by considering wider design space, resulting in better understanding of the
design space through trade-off.
Previous research efforts have presented SBD principles without focusing on how
to implement these principles practically. Furthermore, the methods presented
are well-suited for designing single products and may not work for product family
design. The author is not aware of any method presented for passenger aircraft
(or in general any product) family design which uses SBD principles. Therefore, a
novel methodology (using SBD principles) for the early design of passenger aircraft
families is proposed, as shown in Figure 3.1. The term ‘set ’, in Figure 3.1, refers
to the collection of elements from which the designers select a single element as
part of the design process. The elements in the set can be both physical objects
(e.g. actuators, wings, aircraft, etc.) and parameter (e.g. span, area, etc.) ranges.
The proposed passenger aircraft family design methodology is divided into three
phases: stakeholder needs mapping, synthesis and analysis, and narrowing-down.
The first phase involves the mapping of the stakeholder needs into: 1) performance
constraints and 2) initial design variables sets. In the second phase, the design
solutions are synthesised at the major components level and systems level, which
are then combined to generate a set of aircraft. After combination, the set of
aircraft is classified into multiple sets of aircraft corresponding to the aircraft
family variants, e.g. baseline, short, long etc. Then, the aircraft family set is
created by selecting an aircraft from each of the aircraft family variants sets. The
third phase involves the gradual reduction of the aircraft family set by discarding
the infeasible and inferior aircraft family solutions.
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Step 2: Generation of Initial Design Variables Sets
Step 4b: Generation of
Systems Architecture Set
Step 3: Aggregation and Discretization of 
Initial Design Variables Sets
Step 4a: Generation of
Major Components Sets
Step 8: Down-Selection through Constraint Satisfaction
Step 9: Down-Selection through Ranking
Step 5: Generation of Aircraft Set
Aircraft Level
Step 1: Definition of Constraints
Step 7: Generation of Aircraft Family Set
Aircraft Family Level
Step 6: Classification of Aircraft Set 
into Aircraft Family Variants Sets 
Major Components Level Systems Architecture Level
Stakeholder Needs Mapping Phase
Synthesis and Analysis Phase
Narrowing-Down Phase
Figure 3.1: Proposed Methodology for Designing Passenger Aircraft Families
The three phases of the proposed passenger aircraft family design methodology,
as depicted in Figure 3.1, are further explained step by step in the following
sections (Sections 3.3, 3.4, and 3.5). Furthermore, after describing each step,
possible promising tools are also presented that may be used to implement the
methodology. It is important to note that these tools and enablers are fit for
purpose. The designers could also use other tools of their own choice for each step
of the proposed methodology.
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3.3 Phase 1: Stakeholder Needs Mapping Phase
The first phase of the proposed methodology is concerned with mapping of the
stakeholder needs into the constraints and the initial design variables sets of all
the aircraft family variants. This phase is comprised of two steps.
3.3.1 Step 1: Definition of Constraints
Description: In the first step, requirements analysis (as described in engineering
standards [53] [54] [55] [56] is used to map the stakeholder needs into performance
constraints which are used later during the narrowing-down phase (described in
Section 3.5) in order to progressively discard the infeasible aircraft family so-
lutions. The stakeholder needs are the non-measurable requirements expressed
in customers own language, which are usually identified by qualitative research,
e.g. one-on-one interviews, focus groups, and market surveys and segmentation
[112]. The objective of this step is to translate the non-technical stakeholder
needs into engineering or technical characteristics that describe the aircraft fam-
ily. The engineering characteristics are the measurable performance parameters,
which are identified by a multidisciplinary team by using domain knowledge and
experience [113]. For instance, the stakeholder need for ‘efficient’ aircraft may
be translated into three engineering characteristics: lift-to-drag ratio, specific fuel
consumption, and weight. The designers can then focus on improving these en-
gineering characteristics (higher value for lift-to-drag ratio and lower values for
specific fuel consumption and weight) which will contribute to meet the above
mentioned stakeholder need. The general form of the performance constraints Ci
is given by Equation (3.1) where Ci is the ith constraint, ci is the limiting value
for the ith performance constraint, and nc is the total number of performance
constraints. It should be noted that this step only deals with the performance
constraints that are used for evaluating and down-selecting aircraft family solu-
tions quantitatively. Other constraints, e.g. compatibility, geometric, etc., are not
considered in this step. Apart from the stakeholder needs, limiting values of the
performance constraints must also take account of the competitors’ performance.
Ci

= ci
< ci
> ci
, ∀i = 1, nc (3.1)
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Tools/Enablers: The possible tools and input/output of the ‘Step 1’ are shown
in Figure 3.2. The input to this step is the collection of stakeholder needs whereas
the output of this step is the collection of performance constraints Ci,∀i = 1, nc for
all the aircraft family variants. As shown in Figure 3.2, one of the promising tools
that can be used to convert the stakeholder needs into performance constraints is
the House of Quality (HoQ) [72], as described in Section 2.7.3
Step 1
Definition of Constraints
Tools/Enablers
One-to-One Interviews
Focus Group
House of Quality
Brain Storming
Output
Performance Constraints
Input 
Stakeholder 
Needs
Figure 3.2: Step 1: Definition of Constraints
3.3.2 Step 2: Generation of Initial Design Variables Sets
Description: In this step, the constraints (obtained in Step 1) are used to de-
termine the initial domains of the design variables sets for all the aircraft family
variants. Past knowledge and experience is the key in determining domains of
the design variables sets. In the case of lack of knowledge, the initial domains of
the design variables sets are assigned arbitrarily and therefore other exploration
means need to be applied for a more precise definition [114]. The general form of
the design variable set Vi,∀i = 1, nv is given by Equation (3.2) where Di is the
domain of the ith design variable, and nv is the total number of design variables.
Vi := Di, ∀i = 1, nv (3.2)
Many design variables are continuous in nature and their domains are represented
by the intervals between a lower and upper bound. However, some design variables
are discrete in nature and their domains are represented by the set of options.
The general form of the continuous and discrete design variables sets is given
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by Equation (3.3) and (3.4), respectively. The lower-case letter vi represents an
element of the design variable set, i.e. vi ∈ Di. For the discrete design variable set
shown in Equation (3.4), vik represent the kth element of the set, i.e. vik ∈ Di.
Vi := Di = [LBi, UBi] = {vi | LBi ≤ vi ≤ UBi} (3.3)
Vi := Di = {vi1 , vi2 , vi3 , . . . , vik} (3.4)
For example, the set of wing span V1 := [30.0, 40.0]m and the set of wing material
V2 := {aluminium, carbonfibre} are a continuous and discrete design variable sets,
respectively. If the domain of a continuous design variable is disjoint, then it can
be represented as the union of two or more intervals. Furthermore, if a unique
value is part of the continuous design variable domain, then it can be represented
by using degenerate interval. The latter is a single valued interval where the
lower bound is equal to the upper bound. For example, if the domain of the
set of wing span includes a unique discrete value of 39.5m and intervals between
31.0m to 33.0m and 37.0m to 39.0m, then it can be represented by VWingSpan :=
[31.0, 33.0]m ∪ [37.0, 39.0]m ∪ [39.5, 39.5]m.
Tools/Enablers: The possible tools and input/output of the ‘Step 2’ are shown
in Figure 3.3. The input to this step is the collection of performance constraints
which were obtained in Step 1, whereas the output from this step are the initial
design variables sets Vi,∀i = 1, nv for all the aircraft family variants. As shown in
Step 2
Generation of Initial
Design Variables Sets
Tools/Enablers
One-to-One Interviews 
Focus Group
House of Quality 
Brain Storming
Output
Initial Design Variables Sets
Input
Performance Constraints
Figure 3.3: Step 2: Generation of Initial Design Variables Sets
Figure 3.3, HoQ can be used to implement this step. In this step, the ‘hows’ of the
HoQ constructed in Step 1 (i.e. performance constraints) become the ‘whats’ of
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the new HoQ, and the ‘hows’ of the new HoQ (i.e. initial design variables sets) are
identified which, as mentioned earlier, requires designers’ experience and domain
knowledge. This is illustrated in Figure 3.4
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Figure 3.4: House of Quality (HoQ) Structure
3.4 Phase 2: Synthesis and Analysis Phase
The second phase of the proposed methodology is concerned with the synthesis
and analysis of the aircraft family solutions. When designing complex products,
such as an aircraft family, multiple (and often geographically distributed) teams
are involved. This phase, therefore, involves the synthesis and analysis of partial
solutions at major components and systems level by the relevant design teams,
which are then combined or integrated to create the set of complete aircraft solu-
tions. At the major components level, the sets of major components (e.g. fuselage,
wing, empennage, engine(s) and landing gear) are created whereas at the systems
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level, the set of alternative systems architectures is created in order to conduct the
trade-off between systems technologies. Next, the set of aircraft is then classified
into multiple sets for the corresponding aircraft family variants. Finally, the set of
aircraft family is created by selecting an aircraft from each of the aircraft family
variants sets. The synthesis and analysis phase is comprised of six steps.
3.4.1 Step 3: Aggregation and Discretisation of Initial De-
sign Variables Sets
Description: The first step in the synthesis and analysis phase is to aggregate all
the initial design variables sets Vi, ∀i = 1, nv (obtained in Step 2) of the aircraft
family variants. The aggregation process enables employment of a sampling strat-
egy to generate a sufficiently large population of aircraft that is a representative
of all the aircraft family variants. The ith aggregated design variable set is repre-
sented by V+i ,∀i = 1, nv. Mathematically, the ith aggregated design variable set
V+i is the union of the ith domains of initial design variables set of the individual
aircraft family variants, which is given by Equation (3.5) where nfv is the number
of aircraft family variants and Di is the domain of the ith design variable set.
V+i := Di
+ = (Di)1 ∪ (Di)2 ∪ · · · ∪ (Di)nfv , ∀i = 1, nv (3.5)
For an aircraft family of three variants, nfv = 3 (e.g. Baseline, Short, and Long),
the ith aggregated design variables set is given by Equation (3.6) where S, B, and
L represents short, baseline, and long variants, respectively.
V+i := Di
+ = (Di)S ∪ (Di)B ∪ (Di)L, ∀i = 1, nv (3.6)
For example, if the initial design variables sets for the wing span of the short,
baseline, and long variants are [25.0 – 35.0]m, [30.0 – 40.0]m, and [35.0 – 45.0]m,
respectively, then the aggregated wing span set is given by V+WingSpan := [25.0 –
35.0]m ∪ [30.0 – 40.0]m ∪ [35.0 – 45.0]m = [25.0 – 45.0]m.
After aggregation, continuous aggregated design variables sets V+i are discretised
in order to achieve a finite number of elements. The discretised aggregated design
variables sets are represented by Vd+i ,∀i = 1, nv. The cardinality (number of
elements) of the ith discretised aggregated design variables sets Vd+i is represented
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by pi, i.e. pi = |Vd+i | where two vertical bars represent the cardinality of the
set. The sampling strategy should be selected such that the sampled points are
adequately distributed throughout the extent of the aggregated design variables
sets V+i .
Tools/Enablers: Figure 3.5 summarises the Step 3 of the proposed methodol-
ogy. This step is further divided into two steps: first the initial design variables
sets are aggregated, and then the continuous aggregated design variables sets are
discretised. The tools employed in this step are also shown in Figure 3.5. The
union operator is employed for the aggregation and any discretisation strategy can
be used to create finite number of elements in the design variables sets.
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Figure 3.5: Step 3: Aggregation and Discretisation of Initial Design Variables
Sets
3.4.2 Step 4a: Generation of Major Components Sets
Description: In this step, the discretised aggregated design variables sets Vdi +
obtained in Step 3 are used to create the sets of major components. The jth
major component set is represented by MCj,∀j = 1, nmc where nmc is the number
Chapter 3. Proposed Methodology 58
of major components. Mathematically, the set of the jth major component MCj
is the Cartesian product of the discretised aggregated design variables sets Vd+i
belonging to the jth major component, which is given by Equation (3.7).
MCj := V
d+
1 × Vd+2 × · · · × Vd+i × · · · × Vd+nv ,
∀j = 1, nmc | i = 1, nv ∧ Vi ∈ MCj
(3.7)
Given n discretised sets A1, A2, . . . , An, the Cartesian product (written as A1 ×
A2×· · ·×An) is the set of all the ordered n-tuple (a1, a2, . . . , an) where ai ∈ Ai, ∀i =
1, n. Therefore, the cardinality of the jth major component set, represented by qj,
is given by Equation (3.8).
qj = |MCj| =
nv∏
i=1
pi, ∀j, j = 1, nmc| Vi ∈ MCj (3.8)
For instance, the two discretised aggregated design variables sets for wing span and
area V1
d+ := {30, 40}m and V2d+ := {110, 120, 130}m2, respectively (with p1 = 2
and p2 = 3) will result in the creation of a set of wings with qwing = p1 × p2 =
2 × 3 = 6, i.e. MCwing := {w1, w2, w3, w4, w5, w6} := {(30, 110), (30, 120),
(30, 130), (40, 110), (40, 120), (40, 130)}, where w1 = (30, 110) (wing with span
and area equal to 30m and 110m2, respectively), w2 = (30, 120), w3 = (30, 130)
and so forth. Apart from synthesizing the set of wings, this step also involves
analysis to evaluate the wing performance parameters, e.g. weight, cost, lift-to-
drag ratio, etc. Later during the integration of major components and systems
architecture (i.e. Step 5), these parameters will be used to evaluate performance
parameters at the aircraft level, e.g take-off field length, approach speed, block
fuel, etc. Similar to the set of wings, the sets of other major components (e.g.
fuselage, engines, horizontal and vertical tails etc.) are synthesised and analysed
in this step by relevant teams.
Tools/Enablers: Figure 3.6 shows the tools and input/output of the Step 4a.
The input to this step are the discretised aggregated design variables sets, whereas
the output from this step are the sets of all major components. It is important to
note that, apart from the discretised aggregated design variables sets, inputs from
other major components or systems may be required to determine performance
parameters of major components. For instance, in order to determine the mass
of the set of landing gears, the mass of the other major components and systems
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will also be required as input. As shown in Figure 3.6, the identified tool that
can be employed to generate sets of major components is Design of Experiment
(DOE). DOE is a statistical technique for sampling the design space in a systematic
way. It enables the designers to investigate the effects of multiple inputs on one
or more outputs [115] which helps to better understand the wider design spaces
when limited knowledge is available [116]. There are many sampling approaches
for DOE. The simplest but most computationally expensive approach is the full
factorial DOE [115] which requires discretisation of the continuous aggregated
design variables sets V+i . Other approaches e.g. Monte Carlo and Latin hypercube
etc. [115] are more efficient compared to the full factorial DOE which do not
require discretisation, instead the designer needs to specify the number of elements
in the major components sets MCj.
Step 4a
Generation of
Major Components Sets
Tools/Enablers
Design of Experiment
Output
Major Components Sets
• Set of Wings
• Set of Fuselages
• Set of Empennage
• Set of Engines
• Set of Landing Gears
…
Input
Discretised Aggregated 
Design Variables Sets
Figure 3.6: Step 4a: Generation of Major Components Sets
3.4.3 Step 4b: Generation of Systems Architecture Set
Description: This step involves the synthesis and analysis of a set of systems
architectures. The set of systems architectures SA is represented by Equation (3.9)
where nsa is the cardinality of the systems architecture set, i.e. nsa = |SA|, and
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the lower case letter sa represents a systems architecture.
SA = {sa1, sa2, . . . , sansa} (3.9)
The set of systems architectures SA can be generated by utilizing functional anal-
ysis, as described in systems engineering standards [53] [54] [55] [56]. Functional
analysis is the process of identifying top-level functions (which are the functional
requirements identified in the requirements analysis), and decomposing into lower-
level functions. The performance requirements are then allocated to these lower-
level functions. The set of all the lower-level functions for aircraft systems F is
represented by Equation (3.10) where nf is the cardinality of the set of decomposed
functions for aircraft systems.
F = {f1, f2, . . . , fnf} (3.10)
Once the set of lower-level functions for aircraft systems F is identified, various
solutions (of varying technological maturity) may be devised to realize these func-
tions which results in different systems architectures. A solution may be either a
single component or a group of components connected together to perform a partic-
ular function. Giving focus to the functions that the product must perform, rather
than on the physical solutions, helps the designers to foster innovative systems ar-
chitectures [23; 32]. In other words, it prevents the designers from immediately
elaborating on the first physical solution that comes into mind, which may not be
the best. The set of physical solutions for the ith function Xi is represented by
Equation (3.11) where (xj)f i
is the jth solution to realise the ith function, and ri is
the cardinality of the set of physical solutions for the ith function Xi, i.e. ri = |Xi|.
Xi ={(x1)f i , (x2)f i , . . . , (xj)f i , . . . , (xri)f i},
∀i, i = 1, nf
(3.11)
The total number of systems architectures nsa that can be generated by combining
different solutions of all functions is given by Equation (3.12). It should be noted
that the development of systems architectures is a creative, iterative and recursive
process that requires a good knowledge of different potential solutions to realise
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systems functions.
nsa = |SA| =
nf∏
i=1
ri (3.12)
After synthesis, these architectures are analysed using mathematical models in
order to conduct trade-off during the ‘narrowing-down phase’ (described in Sec-
tion 3.5) where a common (best) systems architecture is selected that satisfies the
requirements of all the aircraft family variants. In order to evaluate the systems
architectures, the performance characteristics (such as weight, cost and power
off-take) of the whole systems architecture are obtained by aggregating the per-
formance characteristics of the individual physical solutions. Fast physics-based
computational models can be used to quickly size a large number of architectures.
Tools/Enablers: Figure 3.7 shows the tools and input/output of the Step 4b.
The input to this step are the discretised aggregated design variables sets, whereas
the output from this step is the set of systems architecture. It is important to note
that, apart from the discretised aggregated design variables sets, inputs from teams
working on other major components or systems may be required to determine
performance parameters. For instance, in order to determine the power off-take
required for the ‘Environmental Control Systems’ (ECS), (apart from discretised
aggregated design variables sets, e.g. number of passengers) the dimensions of the
fuselage will also be required as input. As shown in Figure 3.7, the identified tools
that can be employed for generating systems architecture set are morphological
matrix and function-means tree.
Step 4b
Generation of
Systems Architecture Set
Tools/Enablers 
Morphological Matrix 
Compatibility Matrix 
Function-Means Tree
Output
Systems Architecture Set
Input
Discretised Aggregated 
Design Variables Sets
Figure 3.7: Step 4b: Generation of Systems Architecture Set
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The morphological matrix [117] [118], developed by Fritz Zwicky in 1943, is a
tool for structuring the concept generation process and is supposed to encourage
creativity. It provides a structured and systematic way of representing the decom-
posed functions and the possible solutions to realize those functions. The structure
of the morphological matrix is shown in Figure 3.8. It is created by first listing the
set of decomposed functions F = {f1, f2, . . . , fi, . . . , fnf} in the first column of the
matrix, where nf is the total number of decomposed functions. Next, the set of all
possible solutions for each function Xi = {(x1)f i , (x2)f i , . . . , (xj)f i , . . . , (xri)f i}, ∀i =
1, nf are listed to the right, where (xj)f i is the jth solution of the ith function and
ri is the total number of available solutions to realise the ith function. It is im-
portant to note that the number of solutions for different functions ri do not need
to be equal. Furthermore, new or novel solutions, discovered later in the design
process, can be added to the morphological matrix without affecting the already
conducted analyses. As shown in Figure 3.8, a complete systems architecture, e.g.
sak = (x2)f1 ⊕ · · · ⊕ (x1)f i ⊕ · · · ⊕ (x2)fnf , is generated by selecting one solution
from each row of the morphological matrix and then combining them together.
The symbol ⊕ is used to represent the combination of solutions.
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Figure 3.8: Morphological Matrix Structure
In practice, however, some of the solutions for one function may not be compatible
with some solutions of the other functions, or require some other solutions to
be selected as well. The compatibility matrix is, therefore, associated with a
morphological matrix to model cross-consistency between different solutions. The
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general form of the compatibility matrix is shown in Figure 3.9, where n is the
total number of the solutions of all functions, and a(i,j) has a value of 0 if the ith
and the jth solutions are incompatible, and a value of 1 otherwise. The process of
constructing the morphological and compatibility matrix requires experts’ opinions
and interaction between the disciplinary systems teams.
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 , , ⋯ ,
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,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, = 0⟺  is not compatible with 
Figure 3.9: Compatibility Matrix Structure
The decomposed functions can be divided into two categories: top and lower level.
The top-level functions are entirely architecture independent, i.e. will be present
in every architecture. The selection of a particular solution to realize the top-level
function may require other lower-level functions to be introduced. These lower-
level functions are architecture specific, i.e. will belong to a particular architecture.
Although the morphological and compatibility matrix provide a structured way
of representing decomposed functions and their solutions, the dependency among
different functions and solutions cannot be captured by morphological matrix.
Therefore, function-means tree [119] [120] is employed which presents the functions
and solutions or means in a hierarchic manner, helping the designers to discover
new solutions. The function-means tree is based on the law of Hubka [121] which
states that there are causal relations between functions and solutions. In function-
means tree, two types of nodes are used: trapeziums to represent functions and
rectangles to represent solutions or means. Figure 3.9 shows the structure of the
function-means tree. For each function, there may be multiple means available and
similarly there may be multiple functions required to support a particular means.
Thus, it is a hierarchical representation of all the possible functions and means,
where systems architectures are created by moving along the paths (starting at
the root node and moving down to leaf nodes) and selecting a means for each
function.
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Figure 3.10: Function-Means Tree Structure
It is important to note that both morphological matrix and function-means tree
could also be served as a knowledge capturing and storing tools.
3.4.4 Step 5: Generation of Aircraft Set
Description: After generating the sets of major components MCj (obtained in
Step 4a) and the set of systems architectures SA (obtained in Step 4b), the design
solutions at major components and systems level are combined to create a set of
aircraft A. It should be noted that although the steps 4a “Generation of Major
Components Sets” and 4b “Generation of Systems Architecture Set” are explained
in sequence, both steps are executed in parallel (see Figure 3.1). Furthermore,
the two steps are not executed independently, in fact the synthesis and analysis
activities at both (major components and systems) levels require communication
in between through data inputs/outputs. Mathematically, the set of aircraft A is
the Cartesian product of the sets of major components MCj and the set of systems
architecture SA, which is given by Equation (3.13). The cardinality of the set of
aircraft A is represented by na, which is given by Equation (3.14).
A = MC1 ×MC2 × . . .MCj · · · ×MCnmc × SA (3.13)
na = |A| = nsa
nmc∏
j=1
qj (3.14)
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For example, the set of aircraft A for six major components sets (fuselage MCF,
wing MCW, horizontal tail MCHT, vertical tail MCVT, engine MCE, and landing
gear MCLG) and systems architectures set SA is given by Equation (3.15).
A = MCF ×MCW ×MCHT ×MCVT ×MCE ×MCLG × SA (3.15)
After synthesising the set of aircraft A, the analysis deals with the evaluation of the
aircraft level performance parameters (e.g. block fuel, flyover and sideline take-off
noise, nitrogen oxide emissions, take-off field length, etc.) using computational
models.
Tools/Enablers: Figure 3.11 shows the tools and input/output of the Step 5.
The input to this step are the major components sets and the systems architec-
ture set, whereas the output from this step is the set of aircraft. As shown in
Figure 3.11, the identified tools that can be employed for generating aircraft set
are the “Cartesian product” for synthesis, and the “dynamic workflow creation”
and “multidisciplinary modelling & simulation” for analysis of the set of aircraft.
The analysis involves simulating physical behaviour of the set of aircraft using
computational models. The “dynamic workflow creation” method [122] [123] [124]
enables the designers to dynamically configure the computational workflows de-
pending on the designers’ request for input and output variables, hence providing
environment where a large number of aircraft can be analysed quickly.
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Figure 3.11: Step 5: Generation of Aircraft Set
After generating the set of aircraft, the analysis process starts, as shown in Fig-
ure 3.12.
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Figure 3.12: Aircraft Set Analysis
3.4.5 Step 6: Classification of Aircraft Set into Aircraft
Family Variants Sets
Description: This step is concerned with the classification of the set of aircraft
A (obtained in Step 5) into multiple sets Ak, ∀k = 1, nfv corresponding to the
desired aircraft family variants where nfv is the number of aircraft family variants.
The aircraft sets for all the family variant Ak,∀k = 1, nfv are the subset of the set
of aircraft A, i.e. Ak ⊆ A. The classification, as discussed earlier, is based on two
design parameters: number of passengers Npax and aircraft range R, which is in
line with the actual industrial practices. The set of the aircraft for the kth family
variant Ak is given by Equation (3.16) where a represents an aircraft belonging to
the set of aircraft A, Npaxa and Ra represent the number of passengers and range
of aircraft a, respectively. The minimum and maximum values of the number
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of passengers for the kth aircraft family variant is represented by min(Npaxk)
and max(Npaxk), respectively. Similarly, min(Rk) and max(Rk) represent the
minimum and maximum values for the range of the kth family variant. The
minimum and maximum values for the classification parameters are decided by
the designer(s) based on customer requirements and market surveys. For example,
if the minimum and maximum values for the number of passengers and range of
the baseline variant are chosen as [160 – 180] and [2950 – 3050]nm, respectively.
Then the set of baseline aircraft variant AB includes all the aircraft of the set A
which have number of passenger and range capacity in between [150 – 160] and
[2500 – 3000]nm, respectively.
Ak =
{
a|a ∈ A ∧min(Npaxk) ≤ Npaxa ≤ max(Npaxk) ∧
min(Rk) ≤ Ra ≤ max(Rk)
}
, ∀k = 1, nfv
(3.16)
The classification parameters (Npax and R) belong to fuselage, therefore, this step
subdivides the set of fuselage MCF into multiple sets of fuselage corresponding
to the aircraft family variants (MCF)k,∀k, k = 1, nfv. For example, considering
three aircraft family variants (short, baseline, and long), the set of fuselage MCF
will be subdivided into three sets of fuselage (MCF)S, (MCF)B, and (MCF)L. The
cardinality of the subdivided sets of fuselage is represented by (qF)k,∀k, k = 1, nfv.
Tools/Enablers: Figure 3.13 shows the tools and input/output of the Step 6.
The input to this step is the aircraft set, whereas the output from this step is
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Figure 3.13: Step 6: Classification of Aircraft Set into Aircraft Family Vari-
ants Sets
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the sets of aircraft for each of the family member. As shown in Figure 3.13, the
identified tools that can be employed for dividing the set of aircraft into multiple
sets of aircraft for family members are the “classification” and “clustering”.
3.4.6 Step 7: Generation of Aircraft Family Set
Description: The set of aircraft family AF is created by the Cartesian product
of the sets of aircraft family variants (Av)i such that common major components
are same for all the family variants. Each element of the set of aircraft family AF
is a combination of three aircraft variants with common major components and
systems.
AF = {(Av)1 × (Av)2 × · · · × (Av)nfv} (3.17)
Those combinations which will result in different common major components will
not be selected. The number of aircraft families naf created in AF is given by:
naf = nsa ·
ncv∏
i=1
pi ·
nev∏
i=1
nfv∏
k=1
pik (3.18)
Here, ncv is the number of common design variables sets, nev is the number of
exclusive design variables sets, and nfv is the number of aircraft family variants.
Furthermore, pik represents the the ith design variable for the kth aircraft family
variant.
In this step, the designer chooses which major components will be common among
the aircraft family variants. Typical common major components would be wing,
empennage (horizontal tail + vertical tail), whereas fuselage, landing gear, and
engines could be exclusive to the individual family variants. The exclusive fuselages
among the family members allow to satisfy varying airlines’ requirement for the
different number of passengers. The reason for exclusive engines is to provide
optimum sea-level static thrust for individual family members, since oversized
engines consume more fuel and undersized engines result in longer take-off field
length. The weight of the landing gear is usually about the 1/10th of the whole
aircraft weight [9]. Therefore, exclusive landing gears are normally used among
aircraft family variants. Again, the choice of common or exclusive component
depends on the designers’ preference. For example, the Airbus A350 family shares
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a common landing gear between -900 and -800, whereas the Boeing 787 family
employs exclusive landing gears for 787-8 and 787-9 variants.
After synthesising the set of aircraft family AF, the aircraft families are analysed
for evaluating updated performances and the family cost. It was mentioned earlier
that a common systems architecture is used for all the variants when designing
passenger aircraft families. The systems’ components are, therefore, sized to meet
the maximum requirements. For instance, if the maximum electrical power re-
quired by the systems of short, baseline, and long variants are 300kW, 330kW, and
360kW, respectively, then the electrical generators are sized for 360kW (maximum
required value) so that the same electrical generator can satisfy the requirements
of all aircraft family variants. This means that smaller aircraft variants tend to
have more over-sized systems’ components. Therefore, after generating the set of
aircraft family AF, the analysis at this step involves estimating updated perfor-
mance parameters for each of the variants. Furthermore, the cost of the whole
family needs to be calculated by taking care of the common components. When
components are shared among multiple aircraft, the Research, Development, Test-
ing and Evaluation (RDTE) cost is also shared among all the family members,
although a small additional cost is associated with developing components for use
on multiple aircraft [11].
Tools/Enablers: Figure 3.14 shows the tools and input/output of the Step 7.
The input to this step are the sets of aircraft for each of the family member, whereas
the output from this step is the aircraft family set. As shown in Figure 3.14,
the identified tool that can be employed for generating aircraft family set is the
“Cartesian Product”.
3.5 Phase 3: Narrowing-Down Phase
The third phase of the proposed methodology is concerned with the down-selection
of aircraft family solutions which are synthesised and analysed in Phase 2. The
infeasible and inferior solutions from the aircraft family set are progressively dis-
carded by considering the constraints defined in Phase 1. This phase is comprised
of two steps.
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Figure 3.14: Step 7: Generation of Aircraft Family Set
3.5.1 Step 8: Down-Selection through Constraint Satisfac-
tion
Description: In the first step of the ‘narrowing-down phase’, the solutions from
the aircraft family set are assessed against the constraints of the individual air-
craft family variants. First, the constraints obtained in Phase 1 are applied on the
sets of aircraft family variants Ai, and then the feasible sets of the aircraft family
variants are intersected in order to determine the reduced sets of common design
variables. It is important to note that, unlike traditional optimisation-based ap-
proaches which consider fixed constraints, the proposed methodology considers the
ranges of constraints by enabling the designers to change the constraints’ limiting
values in real-time, in order to account for changing customer requirements.
Tool/Enablers: Figure 3.15 summarises Step 8 of the proposed methodology.
The input to this step is the aircraft family set obtained in Phase 2, whereas the
output from this step is the reduced subset of aircraft family which is obtained by
applying the constraints defined in phase 1.
Figure 3.15 also shows the tools that can be employed for down-selection through
constraint satisfaction. A constraint analysis method based on iso-contours is
proposed for the down-selection of aircraft family set [125]. The method divides
the multi-dimensional design space into multiple 2D projections or slices (contour
plots) which show the contour line (also called isoline) of the constraints for two
design variables along which the constraint has a constant value [126]. The concept
of the constraint analysis using iso-contours is illustrated in Figure 3.16. Here,
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Figure 3.15: Step 8: Down-Selection through Constraint Satisfaction
two of the possible 2D slices with iso-contours for maximum take-off weight and
nitrogen oxides emissions are shown for the two design variables wing span and
wing area by considering different values of sea-level static thrust. The method
can be used to generate a matrix of all pairwise 2D contour plots for a number of
design variables.
Figure 3.16: Constraint Analysis using Iso-Contours
The proposed method does not require new evaluations of the computational mod-
els, instead the previously obtained results from the set generation are used by
using interpolation in order to compute the constraints iso-contours. This makes
the method well suited for the design space exploration at the early stage where
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designers can interactively move the constraints iso-contours in real-time. Further-
more, it offers the designers flexibility to perform a sensitivity analysis of design
variables towards different constraints to invoke what-if analysis in order to better
understand the design space. The generalised steps for the construction of the 2D
iso-contour plots are given below.
P(-1,1) P(1,1)
P(-1,-1) P(1,-1)
(,)
(,)
(,)
(,)
Figure 3.17: Calculation of Iso-Contours
1. Given the values of the constraint for the two design variables sets, x and y.
2. The four vertex (corner) points are drawn. The vertex points are P(–1, –1),
P(–1, 1), P(1, 1), P(1, –1). At each vertex point, the average of all the re-
sponse values at that vertex point is determined: y(–1,–1), y(–1,1), y(1,1),
y(1,–1).
3. If there are centre points, a point is drawn at P(0, 0) and the average of the
response (constraint) values at the centre points is determined.
4. The edges that contain points having values y = y0 are identified. e.g. if
y–1,1 ≤ y0 ≤ y1,1, then the top edge contains constraint value.
5. Assuming the linear contour plot (the effect of assuming linear contour plot
can be minimised by increasing the number of points in between four vertex
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points), y = μ + β1x1 + β2x2 + β12x1x2, where μ is the overall mean of the
constraint. The values of β1, β2, β12, and μ are estimated from the vertex
points using least squares estimation.
6. In order to generate a single contour line, e.g. for y = y0, where y0 is the
limiting value of the constraint for which contour is to be calculated, the x2
is solved in terms of x1 which results in the equation:
x2 = (y0 – μ) – β1x1β2 + β12x1 (3.19)
A sequence of points for x1 (first design parameter) is used to compute
the corresponding values of x2 (second design parameter). These points
constitute a single contour line corresponding to y = y0.
Another enabler that can be very useful during the narrowing-down phase is the
fast 3D aircraft geometry parametrisation tool that can be used to identify the sys-
tems integration issues earlier in the design process. In this research, an interactive
3D geometry parametrisation tool is developed. The tool is based on the earlier
work by Kulfan, based on class-shape function transformation (CST) method,
which enables to represent 2D geometries as the product of a class function and a
shape function [127]. The present research extended the work to include systems
architectures as simple 3D primitive shapes (e.g. cuboid, sphere, and cylinders).
A more detailed description of the classes and the joining algorithm can be found
in references [127] and [128]. The tool uses the object oriented, components-based
approach and can be used to build complex aircraft configurations. It allows the
designers to conduct conceptual design and analysis without labor-intensive CAD
support. Figure 3.18 shows a screen shot of the tool.
3.5.2 Step 9: Down-Selection through Ranking
Description: After reducing the set of aircraft family to a feasible subset by
applying the constraints, the next step is to further narrow-down the feasible
aircraft family set by ranking. This step involves determining the best aircraft
family designs from the set of feasible aircraft families.
Tools/Enablers: Figure 3.19 summarises the Step 9 of the proposed methodol-
ogy. The input to this step is the feasible aircraft family set obtained in Step 8,
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Figure 3.18: Aircraft Geometry Parametrisation Tool
whereas the output from this step is the reduced subset of aircraft family which is
obtained by applying the ranking based on performance parameters.
Figure 3.19 also shows the two tools that can be employed for down-selection
through ranking: Multi-Criteria Decision Analysis (MCDA) and Non-Dominated
Sorting. The Multi-Criteria Decision Analysis (MCDA) [129] is a discipline in
operations research dealing with the process of decision making in the presence
of multiple, potentially conflicting criteria. There are many techniques developed
for MCDA [130], one of the very simple and fast technique is Technique for Order
Preference by Similarity to Ideal Solution (TOPSIS) [131]. It is based on the con-
cept that the chosen alternative should have the shortest Euclidean distance from
the positive ideal solution and the longest Euclidean distance from the negative
ideal solution. It compares a set of alternatives by normalising scores for each
criterion, assigning weights for each criterion, and then calculating the Euclidean
distance between each alternative and the best and worst ideal alternative.
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Figure 3.19: Step 9: Down-Selection through Ranking
It was mentioned earlier that aircraft family design involves a trade-off between
the ‘commonality among aircraft variants’ and the ‘performance of the individual
aircraft variants’. Therefore, in addition to TOPSIS, non-dominated sorting [132]
can be used to filter out the best aircraft family solutions, based on two parameter
e.g. economic efficiency and performance efficiency. Among a set of aircraft family
AF, the non-dominated set of aircraft family solutions are those that are not
dominated by any other member of the set AF. A design solution x1 is said to
dominate the other solution x2, if both conditions 1 and 2 are true:
1. The solution x1 is no worse than x2 in all objectives.
2. The solution x1 is strictly better than x2 in at least one objective.
3.6 Summary
Unlike existing methods for designing passenger aircraft families which employ a
sequential “synthesise, analyse, and modify” approach, where the designers select
a single concept or architecture fairly early in the design process and then focus
on iteratively analysing and modifying it until all the requirements are met, the
proposed novel methodology keeps the design space open by the parallel develop-
ment of multiple design solutions and delaying critical decisions. As more design
knowledge is gained, the set of possible solutions is narrowed-down to converge
on a final design by discarding infeasible and inferior solutions, which results in
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reduced design rework or iterations. Furthermore, the proposed approach incorpo-
rates a set of systems architecture which provides designers an environment where
they can foster innovation and conduct trade-off between systems technologies by
investigating the impacts of system architecture modifications on the aircraft and
mission performance. Existing optimisation-based methods e.g. Analytical Tar-
get Cascading (described in 2) utilises targets for systems and major components,
which makes it very difficult to converge for unconventional design concepts. The
proposed methodology does not consider targets, instead a wider design space is
explored and then infeasible solutions are simply discarded. The expectation is
that the gradual reduction should enable the designers to bring more knowledge
early into the conceptual design stage, hence resulting in better understanding of
the design space through trade-off.
Chapter 4
Application Case-Study
4.1 Introduction
In this chapter, the proposed methodology is demonstrated through an application
case-study of passenger aircraft family design. The objective of the application
case-study is to highlight the capabilities and benefits of the proposed methodol-
ogy, not to come up with the best design. Furthermore, publicly available compu-
tational models (sizing codes) are used for performance evaluation, therefore the
data and numbers shown in this case-study are realistic, but may not be real.
The rest of this chapter is divided into three sections. The application case-study
is described in Section 4.2. The individual steps of the proposed methodology are
applied to the application case-study in Section 4.3, and finally this chapter is
summarised in Section 4.4.
4.2 Application Case-Study Description
The passenger aircraft family to be designed is considered to include three mem-
bers: baseline aircraft, short and long variants. Furthermore, all the family mem-
bers are considered to have same fuel capacity, where the number of passengers
is traded against aircraft range (‘Trend 1’ in Figure 1.3). The configuration and
the systems architectures considered for the application case-study are described
next.
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4.2.1 Configuration
The only civil transport aircraft configuration that has dominated the market over
the last six decades is the tube-and-wing configuration that exists in two variations:
(a) wing-mounted engines with conventional tail, and (b) fuselage-mounted engines
with T-tail. Representative configurations of three civil transport aircraft families
are shown in Figure 4.1: the Boeing 747 family was introduced in 1970 and the two
latest aircraft families, Boeing 787 and Airbus A350, were introduced in 2011 and
2015, respectively. It becomes clear from Figure 4.1 that both Airbus and Boeing
have retained the tube-and-wing configuration for their latest aircraft families.
747
(Introduction: 1970)
A350
(Introduction: 2015)
787
(Introduction: 2011)
Figure 4.1: Latest Configurations for Passenger Aircraft Families
Although there has not been much advancement from a configuration point of view
in the last six decades (due to the enormous economic risks involved), greater
efficiency has been achieved through improvements in structural materials and
primarily propulsion technology. It is expected that the tube-and-wing configu-
ration will be the choice for future civil transport aircraft families until at least
2030 [133]. For this reason, a single-aisle conventional tube-and-wing configura-
tion (low-wing with conventional tail, and two wing-mounted turbofan engines)
is considered for the application case-study. Although only one configuration is
considered here, the case-study can be easily extended to include set of configura-
tions, e.g. Strut-Braced Wing, Truss-Braced Wing, Joined-Wing, Blended Wing,
etc., which is proposed as future work in Chapter 6. Furthermore, all members of
the aircraft family are considered to have common wing, empennage (horizontal
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and vertical tail) and systems architecture, but the fuselages, engines and land-
ing gears are considered exclusive among family members. Although the fuselage
length, engine sea-level static thrust, and landing gear mass will be different for
the three variants, the fuselage cross-section, engine dimensions and weight, and
landing gear length will be same, which is in line with the industrial practices for
passenger aircraft family design.
4.2.2 Systems Architecture
Engines are the main sources of providing power for aircraft. Most of the generated
power is propulsive (primary) power that is used for aircraft flight. The remaining
power is the non-propulsive (secondary) power that is used for operating aircraft
systems. In conventional systems architectures, four types of secondary power
(pneumatic, mechanical, hydraulic, and electrical) are used [134], as depicted in
Figure 4.2.
Pneumatic power is mainly used by the Environmental Control System (ECS) and
Ice Protection System (IPS). Hot air with high pressure and temperature is bled
from the engine compressor through one of the two extraction ports. At low engine
power setting (e.g. during cruise), bleed air is extracted from High Pressure (HP)
stage port, whereas at high engine power setting (e.g. during take-off), bleed air
is extracted from Low Pressure (LP) stage port [135]. Although pneumatic power
has been used for many years, it is highly inefficient as the bleed air extracted
from the engine is over compressed and overheated, i.e. exceeds the safe levels for
delivery to downstream components such as the Air Conditioning Pack (ACP).
Therefore, a ram air heat exchanger (pre-cooler) is used to achieve the desired
low temperature bleed air, discharging excess energy back into the atmosphere
as waste heat. The amount of wasted energy can reach up to 30% depending on
the operating flight conditions [13]. In addition, the negative effect of bleed air
extraction is more severe [10] on high bypass ratio engines which is the current
trend in turbofan engine design in order to reduce noise and increase efficiency
[136]. Furthermore, it is very difficult to detect bleed air leaks.
Hydraulic power is mainly used by the Flight Control System (FCS), thrust re-
verser actuation and landing gear (extension or retraction, nose wheel steering
during taxing, and brakes). To provide redundancy (required for the primary flight
control i.e. roll, pitch, and yaw), two or three separate centralised hydraulic power
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Figure 4.2: Power Types used by Conventional Systems Architecture
systems are used. Engine Driven Pumps (EDP) and Electric Motor Driven Pumps
(EMDP) are used to pressurise the hydraulic fluid (typically at 3000 – 5000psi).
Although hydraulic actuators have higher power-to-weight ratio, heavy compo-
nents of centralised hydraulic power system (reservoirs, pumps, pipes, etc.), and
corrosive and flammable hydraulic fluid are the major drawbacks.
It is important to note that many power consumer systems take more than one
type of secondary power, e.g. IPS consumes both pneumatic and electric power,
but Figure 4.2 shows only the main type of secondary power required by the
conventional systems.
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In the last decade or so, there has been a major trend change in the design of
aircraft systems. Due to the problems mentioned above, the trend is towards ‘All-
Electric Aircraft (AEA)’ systems architecture, i.e. the use of electrical technologies
is increasing for systems which have traditionally been powered by pneumatic,
mechanical or hydraulic power. In an AEA systems architecture, all the systems
use electrical power for operation, i.e. secondary (non-propulsive) power is solely
electric, as depicted in Figure 4.3. The use of electrical power for system allows
flexible low-weight routing of components with lower maintenance. In addition,
the electric power systems are much easier to monitor system health and status
than the hydraulic and pneumatic power systems.
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Avionics
Furnishing & Equipment
Electric Power
Environmental Control System
Ice Protection System
Engine Start
Water & Waste
Figure 4.3: Power Types used by All-Electric Systems Architecture
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Civil transport aircraft family manufacturers seek evolution (rather than revolu-
tion) due to the enormous technological or financial risks involved, therefore cur-
rently there is no passenger aircraft family with AEA systems architecture available
in the market despite the expected benefits. Instead the transition is progressive,
leading to a ‘More-Electric Aircraft (MEA)’ systems architectures where few (not
all) systems are operated by electrical power. For instance, Boeing utilised elec-
trical technologies for 787 ECS and wing IPS, eliminating the Pneumatic Power
Systems (PPS) [137]. On the other hand, Airbus utilized Electro Hydrostatic
Actuators (EHA) (in parallel with hydraulic actuators) for A380 FCS, reducing
hydraulic power use [138]. Apart from electric flight control actuation, Electric
Thrust Reverser Actuation System (ETRAS) and electrically actuated brakes have
been employed in Airbus A380 and Boeing 787, respectively [139].
Unlike existing methods for designing passenger aircraft families, which select a
single systems architecture fairly early and then focus on optimising the architec-
ture, the proposed methodology considers a set of systems architectures. Multiple
systems architectures (conventional, AEA, and MEA) are considered in the ap-
plication case-study, which enables the designers to foster innovation and conduct
trade-off between systems technologies.
In the next subsection, the proposed methodology for designing passenger aircraft
families will be executed for the application case-study. The nomenclature used
for the application case-study is listed in Table 4.1.
Symbol Parameter Name Unit
N Pax Number of Passengers –
N Pax E Number of Passengers (Economy) –
GW Gross Weight [lb]
Rng Range [nm]
TWR Thrust-to-Weight Ratio -
WSR Wing Loading [lb/ft2]
FASM Fuel per Available Seat Mile [lb/nm]
TOFL Take-off Field Length [ft]
LFL Landing Field Length [ft]
Vapp Approach Velocity [kt]
FONoise FO Flyover Noise [dB]
SLNoise Sideline Noise [dB]
NOx Nitrogen Oxide Emissions [lb]
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FuelCap Fuel Capacity [lb]
Fuel Block Fuel [lb]
L F Fuselage Length [ft]
S W Wing Reference Area [ft2]
AR W Wing Aspect Ratio -
TCR W Wing Thickness-Chord Ratio -
phi W Wing Quarter-Chord Sweep [deg]
S HT Horizontal Tail Reference Area [ft2]
AR HT Horizontal Tail Aspect Ratio -
TR HT Horizontal Tail Taper Ratio -
phi HT Horizontal Tail Quarter-Chord Sweep [deg]
S VT Vertical Tail Reference Area [ft2]
AR VT Vertical Tail Aspect Ratio -
TR VT Vertical Tail Taper Ratio -
phi VT Vertical Tail Quarter-Chord Sweep [deg]
SLST Engine Sea-Level Static Thrust [lbf]
BPR Engine Bypass Ratio -
L MLG Main Landing Gear Length [in]
Table 4.1: Application Case-Study Nomenclature
4.3 Proposed Methodology Implementation
After describing the application case-study, this chapter is concerned with the
implementation of the proposed methodology. The Flight Optimization System
(FLOPS) developed by McCullers at NASA [140] [141] has been used for air-
craft and mission performance evaluation. FLOPS is a multidisciplinary aircraft
sizing and optimisation tool (applicable mainly to conceptual and preliminary de-
sign stage). FLOPS aircraft sizing models are limited to conventional systems
architecture, therefore, mathematical models for non-conventional (electrical) sys-
tems architectures are developed, which are based on several research papers [142]
[143] [144] [145] [146] [147] [148] [149] [150] published in literature. These mod-
els estimate the masses and the required engine power off-takes (shaft power and
bleed-air) in order to determine the effects of systems architectures at aircraft level
for trade-off. In addition, an in-house built software, AirCADia [125], is used to
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obtain the results of the application case-study. AirCADia is an interactive tool
for complex systems analysis and design, where computational models from dif-
ferent sources can be used. It automatically links all the concerned computational
models and can dynamically configure the computational workflows depending on
the designer’s request for input and output variables. The details of the method
are available in references [122] [123] [124]. It is important to emphasize that the
tools or enablers used in this section are not exclusive. The designers may use tools
of their own choice for each step of the proposed methodology. In the next three
subsections, the steps of the proposed methodology are applied on the application
case-study.
4.3.1 Phase 1: Stakeholder Needs Mapping Phase
In the first phase, the stakeholder needs are mapped onto (a) the performance
constraints and (b) the initial design variables sets. The initial design variables
sets will be used later in the ‘Synthesis and Analysis Phase’ (Section 4.3.2) to
generate the set of aircraft family solutions, whereas the performance constraints
will be used later in the ‘Narrowing-Down Phase’ (Section 4.3.3) to progressively
discard the infeasible and inferior aircraft family solutions.
4.3.1.1 Step 1: Definition of Constraints
In this step, the House of Quality (HoQ) is employed for the definition of per-
formance constraints for all the aircraft family variants. The HoQ is used to
translates the stakeholder needs for the transport aircraft family into performance
parameters (constraints) for the three variants. These constraints will be used
during the narrowing-down phase in order to progressively discard the infeasible
design solutions. In order to rank the stakeholder’ needs, the importance ratings
are evaluated for each of the stakeholder’ needs in the scale of between 1 and 10
(1 being the least important and 10 the most important). Analytic Hierarchy
Process (AHP), a multi-criteria decision making technique, may be used to rank
the stakeholder’ needs.
Table 4.2 shows the performance constraints i.e. Equation (3.1) for the application
case study, which are obtained from the HoQ. Here, the total number of constraints
nc is equal to 8, which will be used in Step 8 for down-selection through constraint
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satisfaction. Table 4.2 also shows the importance of performance constraints,
which will be used in Step 9 as weights of the performance parameters for down-
selection.
ci Constraint Criteria Imp (C)S (C)B (C)L
c1 N Pax > 10 150 170 190
c2 Rng > 10 3500 3000 2500
c3 FASM < 9 0.07 0.07 0.07
c4 TOFL < 6 6600 6900 7200
c5 Vapp < 6 140 150 160
c6 FONoise < 7 82 84 86
c7 SLNoise < 7 82 84 86
c8 NOx < 7 815 820 825
Table 4.2: Constraints for the Aircraft Family Variants
4.3.1.2 Step 2: Generation of Initial Design Variables Sets
In this step, the HoQ is employed in order to map the performance constraints
Ci (obtained in Step 1) into initial design variables sets Vi. Here, the ‘hows’
of the HoQ constructed in Step 1 (i.e. constraints) become the ‘whats’ of the
new HoQ, and the ’hows’ of the new HoQ (i.e. initial design variables sets) are
identified which, as mentioned earlier, requires designers’ experience and domain
knowledge.
Table 4.3 lists the initial design variables sets Vi i.e. Equation (3.2) for the ap-
plication case-study, which are obtained from a notional HoQ. Here, the number
of initial design variables sets, nv, is equal to 16. The domains of the initial de-
sign variables sets (D)S, (D)B, and (D)L for the short, baseline and long variants,
respectively, are shown in the last three columns of Table 4.3.
4.3.2 Synthesis and Analysis Phase
This phase involves the synthesis and analysis of major components and systems
architectures, which are then combined/integrated to create the set of complete
aircraft solutions. Next, the set of aircraft is classified into multiple aircraft family
variants sets, which are used to create the set of aircraft family.
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Vi Symbol (Di)S (Di)B (Di)L
V1 L F [115.0 – 120.0] [125.0 – 130.0] [135.0 – 145.0]
V2 S W [1300.0 – 1350.0] [1325.0 – 1375.0] [1350.0 – 1400.0]
V3 AR W [8.0 – 11.0] [8.0 – 11.0] [8.0 – 11.0]
V4 TCR W [0.10 – 0.11] [0.10 – 0.11] [0.10 – 0.11]
V5 phi W [24.0 – 26.0] [24.0 – 26.0] [24.0 – 26.0]
V6 S HT [265.0 – 335.0] [300.0 – 370.0] [335.0 – 405.0]
V7 AR HT [4.0 – 6.0] [4.0 – 6.0] [4.0 – 6.0]
V8 TR HT [0.23 – 0.27] [0.23 – 0.27] [0.23 – 0.27]
V9 phi HT [28.0 – 30.0] [28.0 – 30.0] [28.0 – 30.0]
V10 S VT [170.0 – 230.0] [200.0 – 260.0] [230.0 – 290.0]
V11 AR VT [1.40 – 2.20] [1.40 – 2.20] [1.40 – 2.20]
V12 TR VT [0.28 – 0.32] [0.28 – 0.32] [0.28 – 0.32]
V13 phi VT [33.0 – 35.0] [33.0 – 35.0] [33.0 – 35.0]
V14 SLST [25000.0 – 26000.0] [27000.0 – 28000.0] [29000.0 – 30000.0]
V15 BPR [6.0 – 8.0] [6.0 – 8.0] [6.0 – 8.0]
V16 L MLG [117.0 – 120.0] [117.0 – 120.0] [117.0 – 120.0]
Table 4.3: Initial Design Variables Sets for the Aircraft Family Variants
4.3.2.1 Step 3: Aggregation of Initial Design Variables Sets
In this step, the union operator, i.e. Equation (3.5), is applied to the domains of
initial design variables sets of the three aircraft family variants (Di)S, (Di)B, and
(Di)L, given in Table 4.3. The resulting domains of aggregated design variables
sets D+i are shown in Table 4.4. All the initial design variables sets are continuous,
therefore the domains of the aggregated design variables sets D+i are discretised
(linearly spaced between the lower and upper limits) in order to obtain a finite
number of elements in the aggregated design variables sets. The domains Dd+i
and cardinality pi of the discretised aggregated design variables sets are shown in
the last two columns of Table 4.4. This step does not stipulate any requirement
on the cardinality of the discretised aggregated design variables sets pi, although
higher cardinality increases the time required for modelling and simulation.
When improving existing passenger aircraft families, manufacturers (instead of
pursuing clean-sheet design) try to maximize the reuse of existing aircraft family
variants. For instance, Airbus launched the second generation of Airbus A320 fam-
ily (i.e. A320neo family including A319neo, A320neo, and A321neo) which differs
from the first generation primarily in using higher bypass ratio engines while keep-
ing the airframe and systems the same. In order to demonstrate such capability,
it is assumed that the empennage will be reused from the existing aircraft family.
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Therefore, the discretised aggregated design variables sets belonging to horizontal
and vertical tails (V6 to V13) are reduced to a single fixed values, i.e. pi = 1,
∀i = 6 to 13. The values of the empennage parameters are listed in Table 4.5.
Symbol Design Variable Name Unit Values
S HT Horizontal Tail Reference Area ft2 335.0
AR HT Horizontal Tail Aspect Ratio - 5.00
TR HT Horizontal Tail Taper Ratio - 0.25
phi HT Horizontal Tail Sweep Angle deg 29.0
S VT Vertical Tail Reference Area ft2 230.0
AR VT Vertical Tail Aspect Ratio - 1.80
TR VT Vertical Tail Taper Ratio - 0.30
phi VT Vertical Tail Sweep Angle deg 34.0
Table 4.5: Design Parameters for Empennage
4.3.2.2 Step 4a: Generation of Major Components Sets
In this step, the Design of Experiment (DOE) is employed for generating the sets
of major components MCj,∀j = 1, nmc. DOE is a statistical technique for sam-
pling the design space in a systematic way. It enables the designers to investigate
the effects of multiple inputs on one or more outputs which helps to better un-
derstand the wider design spaces when limited knowledge is available. There are
many sampling approaches for DOE. The simplest but most computationally ex-
pensive approach is the full factorial DOE [115] which requires discretisation of
the continuous aggregated design variables sets V+i . Other approaches e.g. Monte
Carlo, fractional factorial, and Latin hypercube etc. [115] are more efficient com-
pared to the full factorial DOE which do not require discretisation, instead the
designer needs to specify the number of elements in the major components sets
MCj. This step does not stipulate a particular DOE approach or how the design
variables sets should be discretised. For the current application case-study, full
factorial DOE is used.
The major components for the application case-study include wing, fuselage, em-
pennage (horizontal and vertical tails), engines, and landing gear. In this step, a
set is generated for each of the major components by using Equation (3.7). For
instance, in Table 4.4, four discretised aggregated design variables sets (Vd+2 , V
d+
3 ,
Vd+4 and V
d+
5 with cardinalities p3 = 5, p4 = 4, p5 = 2, and p6 = 3, respectively)
belong to wing. By using Equation (3.7), i.e. the Cartesian product of Vd+2 , V
d+
3 ,
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Vd+4 and V
d+
5 , the set of wings MCW may be created. This will result in the
cardinality of the set of wings qW equal to p2×p3×p4×p5 = 5×4×2×3 = 120,
calculated by using Equation (3.8). In order to reduce the modelling and simu-
lation activities for the application case-study, only three discretised aggregated
design variables sets, i.e. sets of wing area, aspect ratio, and thickness-to-chord
ratio (Vd+2 , V
d+
3 , and V
d+
4 ), are considered for the creation of set of wings. The
discretised aggregated design variables set of wing sweep is reduced to a single
fixed values, i.e. Vd+5 = {25.0} with p5 = 1. Therefore, the cardinality of the set
of wings qW is reduced to p2×p3×p4×p5 = 5×4×2×1 = 40. After synthesizing,
the set of wings is analysed to evaluate performance parameters such as mass and
cost. The set of wings MCW for the thickness-to-chord ratio of 0.10, generated
using Equation (3.7), is shown in Table 4.6, where M W and FuelCap W represent
the mass and fuel capacity, respectively.
Wing S W AR W M W FuelCap W
[ft2] – [lb] [lb]
w1 1300.0 8.0 1258.9 32341
w2 1300.0 9.0 1266.6 32461
w3 1300.0 10.0 1273.9 32522
w4 1300.0 11.0 1280.8 32656
w5 1325.0 8.0 1338.4 33237
w6 1325.0 9.0 1346.6 33365
w7 1325.0 10.0 1354.3 33467
w8 1325.0 11.0 1361.3 33588
w9 1350.0 8.0 1419.5 34067
w10 1350.0 9.0 1428.2 34178
w11 1350.0 10.0 1436.4 34288
w12 1350.0 11.0 1444.2 34398
w13 1375.0 8.0 1502.2 35801
w14 1375.0 9.0 1511.4 35922
w15 1375.0 10.0 1520.0 36098
w16 1375.0 11.0 1528.3 36201
w17 1400.0 8.0 1586.5 37428
w18 1400.0 9.0 1596.1 37546
w19 1400.0 10.0 1605.2 37666
w20 1400.0 11.0 1614.0 37723
Table 4.6: Major Components Set for Wings (MCW)
It is important to note that most of the existing empirical computational models
(found in literature) estimate the mass of wing (and other components) as the
function of Maximum Take-Off Weight (MTOW) [11] [61]. These models are not
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suitable for aircraft family design because using common component will result
in a different mass of the component if the MTOW is different for the variants.
In this research, computational models are used where the mass of the wing and
other components is a function of only physical geometry parameters (such as
S W, AR W, TCR W, etc.), rather than MTOW.
Similarly, the set of fuselages MCF is generated by using Equation (3.7). In Ta-
ble 4.4, only one discretised aggregated design variables set (Vd+1 with cardinality
p1 = 7) belongs to fuselage. This results in the creation of the set of fuselage MCF
with cardinality qF equal to 7, as shown in Table 4.7, where M F and PaxCap F
represent the mass and passenger capacity (single-class) of the fuselages, respec-
tively.
Fuselage L F [ft] M F [lb] PaxCap F
f1 115.0 1653.1 129
f2 120.0 1725.0 141
f3 125.0 1796.9 154
f4 130.0 1868.7 166
f5 135.0 1940.6 178
f6 140.0 2012.5 191
f7 145.0 2084.4 203
Table 4.7: Major Components Set for Fuselages (MCF)
As mentioned earlier (in Step 3) that the empennage will be reused from the
existing aircraft family. By using the design parameters listed in Table 4.5, the
mass of the horizontal and vertical tails is calculated as 1809.0lb and 1380.0lb,
respectively.
Similarly, the sets of other major components (engine and landing gear) are gen-
erated by using Equation (3.7), as described earlier. In Table 4.4, two discretised
aggregated design variables sets (Vd+14 and V
d+
15 with cardinality p14 = 6 and
p15 = 3) belong to engine, whereas only one discretised aggregated design vari-
ables set (Vd+16 with cardinality p16 = 2) belongs to landing gear. This results in
the creation of the set of engine MCE and landing gear MCLG with cardinalities
qE and qLG equal to 6 × 3 = 18 and 2, respectively. After synthesising, the sets
of engines MCE and landing gears MCLG are analysed to evaluate performance
parameters such as mass and cost. It is important to note that performance evalua-
tion may require inputs from teams synthesising other components. For instance,
the estimation of engine’s Specific Fuel Consumption (SFC) requires the power
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off-take from all systems as input. Similarly, the estimation of landing gear mass
requires the mass of all other components as input.
The major components, their belonging initial design variables sets and cardinal-
ities are listed in Table 4.8.
j Major Components Vi qj
1 Fuselage V1 7
2 Wing V2, V3, V4, V5 40
3 Horizontal Tail V6, V7, V8, V9 1
4 Vertical Tail V10, V11, V12, V13 1
5 Engine V14, V15 18
6 Landing Gear V16 2
Table 4.8: Cardinalities of Major Components Sets
4.3.2.3 Step 4b: Generation of Systems Architecture Set
In this step, two enablers are employed for the generation of systems architectures
set: (a) morphological matrix and (b) function-means tree. The morphological
matrix [117] [118], developed by Fritz Zwicky in 1943, is a tool for structuring the
concept generation process and is supposed to encourage creativity. It provides a
structured and systematic way of representing the decomposed functions (obtained
using functional analysis as described in systems engineering standards [53] [54]
[55] [56]) and the possible solutions to realize those functions. A solution may be
either a single component or a group of components connected together to perform
a particular function. Although the morphological matrix provides a concise way
of representing decomposed functions and their solutions, the dependency among
different functions and solutions cannot be captured by a morphological matrix.
Therefore, function-means tree [119] [120] is employed, which presents the func-
tions and solutions or means in a hierarchic manner, helping the designer(s) to
create new architectures. It is important to note that both morphological ma-
trix and function-means tree could also be served as a knowledge capturing and
storing tools. Figures 4.4 and 4.5 show the notional morphological matrix and
functions-means tree, respectively.
Systems architecture is an ensemble of architectures of all systems. Systems
can be divided into two categories: power consumer and provider. Power con-
sumer systems (i.e. Environmental Control System (ECS), Ice Protection System
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(IPS), Flight Control System (FCS), Fuel System (FS), and Landing Gear Sys-
tem (LGS)) need power to perform a particular function, whereas the function of
power provider systems (e.g. Pneumatic Power System (PPS), Hydraulic Power
System (HPS), and Electrical Power System (EPS)) is to generate and distribute
power for the power consumer systems. Using the notional morphological matrix
and function-means tree, a set of four systems architectures SA is generated for
the application case-study, as shown in Table 4.9. In conventional systems archi-
tecture (Arc. 1), all the three power provider systems (PPS, HPS, and EPS) are
present, where PPS provides power to ECS and IPS, HPS provides power to FCS
and LGS, and EPS provides power to FS and Misc. systems (such as avionics,
instruments, lightings, in-flight entertainment and equipment). In all-electric sys-
tems architecture (Arc. 4), only one power provider system (EPS) provides power
to all power consumer systems. In other words, all the consumer systems are
operated by electrical power. The more-electric architectures (Arc. 2 and Arc.3)
are in between conventional and all-electric architectures, where Arc. 2 replaces
pneumatic with electrical power, and Arc. 3 replaces hydraulic with electrical
power. As mentioned earlier that although all-electric systems architectures are
expected to be most efficient, the passenger aircraft manufacturers have preferred
to take a conservative approach. Instead of all-electric, more-electric systems ar-
chitectures are used to gradually move towards all-electric architectures (due to
the technological or financial risks involved). By considering a set of systems ar-
chitectures (conventional, more-electric, and all-electric), designer(s) are able to
conduct trade-off between performance efficiency and risks.
Power Provider Power Consumer
SA PPS HPS EPS ECS IPS FCS FS LGS Misc.
Arc. 1 Yes Yes Yes PPS PPS HPS EPS HPS EPS
Arc. 2 No Yes Yes EPS EPS HPS EPS HPS EPS
Arc. 3 Yes No Yes PPS PPS EPS EPS EPS EPS
Arc. 4 No No Yes EPS EPS EPS EPS EPS EPS
Table 4.9: Set of Systems Architectures
After generation, the systems architectures set SA is analysed to evaluate architec-
ture’s impact parameters which include mass, power off-take (pneumatic and shaft
power), ram drag, and costs. The impact parameters of the systems architectures
are obtained by aggregating the impact parameters of the individual systems. For
instance, Table 4.10 shows the impact parameters (mass and power off-take) of
the two systems architectures (Arc. 1 and Arc. 2). The total mass of Arc. 1 is
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21735.9lb, whereas the mass of Arc. 2 is 22110.8lb which is slightly more than
Arc. 1. The conventional systems architecture (Arc. 1) requires 2.15kg/s pneu-
matic power and 159.4kW shaft power, whereas Arc. 2 requires no pneumatic
power and 253.6kW shaft power. These systems architectures’ impact parameters
are used for performance evaluation at aircraft level. Although the mass and the
required shaft power of ME architecture (Arc. 2) is higher compared to conven-
tional architecture (Arc. 1), the efficiency of Arc. 2 will be higher because the
pneumatic power has far more severe impact on Specific Fuel Consumption (SFC).
Arc. 1 Arc. 2
Systems Mass Power Off-take Mass Power Off-take
ECS 1571.2lb 1.05kg/s 1713.8lb 203.7kW
IPS 201.3lb 1.10kg/s 208.4 49.9kW
FCS 2821.3lb 44.1kW 2821.3lb 44.1kW
FS 710.4lb 12.8kW 710.4lb 12.8kW
LGS 8507.3lb 24.3kW 8732.5lb 24.3kW
Misc. 7924.4lb 78.2kW 7924.4lb 78.2kW
Total 21735.9lb 2.15kg/s 22110.8lb 0kg/s
159.4kW 253.6kW
Table 4.10: Systems Architectures Impact Parameters
In Table 4.10, the Misc. systems include galley, in-flight entertainment, avionics,
and lightings, which are operated by electrical power.
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4.3.2.4 Step 5: Generation of Aircraft Set
After obtaining the major components sets (in Step 4a) and the systems architec-
ture set (in Step 4b), the next step is to generate the set of aircraft A. Tables 4.11
and 4.12 list the major components sets and systems architectures set for the
application case-study, which were obtained in the previous steps.
j Major Components Sets (MCj) qj
1 Wings: {w1, w2, w3. . . , w40} 40
2 Fuselages: {f1, f2, f3, f4, f5, f6, f7} 7
3 Horizontal Tails: {ht1} 1
4 Vertical Tails: {vt1} 1
5 Engines: {e1, e2, e3, e4, e5, e6} 6
6 Landing Gears: {lg1, lg2} 2
Table 4.11: Sets of Major Components
Systems Architectures Set (SA) nsa
{sa1, sa2, sa3, sa4} 4
Table 4.12: Set of Systems Architectures
The elements in the set of aircraft A = {a1, a2, . . . , ana} are the individual aircraft
which are obtained by applying the Cartesian operator (see Equation 3.13) on
the major components sets and systems architecture set. For instance, an aircraft
a1 can be created by combining the first element of each major components sets
and systems architectures set, i.e. a1 = w1 × f1 × ht1 × vt1 × e1 × lg1 × sa1.
The total number of aircraft na in the set of aircraft A can be obtained by using
Equation 3.14. As shown below, the total number of aircraft na that can be
generated for the application case-study is 13440.
na = |A| = nsa
nmc∏
j=1
qj = nsa ·q1 ·q2 ·q3 ·q4 ·q5 ·q6 = (4)(40)(7)(1)(1)(6)(2) = 13440
After synthesis, the set of aircraft A can be analysed by evaluating the performance
parameters through computational models. Figure 4.6 shows a screen shot of the
AirCADia software, displaying the performance parameters of the aircraft set A
in parallel coordinates plot. The later allows to visualise the multi-dimensional
data in an effective way, where a design solution is represented as a polyline with
vertices on the parallel vertical axes. In Figure 4.6, each polyline represents an
aircraft from the aircraft set A. Furthermore, the AirCADia software allows the
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designers to interactively select an aircraft by clicking the polyline. For instance,
user selected aircraft is represented by black polyline and the associated parame-
ter values in Figure 4.6. The performance parameters of the set of aircraft A can
also be visualised as points in 2D scatter plots, as shown in Figure 4.7, where the
two performance parameters, i.e. gross weight (GW) and range (Rng), are dis-
played. In addition, Figure 4.7 categorises the set of aircraft A into four groups,
corresponding to the four systems architectures. The aircraft with systems archi-
tectures sa1, sa2, sa3, and sa4 are represented by points with red, green, blue, and
purple colours, respectively.
Figure 4.7: Set of Aircraft (Gross Weight vs Range)
In Figure 4.7, the black rounded rectangle encloses the aircraft solutions which
are non-dominated or best (aka Pareto solutions) with respect to the gross weight
(GW) and range (Rng). It is important to note that the best aircraft solutions
with respect to the GW and Rng, which are represented by the yellow points in
Figure 4.7, may not be the best with respect to the other performance parameters.
For instance, the same aircraft set A is also visualised in Figures 4.8 and 4.9, where
Figure 4.8 shows the mission performance parameters, i.e. Take-Off Field Length
(TOFL) and Fuel per Available Seat Mile (FASM), whereas Figure 4.9 shows
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Figure 4.8: Set of Aircraft (Take-off Field Length vs Fuel Burned per Available
Seat Mile)
Figure 4.9: Set of Aircraft (Fly-Over Noise vs Nitrogen Oxides Emissions)
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the environmental performance parameters, i.e. Fly-Over Noise (FONoise) and
Nitrogen Oxide (NOx) emissions. The Pareto aircraft solutions with respect to
the GW and Rng (in Figure 4.7) are also highlighted as yellow points in Figures 4.8
and 4.9. It can be seen from Figures 4.8 and 4.9 that the highlighted yellow aircraft
solutions are not the Pareto solutions with respect to the TOFL, FASM, FONoise,
and NOx. Multi-Criteria Decision Making (MCDM) algorithms can be employed
to filter the Pareto solutions with respect to multiple performance parameters,
which will be explained in Section 4.3.3.
A subset of the aircraft set A for the fixed number of passengers (N Pax), sea-
level static thrust (SLST), and main landing gear length (L MLG) is shown in
Figure 4.10. Here, N Pax is equal to 210, SLST is equal to 30000lbm, and L MLG
is equal to 120in. It can be clearly seen that the all-electric systems architec-
ture sa4 (represented by the purple points) provides the best fuel efficiency, i.e.
minimum fuel consumed per available seat mile FASM. The second best fuel ef-
ficiency is provided by the more-electric systems architecture sa2 (represented
by the green points), where the bleed-air Environmental Control System (ECS)
and Ice Protection System (IPS) were replaced with the electrical technologies.
Next, in the ranking for minimum fuel burned, is the more-electric architecture
Figure 4.10: Effects of Systems Architectures on Performance Parameters
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sa3 (represented by the blue points), where the hydraulic power (for actuation)
was replaced with the electrical power. The results indicate that the replacement
of the pneumatic power (bleed-air) with the electrical power provides more ben-
efit (i.e. less fuel burned) compared to the replacement of hydraulic power. The
conventional systems architecture sa1 (represented by the red points) provides the
worst fuel efficiency compared to the other three (more/all-electric) systems ar-
chitectures. Although the more/all-electric systems architectures provide better
fuel efficiencies, other factors, e.g. low Technology Readiness Level (TRL), ther-
mal and installation issues, may force the designers to choose conventional (fuel
inefficient) systems architectures.
One of the expected advantage of the proposed methodology (and the Set-Based
Design approach in general) is that it enables the designers to understand the de-
sign space before making critical design decisions. For instance, Figure 4.11 shows
a screen shot of the AirCADia software, where multiple 2D scatter plots are linked
to each other. By clicking on the points in design space, the designers can visualise
the effects on performance space through the series of arrows. The top two plots
show the wing design space, whereas the bottom plot shows the performance space.
The objective is to determine the effects of the wing design parameters (reference
area, aspect ratio, and thickness-to-chord ratio) on the performance parameters,
therefore, the results are shown for only one systems architecture (conventional
architecture sa1 in this case) so that the plots are less-cluttered. The green ar-
rows show that increasing the wing reference area (S W) reduces the take-off field
length (TOFL), whereas the effect of increasing the S W is almost negligible for
the fuel burned per available seat mile (FASM). On the other hand, the effect
of increasing the wing aspect ratio (AR W), represented by the blue arrows, is
significant for TOFL and especially for FASM. Similarly, the purple arrows show
that the effect of increasing the wing thickness-to-chord ratio (TCR W) has detri-
mental effect on both the TOFL and FASM. In summary, the higher values for
the reference area (S W) and aspect ratio (AR W), and the lower value for the
thickness-to-chord ratio provide better performance for the take-off field length
(TOFL) and fuel burned per available seat mile (FASM). This approach can be
extended to determine the effects of any arbitrary number of design parameters
on the performance parameters. Obtaining such information is quite valuable in
making better decisions, specially for innovative concepts when past experience or
knowledge is unavailable.
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Figure 4.11: Effects of Design Variables Sets on Performance Parameters
4.3.2.5 Step 6: Classification of Aircraft Set into Aircraft Family Vari-
ants Sets
After the synthesis and analysis of the aircraft set A in Step 5, the next step is
to classify the set of aircraft A (shown in Figure 4.6) into aircraft family variants
sets Ak,∀k = 1, nfv. For the application case-study, the aircraft set A will be
classified into three sets of aircraft AS, AB, and AL corresponding to the short,
baseline, and long variants, respectively. In this step, the classification operator,
i.e. Equation (3.16), is used to classify the set of aircraft A. As discussed in Chap-
ter 3, the designer chooses which major components will be common or exclusive
among the aircraft family variants. The passenger aircraft family design problem
Chapter 4. Application Case-Study 103
involves trade-off between components commonality and the performances of the
individual aircraft family members. For the application case-study, as listed in
Table 4.13, the wing, empennage (horizontal and vertical tails), and the landing
gear are considered common among all the three family members, whereas the
fuselage and the engines are considered exclusive.
j Major Components Common/Exclusive
1 Wing Common
2 Fuselages Exclusive
3 Horizontal Tail Common
4 Vertical Tail Common
5 Engine Exclusive
6 Landing Gear Common
Table 4.13: Common and Exclusive Major Components
After choosing the common and exclusive major components among the aircraft
family variants, the design variables sets belonging to the exclusive major com-
ponents are categorised. Table 4.8 shows the list of major components sets and
their belonging design variables sets. As the fuselage and the engines are consid-
ered exclusive for the application case-study, therefore, the design variables sets
for the number of passengers N Pax and sea-level static thrust SLST are divided
into three subsets, as shown in Table 4.14. Hence, the number of common design
variables sets ncv is 4, whereas the number of exclusive design variables sets nsv
is 2. For the application case-study, the selection of the minimum and maximum
values used for the classification of design variables sets is arbitrary. The designers
may choose other minimum and maximum values for the classification.
Design Variable Short Baseline Long
N Pax {150, 160} {170, 180} {190, 200, 210}
S W {1300.0, 1325.0, 1350.0, 1375.0, 1400.0}
AR W {8.0, 9.0, 10.0, 11.0}
TCR W {0.10, 0.11}
SLST {25000.0, 26000.0} {27000.0, 28000.0} {29000.0, 30000.0}
L MLG {117.0, 120.0}
Table 4.14: Common and Exclusive Discretised Design Variables Sets
Figure 4.12 illustrates the classification procedure for the application case-study,
where the dashed-rectangles show the bounded regions of interest for the three
aircraft family variants sets. It is important to note that the classification of
the design variables sets reduces the total number of combinations for the design
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variables sets. For instance, the initial cardinality of the discretised aggregated
design variables sets for the number of passengers N Pax and sea-level static thrust
SLST was 7 and 6, respectively, which makes the total 7×6 = 42 combinations (as
shown by the 42 points in Figure 4.12). The classification of the design variables
sets results in 4 combinations for the short and baseline family members, and 6
combinations for the long variant. All other combinations (outside the bounded
dashed-rectangles) of the number of passengers N Pax and sea-level static thrust
SLST are discarded, i.e. these combinations not considered for the generation of
aircraft families in the next step.
Sea-Level Static Thrust (lbf)
N
u
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170
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Long Variant
Figure 4.12: Aircraft Set Classification (Gross Weight vs Range)
Equation 3.16 can be used to determine the total number of aircraft for the three
aircraft variants sets. For the application case-study, the total number of aircraft
in the short, baseline, and long variants sets are 320, 320, and 480, respectively.
Therefore, the total number of aircraft in all the three variants sets is reduced down
to 320 + 320 + 480 = 1120 from 13440 in the previous step. Figure 4.13 shows
a screen shot of the AirCADia software, where the three aircraft family variants
sets AS, AB, and AL (obtained from classification) are displayed in a parallel
coordinates plot. The red, green, and blue polylines represent the short, baseline,
and long variants, respectively. Furthermore, the classified aircraft variants sets
are also visualised in 2D scatter plots. Figures 4.14, 4.15, and 4.16 display the set
of aircraft family variants, where Figure 4.14 shows the gross weight (GW) and
range (Rng), Figure 4.15 shows the take-off field length (TOFL) and fuel burned
per available seat mile (FASM), and Figure 4.16 shows the fly-over noise (FONoise)
and nitrogen oxides (NOx) emissions. In Figures 4.14, 4.15, and 4.16, the red,
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green, and blue points represent the set of short, baseline, and long variants,
respectively.
Figure 4.14: Aircraft Set Classification (GW vs Rng)
Figure 4.15: Aircraft Set Classification (TOFL vs FASM)
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Figure 4.16: Aircraft Set Classification (FONoise vs NOx)
4.3.2.6 Step 7: Generation of Aircraft Family Set
After the classification of the set of aircraft A into multiple aircraft family variants
sets Ak,∀k = 1, nfv, the next step is to generate the set of aircraft families AF.
The elements in the aircraft family set AF are the groups of aircraft depending
on the number of aircraft family members. For the application case-study, a
three-member aircraft family (short, baseline, and long variants) is considered
to be designed (i.e. the number of family variants nfv is equal to 3), therefore
each element of the aircraft family set AF is a group of three aircraft which have
common wing, empennage, and landing gear but exclusive fuselage and engines.
In this step, the Cartesian operator (see Equation 3.17), is applied on the three
aircraft family variants sets (i.e. AS, AB, and AL shown in Figure 4.13) to generate
the aircraft family set AF.
It was mentioned in Chapter 3 that a common systems architecture is used for
all the variants when designing passenger aircraft families. The systems’ com-
ponents are, therefore, sized to meet the maximum requirements (i.e. for the
largest family member). This means that smaller aircraft variants tend to have
over-sized systems’ components. For instance, if the maximum electrical power
required by the systems of short, baseline, and long variants are 160HP, 180HP,
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and 200HP, respectively, then the electrical generators are sized for 200HP (maxi-
mum required value) so that the same electrical generator can satisfy the electrical
power requirements for all the aircraft family variants. Development of aircraft
families (by using common systems architecture and components among all the
family members) degrades the individual performance, but saves research, devel-
opment, testing and evaluation (RDT&E) costs. When components are shared
among multiple aircraft, the RDTE cost is also shared among all the family mem-
bers. However, an additional cost is associated with developing components for
use on multiple aircraft. Table 4.15 lists the additional factors [5] for the RDT&E
cost of the shared components. For example, if a component is shared by two air-
craft, then the total engineering cost is 20% higher than if the component had only
been developed for a single aircraft. Similarly, the total RDT&E cost of a shared
component is 17.615% higher than if the component had only been developed for
a single aircraft.
Engineering Manufacturing Tooling Fabrication Support Average
20.0% 50.0% 5.0% 5.0% 50.0% 17.615%
Table 4.15: RDT&E Cost Factor for Common Components [5]
After generating the set of aircraft family AF, the analysis at this step involves
estimating the updated performance parameters for each of the variants by consid-
ering common systems’ components. Furthermore, the acquisition cost is evaluated
which is composed of the RDT&E and manufacturing costs. Table 4.16 shows the
effects of using common systems between three family members on the aircraft
level performance parameters and the family acquisition cost. Columns 2 to 4
list the systems masses and the aircraft level performance parameters (including
acquisition cost) for the case when exclusive system components are used, i.e. the
systems components are sized for the individual aircraft members. On the other
hand, columns 5 to 7 list the systems masses and the aircraft level performance
parameters (including acquisition cost) for the case when common system compo-
nents are used, i.e. the systems components are sized for the largest aircraft family
member. The highlighted rows in Table 4.16 show that these systems are shared
but could have been sized exclusively for the aircraft family member. It can be
seen that the systems for smaller family members are over-sized, e.g. the mass of
environmental control system (M ECS) for the short variant of the aircraft family
is 1699lbm. However, if the system is not shared (i.e. sized separately for the short
variant), then the mass of the environmental control system (M ECS) is 1484lbm.
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The use of common systems degrades all the performance parameters, e.g. the
range (Rng) of the short variant is reduced from 4052nm to 4040nm. Although
the use of common components degrades the performance parameters, the overall
acquisition cost of the family (Fam Cost) is reduced from 241.27M$ to 235.70M$.
Exclusive Systems Shared Systems
Param. Short Baseline Long Short Baseline Long
N Pax 160 180 210 160 180 210
SLST 26000.0 28000.0 30000.0 26000.0 28000.0 30000.0
M W 17049 17049 17049 17049 17049 17049
M F 17351 18503 20231 17351 18503 20231
M HT 1420 1420 1420 1420 1420 1420
M VT 953 953 953 953 953 953
M ECS 1484 1571 1699 1699 1699 1699
M FS 696 696 696 696 696 696
M FCS 2757 2757 2757 2757 2757 2757
M IPS 205 205 205 205 205 205
M HPS 824 927 1145 916 1030 1145
M PPS 129 145 179 143 161 179
M EPS 1521 1711 2112 1690 1901 2112
Sft Pow 171 184 202 171 184 202
Bld Air 3.16 3.32 3.57 3.16 3.32 3.57
TOFL 6577 6736 7321 6613 6767 7321
LFL 5548 5750 6095 5560 5761 6095
Vapp 140 144 150 141 145 150
GW 161887 169960 183732 162362 170382 183732
Rng 4052 3726 3340 4040 3716 3340
FASM 0.0734 0.0709 0.0678 0.0736 0.0711 0.0678
FONoise 86.31 86.57 86.65 86.30 86.56 86.65
SLNoise 82.80 83.03 83.53 82.85 83.06 83.53
NOx 765 753 754 766 754 754
Fam Cost 241.27 235.70
Table 4.16: Effects of Common Systems Architecture and Components on
the Aircraft-Level Performance Parameters
Equation 3.18 can be used to determine the total number of aircraft families naf
that can be generated in the aircraft family sets AF. In the previous step, the
design variables sets were divided into two categories: common and exclusive,
depending on the designers choice for common and exclusive major components.
The exclusive design variables sets, i.e. the number of passengers (N Pax) and sea-
level static thrust (SLST), were then classified into three sets, corresponding to
the aircraft family variants, as shown in Table 4.14. Tables 4.17 and 4.18 show the
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common and exclusive discretised design variables sets and their cardinalities that
can be used to determine the total number of aircraft families for the application
case-study.
i Var. Short/Baseline/Long pi
1 S W {1300, 1325, 1350, 1375, 1400} 5
2 AR W {8, 9, 10, 11} 4
3 TCR W {0.10, 0.11} 2
4 L MLG {117, 120} 2
Table 4.17: Common Discretised Design Variables Sets
i Var. Short k = 1 pi1 Baseline k = 2 pi2 Long k = 3 pi3
1 N Pax {150, 160} 2 {170, 180} 2 {190, 200, 210} 3
2 SLST {25000, 26000} 2 {27000, 28000} 2 {29000, 30000} 2
Table 4.18: Exclusive Discretised Design Variables Sets
The total number of aircraft families naf that can be generated for the application
case-study is 30720, as shown below. Here, the number of common design variables
sets ncv is 4, the number of exclusive design variables sets nev is 2, and the number
of aircraft family variants nfv is 3.
naf = nsa ·
ncv∏
i=1
pi ·
nev∏
i=1
nfv∏
k=1
pik
= nsa ·
4∏
i=1
pi ·
2∏
i=1
3∏
k=1
pik
= nsa · p1 · p2 · p3 · p4 ·
(
p11 · p12 · p13
) · (p21 · p22 · p23)
= 4 · 5 · 4 · 2 · 2 · (2 · 2 · 3) · (2 · 2 · 2)
= 30720
Figure 4.17 shows a screen shot of the AirCADia software, displaying the perfor-
mance parameters of the aircraft family set AF in the parallel coordinates plot,
where a single polyline represents an aircraft family of three members. The num-
bers 1, 2, and 3 at the end of the parameters names represent the long, baseline,
and short variants, respectively. For example, the parameters names N Pax E1,
N Pax E2, and N Pax E3 represent the number of passengers for economy class
for the long, baseline, and short variants, respectively. Figure 4.18 displays the
set of aircraft families in 2D scatter plots.
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4.3.3 Narrowing-Down Phase
After the synthesis and analysis of the set of aircraft families, the third phase
is the down-selection phase where infeasible and inferior aircraft family solutions
are progressively discarded. Figure 4.19 shows the design variables sets for the
application case-study, which were used to generate the set of aircraft families in
Phase 2. The total number of aircraft families that were generated with these
design variables sets is 30720. The objective of this phase is to reduce or shrink
these design variables sets gradually as more design knowledge is gained.
Sea-Level Static Thrust (lbf)
25000 26000 27000 28000 29000 30000
Wing Reference Area (ft2)
1300 1325 1350 1375 1400
Wing Aspect Ratio
8 9 10 11
Wing Thickness-to-Chord Ratio
0.10 0.11
Number of Passengers
160 170 180 190 200 210150
Landing Gear Length (in)
117 120
Figure 4.19: Discretised Design Variables Set
4.3.3.1 Step 8: Down-Selection through Constraint Satisfaction
In this step, constraint satisfaction is applied in order to down-select the feasible
aircraft family solutions. Apart from the performance constraints defined in Step 1,
other constraints (e.g. compatibility) are used in this step to discard infeasible
aircraft family solutions. Table 4.2 lists the performance constraints considered
for the current application case-study. The proposed methodology enables the
designers to change the constraints limiting values without performing any sizing
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and evaluation, which is in contrast with the traditional optimisation-based (point-
based) approaches which require new problem formulation (and sizing/evaluation)
if the constraints limiting values are changed.
For the application case-study, the maximum number of passengers (N Pax) is
selected arbitrarily for the aircraft family variants, i.e 160, 180, and 210 for the
short, baseline, and long variants, respectively. The designers may choose other
values depending on the market requirements. If the number of passengers require-
ment change during the design process, the designers would be able to change the
constraint value without performing new sizing and evaluation studies. The side-
views of the three aircraft family variants with the selected number of passengers
(N Pax) in shown in Figure 4.20. The design variable set for landing gear length
has two options (see Figure 4.19). In Figure 4.20, the lower values of the landing
gear length, i.e. 117in is used for all the three aircraft variants. Although, the
lower landing gear length reduces the gross weight of the aircraft (i.e. increases
the fuel efficiency), it does not satisfy the landing angle constraint (required for
take-off and landing) of 12 degrees for the long aircraft variant, as shown in Fig-
ure 4.20. In addition, it does not provide enough room for the higher bypass ratio
engines due to insufficient clearance distance. Therefore, for the application case-
study, the set of landing gear length (L MLG) was reduced to only one value i.e.
120in. Furthermore, in order to provide higher thrust-to-weight ratio and meet
12 deg
12 deg
12 deg
N_Pax = 210
N_Pax = 180
N_Pax = 160
Figure 4.20: Discretised Design Variables Set
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the top-of-the-climb thrust requirements, the higher values for the sea-level static
thrust (SLST) is used for all the aircraft variants, i.e. 26000, 28000, and 30000 for
the short, baseline, and long variants, respectively.
A method for feasibility analysis using iso-contours for constraints (described in
Section 3.5.1 is used here which allows the designers to gain insight into the topol-
ogy of the feasible regions within the design space and to narrow-down the design
sets by discarding infeasible regions. Figure 4.21 shows the feasible regions of the
baseline aircraft variants for the four architectures. The different feasible regions
Figure 4.21: Constraints Satisfaction (Baseline Systems Architectures)
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are due to the different performance efficiencies of the architectures.
Figure 4.22 shows a screen shot of the AirCADia software, where the set reduction
for two design variables sets, i.e. wing area (S W) and aspect ratio (AR W), is
performed for the conventional systems architecture by using the performance
constraints from Table 4.2.
Since it was decided to utilise the same wing among all the variants of the aircraft
family, the design variables sets for wing area, aspect ratio, and thickness-to-
chord ratio are intersected and reduced in order to satisfy the requirements for
all the three aircraft variants. Whereas, it was decided to utilise the different
engine among the family variants, the reduced design variable set for sea-level
static thrust is different for the three variants. For common design variables, the
reduced design variables sets for all the family members are then intersected to
determine the common design variables sets that satisfy all the requirements for
all family members. Figure 4.23 shows the set reduction process for wing area and
aspect ratio by performing intersection between design variable sets for the three
members of the aircraft family. The intersected blue region represents the feasible
region with respect to all the family variants requirements.
It is important to note that if the requirements change during the design process,
the constraints iso-contours can be interactively moved by the designers in real-
time to identify new feasible aircraft family solutions or region without formulating
and executing any new studies.
Similarly, the feasible regions for the other systems architectures can be obtained.
Figure 4.24 shows the constraints iso-contours of the three aircraft family variants
for the two systems architectures. The top-row shows the feasible regions for con-
ventional systems architecture sa1, whereeas the bottom-row shows the feasible
regions for the more-electric bleed-less systems architecture sa2. The bleed-less
systems architecture is heavier compared to the conventional architecture, there-
fore the take-off filed length (TOFL) and gross weight (GW) constraints constrict
the feasible region. However, the fuel burned per available seat mile (FASM) and
nitrogen oxide (NOx) emissions constraints move away from the feasible region,
i.e make the feasible region bigger. Similarly, the intersection region for the other
systems architectures were determined. Figure 4.25 shows the intersection (blue)
region of more-electric systems architecture sa2 for the three variants of the air-
craft family. Although the feasible region is smaller compared to the conventional
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Figure 4.23: Set Intersection for Conventional Systems Architecture
systems architecture (shown in Figure 4.23), it is fuel efficient, i.e. consumes less
fuel per available seat mile.
Figure 4.26 shows the intersection region of the two systems architectures, i.e.
sa1 and sa2. The feasible intersected region between two systems architectures
(represented by the red region) is robust to both systems architectures. In other
words, if the wing design is selected from the red region, the decision to choose
the systems architectures can be delayed because the selected wing design would
result in a feasible design no matter which architecture is selected.
With the proposed methodology, the designers are free to down-select any of the
aircraft family solutions synthesised and analysed in phase 2. For instance, in ad-
dition to the performance constraints, the designers may apply other qualitative
criteria (compatibility constraints), such as ease of assembly and the extent of
available space for inserting other components, as needed. This freedom is signif-
icant because some of these constraints cannot be modelled in the computational
mathematical models.
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Figure 4.25: Set Intersection for More-Electric (Bleed-less) Systems Architec-
ture
Figure 4.26: Set Intersection between Systems Architectures sa1 and sa2
4.3.3.2 Step 9: Down-Selection through Ranking
After applying the constraints on the aircraft family set, the reduced design vari-
able sets are further narrowed down by constricting the intersected design space
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by utilising a non-dominated filtering or by tightening the constraints and/or in-
troducing further constraints arising from other domains such as manufacturing,
maintenance and so forth. As discussed in Chapter 3, a multicriteria decision
making method, named Technique for Order Preference by Similarity to Ideal So-
lutions (TOPSIS) [131] is employed to rank the remaining feasible aircraft family
solutions. TOPSIS is based on the concept that the chosen alternative should have
the shortest geometric distance from the positive ideal solution and the longest
geometric distance from the negative ideal solution. It compares a set of alterna-
tives by identifying weights for each criterion, normalising scores for each criterion
and calculating the geometric distance between each alternative and the ideal al-
ternative, which is the best score in each criterion. The weights of the parameters
or criteria can be taken from Table 4.2 which were obtained by using the house of
quality (HoQ).
After using the constraints satisfaction to down-select the feasible solutions, the
reduced sets of design variables are shown in Figure 4.27. The red points represent
the rejected options. Out of the remaining aircraft family solutions, TOPSIS can
be used to rank the feasible solutions.
Sea-Level Static Thrust (lbf)
25000 26000 27000 28000 29000 30000
Wing Reference Area (ft2)
1300 1325 1350 1375 1400
Wing Aspect Ratio
8 9 10 11
Wing Thickness-to-Chord Ratio
0.10 0.11
Number of Passengers
160 170 180 190 200 210150
Landing Gear Length (in)
117 120
Figure 4.27: Reduced Design Variables Sets
Figure 4.18 shows the performance parameters of the three aircraft family variants
in separate 2D scatter plots. It is difficult to compare two aircraft families with
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these plots. A combined metric is, therefore, developed to evaluate and rank
the aircraft families. The proposed metric is the addition of all the normalised
weighted performance parameters of each aircraft family variant. Here, PEfam
represent the collective performance efficiency of the aircraft family, Qk represents
the quantity of the kth family member, npp represent the number of performance
parameters considered for evaluating the performance efficiency of the aircraft
family, wi represents the associated weight of the performance parameter, and
PP
′
i represents the normalised performance parameter value.
PEfam =
nfv∑
k=1
Qk∑nfv
k=1 Qk
npp∏
i=1
wi · PP
′
i
For the application case-study, five performance parameters are considered for
evaluating the performance efficiency of the aircraft families. These parameters
include gross weight (GW), fuel burned per available seat mile (FASM), take-
off field length (TOFL), flyover noise (FONoise), and nitrogen oxides emissions
(NOx). The corresponding arbitrarily selected weights of the performance param-
eters are 1/6, 2/6, 1/6, 1/6, and 1/6. Therefore, the performance efficiency of the
aircraft family can be evaluated as:
PEfam =
QS
QS + QB + QL
(
1
6
GW
′
S ·
2
6
FASM
′
S ·
1
6
TOFL
′
S ·
1
6
FONoise
′
S ·
1
6
NOx
′
S
)
+
QB
QS + QB + QL
(
1
6
GW
′
B ·
2
6
FASM
′
B ·
1
6
TOFL
′
B ·
1
6
FONoise
′
B ·
1
6
NOx
′
B
)
+
QL
QS + QB + QL
(
1
6
GW
′
L ·
2
6
FASM
′
L ·
1
6
TOFL
′
L ·
1
6
FONoise
′
L ·
1
6
NOx
′
L
)
For the application case-study, it is assumed that the market need for the short,
baseline, and long aircraft variants is 600, 900, and 900, respectively. Therefore,
the performance efficiency of the aircraft family can be evaluated as:
PEfam =
600
600 + 900 + 900
(
1
6
GW
′
S ·
2
6
FASM
′
S ·
1
6
TOFL
′
S ·
1
6
FONoise
′
S ·
1
6
NOx
′
S
)
+
900
600 + 900 + 900
(
1
6
GW
′
B ·
2
6
FASM
′
B ·
1
6
TOFL
′
B ·
1
6
FONoise
′
B ·
1
6
NOx
′
B
)
+
900
600 + 900 + 900
(
1
6
GW
′
L ·
2
6
FASM
′
L ·
1
6
TOFL
′
L ·
1
6
FONoise
′
L ·
1
6
NOx
′
L
)
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Figure 4.28 shows the performance efficiency parameter PEfam of the set of air-
craft families. The performance efficiency PEfam is plotted against the family
acquisition cost. The evaluation of the PEfam parameter does not require any
sizing/evaluation of aircraft performance parameters. In fact, if the importance of
the requirements change, the designer may change the weights of the performance
parameters to obtain the updated performance efficiency PEfam parameter.
Figure 4.28: Aircraft Family Cost vs Efficiency
4.4 Summary
In this chapter, an application case-study was used to demonstrate the proposed
methodology for designing passenger aircraft families. The objective of the appli-
cation case-study was to highlight the capabilities of the proposed methodology,
not to come up with the best design.
The proposed methodology is expected to enable a more systematic exploration of
wider design spaces by identifying several feasible or satisfactory solutions, hence
providing more freedom of choice for the designers. It allows parallel design and
analysis of the major components and systems for multiple aircraft family solu-
tions. Although it may appear that a lot of work needs to be performed at the
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start, it saves time by reducing the number of design changes or iterations required
later. The proposed methodology provides an environment for designers to foster
innovation by considering systems architectures analysis and design at the aircraft
level, allowing to bring more design knowledge early into the conceptual stage.
It integrates the systems architectures analysis and design within the conceptual
aircraft synthesis and design, allowing an instantaneous investigation of the im-
pact of system architecture modifications on the aircraft and mission performance.
Although the proposed methodology provides several benefits by considering mul-
tiple solutions, it requires extra upfront work to synthesise and analyse multiple
solutions.
A method for constraint analysis using iso-contours is proposed for the down-
selection of aircraft family set. The proposed method divides the multi-dimensional
design space into multiple 2D projections (slices) that can be used to gain insight
into the topology of the feasible design space. The proposed constraint analysis
method does not require new evaluations of the computational models, instead the
previously obtained results from the set generation are used by using interpolation
in order to compute the constraints iso-contours. This makes the method well-
suited for design space exploration at the early stage by enabling the designers
to interactively move the iso-contours of the dormant and active constraints in
real-time. Apart from determining the feasible design space for down-selection,
the constraint iso-contours offer the flexibility to perform a sensitivity analysis
of the design variables towards different constraints, which enables to assess the
relative importance of the design parameters. This helps the designers to gain
knowledge and understand the design space, i.e. how (and in which direction) to
open or expand the feasible design space by infusing different concepts and tech-
nologies. Furthermore, it allows the designers to obtain the optimal design space
graphically.
Chapter 5
Evaluation
5.1 Introduction
This chapter is concerned with the evaluation of the proposed methodology for
designing passenger aircraft families, which is performed by means of qualitative
assessment. First, in order to compare the proposed methodology with the tra-
ditional Point-Based Design (PBD) approach, the same application case-study
(described in Chapter 4) was executed by using the PBD approach. Next, the
application case-study and the two approaches (proposed methodology and the
traditional PBD approach) along with their results were presented to a panel of
industrial experts (from airframe and engine manufacturer companies) who were
asked to comment on the merits and potential challenges of the proposed method-
ology.
The rest of this chapter is divided into three sections. Section 5.2 describes the
results and the issues faced when the traditional PBD approach was applied to
the application case-study. Section 5.3 provides the feedback obtained from the
industrial experts and finally Section 5.4 presents the summary and conclusions.
5.2 Traditional PBD Approach Implementation
As mentioned earlier, the traditional point-based design PBD approach employs
sequential, optimisation-based methods where a single design concept is selected
125
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quite early in the design phase (after brainstorming or utilising past experience),
which is then subsequently tweaked or modified until it satisfies all the require-
ments.
For the traditional PBD approach implementation, the same computational sizing
models (i.e. Flight Optimization System (FLOPS) and the developed mathe-
matical models for non-conventional systems architectures) are used, as for the
proposed methodology. Furthermore, the genetic algorithm (NSGAII) optimiser
[132], available in the AirCADia software, is employed to obtain the results.
It was decided that all-electric systems architecture will be used for all the three
variants of the aircraft family, due to the expected benefits of reduced mass and
fuel burn by removing hydraulic and pneumatic (bleed) power systems. There-
fore, instead of using hydraulic actuators for Flight Control System (FCS) and
Landing Gear System (LGS), it was decided to use the electric counterparts i.e.
Electro Mechanical Actuators (EMAs) for FCS and LGS. Similarly, instead of us-
ing engine bleed-air for Environmental Control System (ECS) and Ice Protection
System (IPS), it was decided to use ram air with electric compressors for ECS,
and electro-thermal mats for IPS. Table 5.1 provides the optimisation problem
formulation considered for designing the baseline aircraft variant. The purpose
of implementing the traditional PBD approach is to compare it with the pro-
posed methodology, therefore this chapter only demonstrates the design of base-
line aircraft variant. The same procedure can be used to apply the traditional
optimisation-based approach for the other two aircraft variants.
Design Variables Constraints Objectives
SLST = [25000 – 30000] lbf Rng = 3000nm Fuel [lbm] - minimise
S W = [1300 – 1400] ft2 TOFL ≤ 6725ft MTOW [lbm] - minimise
AR W = [8 – 11] SLNoise ≤ 85.0dB
TCR W = [0.10 – 0.11]
BPR = [6 – 8]
Table 5.1: Optimisation Formulation for PBD Implementation
After formulating and setting the optimisation problem, NSGAII genetic algorithm
was used to obtain the results. The key parameters of the resulting baseline aircraft
variant are shown in Table 5.2.
The rest of this section presents a hypothetical scenario when traditional point-
based design PBD approach is applied.
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TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.10 29000 6.0 115.2 43320 42629 168901 6643 84.3
Table 5.2: Initial PBD Design
Iteration 1: The resulting design point for baseline variants (featuring high as-
pect ratio in order to achieve higher fuel efficiency and reduce airframe noise)
satisfied all the constraints considered during the optimisation process. Later,
during the analysis phase, it was pointed out that elimination of the hydraulic
system may cause thermal issues with Electro Mechanical Actuators (EMAs),
since the hydraulic fluid used in Hydraulic Power System (HPS) provides a conve-
nient means of transporting and dissipating the heat generated by the actuation
system. Initial calculations were performed which confirmed that natural radia-
tion and convection is not sufficient to keep the EMAs at the acceptable operating
temperature. It was, therefore, decided to install a dedicated thermal management
system (Heat Pipes) for EMAs. In heat pipes, the thermal load conducts from
the source through the evaporator cold plate and causes boiling of the working
fluid within the evaporator body. The vapour flows through the flexible section
to the condenser. The condenser is either mounted onto cooler structure such as
the aircraft skin, or air-cooled through ram air. Heat pipes require no external
power and the working fluid is fully contained so the device can be easily installed
or removed. The heat pipe also has the advantage that it requires only a small
temperature difference between the heat source and sink for effective operation.
Heat pipes with aircraft skin mounted condensers (instead of using ram air) were
used for thermal management of flight control actuators, which imposed additional
mass of 105.2lbm. The sizing was conducted for the new mass, which resulted in a
slight increment of block fuel and MTOW, as shown in Table 5.3 where the block
fuel and MTOW have increased from 42629lbm to 42664lbm and 168901lbm to
169057lbm, respectively. The penalty for adding heat pipes was low, therefore all
the constraints were still satisfied.
TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.10 29000 6.0 115.2 43320 42664 169057 6653 84.4
Table 5.3: Iteration 1
Iteration 2: Although adding heat pipes solved the thermal issues with EMAs
with small penalty on block fuel and MTOW, it was realised later on during the
integration phase that the assembly of EMA and heat pipes was not fitting inside
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the wing profile for aileron EMA due to the required condenser geometry for heat
pipes, as shown in Figure 5.1.
Figure 5.1: Assembly of EMA and Heat Pipe for Aileron
At this point, it was decided to consider switching back to hydraulic actuators. An
assessment study was initiated and it was found that the design rework required
to introduce HPS and switching EMAs to hydraulic actuators was same as the
work required for the new or clean-sheet design because almost every system was
being affected. It was, therefore, decided to solve this issue by increasing the
thickness-to-chord ratio of the wing TCR W (rather than switching to hydraulic
actuators). The increment of TCR W from 0.10 to 0.11 was sufficient to fit the
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whole assembly (EMA and heat pipe) in the wing profile. The results of the new
study (initiated by increased TCR W) are shown in Table 5.4. The increment of
TCR W resulted in adverse effects on the block fuel and MTOW, where the block
fuel and MTOW have increased from 42664lbm to 44093lbm and 169057lbm to
169923lbm, respectively.
TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.11 29000 6.0 115.2 43320 44093 169923 6714 84.6
Table 5.4: Iteration 2
Iteration 3: Increasing the TCR W solved the EMA and heat pipe assembly fit-
ting problem, but the required block fuel to achieve 3000.0nm range was increased
from 42664lbm to 44093lbm. This resulted into another problem: the total fuel
capacity of the fuel tanks 43220lbm turned out to be less than the fuel required
to achieve the mission range. It was then decided to redesign the center (fuselage)
fuel tank to increase the fuel capacity, as the wing fuel tanks capacity could not be
increased. The new study was set-up and the results of the new study are shown
in Table 5.5. The increment of the TCR W and fuel tank capacity increased the
MTOW from 169923lbm to 170138lbm.
TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.11 29000 6.0 115.2 46000 44144 170138 6729 84.7
Table 5.5: Iteration 3
Iteration 4: Although increasing the fuel tank capacity solved the problem, the
resulting MTOW (from increased TCR W and fuel tank capacity) was increased
to a point where the maximum take-off field length constraint becomes active.
As shown in Table 5.5, the resulting Take-Off Field Length (TOFL) was 6729ft
which is higher than the constraint limiting value of 6725.0ft shown in Table 5.1.
This problem was solved by initiating another study where the Sea-Level Static
Thrust (SLST) was increased from 29000.0lbf to 30000.0lbf. The results of this
new study are shown in Table 5.6 where the TOFL was decreased from 6729.0ft to
6560.0ft, hence satisfying the TOFL constraint. Because of increased thrust, the
block fuel and MTOW have increased from 44144lbm to 44925lbm and 170138lbm
to 170971lbm, respectively.
Iteration 5: Increasing the SLST solved the issue with TOFL constraint, but
resulted in violation of the sideline noise constraint. As shown in Table 5.6, the
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TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.11 30000 6.0 115.2 46000 44925 170971 6560 85.6
Table 5.6: Iteration 4
resulting sideline noise was 85.6dB which is higher than the constraint limiting
value of 85.0dB shown in Table 5.1. In order to reduce the combined sideline
noise, it was decided to increase the Bypass Ratio (BPR). Another new study
was initiated where the BPR values was increased from 6.0 to 7.0. The results of
this new study are shown in Table 5.7. The increment of BPR improved the fuel
efficiency of the aircraft. The total fuel required to achieve a 3000nm was reduced
from 44925 to 44256, which also resulted in MTOW decrement from 170971 to
170205.
TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.11 30000 7.0 115.2 46000 44256 170205 6571 84.2
Table 5.7: Iteration 5
Iteration 6: Although increasing the BPR resolved the issue with sideline noise
constraint, it was figured out later during the integration phase that the engine
clearance distance is not sufficient due to the higher engine diameter resulting
from increased BPR. In order to rectify this problem, another study was initiated
where the landing gear length L LG was increased from 115.2in to 117.8in. The
results of this study are shown in Table 5.8. The increment of L LG also increased
the landing gear mass, and the resulting MTOW was increased from 170205lbm
to 171548lbm. All the constraints were satisfied by this design, but the new
design performance was not as good as compared to the original design before
design rework iterations. The block fuel was increased from 42629lb to 45410lb
(increment of 6.5%), and the MTOW was increased from 168901lbm to 171548lbm
(increment of 1.6%).
TCR W SLST BPR L LG F Cap Fuel MTOW TOFL SLNoise
0.11 30000 7.0 117.8 46000 45410 171548 6687 84.8
Table 5.8: Iteration 6
Figure 5.2 shows the overall design rework or iteration involved when traditional
point-based design PBD approach was used to design baseline aircraft family vari-
ant with innovative all-electric systems architecture. Figure 5.3 shows the varia-
tions in MTOW, block fuel, and TOFL due to the design rework or iterations.
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There are three significant causes for design change and rework. First, when the
design team learns something very late in the design process that invalidates the
prior assumption(s). This was experienced when it was discovered very late during
the integration phase that the assembly of aileron EMA and heat pipe could not
be fitted in the wing, which resulted in design rework or iteration. This type of
design change or rework could also happen because of changes in the customer
requirements. Second, when the design team makes critical decision(s) very early
in the design phase, without having sufficient knowledge to make better decisions.
This cause was also experienced when the design team took the decision of using
all-electric systems architecture very early without sufficient knowledge. The third
cause for design rework occurs when decisions of one team constrain the decisions
of other team. This cause was experienced when the decision of the aerodynamics
and flight control systems team to increase the TCR W resulted in violation of
take-off field length constraint, which affected the decision of propulsion team to
use 29000.0lb SLST engines. Consequently, the propulsion team had to rework
(increase the SLST) due to the decision made by other teams.
All the design rework or iteration required new design studies to be initiated,
i.e. reformulating the optimisation problem by considering minimum change to
the existing baseline aircraft. The design changes at the later stages are more
expensive to rectify compared to synthesizing and analyzing sets of solutions early
in the design process. The proposed methodology described in Chapter 4 considers
the set of design solutions, instead of selecting one solution and then iteratively
modifying it until all the requirements or constraints are met. Although it may
appear that a lot of work needs to be performed at the start when using the
proposed methodology, it saves time by reducing the number of design changes
or iterations required later when using tradition PBD approach. In other words,
the proposed methodology reduces the risks of design rework and increases the
probability of success in finding best or optimal solution by considering a set of
solutions and delaying critical decisions until more design knowledge is available.
5.3 Experts Feedback and Opinion
The application case-study and the two approaches (proposed methodology and
traditional PBD approach) were presented to a panel of industrial experts (from
airframe and engine manufacturer companies) who were asked to comment on
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the merits and potential challenges of the proposed methodology. In particular,
experts were asked to comment on the benefits of the proposed aircraft family
design methodology compared to traditional approach used in the industry, and
the associated challenges such as required resources (people, time, cost, tools, etc.)
and the possibility to introduce it in the organisation’s design process with relative
ease. The flexibility for handling changing design requirements and the ability to
conduct trade-off between sets of systems architectures early in the conceptual
design stage were also discussed. The panel of industrial experts observed several
advantages of the proposed methodology relative to the current industrial design
strategy. In particular, it was agreed on the whole that the proposed methodology
would offer:
 An interactive exploration of a wider design space to discover creative solu-
tions.
 Identification of several feasible or satisfactory solutions, providing more
freedom of choice (for designers) and reducing design iterations.
 A repository of backup design options for meeting changing requirements
without additional design overhead.
 An environment (for designers) to foster innovation by considering systems
architectures analysis and design at the aircraft level, allowing to bring more
design knowledge early into the conceptual stage.
It was pointed out that the proposed methodology for designing passenger aircraft
families provides great development advantages when used for designing innova-
tive aircraft families, requiring many design iterations. The panel identified that
the proposed methodology for designing passenger aircraft families still faces a
challenge from a (computational and human) resources point of view during de-
tailed design stages where it would be difficult to maintain and carry forward many
design solutions together.
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5.4 Summary and Conclusions
In this chapter, the evaluation of the proposed methodology was conducted by
means of qualitative assessment. First, in order to compare the proposed method-
ology with the traditional approach, the same application case-study (described
in chapter 4) was executed by using the traditional PBD approach. Next, the
application case-study and the two approaches (proposed methodology and tradi-
tional approach) along with their results were presented to a panel of industrial
experts (from airframe and engine manufacturer companies) who were asked to
comment on the merits and potential challenges of the proposed methodology. A
semi-structured questionnaire and informal discussion was used to capture their
feedback.
The results of the evaluation indicate that the traditional point-based design
(PBD) approach is highly iterative and leads to convergence problems especially
when designing complex innovative products. The proposed methodology is in-
deed expected to enable a more systematic exploration of wider design spaces by
identifying several feasible or satisfactory solutions, hence providing more freedom
of choice for designers. The proposed methodology allows parallel design and anal-
ysis of the major components and systems architectures for multiple aircraft family
solutions. Although it may appear that a lot of work needs to be performed at the
start when using the proposed methodology, it saves time by reducing the number
of design changes or iterations required later when using tradition approach.
It is found that while the demonstrated enablers are reaching a stage of sufficient
maturity, allowing a multitude of aircraft family solutions (including systems ar-
chitectures) to be synthesised and analysed rapidly and simultaneously, this still is
expected to present a challenge from organizational process and resources (people,
computational) point of view.

Chapter 6
Summary and Conclusions
6.1 Introduction
This chapter concludes the main body of this thesis by presenting the key findings
obtained from the research work. The summary of the research is presented in
Section 6.2 where the aim and objectives (listed in Section 1.4) set for the current
research are revisited. Next, the key findings of the current research work are
summarised in Section 6.3. Following that, the main contributions to knowledge
resulting from the research work are summarised in Section 6.4. Finally, the
limitations of the proposed methodology and the recommendations for future work
are listed in Section 6.5.
6.2 Summary of Research
The aim of the research was to develop a methodology for designing passenger
aircraft families, which provides an environment for designers to interactively ex-
plore wider design spaces and foster innovation. The research was organised into
three stages.
The first stage of the research work was concerned with the investigation of the
current state-of-the-art in the field of passenger aircraft family design. In order to
develop an effective methodology for designing passenger aircraft families, current
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trends for designing passenger aircraft families need to be investigated. Therefore,
the first objective was set as follow:
Objective 1: Investigate and identify the current trends
used for designing passenger aircraft families in the industry.
In order to achieve the Objective 1, a classification (taxonomy) of aircraft family
trends was proposed. The proposed classification of aircraft family trends is based
on two top-level aircraft requirements (TLARs), i.e. minimum number of passen-
gers and the minimum range. It was observed that there are three trends followed
when designing passenger aircraft family variants (described in Figure 1.3). How-
ever, it was identified that there is currently one trend missing, i.e. increasing the
number of passenger capacity while keeping the range similar.
The second stage of the research work involved the development of the method-
ology for designing passenger aircraft families. From the literature review, it
was identified that the main problem with the existing methods is the iterative
design process which employs optimisation-based, sequential (synthesis, analyse,
and modify) approach. These methods have the tendency to exploit assumptions
present in the computational models and to drive the design towards a solution
which, while promising to the optimiser, may be infeasible due to the factors not
considered by the models such as manufacturing, maintenance and novel tech-
nologies, leading to many nugatory design rework iterations. One of the prevailing
convergent design processes (found in literature), which shows significant potential,
is the set-based design (SBD) process (developed by Toyota automotive company).
It provides the designers more freedom by delaying the critical decisions, as more
knowledge is gained. In other words, it encourages the designers to foster inno-
vation by preventing them from immediately elaborating on the first concept or
architecture that comes into mind, which may not be the best. Although sev-
eral research papers discuss the expected benefits of the SBD process, there is no
formal methodology available in the literature that guides the designers how to
implement the SBD process practically. The existing literature on SBD focuses on
defining the principles only, without providing potential enablers or methods for
implementing those principles. Enablers for rapidly synthesising and analysing the
multitude of design solutions are the key to successfully implement the SBD pro-
cess. It was discovered that there is a need to develop a formal set-based design
methodology with potential associated enablers for designing passenger aircraft
families. The second objective was, therefore, set as follow:
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Objective 2: Develop a formal methodology for designing
passenger aircraft families at the early design stages, en-
abling designers to foster innovation, and interactively ex-
plore wider design spaces.
In order to achieve Objective 2, a novel methodology for designing passenger
aircraft families is proposed that embraces the principles of the set-based design
(SBD) paradigm in which the design is kept open by the parallel development
of multiple design solutions and delaying the critical decisions. As more design
knowledge is gained, the set of possible solutions is narrowed-down to converge
on a final design by discarding infeasible and inferior solutions. This approach
has the advantage of reducing design rework, resulting from the wrong design
decisions made earlier. Objective 2 has been achieved by integrating the set-
theory principles and model-based design exploration methods. The proposed
methodology for designing passenger aircraft families is divided into three phases:
stakeholder needs mapping, synthesis and analysis, and narrowing-down.
Another limitation associated with the existing methods for designing passenger
aircraft families is that these methods do not consider systems architectures at
the early design stages. Instead, a top-down approach is used, where the aircraft
configurations are frozen (by selecting a single systems architecture fairly early)
before moving on to the systems architectures analysis and design. The systems
architectures are, therefore, optimised in isolation which results in sub-optimal
architectures with under- or over-estimated performances due to overlooked in-
teractions between systems and their impact on the whole aircraft. In order to
provide designers an environment where they can foster innovation, the third ob-
jective was set as follow:
Objective 3: Incorporate systems architectures analysis
and design earlier into aircraft family conceptual design syn-
thesis, in order to conduct systems technologies trade-off.
In order to achieve objective 3, fast physics-based computational models for sys-
tems architectures are incorporated within the conceptual design stage. In order to
analyse the impact of systems architectures at the aircraft and mission level, three
performance parameters of the systems architectures are considered, i.e. mass,
cost, and bleed-air and shaft-power off-takes. By considering the set of systems
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architectures, the designers are able to conduct quick trade-off and mitigate risks
associated with innovative technologies.
In addition to the development of passenger aircraft family design methodology,
key enablers were identified and/or developed to support the development of air-
craft family design methodology. Chapter 3 presents the proposed methodology
along with different fit for purpose key enablers, whereas Chapter 4 demonstrates
the methodology by using an application case-study.
The third stage of the research work was concerned with the evaluation of the
proposed methodology, which was performed by means of qualitative assessment.
First, in order to compare the proposed approach with the traditional approaches,
the same application test-case (described in chapter 4) was executed by using the
traditional optimisation-based approach. Next, the application case-study and
the two approaches along with their results were presented to a panel of industrial
experts (from airframe and engine manufacturer companies) who were asked to
comment on the merits and potential challenges of the proposed methodology. A
semi-structured questionnaire and informal discussion was used to capture their
feedback. Chapter 5 summarises the discussions and the feedback obtained from
the industrial experts panel.
6.3 Research Findings
In this section, the key findings resulting from the present research work are sum-
marised. The results of the evaluation indicate that:
1. The proposed methodology is expected to enable a more systematic explo-
ration of wider design spaces by identifying several feasible or satisfactory
solutions, hence providing more freedom of choice for designers. It allows
parallel analysis and design of major components and systems for multiple
aircraft family solutions, which shortens the overall design time. Although
it may appear that a lot of work needs to be performed at the start when
using the proposed methodology, it saves time by reducing the number of
design changes or iterations required later when using tradition approach.
2. The proposed methodology provides an environment for designers to foster
innovation by considering systems architectures analysis and design at the
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aircraft level, allowing to bring more design knowledge early into the concep-
tual stage. It enables the integration of systems architectures analysis and
design within the conceptual aircraft synthesis and design, allowing an in-
stantaneous investigation of the impact of system architecture modifications
on the aircraft and mission performance.
3. It is found that while the demonstrated enablers are reaching a stage of suf-
ficient maturity, allowing a multitude of aircraft family solutions (including
systems architectures) to be synthesised and analysed rapidly and simultane-
ously, this still is expected to present a challenge from organizational process
and resources (people, computational) point of view.
6.4 Contributions to Knowledge
The contributions to knowledge resulting from the current research work are sum-
marised below.
1. The main contribution to knowledge is the development of a novel set-based
methodology for designing passenger aircraft families. This thesis presents
the first attempt to formalise the passenger aircraft family design methodol-
ogy by integrating set theory principles and model-based design exploration
methods. The methodology differs significantly from the existing passenger
aircraft family design methods: It considers a set of multiple aircraft family
solutions from the outset by integrating major components sets and systems
architectures set, which is then gradually narrowed. This allows the design-
ers to systematically explore wider design spaces and gain knowledge while
delaying critical decisions. In turn, this provides greater freedom at the later
stages of the design process.
2. In order to develop the proposed methodology, a classification (taxonomy)
of aircraft family trends is proposed. The proposed classification is based on
two TLARs, i.e. the minimum number of passengers and the minimum range.
It was identified that there is currently one trend missing, i.e. increasing the
number of passenger capacity while keeping the range similar.
3. Unlike existing methods for designing passenger aircraft families, the pro-
posed methodology incorporates early systems architectures analysis and
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design. A method for modelling entire systems architectures (using fast
physics-based computational models) within the conceptual design stage is
used that enables the designers to conduct quick trade-off and mitigate risks
associated with innovative technologies, resulting in reduced design rework
or iterations. In order to analyse the impact of systems architectures at
the aircraft and mission level, three performance parameters of the systems
architectures are considered, i.e. mass, cost, and bleed-air and shaft-power
off-takes. Furthermore, a fast parametric aircraft geometry tool is developed
where system components are represented by cuboid, sphere, and cylinder in
order to analyse the systems’ components physical layout and their connec-
tions in the aircraft geometry, which allows to identify integration problems
(clashes) between systems components in the early design stage.
4. A constraint analysis method using iso-contours is proposed for the down-
selection of aircraft family set. The method divides the multi-dimensional
design space into multiple 2D projections (slices) that can be used to gain
insight into the topology of the feasible design space. The novelty comes
from the fact that the proposed method does not require new evaluations
of the computational models, instead the previously obtained results from
the set generation are used by using interpolation in order to compute the
constraints iso-contours. This makes the method well-suited for design space
exploration at the early stage where designers can interactively move the
constraints iso-contours in real-time. Furthermore, it offers flexibility to
perform a sensitivity analysis of design variables towards different constraints
to invoke what-if analysis in order to better understand the design space.
6.5 Future Work
There are a few limitations associated with the proposed methodology, which could
be addressed in the future in order to improve the work presented in this thesis.
1. The proposed methodology is limited to the conceptual design stage. Car-
rying multiple aircraft family solution in the detailed design stage was not
considered in this research. Although the approach can be applied in the
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detailed design stage, it needs to be evaluated, i.e. how many aircraft fam-
ily solutions can be carried forward simultaneously into the detailed design
stage.
2. In this research, set of aircraft configurations were not considered. Future
work may incorporate and evaluate different configurations (e.g. conven-
tional tube-wing configuration, strut-brassed, joined wing, blended wing
body) for aircraft family design.
3. The application case-study was limited to common wing, empennage, and
systems architecture, whereas the fuselage was considered exclusive among
family variants. The application test-case can be extended to include the
case where fuselage may be common with exclusive wings among family
variants, a concept sometimes called as modular wing. This will result in
optimum wing for each airline for increased efficiency.
4. Down-selection and filtering of the aircraft family solutions was conducted
by using performance constraints. Other factors, such as overall thermal
management, maintenance, and -ilities (such as complexity, reliability, etc.)
were not considered during the down-selection phase for the application case-
study. Future research work may extend the application of the proposed
methodology by developing metrics for evaluating aircraft family solutions.
5. One of the benefits of the proposed methodology for designing passenger air-
craft families is that it enables the designers to explore wider design spaces
and gain knowledge, which is the key for making better decisions. After a
multitude of aircraft family solutions are synthesised and analysed, infea-
sible and inferior aircraft family solutions may be discarded. The associ-
ated knowledge for discarding a particular solution should be captured and
stored in a database for later use. For instance, if an aircraft family so-
lution is rejected due to a lower TRL of a particular technology, then this
information for discarding should be stored in a database (rather than in de-
signer’s mind). The proposed methodology can be extended to incorporate
the knowledge rationale capturing and storing mechanism.
6. For the current research, the computational (mathematical) models for sys-
tems architectures did not consider the modelling and sizing of constituent
components. Instead, the parameters (e.g. required power off-take and mass)
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for the whole systems were estimated. A direction for future work is to in-
clude the components modelling and (physical) sizing for the assessment of
systems architectures set.
Appendix A
Computational Models
This appendix contains the Modelica computational models for selected aircraft
systems used in the current research.
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Figure A.2: Flight Control System Model
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