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Abstract
A graph is called subpancyclic if it contains cycles of length from 3 to its circumference. LetG be a graph with min{d(u)+d(v) :
uv ∈ E(G)} ≥ 8. In this paper, we prove that if one of the following holds: the radius of G is at most b∆(G)2 c; G has no subgraph
isomorphic to Y∆(G)+2; the circumference of G is at most ∆(G) + 1; the length of a longest path is at most ∆(G) + 1, then the
line graph L(G) is subpancyclic and these conditions are all best possible even under the condition that L(G) is hamiltonian.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We use Bondy and Murty [1] for terminology and notation not defined here and the graphs considered in this paper
permit multi-edges but no loops. A cycle of length m in a graph G, denoted by Cm , is a connected subgraph with m
distinct vertices and m distinct edges. A circuit of a graph G is a connected subgraph of G in which every vertex has
even degree. We use∆(G) to denote the maximum degree in G. Given a subgraph H of a graph G, the distance of two
subgraphs H1 and H2 of H , denoted by dH (H1, H2), is defined to be min{dH (u1, u2) : u1 ∈ V (H1) and u2 ∈ V (H2)}.
If H = G, then dG(H1, H2) is replaced by d(H1, H2); if H1 contains only one vertex u (or only one edge e), then
we denote dH (H1, H2) as dH (u, H2) (or dH (e, H2)). Let E(H) = {e ∈ E(G) : dG(e, H) = 0}, ε(H) = |E(H)| and
ε(H) = |E(H)|, and let ρ2(G) = min{dG(e) : e ∈ E(G)} where the edge degree dG(e) = dG(u) + dG(v) for any
edge e = uv ∈ E(G) and σ2(G) = min{dG(u)+ dG(v) : uv 6∈ E(G)}.
Our results are related to the well-studied concept of line graph operation on graphs. The line graph of a graph G,
denoted by L(G), has E(G) as its vertex set, where two vertices in L(G) are adjacent if and only if the corresponding
edges in G have at least one vertex in common. The following theorem, which generalizes a well known result of
Harary and Nash-Williams [3], gives the relation between cycles in a line graph and circuits in its original graph.
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Theorem 1 (Broersma, [2]). The line graph L(G) of G contains a cycle of length k ≥ 3 if and only if G contains a
circuit C such that ε(C) ≤ k ≤ ε(C).
A graph G is called subpancyclic if G contains cycles of every length l with 3 ≤ l ≤ c(G), where c(G) denotes
the circumference of G, i.e., the length of a longest cycle. Note that if G is subpancyclic and hamiltonian, then it is
pancyclic. The diameter of a graph G, denoted by d(G), is defined to be max{d(u, v) : u, v ∈ V (G)}. The radius of
G, denoted by r(G), is defined to be min{max{d(u, v) : u ∈ V (G)} : v ∈ V (G)}. We use p(G) to denote the length
of a longest path of G, i.e., the number of edges of the longest path in G.
A graph G is called H -free if it does not contain an induced subgraph isomorphic to some subgraph H . A claw
is the complete bipartite graph K1,3. For any positive integer m, the graph Zm is a triangle with a path of length m
attached to one of its vertices, the graph Pm is the path on m vertices, the graph Ym is the unique tree on m+2 vertices
with three leaves, two of which have distance 2, where a leaf of a tree is defined to be the vertex of degree 1. Gould
and Pfender considered subpancyclic claw-free graphs and proved the following result.
Theorem 2 (Gould and Pfender, [4]). Let G be a claw-free graph with σ2(G) ≥ 9. If G satisfies one of the following:
• G is P7-free;
• G is Z4-free;
• d(G) < (∆(G)+ 6)/4,
then G is subpancyclic.
There are some relations on the diameter and the radius between a graph G and its line graph L(G). Knor, Niepel
and Sˇolte´s proved the following result.
Theorem 3 (Knor, Niepel and Sˇolte´s, [5]). Let G be a connected graph such that L(G) is not empty. Then
d(G)− 1 ≤ d(L(G)) ≤ d(G)+ 1,
r(G)− 1 ≤ r(L(G)) ≤ r(G)+ 1.
In this paper, our main motive is to consider the relation between subpancyclicity in line graphs and some
parameters in its original graph, and obtain the following theorem, whose proof will appear in Section 4:
Theorem 4. Let G be a graph such that ρ2(G) ≥ 8 and G satisfies one of the following:
(i) c(G) ≤ ∆(G)+ 1;
(ii) p(G) ≤ ∆(G)+ 1;
(iii) G has no subgraph isomorphic to Y∆(G)+2;
(iv) r(G) < b(∆(G)+ 2)/2c.
Then L(G) is subpancyclic.
The sharpness of Theorem 4 is presented in Section 4.
Corollary 5. Let G be a line graph with δ(G) ≥ 6. If one of the following holds:
(a) G is Pd∆(G)2 e+2-free;
(b) G is Zd∆(G)2 e+1-free;
(c) r(G) < b(∆(G)+ 2)/4c,
then G is subpancyclic.
Proof. Let H be the graph such that G = L(H). Since each vertex uv in L(H) has degree dG(uv) = dH (u) +
dH (v)− 2, ρ2(H) ≥ 8 and
∆(G) ≤ 2∆(H)− 2. (0)
Suppose (a) is true. Note that L(H) is Pm-free implies that H has no path on m + 1 vertices for any m ≥ 2. Hence
by (0) and (a), p(H) ≤ ∆(H)+ 1. Hence by Theorem 4, G = L(H) is subpancyclic.
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Suppose (b) is true. Note that L(G) is Zm-free implies that G has no subgraph isomorphic to Ym+2 for m ≥ 1.
Hence by (0) and (b), H has no subgraph isomorphic to Y∆(H)+2. Hence by Theorem 4, G = L(H) is subpancyclic.
Finally suppose (c) is true. Hence by Theorem 3 and (0),
r(H)− 1 ≤ r(G) < b(∆(G)+ 2)/4c ≤ b(2∆(H)− 2+ 2)/4c.
So r(H) < b(∆(H)+ 2)/2c. Hence by Theorem 4, G = L(H) is subpancyclic. 
The conditions on the diameter of Theorem 2 and the parameters of Corollary 5 are close to best possible, as the
following example shows. Let m ≥ 4 and start with a cycle Cm+1 and attach m − 3 pendant edges at every vertex of
the cycle to get a graph H . Let G0 be the line graph G0 = L(H). Then
δ(G0) = m − 2,
∆(G0) = 2m − 4,
r(G0) =
⌊m
2
⌋
+ 1 =
⌊
∆(G0)+ 8
4
⌋
,
d(G0) =
⌈m
2
⌉
+ 1 =
⌈
∆(G0)+ 8
4
⌉
,
G0 has an induced path Pm+2 = Pd∆(G0)2 e+4,
G0 has an induced subgraph Zm = Zd∆(G0)2 e+2,
and G0 contains no m-cycle.
Obviously, r(G) ≤ d(G) ≤ 2r(G) (see [8]). Therefore the bound on radius in Corollary 5 is better than the one in
Theorem 2 in the case where G is a line graph and d(G) ≥ r(G) + 1 and δ(G) ≥ 6. Lai, Shi and Xiong proved the
following result, which is a corollary of Theorem 4 when ∆(G) is even.
Theorem 6 (Lai, Shi and Xiong, [6]). Let G be a graph with ρ2(G) ≥ 8. If d(G) < b∆(G) + 3/2c, then L(G) is
subpancyclic.
It is well known that line graphs are all claw-free. It would be interesting to consider the following two conjectures
on claw-free graphs, whose bounds are all sharp as shown in the above example G0.
Conjecture 7. Let G be a claw-free graph such that one of the following holds:
• G is Pd∆(G)2 e+4-free;• G is Zd∆(G)2 e+2-free.
Then G is subpancyclic.
Conjecture 8. Let G be a claw-free graph with δ(G) ≥ 4 such that one of the following holds:
• r(G) ≤ b∆(G)+44 c;
• d(G) ≤ d∆(G)+44 e.
Then G is subpancyclic.
The example given in Section 4 shows that the bound on the minimum degree in Conjecture 8 cannot be reduced
to 3.
The following result may be useful for proving Conjectures 7 and 8, whose idea has been applied in the proofs of
main results in [4] and the remaining parts of this paper.
Theorem 9 (Gould and Pfender, [4]). Let G be a claw-free graph with σ2(G) ≥ 9. Suppose, for some m > 3,G has
a Cm , but no Cm−1. Then dC (x, y) = d(x, y) for any pair of vertices {x, y} in any cycle C of length m.
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2. An auxiliary result
In this section, we proved a key lemma (also see Lemma 5 in [7]), which will be used in the proof of Theorem 4.
Lemma 10. Let G be a graph with ρ2(G) ≥ ` ≥ 7. Suppose, for some m ≥ 3, L(G) contains a Cm+1 but not a Cm .
Then G contains a Cm+1 but not a Ck with 4m` ≤ k ≤ m.
Before proving Lemma 10, we start with the following easy observation.
Lemma 11. If L(G) has an induced cycle of length k ≥ 4, then G has a cycle of length k.
Proof. Let Ck be an induced cycle of L(G). By Theorem 1, G a circuit C that is a subgraph of L−1(Ck) with
ε(C) ≤ k ≤ ε(C), where L−1(Ck) is the subgraph of G induced by all edges that define the induced cycle Ck in
L(G). We claim that C is a cycle of length k. Suppose, to the contrary, that C is not a cycle of length k. Hence either
ε(C) = k but C is not a cycle or ε(C) < k. In either case, Ck ⊆ L(G[E(C)]) is a cycle of length k which is not
induced, a contradiction. 
Now we prove Lemma 10.
Proof of Lemma 10. Suppose there is a cycle C of length k in G with 4m
`
≤ k ≤ m. Note that∑v∈V (C) dG(v) =
1
2
∑
e∈E(C) dG(e) ≥ 12`|E(C)| = `2k. Since every edge of G can be adjacent to at most two vertices of C ,
ε(C) ≥ 12
∑
v∈V (C) dG(v) ≥ `4k. Hence by 4m` ≤ k ≤ m, ε(C) ≥ `4k ≥ m ≥ ε(C). Hence by Theorem 1,
L(G) contains a Cm , a contradiction.
On the other hand, note that H = L(G) is a claw-free graph with σ2(H) ≥ 9 since ρ2(G) ≥ 7. Hence by
Theorem 9, every Cm+1 of L(G) is induced. By Lemma 11, G has a cycle of length m + 1. 
3. Proof of Theorem 4
Let G be a graph satisfying the hypothesis of Theorem 4. We prove our conclusion by contradiction. If possible,
suppose that L(G) is not subpancyclic, and let
m = max{i : i ∈ [3, c(L(G))] \ λ(L(G))},
where λ(L(G)) = {k : L(G) contains a cycle of length k}. Then m ≤ c(L(G)) − 1 and L(G) contains a Cm+1 but
not a Cm . By Lemma 10, G contains a cycle C of length m + 1. By Theorem 1,
ε(C) ≥ ∆(G)+ 2. (1)
Let
r = b(m + 1)/2c.
Then from Lemma 10, we have the following fact.
Claim 1. There does not exist any cycle C ′ with r ≤ ε(C ′) ≤ 2r − 1 in G.
Claim 1 implies the fact.
Claim 2. dC (u, v) = d(u, v) for any u, v ∈ V (C).
Claim 2 shows that the cycle C is distance preserving.
Now we can complete the proof of the first three parts.
Suppose (i) is true. Hence by (1), we obtain a contradiction.
Suppose (ii) is true. By ρ2(G) ≥ 8, C has a vertex w0 of degree at least 4. Hence by (1), G[V (C)⋃ NG(w0)] has
a path P∆(G)+3 of length ∆(G)+ 2, a contradiction.
Suppose (iii) is true. By ρ2(G) ≥ 8, C has a vertex w00 of degree at least 4. Hence by (1), G[V (C)⋃ NG(w00)]
has a Y∆(G)+2, a contradiction.
Now we start the proof of the last part of this theorem.
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Fig. 1. An illustration to the proof of Case 1.
Suppose (iv) is true. Let
F(u, v) = {P(u, v) : P(u, v) is a shortest path from u to v in G}.
Then we have the following claim.
Claim 3. max{d(w, u) : u ∈ V (C)} ≥ r for any w ∈ V (G).
Proof of Claim 3. We will prove this claim by contradiction. If possible, suppose that there exists a vertex w ∈ V (G)
such that
d(w, u) < r for any vertex u ∈ V (C). (∗)
By Claim 2, max{d(w, u) : u ∈ V (C)} ≥ r for w ∈ V (C) since C is a cycle of length m+ 1 ≥ 2r . Hence w 6∈ V (C).
Let d = d(w,C). Then d ≥ 1 since w 6∈ V (C). We consider two cases to prove Claim 3 according to the value of
d .
Case 1. 1 ≤ d < r/2.
Let u0, v0 be two vertices (possibly u0 = v0) on C with d(w, u0) = d(w, v0) = d such that d(v0, u0) is maximum.
Let C(v0, u0) denote the shortest segment from v0 to u0 on C . By Claim 2, ε(C(v0, u0)) = d(v0, u0) (see Fig. 1).
Note that d(v0, u0) ≤ d(v0, w)+ d(w, u0) ≤ 2d < r . Then, dC (v0, u0) < r by Claim 2. Let ww1w2 · · ·wd−1u0 be a
shortest path from w to u0 and u0u1 · · · ur−dur−d+1 a path in C such that d(u1, v0) = d(u0, v0)+ 1 (see Fig. 1). Let
S = {w,w1, w2, . . . , wd−1, u0, u1, . . . , ur−d−1, ur−d}.
Then, by Claim 2 and (∗),
S \ V (P(w, ur−d)) 6= ∅ f or any path P(w, ur−d) ∈ F(w, ur−d). (2)
We obtain the following fact.
Claim 3.1. V (P(w, ur−d))
⋂{u0, u1, . . . , ur−d−1} 6= ∅ for any path P(w, ur−d) ∈ F(w, ur−d).
Proof of Claim 3.1. We will prove this claim by contradiction. If possible, suppose that Claim 3.1 does not hold; then
by (2), there must exist a cycle C ′ in
P(w, ur−d)ur−dur−d−1 · · · u1u0wd−1 · · ·w1w
such that C ′ contains all vertices in {u0, u1, . . . , ur−d }. By Claim 2 and (2),
ε(C ′) ≥ 2d(u0, ur−d) = 2(r − d) > r.
Using Claim 1, we have ε(C ′) ≥ 2r . Hence,
d(w, ur−d) ≥ ε(C ′)− ε(ww1 · · ·wd−1u0u1 · · · ur−d) ≥ 2r − r = r,
which contradicts (∗). Hence Claim 3.1 is true. 
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Using Claims 2 and 3.1, we can take a shortest path
P(w, ur−d) = ww1w2 · · ·wtn1n2 · · · nqusus+1 · · · ur−d ∈ F(w, ur−d) (3)
such that {n1, n2, . . . , nq} ⊆ V (G) \ (V (C)⋃{w1, w2, . . . , wd−1}) (see Fig. 1).
Obviously, t ≤ d − 1 and s ≤ r − d . By (∗) and the definition of u0,
q ≥ 1 and s ≥ 1. (4)
Using Claim 3.1, we obtain
s ≤ r − d − 1. (5)
Let C1 = u0u1u2 · · · usnqnq−1 · · · n1wtwt+1 · · ·wd−1u0 (see Fig. 1). Then
ε(C1) = |V (C1)| ≤ r − 1. (6)
Suppose otherwise; then by Claim 1 we have ε(C1) = s + q + 1+ d − t ≥ 2r , i.e., q ≥ 2r + t − d − s − 1. Hence
by (3),
d(w, ur−d) = t + q + 1+ (r − d − s)
≥ r + t − d − s + 1+ (2r + t − d − s − 1)
= 3r − 2(d + s − t).
By (5), d(w, ur−d) ≥ 3r − 2(r − 1− t) ≥ r + 2, which contradicts (∗). This settles (6).
Considering vertices ur−d , ur−d+1, . . . , ur−d+l on the path u1u2 · · · ur−dur−d+1 · · · ur−d+l (see Fig. 1), we have
the following fact.
Claim 3.2. d(w, ur−d+l) = d(w, ur−d+l−1)+ 1 for 0 ≤ l ≤ d + s ≤ r − 1.
Proof of Claim 3.2. We use induction on l. Using Claim 2 and (5), we obtain that Claim 3.2 holds for l = 0. Now
assume that Claim 3.2 holds for l = k (0 ≤ l ≤ d + s − 1). Hence, by Claim 2, we have
P(w, ur−d+k) = P(w, ur−d−1)ur−dur−d+1 · · · ur−d+k ∈ F(w, ur−d+k).
Next we will prove that Claim 3.2 holds for l = k + 1. Suppose otherwise; using Claim 2 we obtain that
V (P(w, ur−d+k+1))
⋂
{us, us+1, . . . , ur−d+k} = ∅
for any path P(w, ur−d+k+1) ∈ F(w, ur−d+k+1) since otherwise Claim 3.2 will hold for l = k + 1. Therefore we
can take a cycle C2 in P(w, ur−d+k)
⋃
P(w, ur−d+k+1) such that
{us, us+1, . . . , ur−d+k} ⊆ V (C2).
By (∗),
ε(C2) ≤ d(w, ur−d+k)+ d(w, ur−d+k+1)+ 1 ≤ 2(r − 1)+ 1 = 2r − 1.
So by Claim 1, ε(C2) ≤ r − 1. Since us ∈ V (C1)⋂ V (C2) we can take a longest cycle C3 in G[E(C1)⋃ E(C2)].
Hence by (6), ε(C3) ≤ ε(C1) + ε(C2) − 1 ≤ 2r − 3. Using Claim 1, we have ε(C3) ≤ r − 1, but ε(C3) ≥
2d(u0, ur−d) = 2(r − d) > r , a contradiction which implies that Claim 3.2 holds for l = k + 1. By the induction
principle, Claim 3.2 holds for 0 ≤ l ≤ d + s. 
Now we complete the proof of Case 1. Using (3) and (4) and Claim 3.2, we obtain that
d(w, ur−d+d+s−1) = d(w, ur−d)+ (d + s − 1)
= (t + q + 1+ r − d − s)+ (d + s − 1)
= r + t + q ≥ r + 1,
which contradicts (∗). Thus the proof of Case 1 is completed. 
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Case 2. d = d(w,C) ≥ r/2.
Note that |ε(P(w, u))− ε(P(w, v))| ≤ 1 for any pair of shortest paths P(w, u) and P(w, v) with uv ∈ E(C). We
now prove two claims.
Claim 3.3. (V (P(w, u))
⋂
V (P(w, v)))\{w} 6= ∅ for any pair of paths P(w, u) ∈ F(w, u) and P(w, v) ∈ F(w, v)
with uv ∈ E(C).
Proof of Claim 3.3. We prove this claim by contradiction. If possible, suppose that there are two paths P(w, u) ∈
F(w, u) and P(w, v) ∈ F(w, v) with uv ∈ E(C) such that
(V (P(w, u))
⋂
V (P(w, v))) \ {w} = ∅;
then we have that C ′ = G[E(P(w, u))⋃ E(P(w, v))⋃{uv}] is a cycle with
ε(C ′) ≥ ε(P(w, u))+ ε(P(w, v))+ 1 ≥ 2d + 1 ≥ r + 1.
By Claim 1, ε(C ′) ≥ 2r , but by (∗), ε(C ′) ≤ d(w, u) + d(w, v) + 1 ≤ 2r − 2 + 1 = 2r − 1, a contradiction. Thus
Claim 3.3 is true. 
Taking any pair of vertices {x, y} ⊆ V (C), let xy1y2 · · · yt y be a shortest path in C from x to y and P(w, x) =
wz1z2 · · · zd(w,x)−1x ∈ F(w, x). Let P1 = P(w, y1) ∈ F(w, y1). Then, by Claim 3.3, there is a vertex z that is
the first vertex starting from w on P(w, x) such that z ∈ V (P(w, x))⋂ V (P1) \ {w}. Then we may assume that
z = z1 since otherwise replacing the segment P(w, z) from w to z on P1 with the segment from w to z on P(w, x),
we obtain a new shortest path P ′ from w to y1 such that z1 ∈ V (P ′) and P ′ ∈ F(w, y1). Similarly, there exists a
path P(w, y2) ∈ F(w, y2) such that P(w, y2) contains z1. Using Claim 3.3 and a similar argument, there exists a
P(w, y) ∈ F(w, y) such that it contains z1. Thus, we have proved the following claim.
Claim 3.4. For any pair of vertices {x, y} ⊆ V (C) and the given path P(w, x) ∈ F(w, x), there exists a
P(w, y) ∈ F(w, y) such that wz1 ∈ E(P(w, x))⋂ E(P(w, y)).
Now we use Claim 3.4 to complete the proof of Case 2. Let u0 be the vertex on C such that d(w, u0) = d,
and z0 the other vertex on C such that d(w, z0) = max{d(w, u) : u ∈ V (C)}. Let P(w, z0) ∈ F(w, z0).
Then, by Claim 3.4, there is a path P(w, u0) ∈ F(w, u0) such that wz1 ∈ E(P(w, z0))⋂ E(P(w, u0)). If
d(z1,C) = d(z1, u0) ≥ r/2, then replacing w by z1 and using Claim 3.4, we obtain a new vertex z2 such that
z1z2 ∈ E(P(z1, z0))⋂ E(P(z1, u0)). If d(z2,C) = d(z2, u0) ≥ r/2, then by a similar argument, we obtain a
new vertex z3. Thus, from Claim 3.4, we can assume that P(w, z0) = wz1z2 · · · zd(w,z0)−1z0 ∈ F(w, z0) and
P(w, u0) = wz1z2 · · · ztv1v2 · · · vd ′−1u0 ∈ F(w, u0) such that
(A) d ′ = d(zt ,C) = d(zt , u0) < r/2;
(B) for any vertex y ∈ V (C) and i ∈ {1, 2, . . . , t}, there exists a path P(zi , y) ∈ F(zi , y) with E(zi zi+1 · · · zt ) ⊆
E(P(zi , z0))
⋂
E(P(zi , y)).
Using an argument similar to that of Case 1, we have
m′ = max{d(zt , u) : u ∈ V (C)} ≥ r.
Taking a vertex u′ of V (C) with d(zt , u′) = m′, using (A) and (B) above, we have
d(w, u′) = d(w, zt )+ d(zt , u′) = t + m′ ≥ r,
which contradicts (∗). This settles the proof of Case 2. It follows that Claim 3 is true. 
We now complete the proof of the last part of Theorem 4. By Claim 3,
min{max{d(u, v) : v ∈ V (G)} : u ∈ V (G)} ≥ r.
i.e., r(G) ≥ r = bε(C)/2c. By (1), r(G) ≥ b(∆(G)+2)/2c, a contradiction, which implies that L(G) is subpancyclic.
Therefore the proof of Theorem 4 is completed. 
5332 L. Xiong et al. / Discrete Mathematics 308 (2008) 5325–5333
Fig. 2. G∆0 .
4. Sharpness
In this section, we discuss the sharpness of Theorem 4 and Lemma 10.
While we could not decide whether ρ2 ≥ 6 would be a sufficient bound to make Theorem 4 and Lemma 10
work, here is an example showing that ρ2 ≥ 5 is not sufficient. The case 6 ≤ ρ2 ≤ 7 is still open. Let
P = xu1u2 · · · u4ku4k+1y be a path of order 4k + 3 ≥ 19 and v1, v2, . . . , vk be k distinct vertices, Hk+1 be a
star K1,∆0 , where 12k + 3 ≤ ∆0 ≤ 16k + 6. Attach each vertex vi to u4i−2 and u4i to get M . Make four copies
of M , say, M1,M2,M3,M4. Let M0 be the graph obtained by identifying the corresponding vertex of degree 1 in
Mi . Denote by y0 one of the resulting vertices obtained by identifying the vertices corresponding to y in M . Now we
obtain a graph G∆0 from M0 and Hk+1 by identifying y0 and one of the vertices of degree 1 in Hk+1; see Fig. 2. Then
∆(G∆0) = ∆0,
ρ2(G∆0) = 5,
c(G∆0) = 8k + 4 ≤ ∆(G∆0)+ 1,
p(G∆0) = 12k + 4 ≤ ∆(G∆0)+ 1,
r(G∆0) = 4k + 2 ≤
⌊
∆(G∆0)
2
⌋
,
d(G∆0) = 4k + 4 ≤
⌊
∆(G∆0)+ 3
2
⌋
,
G∆0 has no subgraph Y∆0+2.
Note that the circuit of G with a maximum number of edges becomes a cycle of length 16k + 8 in L(G∆0). Hence
L(G∆0) has a cycle of length 16k+8 but no cycle of length 16k+7, and hence is not subpancyclic, which shows that
the bound on minimum edge degree ρ2 in Theorems 4 and 6 cannot reduce to 5. Note that G∆0 has no cycle C16k+8,
which shows that the bound on minimum edge degree ρ2 in Lemma 10 cannot reduce to 5.
Let H = L(G∆0). Then H is a claw-free graph such that
δ(H) = 3,
∆(H) = ∆0 − 1+ 4 = ∆0 + 3,
r(H) = 4k + 2 ≤
⌊
∆(H)+ 4
4
⌋
if 16k + 1 ≤ ∆0 ≤ 16k + 6,
d(H) = 4k + 3 ≤
⌈
∆(H)+ 4
4
⌉
if 16k + 2 ≤ ∆0 ≤ 16k + 6,
and H is not subpancyclic, which shows that the bound on the minimum degree in Conjecture 8 cannot reduce to 3.
In the following, we construct a family of graphs G with ρ2(G) ≥ 8 to show that these conditions in Theorem 4
are all sharp even under the condition that L(G) is hamiltonian. For any integer ∆ = 4k ≥ 12, define the graph G∆
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Fig. 3. G∆.
as follows. Let C = u1u2 · · · u4k+2u1 be a cycle of length ∆+ 2, H1, H2, . . . , Hk be k copies of the empty graph of
order t (4 ≤ t ≤ ∆− 2) and let Hk+1 be an empty graph of order ∆− 2 such that C, H1, H2, . . . , Hk+1 are pairwise
disjoint. Now G∆ is obtained from C
⋃
Hi by joining each vertex of Hi to u4i−3 and u4i−1 for i = 1, 2, · · · , k and
each vertex of Hk+1 to u4k+1; see Fig. 3.
We have
ρ2(G∆) = t + 4 ≥ 8,
∆(G∆) = ∆,
c(G∆) = ∆(G∆)+ 2,
p(G∆) = ∆(G∆)+ 2,
r(G∆) = b∆(G∆)/2c + 1,
G∆ has a subgraph isomorphic to Y∆(G)+2.
Clearly, C is a cycle of G∆ with ε(C) = |E(G∆)|. Hence L(G∆) is hamiltonian. Note that L(G∆) does not
contain a cycle of length∆+1. Thus L(G∆) is not (sub)pancyclic. If one wants to construct an example more similar
to the one after Corollary 5, one just attaches ∆− 2 pendant edges to every other vertex of C .
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