Abstract. Suppose T and S are bounded adjointable operators between Hilbert C*-modules admitting bounded Moore-Penrose inverse operators. Some necessary and sufficient conditions are given for the reverse order law (T S) † = S † T † to hold. In particular, we show that the equality holds if and only if Ran(T
Introduction and preliminaries.
It is well-known that for invertible operators (or nonsingular matrices) T, S and T S, (i) x, y + λz = x, y + λ x, z ; for all x, y, z ∈ E, λ ∈ C,
(ii) x, ya = x, y a; for all x, y ∈ E and a ∈ A, (iii) x, y * = y, x ; for all x, y ∈ E, (iv) x, x ≥ 0 and x, x = 0 if and only if x = 0.
The A-module E is called a Hilbert C*-module if E is complete with respect to the norm x = x, x 1/2 . For any pair of Hilbert C*-modules E 1 and E 2 , we define E 1 ⊕ E 2 = {(e 1 , e 2 )| e 1 ∈ E 1 and e 2 ∈ E 2 } which is also a Hilbert C*-module whose A-valued inner product is given by (x 1 , y 1 ), (x 2 , y 2 ) = x 1 , x 2 + y 1 , y 2 , for x 1 , x 2 ∈ E 1 and y 1 , y 2 ∈ E 2 .
If V is a (possibly non-closed) A-submodule of E, then V ⊥ := {y ∈ E : x, y = 0, for all x ∈ V } is a closed A-submodule of E and V ⊆ V ⊥ ⊥ . A Hilbert A-submodule V of a Hilbert A-module E is orthogonally complemented if V and its orthogonal complement
in this case, V and its biorthogonal complement V ⊥ ⊥ coincide. For the basic theory of Hilbert C*-modules we refer to the book by E. C. Lance [12] . Note that every Hilbert space is a Hilbert C-module and every C*-algebra A can be regarded as a Hilbert A-module via a, b = a * b when a, b ∈ A.
Throughout this paper we assume that A is an arbitrary C*-algebra. We use [·, ·] for commutator of two elements. The notations Ker(·) and Ran(·) stand for kernel and range of operators, respectively. Suppose E and F are Hilbert A-modules, L(E, F ) denotes the set of all bounded adjointable operators from E to F , that is, all operator T : E → F for which there exists T * : F → E such that T x, y = x, T * y , for all x ∈ E and y ∈ F .
Closed submodules of Hilbert modules need not to be orthogonally complemented at all, however we have the following well known results. Suppose T in L(E, F ), the operator T has closed range if and only if T * has. In this case, 
range. The reader should be aware of the fact that a bounded adjointable operator may admit an unbounded operator as its Moore-Penrose, see [6, 8, 16, 18] for more detailed information.
It is a classical result of Greville [7] , that (T S)
for Moore-Penrose invertible matrices T and S. The present paper is an extension of some results of [5, 7, 14] to Hilbert C*-modules settings. Indeed, we give some necessary and sufficient conditions for reverse order law for the Moore-Penrose inverse by using the matrix form of bounded adjointable module maps. These enable us to derive Greville's result for bounded adjointable module maps.
The matrix form of a bounded adjointable operator T ∈ L(E, F ) is induced by some natural decompositions of Hilbert C*-modules. If
be written as the following 2 × 2 matrix
with operator entries,
closed range. Then T has the following matrix decomposition with respect to the orthogonal decompositions of submodules
where T 1 is invertible. Moreover,
Proof. The operator T and its adjoint T * have the following representations:
From T * (Ker(T * )) = {0} we obtain T * 3 = 0 and T * 4 = 0, so T 3 = 0 and T 4 = 0. Since T (Ker(T )) = {0}, T 2 = 0 and so T = 
where
) is positive and invertible. Moreover,
Proof. We prove only the matrix representations (1.2) and (1.3), the proof of (1.4) and (1.5) are analogous. The operator T has the following representation:
which yields
From T * (Ker(T * )) = {0} we obtain T * 3 = 0 and T * 4 = 0. Then T 3 = 0 and T 4 = 0 which yield the matrix form (1.2) of T . Consequently, the adjoint operator T * has the matrix representation
We therefore have
where 
The reverse order law
We begin our section with the following useful facts about the product of module maps with closed range. Suppose E, F and G are Hilbert C*-modules and S ∈ L(E, F ) and 
and T S ∈ L(E, G) have closed ranges. Then following statements are equivalent:
Proof. Using Lemma 1.1, the operator S and its Moore-Penrose inverse S † have the following matrix forms:
Ker(S) .
From Lemma 1.2 it follows that the operator T and T † have the following matrix forms:
2 is invertible and positive in L(Ran(T )). Then we have the following products
It is easy to check that the following three expressions in terms of T 1 , T 2 and S 1 are equivalent to our statements.
, which is equivalent to (i).
(2) T * 2 T 1 = 0, which is equivalent to (ii).
To prove (1) ⇔ (2), we observe that
The last statement is obtained by multiplying the first expression by (T 1 S 1 ) † from the left side, or multiplying the second expression by T 1 S 1 from the left side, and using
To demonstrate (1) ⇒ (3), we multiply 
