Abstract. The main result of the present paper is a new Inclusion Theorem for summing operators, that encompasses several recent similar results as particular cases. As applications, we improve estimates of certain Hardy-Littlewood inequalities for multilinear forms.
Introduction
From now on K denotes de real or complex scalar field. Here, as usual, E, F shall stand for Banach spaces over K, and B E * represents the closed unit ball of the topological dual E * . The conjugate of 1 ≤ p ≤ ∞ is represented by p * , i.e., , we consider the Banach spaces ℓ p (E) and ℓ w p (E) of strongly and weakly p-summable sequences on E, respectively; recall that ℓ w p (E) is the space of all sequences x = (x j ) j∈N ∈ E N such that Also for 1 ≤ k ≤ m, we define |1/p| j≥k := |1/p| j∈{k,...,m} ; we simply write |1/p| instead of |1/p| j≥1 . For r, p ∈ [1, ∞) m and r ∈ [1, ∞), a multilinear operator T : E 1 × · · · × E m → F is said to be 
Both classes, Π mult (r;p) of all multiple (r; p)-summing multilinear operators, and Π as (r;p) of all absolutely (r; p)-summing multilinear operators, are Banach spaces with the norm defined by the infimum taken over the constants C > 0 in (1.1). The multiple and absolutely summing norms are denoted by π mult (r;p) (·) and π as (r;p) (·), respectively. When r 1 = · · · = r m = r we simply write (r; p) instead of (r; p); similarly, if s 1 = · · · = s m = s, we just write (r; s).
Absolutely summing operators date back to Grothendieck's Résumé [9] and after the seminal paper of Lindenstrauss and Pelczynski [11] , summing operators became a fundamental subject of investigation in Functional Analysis. In the 80's, the investigation of summing operators was directed to the multilinear framework and several different lines of investigation emerged. In an attempt to unify most of the multilinear different approaches, the notion of Λ-summability arose naturally (see [5] and the references therein). The following definition, kindly suggested by D. Pellegrino, is more general, encompassing anisotropic sums: Definition 1.1. Let E 1 , . . . , E m , F be Banach spaces, m be a positive integer, (r; p) := (r 1 , . . . , r m ; p 1 , . . . , p m ) ∈ [1, ∞) 2m and Λ ⊂ N m be a set of indexes. A multilinear operator
where 1 Λ is the characteristic function of Λ. We represent the class of all Λ-(r; p)-summing multilinear operators from E 1 × · · · × E m to F by Π Λ (r;p) (E 1 , . . . , E m ; F ). When r 1 = · · · = r m = r and p 1 = · · · = p m = p, we will represent Π Λ (r;p) by Π Λ (r;p) .
When Λ = Λ as := {(i, . . . , i) : i ∈ N}, Definition 1.2 recovers the notion of (r; p)-absolutely summing operators, denoted by Π as (r;p) . When Λ = N m , we get the notion of (r; p)-multiple summing operators, denoted by Π mult (r;p) . Results of the type Π Λ (r;p) (E 1 , . . . , E m ; F ) ⊂ Π Λ (s;q) (E 1 , . . . , E m ; F ) are called Inclusion Theorems, and play an important role in the literature. When Λ = Λ as or Λ = N m , there is a vast literature investigating Inclusion Theorems, as we will recall along this paper. The main contribution of the present paper is an Inclusion Theorem for the case in which the set Λ is formed by blocks. The set Λ is called block if
Provided that Λ is a block, we shall prove the inclusion
, for suitable values of s 1 , . . . , s m . In the final section we apply our main result to the investigation of Hardy-Littlewood inequalities for multilinear forms.
Basic results
For vector spaces V 1 , . . . , V m and an element v j ∈ V j , for some j ∈ {1, . . . , m}, the symbol v j · e j is defined as 
we have
= (e i 1 , e i 2 , e i 1 , e i 2 , e i 3 ).
where I = {I 1 , . . . , I d } is a partition of non-void disjoints subsets of {1, . . . , m}, we will say that the set of index Λ = Λ b is a block set of I-type. In this situation, we will use the notation Π 
As expected, in order to avoid situations in which the class Π Λ (r;p) is trivial, the exponents must fulfill a condition that mix the classical ones related to absolutely and multiple summability. 
Simple calculations show that the least constant C for which (1.2) holds defines a complete norm π Λ r;p (·) in Π Λ (r;p) (E 1 , . . . , E m ; F )] and, as expected, T ≤ π Λ r;p (T ) for all T ∈ L(E 1 , . . . , E m ; F ).
Main result
is absolutely (s; q)-summing. In the multilinear framework, for the notion of absolutely summing operators (when Λ is the diagonal) the linear Inclusion Theorem is extended as follows (see [12] ): 
and the inclusion operator has norm 1.
For multiple summing operators, Inclusion Theorems are more subtle (see, for instance [6, 15] ). Recently, this subject was investigated by several authors and using different techniques (see [3, Theorem 3] 
whenever q j ≥ p j , j = 1, . . . , m and
. . , m and
Moreover, the inclusion operator has norm 1.
Proof. Let us consider the two cases separatelty: (A) q j ≥ p j for all j = 1, . . . , m and
(B) q 1 > p 1 and q j ≥ p j for all j = 2, . . . , m and
We begin by proving (A). We proceed by induction on d. The bilinear case is a straightforward application of Theorems 3.1 and [3, Theorem 3]. Let us suppose the result is true for all for d − 1. Let T ∈ Π I (r;p) (E 1 , . . . , E m ; F ), i.e.,
Without loss of generality, suppose that I 1 = {1, . . . , l}. Thus, J := {I 2 , . . . , I d } is a partition of {l + 1, . . . , m}. Fixed
Observe that w belongs to Π J (r;p l+1 ,...,pm) (E l+1 , . . . , E m ; ℓ r (F )). Consequently, by induction hypothesis, ℓ p norm inclusions and the Minkowski inequality,
Observe that
. From Theorem 3.1 we conclude that ψ ∈ Π as (s 1 ;q 1 ,...,q l ) (E 1 , . . . , E l ; ℓ s 2 ,...,s d (F )), with 1
Now we deal with the hypothesis (B). Let
For the sake of clarity, we suppose that
..,pm) (E 2 , . . . , E m ; ℓ r (F )) and, consequently, by Theorem 3.2, ℓ p norm inclusions and Minkowski's inequality,
. . , m, and define, for all x ∈ E 1 ,
. By the Classical Inclusion Theorem we conclude that ξ ∈ Π (s 1 ;q 1 ) (E 1 ; ℓ s 2 ,...,s d (F )), with
This concludes the proof.
Application
In this section e n i denotes the n-tuple (e i , . . . , e i ), with e i the canonical vector of the sequence space c 0 . We shall denote X p = ℓ p for 1 ≤ p < ∞ and X ∞ = c 0 .
In 
|T (e i 1 , . . . , e im )|
and the exponent is optimal.
In [1, Theorem 2.4] the following version with blocks of the Hardy-Littlewood/DimantSevilla-Peris inequalities was proven.
Moreover, the exponent is optimal. Although the exponents are sharp in both the above theorems, it is already known that these results can be improved if we deal with anisotropic exponents (see [ 
