Abstract. This paper is concerned with the stability of a planar traveling wave in a cylindrical domain. The equation describes activator-inhibitor systems in chemistry or biology. The wave has a thin transition layer and is constructed by singular perturbation methods. Let ε be the width of the layer. We show that, if the cross section of the domain is narrow enough, the traveling wave is asymptotically stable, while it is unstable if the cross section is wide enough by studying the linearized eigenvalue problem. For the latter case, we study the wavelength associated with an eigenvalue with the largest real part, which is called the fastest growing wavelength. We prove that this wavelength is O(ε 1/3 ) as ε goes to zero mathematically rigorously. This fact shows that, if unstable planar waves are perturbed randomly, this fastest growing wavelength is selectively amplified with as time goes on. For this analysis, we use a new uniform convergence theorem for some inverse operator and carry out the Lyapunov-Schmidt reduction.
1.
Introduction. This paper is concerned with the stability of planar traveling waves in a cylindrical domain. The equation is expressed as ετ u t = ε 2 ∆u + f (u, v) v t = ∆v + g (u, v) t > 0, (z 1 , . . . , z N ) ∈ R × Ω.
(1.1)
Here f and g are, for instance, given by
where β 0 , β 1 and β 2 are positive constants with 2β 0 (1 + 2β 1 ) < β 2 . For the assumption of f and g, see (A1)-(A4) in this section. Equation (1.1) has two stable constant solutions. We denote them by (u + Here τ is a positive constant, and ∂/∂n is the outward conormal derivative on ∂Ω.
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Equation (1.1) describes activator-inhibitor systems in chemistry or biology as in Fife [3] . Examples are as follows. Reaction terms (1.2) describe the dynamics of prey and predator system in mathematical ecology. See Mimura, Nishiura and Yamaguti [9] . This system consists of two diffusing populations interacting each other, and has two stable constant states. Traveling waves that connect these two stable states are observed in these systems ( [3] , [6] ). For chemical models, Ortoleva and Ross [12] and Collis and Ross [2] studied several chemical systems including Belousov-Zhabotinski reaction with two stable resting states, and studied propagating waves in these systems. Equation (1.1) includes the FitzHugh-Nagumo equation of bistable type. In an appropriate ionic environment, electronic transmission in nerve or muscle fibers have two resting states and have propagating waves connecting them. See Rinzel and Terman [13] for instance. For population models of excitatory and inhibitory model neurons in nervous systems, see Wilson and Cowan [19] .
In several activator-inhibitor systems, an activator diffuses much slowly and reacts fast, that is, ε > 0 is very small. For prey-predator systems, population models of botanical planktons and planktonic animals agree with this situation if the increase of botanical planktons and the mutual interaction are very fast. We always assume ε > 0 is small in this paper.
A one-dimensional problem has a traveling wave solution. Let c be the velocity. Putting x 1 = z 1 + ct, we see that a one-dimensional traveling wave solution (u 0 (x 1 ), v 0 (x 1 )) satisfies (1.4) Equation (1.3)-(1.4) has at least one traveling wave solution, and the stability condition is explicitly given by [11] and [7] . See [6] for existence and construction. Let (u 0 (x 1 ; ε), v 0 (x 1 ; ε)) be one of stable traveling wave solutions of (1.3)-(1.4), and let c ε denote its velocity. For (1.1), we use a coordinate as
where the superscript t stands for the transpose. We put u 0 (x; ε) = u 0 (x 1 ; ε), v 0 (x; ε) = v 0 (x 1 ; ε) x ∈ R × Ω. (1.5) Then (u 0 (x; ε), v 0 (x; ε)) has a flat thin transition layer, which we call a planar traveling wave. From now on, we denote (u 0 (x), v 0 (x)) simply by (u 0 (x; ε), v 0 (x; ε)) since no confusion may occur. This solution satisfies
Here ∆ x is the Laplacian with respect to the variable x, that is,
2 . We study the stability of the planar traveling wave solution (u 0 , v 0 ). We show that it is unstable in some conditions, and show that a characteristic wavelength is selectively amplified as time goes on if an unstable planar traveling wave is perturbed randomly. Our purpose is to show that such selective amplification of random external perturbation occurs in the traveling waves in chemical or biological models stated above, and determine the characteristic wavelength precisely. One may refer to [16] for stationary planar fronts in a bounded domain for this problem. This selective amplification reminds us of pattern selection mechanism of dendritic solidification ( [8] ).
For this purpose, we set u(z, t)
. By a general theory for semilinear parabolic equations, ( u(x, t), v(x, t)) is well approximated, if it is small enough, by
See [5] for instance. Putting u(x, t) = e λt w(x) and v(x, t) = e λt z(x), we obtain the linearized eigenvalue problem
with the Neumann boundary conditions on R × ∂Ω. Here L ε is given by
The location of the spectrum set of L ε determines the stability. We consider the stability in the space X γ1 , where Thus it suffices to consider only eigenvalues of L ε in {λ ∈ C | Re λ ≥ 0}. Define
be the pairs of eigenvalues and the associated eigenfunction of −∆ with
Without loss of generality we assume 0
is an eigenfunction of L ε with the associated eigenvalue λ, then we have
Here we put
, and so on. On the contrary, if (w n , z n ) satisfies (1.9), then (1.8) satisfies (1.7). For every (w(x), z(x)) that are not identically zero, there exists n such that (w n (x 1 ), z n (x 1 )) ≡ (0, 0) with (1.9). Thus it suffices to study (1.9) for all n.
In general, the most prevalent way to study a linearized eigenvalue problem is to construct the Evans function and seek for eigenvalues as the zero points of this function. Another way is the Lyapunov-Schmidt method. Nishiura, Mimura, Ikeda and Fujii [11] studied (1.9) when n = 0 by this method using the spectral gap condition of an Allen-Cahn operator L(ε, c ε ) given by (2.11), and derived a scalar equation for eigenvalues called the SLEP equation. Ikeda, Nishiura and Suzuki [7] proved the equivalence of these two methods. The Lyapunov-Schmidt method needs less calculation compared with that of the Evans function. This might be because (u 0 (x; ε), v 0 (x; ε)) has a thin transition layer and is constructed by singularly perturbation methods.
For Lyapunov-Schmidt method for (1.9), the uniform convergence of L(ε, c ε )
as ε goes to zero is essentially important. Here Q ε is the projection associated with a spectral set of L(ε, c ε ). See §2 for the precise definition. The convergence should be uniform in some function space because the eigenfunctions always depend on ε. A strong convergence theorem of L(ε, c ε ) −1 Q ε and an exponentially weighted normed space have been used so far. However, the author cannot follow the Lyapunov-Schmidt reduction by a strong convergence theorem when the given interval is unbounded. Recently the author proved in [15] 
2 ). Using this convergence result, we derive the SLEP equation mathematically rigorously for every n. Then using the method of [16] , we can study the distribution of the eigenvalues precisely. Because L(ε, c ε ) is not self-adjoint and the given interval is unbounded, we need careful analysis.
The following is the main assertion in this paper.
The following asymptotic estimates Lemma 2.3 , and k 3 are positive constants as in (2.14) .
Using this theorem, we obtain the stability criterion.
, the linearized eigenvalue problem (1.7) has double zero eigenvalue. The stability of (u 0 (x; ε), v 0 (x; ε)) is yet to be studied in this exceptional case. 
, where n is a positive integer with
Here functions w n , z n are given by (3.9) . 
Let ε go to zero, then the eigenfunctions associated with λ max (ε) is given by
Thus there exists wavelength associated with λ max (ε), which is called the fastest growing wavelength. This wavelength is 2π 4k
, and hence R×Ω is a prismatic domain. From Theorem 1.2, a planar traveling wave is stable if σ(ε)ε
) becomes unstable. From Theorem 1.3, it follows that the eigenspace associated with λ max (ε) is a linear hull of (w n (x 1 )ϕ n (x ), z n (x 1 )ϕ n (x )), where
and , m are some positive integers with
Here θ 1 (ε) is a positive number with lim ε→0 θ 1 (ε) = 0. Now we state the standing assumptions on f and g throughout this paper. (A1) There exist constants v min , v max with v min < v max and three functions h
(A4) The following inequalities
2. One-dimensional traveling waves. In this section, we state on one-dimensional traveling waves. We denote x 1 , z 1 simply by x, z in this section. The equation is written as
We seek for a traveling wave solution
. Separating R into two subintervals R − = (−∞, 0) and R + = (0, +∞), we consider (1.3)-(1.4) on each subintervals:
subject to the following conditions:
is any fixed constant. Moreover we impose a condition v ± (0) = β in addition with a constant β that will be fixed later. Putting formally ε = 0, we obtain
We solve the first relation as u
). Using this, we introduce the following equations
respectively. In the following we use a functional space
for σ > 0, γ > 0, a non-negative integer n and a subinterval I ⊂ R. Here we put 
, [11] ). There exists c = c(β) such that (2.6) has a unique strictly monotone increasing solution φ 0 (y; β). This solution satisfies 
Note that functions β(c) and
] is continuous and bounded, there exists at
is a transversal intersection point of β = β(c) and cτ = c(β).
Theorem 2.1 ([6]). Suppose (A1)-(A4) and (2.8). For sufficiently small
where U app (x; ε) and V app (x) are given by (2.7) . Furthermore c ε converges to c * as ε → 0. Here γ is a positive constant.
We state the properties of the traveling wave solution (u 0 (x; ε), v 0 (x; ε)) given by Theorem 2.1. We define
We introduce two Sturm-Liouville problems
where
Here Let φ(x, ε) be the eigenfunction of −L(ε, c ε ) associated with ζ(ε), and let ψ(x, ε) be that of −L(ε, −c ε ). We assume φ(x, ε) and ψ(x, ε) are normalized in L 2 (R). We put Y = L 2 (R) with usual norm and usual inner product, which we denote by · Y and ( · , · ), respectively. Let P ε and Q ε be the projections in Y = L 2 (R) associated with spectral sets {ζ(ε)} and σ e (−L(ε, c ε ))\{ζ(ε)}, respectively. Here σ e stands for the extended spectrum. Let
Here N and R represent the kernel and the range, respectively. The projections P ε and Q ε are expressed by
and let · X denote the usual norm of H 1 (R). Let X denote the dual space of X with norm · X . Let δ = δ(x) be the Dirac delta function concentrated on x = 0. From the continuous embedding
We define ψ 0 (y) = (φ 0 ) y (y) exp(−τ c * y) and
, where φ 0 (y) is given by (2.6). We put p 0 = p 1 p 2 p 3 > 0 and
14)
The functions stated above have the following properties.
Lemma 2.4 ([11]
). There exist positive constants b 1 , α 1 that are independent of ε with
For any fixed compact interval I in R,
From this lemma and the definitions of f 1 (x, ε) and f 2 (x, ε), we immediately obtain
is valid for every ε ∈ (0, ε 0 ). Functions f 1 and f 2 are bounded in X uniformly in ε ∈ (0, ε 1 ). The following relations
Proof of Lemma 2.5. This lemma follows from Lemma 2.4, the fact that c ε remains bounded as ε → 0, and the definitions of f 1 (x; ε), f 2 (x; ε).
We study the inverse operator of T (λ, c)
Here a(x) is given by
From (A4) and the definitions of
for any c ∈ R and λ ∈ C + . Since
the Lax-Milgram theorem implies that the following inverse operator
belongs to L(X , X) for any c ∈ R and λ ∈ C + . K(λ, c) is uniformly bounded in L(X , X) for all c ∈ R and λ ∈ C + . We put
Thus lim ε→0 p ε = p 0 holds true. The stability of (u 0 (z + ct; ε), v 0 (z + ct; ε)) as a solution of (2.1) is as follows.
Theorem 2.2 ([11],[7]). Assume (A1)-(A4) and (2.8). For sufficiently small ε > 0, (u(z, t), v(z, t)) = (u 0 (z + ct; ε), v 0 (z + ct; ε)) of (2.1) is asymptotically stable. The condition (2.8) is equivalent to
In this paper, the stability condition (2.18) is our standing assumption.
Equations for the eigenvalues.
We study the stability of a planar traveling wave solution (1.5) by the linearized eigenvalue problem (1.9). Eigenvalues that concern with stability are those in C + = {λ ∈ C | Re λ ≥ 0}. Thus it suffices to assume λ ∈ C + without loss of generality. Note that ε 2 κ n + ετ λ ∈ C + is valid. We obtain a scalar equation for the eigenvalues in this section. Denoting x 1 simply by x and (w n , z n ) by (w, z), we write (1.9) as
As in §2, L(ε, c ε ) −1 Q ε satisfies necessary conditions of [15] . Then the following uniform convergence is valid. 
holds true, where the convergence is uniform in λ ∈ C + .
Define bounded linear operators in Y as
for n ∈ N , and define R(ε, κ, λ)
Immediately from Lemma 3.1, there exists a constant B 0 > 0 with
for every ε ∈ (0, ε 0 ), κ ≥ 0 and λ ∈ C + . From Lemma 3.1, the following convergence
holds true, where the convergence is uniform in κ ∈ [0, ∞) and λ ∈ C + . From (3.4) and the definition of R(ε, κ, λ), we have
Here the residual term m ε (λ) satisfies lim ε→0 m ε (λ) L(X,X ) = 0, where the convergence is uniform in λ ∈ C + .
Define a quasilinear form on X = H 1 (R) by
if it exists. Using (3.5) and the assumption (A4), we obtain
Here α 0 > 0 is a constant that is independent of ε, κ and λ. Thus we get
from the Lax-Milgram theorem.
Lemma 3.2 ([15]).
For every ε ∈ (0, ε 0 ) and κ ∈ [0, ∞), λ ∈ C + is an eigenvalue of (3.
1)-(3.2) if and only if
where ε) ). In this case, the eigenfunctions are given by
The following is a priori bound for λ ∈ C + .
Lemma 3.3. If λ ∈ C + is an eigenvalue of (3.1)-(3.2), then |λ| is bounded uniformly in ε and κ.
Proof. From (3.8) we have
Note that the right-hand side remains bounded uniformly in ε, κ and λ from (3.7) and Lemma 2.4. This completes the proof.
From Lemma 3.3, there exists B 1 > 0 so that |λ| < B 1 holds true if λ ∈ C + satisfies (3.1)-(3.2) with any ε ∈ (0, ε 0 ), κ ∈ [0, ∞). Using Lemma 3.3 and (3.5), we have lim
where the convergence is uniform in κ ∈ [0, ∞).
for any c ∈ R. We put µ = κ 
hold true.
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Proof. Assume −z xx + cz x + µ 2 z = h for z ∈ X and h ∈ X . Multiplying both hands by z and integrating the real parts, we have
Using this relation and
. Using this and µ > 1, we obtain the first inequality. If h ∈ Y , then we have the Schwarz inequality
Thus we obtain the second inequality.
for all µ > B 2 and all λ ∈ C + with |λ| < B 1 . Here
, where B 3 a constant independent of ε, κ, λ and µ.
Proof. We denote R(ε, κ, λ), P (µ, c ε ) simply by R, P . If 
Note the right-hand sides belong to L(X , X). Moreover K(λ, c) is analytic for λ with
Here c ∈ R is any fixed number.
Proof. The proof can be done by the same argument as in Lemma 3.1 in [10] . We omit it.
Using this lemma, we can differentiate F (ε, κ, λ) and obtain
for κ > 0 and λ = λ R + iλ I with λ R > 0. Here we denote h 1 (x, ε), h 2 (x, ε) simply by h 1 , h 2 . From Lemma 3.5, we have
where ν 0 represents ε 2 or ετ . The right-hand side of (3.17) is of order O(µ −2 ) as µ → +∞ uniformly in (ε, κ). From (3.7), we obtain
We fix σ 0 ∈ (
holds true. Here b is a positive constant independent of ε, κ and λ.
Proof. It suffices to prove the lemma assuming 0 ≤ κ ≤ M 1 . From (3.13) and (3.10), the following convergence
and λ ∈ C + with |λ| < B 1 . The bracket · , · denotes the scalar product between X and X . Note that K(κ + λ, c * )δ, δ is nothing but z(0; κ + λ, c * ). It suffices to prove the real part of the right-hand side is negative. Define
Then, by virtue of (2.18), it suffices to prove
Now we get (3.21) and complete the proof.
This completes the proof.
Proof. First we show F (ε, κ, 0) ≥ 0 for every 0 ≤ κ < M 1 . Differentiating (1.3) by x 1 , we see that (1.9) has zero eigenvalue associated with (
∂x1 (x 1 )). Combining this fact and Lemma 3.2, we have F (ε, 0, 0) = 0. Using (3.14), we obtain lim
. By the definition of F (ε, κ, λ), we have F (ε, κ, +∞) = −∞. Since F λ (ε, κ, λ) < 0 holds, there exists a unique λ, which we denote by Λ(κ), that satisfies F (ε, κ, λ) = 0 for λ ∈ [0, M 1 ). Next we search for κ ∈ [M 1 , +∞) with
Then from (3.19) it is necessary that εκ > σ 0 holds true. For any σ > 0, we have
For ε > 0 that is small enough, we have
.
Hence there exists at least one σ(ε) ∈ [
We will show that σ(ε) is unique. For this purpose, we show
with every κ > 1 2 ζ(0)ε −1 and λ ∈ C + with |λ| < B 1 if ε is small enough. Indeed, we have
The second term of the right-hand side is of order O(ε 2 ), and the first term equals
The second term is of order O(κ −2 ) as κ → +∞, and is of order O(ε 2 ) as ε → 0 when κ > 1 2 ζ(0)ε −1 . As for the first term, we have
From Lemmas 3.4 and 3.8, we obtain
Combining this inequality and (2.15), we have 
If λ is real, we obtain lim λ→+∞ F (ε, κ, λ) = −∞ for every κ ≥ 0 by virtue of (3.7) and (3.8). Thus there exists a real value Λ(κ) > 0 such that F (ε, κ, Λ(κ)) = 0 holds for every κ ∈ (0, σ(ε)ε −1 ). We put Λ(0) = 0, Λ(σ(ε)ε −1 ) = 0, and then Λ(κ) becomes a
and Lemma 3.7, we obtain λ = Λ(κ). Finally we show that, if κ > σ(ε)ε −1 , then there exists no λ ∈ C + with (3.8). Otherwise there exists λ ∈ C + with (3.8). Then from (3.23), we have Re F (ε, σ(ε)ε −1 , λ) > 0, which contradicts F (ε, σ(ε)ε −1 , 0) = 0 and (3.18). We complete the proof of Lemma 3.9.
4. The distribution of the eigenvalues and the proof of main theorems. In this section, we will show Λ( · ) has a unique maximizer κ(ε) in (0, σ(ε)ε −1 ), and we study the asymptotic behavior of κ(ε) as ε → 0. From Lemma 3.9, there exists at least one relative maximizer of Λ( · ) in (0, σ(ε)ε −1 ) for each fixed small ε > 0. Let κ(ε) be any one of them. Later we will show that κ(ε) is uniquely determined.
Fix θ ∈ ( 
hold true for sufficiently small ε > 0 and ν ∈ (σ 1 , σ 2 ε
Here M 2 is independent of ε and ν.
Proof. We have
For x ∈ R, ξ ∈ I(ε), we have ||x − ξ| − |x|| ≤ |ξ| < ε θ and
with 0 < ω < 1. Thus we have
for x ∈ R, ξ ∈ I(ε). Here M 3 > 0 is a positive constant independent of ε, ν, x and ξ. Integrating
by ξ over I(ε), we obtain
. Using Lemma 2.5, we have
Using |x − εy| ≥ |x| − ε|y| and lim ε→0 (εν) = 0, we get
for small ε > 0. Thus the right-hand side of (4.3) is less than
Combining this fact, (4.2) and (4.3), we complete the proof.
Lemma 4.2. Under the same assumption of Lemma 4.1, the following inequality
holds true for sufficiently small ε > 0 and ν ∈ (σ 1 , σ 2 ε
Proof. We begin with (P (ν 2 , 0)f 2 )(x)(P (ν 2 , 0)f 1 )(x) = k 1 (ε)k 2 (ε)(H(x, 0, ν) + r 1 (x, ε, ν))(H(x, 0, ν) + r 2 (x, ε, ν)), and thus (P (ν 2 , 0)f 2 , P (ν 2 , 0)f 1 ) = k 1 (ε)k 2 (ε) (g 1 (ε, ν) + g 2 (ε, ν) + g 3 (ε, ν)) , 
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Because F (ε, κ, λ) is real-analytic in κ > 0 and is analytic in λ, Lemma 3.7 and the implicit function theorem imply that Λ(κ) is real-analytic in κ with Λ (κ) = −F λ (ε, κ, Λ(κ)) −1 F κ (ε, κ, Λ(κ))
for κ ∈ (M 2 , σ(ε)ε −1 ). A relative maximizer κ(ε) satisfies Λ (κ(ε)) = 0, which is equivalent to F κ (ε, κ(ε), Λ(κ(ε))) = 0. 
holds true.
Proof of Lemma 4.3 . From the proof of Lemma 3.9, we have We will prove that there exists only one relative maximizer for Λ(κ). Recall that κ(ε) is any one of the relative maximizers. We will show Λ (κ(ε)) > 0, which will prove that there exist no other relative maximizers except the unique maximizer. Because Λ (κ(ε)) = 0, we have
where λ(ε) = Λ(κ(ε)). 
