The problem of computing a molecular structure from 
Introduction
The problem of computing a structure from a set of distance measurements arises in the interpretation of NMR data (Wuthrich, 1986) , as well as in the interpretation of biochemical cross-linking, protection and other distance-based measurements (Harris et ai, 1994; Powers and Noller, 1995) . It also occurs in other fields, including Section on Medical Informatics, Stanford University, MSOB X2I5, Stanford, rchen, aJtman}@smi. stanford.edu 'To whom correspondence should be addressed geography, psychology, computer modeling and astronomy (Altman, 1995) . In each of these disciplines, the goal is to find coordinates for points, such that a set of distance measurements are satisfied. This process is sometimes called embedding-the distance information is embedded within a structural map. For molecular structure computations, there are often other sources of data that also constrain the ways in which the points can be positioned. For example, bond angles, torsion angles, and measurements of overall shape and volume can used to constrain the final three-dimensional positions (Stark et al., 1995) . The focus of this paper is on a computational method for combining distance information with structural constraints on overall volume.
There are a variety of methods for processing distance information used for biological structure. We have previously reported a comparison of three of these methods, and demonstrated their ability to reconstruct gold standard structures from distance data sets of different quality and quantity (Liu et al., 1992) . The first widely used method was based on the theory of distance geometry (Crippen, 1981; Havel and Wuthrich, 1984) . Given the full set of exact distances between a set of points, a specially formed matrix can be created from these distances whose three eigenvectors are the x, y and z coordinates (respectively) of the points that satisfy these distance constraints. If the distances are inexact, or of insufficient quantity, then methods have been developed for approximating this special matrix, and iterating in order to converge upon the final coordinates. Although there are sometimes problems with convergence, this has worked well in general (Metzler et al., 1989) . Distance geometry is limited to distance information, and so other types of information must be represented as distances. The second method for processing distances is restrained molecular dynamics (Clore et al., 1986) . Here, the distance constraints are represented as pseudoenergies with a minimum value at the desired distance. These may be combined with standard energy terms representing actual physical forces. A simulation is run in which the energy landscape is sampled in the region of the local optima. If there are sufficient distance constraints, then these simulations will converge upon structures that satisfy the distance constraints. Other sources of data are introduced into these simulations by introducing new energy terms, and weighting them appropriately so that a balance is achieved between the distance data and the other sources. We have previously reported a probabilistic method for processing distance information (Cheng et al., 1994; Altman, 1995) . In our method, the coordinates of the atoms are treated as random variables, and the distance information is represented as probability distributions. We use a Bayesian least squares procedure to update our estimate of the atomic coordinates based on the distance distributions. In principle, any constraint that is representable as a function of the atomic coordinates plus an associated random noise can be used in our method. In addition to these methods, there are methods for projecting multidimensional data into lower dimensions (Lingoes et al., 1979) . These have not been used for molecular structure determination.
One of the problems for all methods has been the constraint on overall volume of biological molecules. Protein molecules are remarkably constant in their packing, with a density of ~9 A 3 per atom (including hydrogen atoms, ~14 A 3 for heavy atoms only). Atoms in folded macromolecules pack tightly and with few empty spaces. When computing a structure from distance information, it has been difficult to impose this constraint reliably except with ad hoc modifications to the basic methods. The problem of overly compressed structures is less urgent when the data sets are very complete. In these cases, there are so many distances available that the solution to the problem is well defined, and all atoms occupy acceptable volumes. However, most distance data sets for biological molecules have predominantly shortrange distances, so local neighborhoods are well defined, but errors may accumulate when estimating long distances. The problem is more pressing when structures are being estimated with insufficient data to allow an exact structure to be computed, such as with NMR data sets (Liu et al., 1992; Clore et al., 1993) . In these cases, it appears that the short-range distance information draws atoms primarily together, with little pressure towards expansion. Most methods employ some sort of local optimization to bring the overall volume back into the expected range of values. These optimizations have been shown in some cases to cause a problem with overexpansion of the molecules (Metzler et al., 1989) .
Given the remarkably constant density of biological molecules, the overall volume of an ensemble of points is closely related to the distribution of distances between these atoms. In this paper, we show that the first two moments of this distribution can be used as direct constraints on the structure. In the context of our probabilistic system, we show that an estimate of the mean distance between atoms (along with the variance of this estimate) can be used to improve the volume of computed structures based on relatively sparse data sets. We further show that the volume can be further approximated by also providing a second moment, the spread of the distance distribution (along with an estimate of the variance of this spread). We show that our representation allows the volume of an ensemble of points to be controlled relatively independently from the other structural constraints used to define the structure. There is no modification of the other input constraints, and the system is able to find low-residual solutions over a wide range of volume constraints.
We are able to make reasonable estimates of the expected distance distribution of atoms, even with no a priori knowledge of the structure. The partial volume of an atom is known to be ~9 A , and so a distribution of pairwise distances can be generated assuming that the atoms are packed into a sphere of total volume (N x 9 A 3 ) (where N is the total number of atoms in the molecule). The estimate of the distribution can be refined further if we have information about the overall geometry. For example, hydrodynamic measurements can yield information about the ratio of inertial axis lengths (Eisenberg and Crothers, 1979) , which can be used to compute a more accurate distance distribution.
We describe here our representations and the methods for controlling volume, and apply them to two data sets. In the first, synthetic data set, we compare the results obtained by varying the abundance of distance data (as measured by percent of possible distances supplied) with results obtained with the same data supplemented with constraints on the distribution of distances in the final structure. We also study the sensitivity of the method to perturbations in the constraints. In the second data set, we apply the constraint to the problem of determining the structure of the 30S ribosomal structure, a large macromolecular assembly (Hill et al., 1990) . We show that a volume constraint can be introduced in a 969 atom problem, without affecting the ability of the program to satisfy other distance constraints.
Algorithm
Our probabilistic method for computing structure depends on two data structures. The first is a statevector which contains the coordinates for each atom. The second is a covariance matrix for the state-vector. The diagonal elements of the covariance matrix are the individual variances in each coordinate. The off-diagonal elements of the covariance matrix are the covariances between coordinates. Starting with an initial state-vector, structural constraints can be introduced sequentially using a simple Bayesian least squares updating procedure. A structural constraint is represented as a deterministic function (of the state-vector coordinates) plus a Gaussian random noise:
where z is the measured value of the experimental constraint, h is a function that depends only on the state vector, x. h specifies how the value of the experimental constraint is related to the structure, v is the random variable with zero mean and Gaussian shape. In the case of distances, h(x) is simply the distance between two points (a function of six coordinates-three for each point), and the variance of v is a property of the experimental technology used. Given a measurement, z, we can compute the expected value of the measurement from our current state-vector estimate by calculating h(x). The formulae for updating x and its covariance matrix, C(x), are:
where and
C(v) is the variance of the noise variable, v. In practice, there are iterated versions of these update formulae that correct for errors when h(x) is not linear in x (Gelb, 1984; Altman, 1995) . In order to introduce a volume constraint, we must formulate a new function h^m^x) to represent the mean distance between points (with a variance), as well as another function to represent the variance in the mean distance. Given a collection of points {x b ..., x n }, we can tabulate the pairwise distances in a histogram. If dy is the distance between points x t and Xj, then two numbers of interest are the mean, 1 m = -
•j, where W=Q.
and the variance of the distance distribution,
Intuitively m represents the average separation between the points and s 2 the spread about the mean (s is the standard deviation of the distance distribution). Small values of s 2 imply that the points are roughly equidistant from one another, while large values imply that some of the points are far apart while others are close together. We may be interested in the skew and even higher moments of the distance distribution; however, specification of more moments may require detailed geometric information about the molecule in question-information that may not be available. The equations for mean distance in the ensemble of points [equation (6)] and its variance [equation (7)] are both functions of the atomic coordinates. Thus, they can be used in our algorithm to update the estimate of the state-vector.
System and methods
In the first set of experiments, we used the backbone Coatoms of crambin, identified in the Protein Data Bank (Bernstein et al, 1977) as 1CRN (Hendrickson and Teeter, 1981) . Crambin is a small molecule, its maximum diameter being ~30 A. The average separation between the Coatoms in the backbone is 12.79 A, with a standard deviation of 5.27 A. From the crystal structure, we collected all pairwise distances no greater than 10 A to create a set of short-range distances. In order to assess the performance of our program with different data abundance, we randomly selected subsets of these distances as data sets for our tests. The subsets contained 15, 25, 35,40 and 50% of the total set of short-range distances. We generated an initially compact (all coordinates within 2 A The first column tabulates the percentage of all short-range distances applied, and the second column the average deviation (in A) of corresponding atoms from the crystal structure when no constraint on volume is supplied. The third and fourth columns show the additional effect of matching first one and then both moments of the distance distribution using the known values. The final three columns show the maximum deviation between any pair of corresponding atoms from these calculations. Fig. 1 . Graphical display of structures computed with and without volume constraints. The two superpositions show the computed structures (Hght gray) superimposed on the crystallographically determined backbone structure of crambin (black) for the two computations providing 35% of distances-one with only short-range distance information (left) and the other with an additional constraint on the mean and spread of the overall distribution of distances (right). Although both structures satisfy the non-volume (distance) constraints equivalently, the general fold is much better approximated with the volume constraint included. Both structures were computed from random starting structures.
of the origin) and random structure as the starting state. The covariance matrix was set initially to a diagonal matrix with all variances set to 100 A 2 . We then computed three structures for each data set: one with the distance data only; one with the distance data and a constraint on the mean distance between atoms; and one with the distance data, mean distance between atoms and a constraint on the standard deviation of the distance between atoms. The mean and standard deviation of the distance distribution from the known structure were used in the calculations. Table I shows the average and maximum deviations, respectively, of the resulting structures from the gold standard structure. Figure 1 graphically illustrates the improvement obtained when the two moments are provided. The effects of matching the moments of the distance distribution are illustrated in the plots of Figure 2 . The ability to satisfy the distance constraints was not hindered by introduction of the volume constraints. For example, in the 35% data set, the maximum constraint error (the difference between target mean value and actual mean value, divided by one standard deviation) was 0.15 for the run using no volume constraint and 0.14 for the run with two moments.
In order to understand the sensitivity of the momentmatching approach to variations in the input values of the moments of distribution, we tested the performance of the method with perturbed values for the moments. (In general, we will not know the detailed distribution of distances, but will have to estimate it from knowledge of the overall size of the molecule.) Using the data set corresponding to 35% of the short-range distances, we first provided mean distance values that differ from the true value by ±10%. Table II shows that the final result is not sensitive to the exact value of the moment. In similar experiments, we perturbed the standard deviation of the distance distribution over a range of ±10% from the correct value (but using the correct mean). Table III shows that, once again, the final result is not sensitive to small changes in the standard deviation of the distance distribution.
In the second set of experiments, we applied the constraint to a large macromolecular assembly, the 30S ribosomal subunit (Hill et al., 1990) . The details of this computation will be reported separately, but it provides a good example of the applicability of our volume constraint. In this computation, we are positioning 969 atoms (the phosphate backbone of the rRNA) using 6568 distance constraints. Because the problem is relatively underspecified, there is a danger that using only the short-range distances will yield an overly compact structure. We therefore were interested in introducing constraints on the distance distribution, in order to ensure that the structure occupied an appropriate volume (as measured by biochemical experiments). Three experiments were performed. In the first, the 6568 distances were provided, with no constraint on volume. In the second, we constrained the volume by setting the mean distance between points to be 85 A (estimate variance of 36 A 2 ) and the standard deviation 30 A (variance of 100 A 2 ). In the third experiment, we increased the constrained volume to a mean distance of 100 A (estimate variance of 36 A 2 ) with the same spread of 30 A (variance of 100 A 2 ). The results of this computation are shown graphically in Figure 3 . In order to quantify the improvement in packing, we computed for each of the three resulting structures the mean and variance of the distance distribution achieved. These are shown in Table IV . We also computed the percent of atoms making close contacts in the structure (<3 A, shown in Table IV ). Although these positions could change after a refinement with a full atomic representation, measuring the close contacts offers an indication of the degree of over-/undercompaction.
Implementation
Our code is implemented in C, and all computations are run on a Silicon Graphics Indigo-2. Sparse matrix multiplications as well as other optimizations that take advantage of special matrix structures as required by equations (l)- (5) are employed. We are currently porting the code to a parallel environment.
Discussion
We have used the root mean squared (RMS) match between the gold standard structure of crambin and the computed mean positions as a measure of agreement. The problems with RMS as a measure are well documented (McLachlan, 1984) , but it is a reasonable measure of agreement in the range of values reported here. However, visual inspection of structural matches is another important way to assess agreement. In fact, the match of structures in Figure 1 is in many ways more compelling than the increased RMS match of 3.2 A (or 40% of the original error). The addition of the volume constraint The first column tabulates the percentage of perturbation of the mean separation of atoms from the true value. The second and third columns are the average and maximum deviation of corresponding atoms (after optimal superposition) in the computed result from the gold standard. The results are not sensitive to changes of up to 10% in the provided mean value of the distance distribution. The first column tabulates the percentage of perturbation in the standard deviation of the pairwise distance distribution from the true value. The second and third columns are the average and maximum deviation of corresponding atoms (after optimal superposition) in the computed result from the gold standard. The results are not sensitive to changes of up to 10% in the provided standard deviation of the distance distribution.
results in dramatic improvement in the quality of the structure (as assessed both visually and quantitatively). Both the computed structures shown in Figure 1 had randomly generated, compact starting structures in order to simulate the problem of overly compact structures. Of course, a more extended random starting point can be provided, and this leads to a more extended final structure. The key point, however, is that overall volume should be constrained and should not reflect arbitrary features of the starting structure.
The results with synthetic data from the crambin molecule demonstrate some important points about our method. It is clear that with enough distance constraints (~50% or more of the short-range distances < 10 A), the structure (including its overall volume) is well determined and there is little need for additional constraints. As the amount of distance data decreases, however, the quality of the computed result falls. In practice, NMR data sets often provide ~30% of possible distances, and it is clear that the structures computed at this level of data can have large errors.
For the data set containing 40% of the short-range distances, there is a small improvement in the deviations from the gold standard structure, but at 35% of shortrange distances, the improvement becomes quite marked. As the percentage of short-range distances falls further, the volume information continues to improve the errors, but with less efficacy. With 15% of the short-range distances, it appears that the information content of the distances is so low that there is little benefit to be gained, except to expand the molecule to have the correct overall Table IV . The far left structure had no constraint imposed on overall volume, the second structure had a moderate constraint on the mean and variance of the distribution of distances, and the far right structure had a still larger constraint on the distance distribution. The dark, immobile ellipsoids represent fixed proteins that provide a framework for the lighter ellipsoids (representing phosphates). The expansion of the structure relative to the fixed protein positions is apparent in the three structures. Well-formed secondary structural units (such as A-form double helices) are preserved, and clusters are separated by the constraint as allowed by the other distance constraints used by the program. The first column refers to the amount of volume expansion targeted (none, moderate and more). The second column provides the percent of atoms involved in a close contact (<3.0 A), the third, fourth and fifth columns show the actual mean achieved, the provided mean and the variance on the provided mean. The sixth, seventh and eighth columns show the actual spread of distances achieved, as well as the target spread and variance of the spread. In this experiment, only the mean values were varied, in order to assess their effect independently on the expansion of the structure.
dimensions. The error with the volume constraint at 15% of the distances is quite comparable to the error without the volume constraint at 35% of the distances, and provides some sense of the additional power of the single volume constraint. Table I also demonstrates that providing the mean of the distance distribution is not as useful as providing the mean and its variation. This corresponds to the notion that the spread of distances is an important distinguishing feature for molecular structures. After all, the atoms within molecules are not distributed randomly in space, but are essentially long coils of atoms that fold back upon themselves. Thus, there will be a large number of shortrange distances (for atoms that are covalently bonded, as well as those that are close together in structure), and then a set of long-range distances. The long-range distances are also not randomly distributed, but can be generally modeled as a random walk of N steps, where N is the distance between subunits (amino acids in proteins, bases in RNA and DNA) (Eisenberg and Crothers, 1979) . By providing the information about variance of the distribution, we can provide some of this additional structural information.
It is important to note that the volume constraints do not simply apply a linear scaling to the structures. The results show that the distance constraints are satisfied just as well with the volume constraints as without them. Instead, we observe (especially in the ribosomal computation) that tightly linked subunits seem to move as a group away from one another. In a control computation, we applied only the volume constraint to the starting point for the crambin data set (but no distances at all-a 0% data set). In this case, there was a simple scaling, since there were no constraints on the positions other than the volume.
The sensitivity experiments demonstrate that it is not critical to know the exact distribution of distances (either mean or variance), but that reasonable estimates, within 10%, will still improve the overall quality of the resulting structures. The problem of estimating these parameters is a fascinating one, since the estimates can become quite sophisticated given knowledge of the overall shape of a molecule. In some cases, an irregular surface envelope is known from electron microscopy (Verschoor el al., 1984) . Such an envelope can be seeded with random points, and a distance distribution can be computed. We are currently investigating ways to create probabilistic constraints on structure and volume based on surface envelopes.
The ribosomal computation demonstrates that our method scales to large molecular problems. The time required to compute a structure (4 h on a Silicon Graphics Indy) is not significantly changed by introduction of the volume constraint. The complexity of computing the distance distribution for a molecule with n atoms is (n 2 -n)/2, but these distances (and the associated partial derivatives) can be computed quite efficiently. In addition, since the number of distances available already grows as n 2 , this constraint does not add to the overall complexity of the computation. Table IV demonstrates a 40% reduction in the percent of contact violations in the structure, using only a simple global constraint on volume. Examination of the structures in Figure 3 indicates that a single global constraint on volume does not reflect the multiple-domain nature of the structure. The volume may be better approximated (with a more substantial reduction in contact violations) if individual volume constraints are introduced for each of the domains within the structure.
One of the appeals of a probabilistic approach to computing structural layouts from diverse sources of data is the theoretical underpinnings of probability theory. The semantics of the data (and noise) models is clear, and easily applied to new situations. The idea of matching the first two moments of a distance distribution, in order to approximate constraints on volume, is a natural one given our representation of the parameters, and our update procedure. Although the possibility of introducing global constraints within this framework (i.e. constraints that depend upon the coordinates of all atoms in the structure) has always been clear, this is the first demonstration that the application of such constraints is computational feasible, and leads to improved structures. It opens the possibility of adding numerous additional constraints, such as those on shape, surface/buried distinctions and density. Of course, the idea of matching a distance distribution could be used in other methods as well. The distance distribution can be manipulated within the framework of distance geometry by manipulating the minimum/maximum distance bounds provided to the embedding algorithm. Likewise, restrained molecular dynamics calculations could add new pseudoenergy terms, corresponding to desired properties of the distance distribution.
