Knapsack problem is finding the optimal selection of objects to get maximum profit. Knapsack problem has a wide range of application in different domain such as production, transportation, resource management etc. Knapsack problem varies with change in number of items and number of objectives. 01 knapsack problem is reported as a classical optimization problem under NP category. Harmony search (HS) algorithm is a popular heuristic algorithm investigated to solve different optimization problems. This paper presents harmony search for solving single objective and multi-objective knapsack problem. Performance of HS is tested with 43 instances of single objective knapsack problem taken from three datasets. HS provides optimal results except for three instances. 46 instances of 01 knapsack problem with three, four and five objectives are tested. Experiments show that better results are obtained with an increase in harmony memory with better exploration in objectives.
I. INTRODUCTION
The knapsack problem is a constrained combinatorial optimization problem. This is a classical NP problem in operation research (Bansal & Deep, 2012) . It has various applications in different industries. Some of the application areas of knapsack problem are,  project selection  resource distribution  resource management/scheduling  power allocation management. Single objective 01 knapsack problem is well known problem. The problem description is presented by many authors. In 01 knapsack problem, items with varying weights and respective profits are given. A knapsack of capacity is given. The objective is to select objects in such a way that maximum profit should be gained with available capacity. Given a set of n objects which are numbered from 1 up to n. Each object i has a weight Wi and associated profit Pi. Maximum weight capacity of knapsack is, M.
Objective Function:
Maximize: ∑ PiXi for i=1 to n (1)
Subject to: ∑WiXi ≤ M for i=1 to n Xi ∈{0, 1} for i=1 to n Here X i has value 1 is it is selected else 0. The objective of the problem is to maximize the sum of the profits of the items selected in the knapsack with sum of the weights less than or equal to the knapsack's capacity.
Multi-objective optimization means optimizing more than one objective function simultaneously. Multi-objective optimization problems are present in different areas such as transportation, engineering, economics etc. The problem is difficult when the objectives are conflicting. The definition of multi-objective knapsack is taken from (Kirlik & Sayın, 2014) . For multiobjective knapsack problem equation (1) is the set of p objective functions. Each objective function is the total profit of selected objects. In case of multi-objective knapsack problem, multiple pair of weights and associated profits of the objects are known. The objective is to maximize profit is all given cases.
In literature, different heuristic algorithms have experimented for unconstrained and constrained optimization problems. Different heuristic and metaheuristic algorithms are experimented for solving 01 knapsack problem.
 Evolutionary algorithm Institute of Science, BHU Varanasi, India  Genetic algorithm (Zhao et al., 2009; Pradhan et al., 2014)  Particle swarm optimization (Bansal & Deep, 2012; Li & Li, 2009 ; Ouyang &Wang, 2012)  Wolf Pack Algorithm (Gao et al., 2018)  firefly algorithm (Hajarian et al., 2016; Bhattacharjee & Sarmah, 2015)  shuffled frog leaping algorithm (Bhattacharjee & Sarmah, 2014) Genetic algorithms, particle swarm optimization, differential evolution are popular heuristic/meta-heuristic algorithms. Harmony search algorithm is a population-based algorithm that imitates the music improvisation process used by the musicians. Harmony search is used to solve various problems (Geem, 2009; Rao et al., 2010; Fesanghary et al., 2008; Adamuthe & Nitave, 2018) .
Harmony search algorithm is investigated to optimize different mathematical functions and real world applications. It is investigated to solve different engineering problems from civil engineering, mechanical engineering, transportation, electrical engineering, telecommunications, image processing etc. (Askarzadeh & Rashedi, 2018; Geem, 2008)  Rosenbrock"s banana function and multiple local optima functions (Lee & Geem, 2005 )  Optimal designing of wireless sensor networks (WSN) (Guney & Onay, 2011) .  Water distribution network design problem was solved in (Geem 2012 )  Transportation problem (Salcedo-Sanz et al. 2013) ,  Improve the accuracy of ANN for classification (Kulluk et al. 2012 ) This paper presents harmony search algorithm for solving knapsack problem. The objective of this paper is to optimize single objective and multi-objective 01 knapsack problem using harmony search algorithm.
The next section briefly describes harmony search algorithm for solving knapsack problem. Section III describes the experimental details, results and discussion. To end, in Section IV presents conclusions of our work.
II. HARMONY SEARCH ALGORITHM
Harmony search is population-based heuristic algorithm. The algorithm is influenced by the music improvisation process (Wang et al., 2015) . In the last decade, harmony search algorithm is investigated to solve various optimization problems. Figure 1 presents the pseudocode of harmony search algorithm for 01 knapsack problem.
The fundamental steps involved in harmony search algorithm are (Wang et al., 2015) : This section gives a detailed explanation about the datasets used and the results obtained. The proposed algorithm is implemented using "C" programming language and tested on a computer with the following specifications: Windows 7 Professional, Intel core i5-3210M CPU 2.5 GHz and 4 GB RAM. For every dataset, harmony search algorithm was executed for 10 times.
Memory representation: A 1D representation as shown in figure2 is used to solve the knapsack problem. Number of objects indicates the size of the array. The values in the array indicate selection or rejection of the object. Value 1 and 0 indicate selection and rejection respectively. Figure2 shows the sample solution with 10 objects. Objects 3, 4, 5, 7 and 9 are selected.
The implementation consists of the following functions. 1. The memory representation is defined as integer array named allocation [max_no_objects+1] and objective values are stored in array fitness [max_no_obj_fun]. 2. Function of import_data() to take the input values. 3. Function of export_data() to show out output values. 4. Initialize_harmony_mem() to initialize population for harmony approach. 5. Calculate_penalty() to evaluate the values for defined constraint violations. 6. Find_worst() function to find the worst value and replace it with next good value, as it is important consideration in harmony search approach. 7. Pitch_adjustment() to adjust the par index. 8. Memory_updation() to update memory after finding the worst to remove it and to insert new best value in harmony memory. 9. Best_fit() to find optimal solution from population. 10. Finally, mean() to calculate mean for overall population and also for population respective of each iteration. table I. Knapsack capacity, the weights of the objects, the profits of each object and the optimal selection of weights is given. Table II shows the optimal profits and obtained profit values using harmony search algorithm. For all the instances, harmony search algorithm gives optimal results. (2014) has given ten test problems of knapsack presented in table III. The problem dimension, object weights and respective profits and knapsack capacity is given.
Authors have experimented with Shuffled frog leaping algorithm to solve the problem instances. The dataset mentioned in the paper algorithm by Bhattacharjee & Sarmah (2014) is used test performance of harmony search. The obtained results are presented in table IV. Harmony search gives best results for seven instances. Table V shows that optimal values for dataset f2, f8 and f10 are not obtained. The obtained values are close to the best. Comparison of average results obtained shows that shuffled frog optimization in better than harmony search algorithm. , 4, 60, 32, 23, 72, 80, 62, 65, 46}; p = {55, 10, 47, 5, 4, 50, 8, 61, 85, 87}; b = 269. f2 20 w = {92, 4, 43, 83, 84, 68, 92, 82, 6, 44, 32, 18, 56, 83, 25, 96, 70, 48, 14, 58}; p = {44, 46, 90, 72, 91, 40, 75, 35, 8, 54, 78, 40, 77, 15, 61, 17, 75, 29, 75, 63}; b = 878. f3 4 w = {6, 5, 9, 7}; p = {9, 11, 13, 15}; b = 20. f4 4 w = {2, 4, 6, 7}; p = {6, 10, 12, 13}; b = 11. f5 15 w = {56.358531, 80.87405, 47.987304, 89.59624, 74.660482, 85.894345, 51.353496, 1.498459, 36.445204, 16.589862, 44.569231, 0.466933, 37.788018, 57.118442, 60.716575}; p = {0.125126, 19.330424, 58.500931, 35.029145, 82.284005, 17.41081, 71.050142, 30.399487, 9.140294, 14.731285, 98.852504, 11.908322, 0.89114, 53.166295, 60.176397}; b = 375. f6 10 w = {30, 25, 20, 18, 17, 11, 5, 2, 1, 1}; p = {20, 18, 17, 15, 15, 10, 5, 3, 1, 1}; b = 60. f7 7 w = {31, 10, 20, 19, 4, 3, 6}; p = {70, 20, 39, 37, 7, 5, 10}; b = 50. f8 23 w = {983, 982, 981, 980, 979, 978, 488, 976, 972, 486, 486, 972, 972, 485, 485, 969, 966, 483, 964, 963, 961, 958, 959} ; p = {81, 980, 979, 978, 977, 976, 487, 974, 970, 485, 485, 970, 970, 484, 484, 976, 974, 482, 962, 961, 959, 958, 857} ; b = 10000. f9 5 w = {15, 20, 17, 8, 31}; p = {33, 24, 36, 37, 12}; b =80. f10 20 w = {84, 83, 43, 4, 44, 6, 82, 92, 25, 83, 56, 18, 58, 14, 48, 70, 96, 32, 68, 92}; p = {91, 72, 90, 46, 55, 8, 35, 75, 61, 15, 77, 40, 63, 75, 29, 75, 17, 78, 40, 44}; b = 879 . Figure 3 shows that the performance of harmony search changes with the harmonic memory size. Figure 4 shows the objective values for three objective instance. Results indicate that importance is given to all three objectives. Harmony search shows good exploration capability for multi-objective 01 knapsack problem.
CONCLUSIONS
Paper presents harmony search algorithm for 0/1 knapsack problem. Experiments conducted on 43 instances of single objective and 46 instances multi-objective 0/1 knapsack problem. HS gives optimal results with 100% success rate for 40 instances of single objective knapsack problem. Shuffled frog optimization algorithm is found better than harmony search algorithm. There is further scope to improve HS algorithm for improvement in average fitness of population. HS algorithm performs well for multi-objective 01 knapsack problem. The results show that importance is given to all objectives. Institute of Science, BHU Varanasi, India HM=60 HM=90 HM=120 HM=150 HM=180 HM=210 HM=240
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