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1. INTRODUCTION 
We are interested in studying systems of linear differential equations of the 
form 
- x’ = Ax + Dy, x(a) = c, 
y’ = Bx + Cy, ~(0) = 4 (1) 
where x and y are N-dimensional vectors and A, B, C, D are N x N matrices, 
dependent upon the independent variable t where 0 < t < a. Although 
this is preparatory to a study of nonlinear systems of the form 
x’ = g(x, Y), x(a) = c, 
Y’ = %x7 Y>> y(O) = 4 (2) 
the results and method seem of sufficient interest to warrant a separate 
presentation. 
Returning to (l), we know that there is little difficulty in establishing 
existence and uniqueness theorems when a, the interval length, is sufficiently 
small. Simple examples show that both existence and uniqueness may fail 
for large a. The challenge then arises in the attempt to determine by inspection 
of A, B, C, D when a solution exists, and is unique, for all a 3 0. One simple 
way of determining the desired sets of structural conditions is to associate an 
idealized physical process with the foregoing equations. Physical intuition 
can then be applied, usually successfully, to predict the properties of the 
solution, and, in particular, to predict its global behavior. Furthermore, 
and this is quite important, careful examination of the underlying physical 
process will often suggest simple ways of constructing a rigorous proof of 
these predictions. In [l], this program was carried out when the equations 
appearing above in (1) were the Euler equations associated with the minimiza- 
tion of a quadratic functional. 
Here, our base physical process is an idealized transport process which 
may be described briefly in the following terms. N different types of particles 
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move in either direction along a line of finite length, a. Although they do not 
interact with each other, they do interact with the medium. The effect of 
this interaction is to change a particle from one type to another, traveling 
in the same or in the opposite direction. In the next section we will describe 
the process in more detail. 
The foregoing equations describe a steady-state version of this transport 
process. If we allow interactions, we obtain equations such as (2). This will 
be the basis of our approach to a class of equations of the form appearing in (2) 
in a separate paper. 
2. LINEAR TRANSPORT PROCESS 
Let us consider the passage of a particle of type i through the interval 
[t, t + d] where d is an infinitesimal, and i may assume any of the values 
1, 2,..., N. Let 
+(t) d = the probability that a particle in state j will be 
transformed into a particle in state i traveling 
in the same direction, j # i, upon traversing 
the interval [t + d, t] going to the right. 
1 - aii(t) d = the probability that a particle in state i will 
remain in state i in the same direction while 
traversing the interval [t + d, t] going to the 
right. 
bdi(t) d = the probability that a particle in state j will be 
transformed into a particle in state i traveling in 
the opposite direction upon traversing the 
interval [t + d, t] going to the right. (1) 
Similarly, we introduce the functions +(t) and d,(t), associated with 
forward scattering and backward scattering for a particle going to the left 
through [t, t + d]. We suppose that all of these functions are nonnegative 
for t 2 0. The most important case is that where they are piecewise continu- 
ous. Suppose that there are fluxes incident at both ends of the line, as indicated 
in Fig. 1, of constant intensities per unit time. Let us now introduce the 
steady-state functions, i = 1, 2 ,..., N, 
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xi(t) = the expected flux to the right at the point t, 
yi(t) = the expected flux to the left at the point t, (2) 
where 0 < t < a. We shall omit the term “expected” in what follows and 
proceed formally to obtain some equations for xi and yi . There is no need 
for rigorous details here, since we are using the stochastic process solely 
as a guide to our intuition in ascertaining some of the properties of the solution 
of (1.1). Those interested in a rigorous derivation of the following equations, 
starting from the continuous stochastic process, may refer to [2]. 
An input-output analysis (which is to say, a local application of conserva- 
tion relations) of the intervals [t -- d, t] and [t, t + d] yields the following 
relations, valid to O(d): 
xi(t) = xi(t + A) (1 - ~iid) + C CZ,~ Axj(t + d) + 2 dij Ayj(t), 
j#i j=l 
Yi(t) = y$(t - A) (1 - Ci<d) + C Cij Ayj(t - d) + c b,j dxj(t)* (3) 
j#i j=l 
Passing to the limit as A -+ 0, we obtain the differential equations 
- x:(t) = - aiixi(t) + C aijxj(t) + f d,,y,(t), 
j#i j=l 
y;(t) = - ciim + c w$(t) +: b%(t), j#i j=l (4) 
i = 1, 2,..., N. Referring to Fig. 1, we see that the boundary conditions are 
Xi(U) = ci , 
ri(O) = 4 3 
We introduce the matrices 
B = (hj), 
i = 1, 2 ,,.., N. 
D = (&I, 
(5) 
(6) 
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B and D are nonnegative matrices, while A and C possess quite analogous 
properties despite the negative main diagonals; see [3]. The condition of pure 
scattering imposes conditions on the column sums of A -I- B and C -k D 
which we will use below. 
IVe observe then the special structure of the matrices .4, B, C, D required 
for (1.1) to be associated with a linear transport process. Introducing the 
vectors s and JJ, with components xi and 3~~ respectively, we obtain a linear 
vector-matrix system subject to a two-point boundary condition. 
If no particles arc lost in the process, we say that it is pure scattering; if 
particles disappear, we say absorpfion occurs. U’e will consider the pure 
scattering case first. We will not discuss the fission case where a critical 
length exists. 
3. ANALYTIC SOLUTION 
Let us now turn our attention to (1.1). Let (X, , Yl), (X, , YJ be the 
principal solutions of the linear matrix equation 
-X’=AX+DY, 
y’ .x BX 2 Cy, (1) 
which is to say that (X, , YJ and (X2 , l;) satisfy (1) and the initial conditions 
X,(O) = I, 
Y,(O) = 0, 
Then the solution of (1) is given by 
X,(O) = 0, 
Y,(O) = I. (2) 
x = X,b + X,d, 
y = Ylb + Y d 2 * 
where the vector b is to be determined by the equation 
(3) 
c = X,(n)b -t X&)d. (4) 
If X,(a) is nonsingular, b is uniquely determined. Since X,(O) = I, it is clear 
that X,(u)-l exists for small u. We wish to demonstrate that X,(u)-1 exists 
for all a 3 0 for the case of a pure scattering process, as might be expected. 
In order to accomplish this, however, we pursue a rather circuitous route 
which invokes the theory of invariant imbedding [4], [5]. References to 
independent work in this area by Redheffer will be found there. 
Note that it is sufficient, because of the linearity of the equations, to 
consider the case where either c or d is 0. Let us take d = 0. Then (4) yields 
b = X,(u)-1 c, (5) 
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and (3) leads to 
x(t) = X1(t) X,(a)-1 c, 
y(t) = Y1(t) X&)-l c. (6) 
The reflected flux and transmitted fluxed are given by 
y(a) = Yl(U) Xl(W c, 
x(0) = X,(u)-1 c. (7) 
These relations define reflection and transmission matrices, 
w4 = Yl(4 -WY, 
X(a) = XdaY, (8) 
which play a central role in what follows. The required background for the 
matrix treatment of linear differential equations may be found in [3]. 
4. INVARIANT IMBEDDING 
Let us now present a different analytic formulation of the scattering process 
which will permit us to demonstrate the existence of the reflection and trans- 
mission matrices for all a > 0. To begin with, we introduce the function 
ri3(a) = the reflected flux in state i from a rod of length a due to 
an incident flux of unit intensity in state j. (1) 
This is defined for a > 0, i, j = 1, 2 ,..., N. See Fig. 2. 
Reflected Flux t 
Incident Flux --f 1 
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FIG. 2 
In order to obtain equations for the rdi(u) as functions of a, we must keep 
account of all of the possible ways in which interactions can contribute to a 
reflected flux in state i. At first the bookkeeping seems tedious. Subsequently, 
we shall show that with the aid of matrix notation the multidimensional 
case can be treated in as direct a fashion as the one-dimensional case when 
the physical meaning of the matrices is appreciated. This is typical of mathe- 
matical physics when suitable notation is employed. In more complex situa- 
tions, infinite-dimensional operators replace the finite-dimensional matrices. 
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Starting with an incident flux in statej, we can obtain a reflected flux in 
state i in the following fashions:’ 
(4 
(b) 
(4 
(4 
(4 
Interaction in [a + A, a] and immediate reflection result- 
ing from a change of direction. 
Interaction in [a + A, Q] together with reflection in state i
from [a, 01. 
Passage through [u + A, a] without interaction, reflection 
from [a, 0] in state i, and passage through [a, a $- A] 
without interaction. 
Passage through [a $- A, u] without interaction, reflection 
from [a, 0] in state j # i, and interaction in [a, a + A] 
resulting in emergence in state i. 
Passage through [u T A, a] without interaction, reflection 
from [a, 0] in state k, interaction in [a, a + A] resulting 
in a state G directed towards [a, 01, and then reflection in 
state i from [a, 01. (2) 
All further interactions produce terms of order A2 and can therefore be 
neglected at this time. 
Taking account of the possibilities enumerated in (2), we may write 
~,,(a + A) = &jA + c ‘Wtdu) A + (1 - %A) [Ydu) (1 - 4) 
k#i 
+ C YdQ) Cd + C rida) dlkrkj(u) Al* (3) 
kfi k-1 
Passing to the limit as A -+ 0, we-obtain the nonlinear differential equation 
G(a) = bdj + 1 ukjyik(u) - (% + cii) yij(a> 
k#i 
f c lkd”) Cik + c yit(u) dkbkj(“)s 
k#i k-1 
(4) 
i This approach is called “particle-counting” and clearly requires rather scrupulous 
attention to detail. In an earlier paper [6], the method was applied carelessly in a com- 
plicated situation, causing some mathematicians of little faith in physical reasoning 
to question the validity of the approach. This reaction is similar to doubting mathe- 
matics because individual mathematicians cannot do arithmetic. Furthermore, it 
should be pointed out that the derivation of the classical linear transport equations, 
as in Section 2, is obtained using precisely the same principles. 
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for i,j = 1, 2 ,..., N, with the initial condition 
r&O) = 0. (5) 
We are not concerned with the rigorous derivation of (4) in the foregoing 
fashion at the present time. We do, however, want the difference approxima- 
tion for an important purpose below; see Section 8. A rigorous derivation 
of (4) from the linear equations of Section 2 will be given in the next section. 
Writing 
R(4 = r&N, (6) 
and letting A, B, C, D have the previous significances, we see that (4) takes 
the compact form 
R'=B$RA+CR+RDR, R(0) = 0. (7) 
This is a matrix differential equation of Riccati type. Similar equations arise 
in modern control theory [l]. 
5. EQUIVALENCE OF ANALYTIC FORMULATIONS 
In Sections 3, we derived the expression R(a) = Yl(a) X,(a)-l for the 
reflextion matrix. Let us show directly that R satisfies (4.7) in the neigh- 
borhood of a = 0. We have 
R' = Y;X,-' - Y,X;'X;X~? (1) 
Referring to the equations for Xi and Y, of Section 3 and dropping the 
subscripts, we have 
R' = (BX + CY) X-l + YX-l(AX + DY) X-l 
=B+CRfRA+RDR, 
the desired equation. 
(2) 
The point of the invariant imbedding formulation is to derive an equation 
for R which we can use to establish its existence for a > 0. Without the 
theory of invariant imbedding to guide our steps, (2) would have no meaning. 
6. INTERPRETATION 
Once we have obtained the differential equation, we can identify each of 
the terms and then use this identification as a means of writing down the 
corresponding equation for the transmission matrix. We see that B corres- 
ponds to immediate backscattering, that CR corresponds to reflection followed 
by forward scattering, that AA corresponds to forward scattering followed 
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by transmission, and that RDR corresponds to reflection, backscattering, 
and then reflection again. The physical interpretation is also useful in 
obtaining convenient approximations in certain situations, 
We expect then the equations for the transmission matrix, T(a), to have 
the form 
T’ = TA + TDR, (1) 
corresponding to forward scattering followed by transmission, plus reflection, 
backscattering, and then transmission again. 
We can verify this readily. From (3.7), 
T’ = - X,X;X;’ = X;l(AX, + DY,) X;l 
= TA f TDR. (2) 
The initial condition is T(0) = I. 
7. CONSERVATION RELATION 
Since we have assumed a pure scattering process, we know that no particles 
are lost. This is equivalent to the assumption 
M(B + A) = 0, M(C + D) = 0, (1) 
where M is the matrix 
(2) 
The effect of M is to produce column sums. 
We expect that the conservation relation 
M(R + T) = M, (3) 
which states that total input is equal to total output, will hold for a > 0. 
Let us begin by showing that it holds for small a. From (5.2) and (6.2), we 
have 
[M(R + T)]’ = M(B + CR + RA + RDR) + M(TA + TDR) 
=MB+MCR+MRA+MTAfM(R+T)DR 
=MB+MCR+M(R+T-I)A+MA 
+M(R+T-I)DR+MDR 
=M(B+A)+M(C+D)R+M(R+T--)A 
+M(R+T-1)DR 
=M(R+T-I)A+M(R+T-I)DR. (4) 
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Regarding R as a known function, this is a difIerential.equation of the form 
Z’ = ZA f ZDR, Z(0) = 0, (5) 
for the function Z = M(R -+ T - I). One solution is clearly Z = 0. Unique- 
ness assures us that it is the only solution for small a. 
Hence, within the domain of existence of R and T, we have (3). If we can 
establish what is clearly to be expected, namely that all the elements of R 
and Tare nonnegative, (3) will imply that R and T are uniformly bounded for 
0 da <al), which means that we can continue the solution indefinitely, 
using the same argument repeatedly. 
8. NONNEGATIVITY OF R AND T-I 
Let us now establish the nonnegativity of rii(u) and tij(a) for a 3 0. 
We cannot conclude this directly from the differential equation of (5.2) since 
A and C have negative elements along the main diagonal. Let us present two 
proofs, one depending upon the recurrence relation of (4.4); and the other 
upon the properties of A and C as scattering matrices. 
Referring to (4.4), we see that all the terms are nonnegative on the right- 
hand side if A is sufficiently small. We can avoid even this restriction by 
means of the useful device of replacing (1 - q,A) and (1 - ciiA) by the 
positive quantities e-+jA and e- C‘ A. { It follows that the sequence {rrr(kA)} 
obtained by use of (4.4) is nonnegative, and actually positive if all of the big 
are positive. Exact conditions that guarantee positivity rather than merely 
nonnegativity are not easy to specify analytically, although easy to state in 
physical terms. 
We know from standard theory in differential. equations that thefunctions 
determined by the difference equation plus linear interpolation converge to 
the solutions of the differential equation in some interval [0, a,]. Hence, 
rij(a) 2 0 in this interval. A similar result holds for t&u). Thus, using the 
conservation relation, we have 
0 < &(a> < 1, 0 s a < Qo 1 i,j = 1, 2 ,..., N. (1) 
It follows that the solution of the differential equation can be continued for 
another interval [a, ,2&J. Using (4.4) starting at a = a, , we establish non- 
negativity, boundedness, and so on. 
Thus, the solution of (4.4) exists and is unique for a 2 0. This implies 
that the solution of (6.2) exists and is unique for a > 0. 
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9. NONNEGATIVITY OF R AND T-II 
Alternatively, we can employ the equation 
R’=CR+RA+B+RDR, R(0) = 0, (1) 
to obtain the nonlinear integral equation 
R= f’ ec(:-h)[B + RDR] eA(t--Il) &, 
Jo 
in the case where A and C are constants, Since aij , cij > 0, i # j, we know 
that eA’ and ect are nonnegative matrices [l]. Successive approximations 
applied to (2), 
R n+1 = i 
t ,C(l-: ) 1 [B + R,,DR,,] eAcfmtl) dt, , 
0 
(3) 
yields a nonnegative sequence, {R,}, which converges to R in some interval 
[0, a]. We see directly from (6.2) that T is nonnegative. The conservation 
relation yields uniform boundedness, which means that we can continue 
this process. 
If A and C are variable, we can use an extension of the foregoing integral 
equation, 
R = 
I 
t X(t) X(&)-l [B + RDR] Y(t) Y(tJ-’ dt, , (4) 
0 
which X and Y are the solutions of X’ = CX, Y’ = YA, X(0) = Y(0) = I. 
It is easy to show that X(t) X(ti)-l, Y(t) Y(t,)-l are nonnegative; see [l]. 
10. ALTERNATE DERIVATION OF M(R + T) = M 
Once we know what we wish to establish, we can devise a number of ways 
of proceeding. Using the expressions of (3.9, we see that we wish to demon- 
strate 
or 
M(Y,(a) X,(a)-l + X,(a)-l) = M 
M( Yl(a) + 1) = M-&(a). 
. _. . _- __ ._ 
This holds for a = 0. Differentiating, we have 
(2) 
MY;(a) - MX;(a) = M(BX + CY) + M(AX + DY) 
=M(B+A)X+M(C+D)Y=O. (3) 
Hence, (2) holds for all a 3 0, and (1) holds in the interval [0, a,] where Xl(a) 
is nonsingular. 
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11. MONOTONICITY 
In the general case where -4, B, C, D depend on a, it is not to be expected 
that R(a) will be monotone increasing as a increases. In the case of constant 
A, B, C, D, the monotonicity is readily demonstrated. Considering the dia- 
gram in Fig. 3, we see that R(a + A) is equal to R(a), plus a nonnegative 
I I I 
@+A A 0 
FIG. 3 
contribution due to backscattering in [A, 0] and transmission through 
[A, a + A]. If the scattering is isotropic, we can use the same transmission 
matrix to express this; if not, we must employ both left-hand and right- 
hand matrices. 
If A, B, C, D are constant, we know that R(a) possesses an expansion of 
the form 
R(a) = R(m) + RI&= + ‘.., (1) 
where R(a) = lim,,, R(a) and Re (A,) < 0. The monotonicity implies that 
A, is real and negative. This is important in practice, since it means that 
nonlinear extrapolation techniques can be used to obtain R(a) using inte- 
gration over a relatively small u-interval; [7]. 
12. INTERNAL FLUXES 
We also wish to demonstrate that the internal fluxes, x(t) and r(t), are 
nonnegative. To simplify the details, we will consider only the homogeneous 
isotropic case. The more general case can be treated using a direct modifica- 
tion of the second method below. See Fig. 4. 
FIG. 4 
Considering the interval [a, t], we can write 
x(t) = T(a - t) c + R(a - t)y(t). (1) 
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Similarly, considering the interval [t, 01, we can write 
r(t) = R(t) x(t) + T(t) d. 
Substituting this last result in (l), we obtain 
x(t) = R(u - t) R(t) x(t) + T(u - t) c + R(u - t) T(t) d, 
and thus 
x(t) = (I - R(a - t) R(t))-l [T(a - t) c + R(u - t) T(t) d], 
(2) 
(3) 
(4 
provided that I - R(a - t) R(t) is nonsingular for 0 < t < a < co. 
We have already established the fact that R(t) is nonnegative matrix for 
t > 0. Let us suppose that bij > 0 for all i and j so that R(t) and T(t) are 
actually positive matrices. Consider the value t = u/2 first. The correspond- 
ing matrix is [I - R(u/2)7. 
At this point, we invoke the Perron theorem [I] to the effect that the 
characteristic root of largest absolute value of a positive matrix is positive 
and its associated characteristic vector is positive, and unique up to a multi- 
plicative scalar constant. The relation 
M(R + T) = M (5) 
shows that this characteristic root is less than 1. Hence, the characteristic 
root of R(u/~)~ of largest absolute value is less than 1. This means that we have 
the expansion 
(I-R(+r)-’ =I+R($2+R(+)4+.**, (6) 
making evident its positivity. 
From (4), we see that x(u/2) is positive, and from (2) that y(u/2) is positive. 
Repeating this argument for the intervals [a, u/2] and [u/2,0], we see that 
x(t) and r(t) are positive at t = u/4 and 3u/4. See Fig. 5. Proceeding in this 
manner, and invoking continuity, we see that x(t) and r(t) are positive for 
O<t<a. 
c+ I 
a 
++I 
( 1 
42 
I +Y (G) 
42 
I +-d 
0 
FIG. 5 
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The assumption that bij > 0 is not needed to establish nonnegativity, 
since we can begin by modifying the bij in the following fashion, 
6,, = bij + E, i,j= 1,2 ‘v, ,..., / (7) 
where E > 0 and set 
& = aii + NE, (8) 
so that the condition M(A + B) is maintained. Having established positivity 
in this fashion, we can pass to the limit as E --+ 0 and thus derive the desired 
nonnegativity. 
The foregoing proof applies only to the homogeneous, isotropic case. A 
proof which can be applied to the general case is the following. We know that 
(3) possesses a solution x(l) for arbitrary c and d. Hence, the matrix 
I - R(a - t) R(2) is nonsingular. Thus, the largest characteristic root of 
R(a - t) R(t) is not one. To show that it cannot be larger than one, iterate 
the relation in (3), 
x(t) = p + R(a - t) R(t)p + ..* + (R(a - t) R(t))n-lp + (R(u - t) R(t))*p. 
(9) 
Here p denotes the positive vector T(a - t) c + R(u - t) T(t) d. If the 
largest characteristic root of R(u - t) R(t) were greater than one, the term 
(-wa - 0 WY P would become unbounded. This contradicts (9). Hence the 
largest characteristic root of R(u - t) R(t) is less than one and we can proceed 
as before. 
13. ABSORPTION PROCESSES 
Let us now consider the more general case where particles can disappear 
as a result of an interaction. We call this disappearance absorption. Introduce 
the quantities, i = 1, 2 ,..., N, 
eii(t) d = the probability that a particle of type i is absorbed in 
traversing the interval [t + A, t] traveling in a right- 
hand direction, 
fii(l) A E the p~ob.all~!~y_that..~~~~i~~~ of type i is. absorbed 
< , traversing the interval [t, t + A] traveling in a left- 
hand direction. (1) 
We suppose that eij , fii 2 0 and that 
M(A + B + E) = M, 
M(C+D+F)=M. (2) 
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for t >, 0. This means that a particle is either forward-scattered, backscatter- 
ed, or absorbed. 
Introduce the functions 
eij(a) = the probability that a particle of type j incident upon 
[a, 0] from the left results in the absorption of a parti- 
cle of type i in [a, 01, i, j = 1, 2 ,..., N. (3) 
Setting L(a) = (eij(a)), t i is easy to see that the matrix L satisfies the dif- 
ferential equation 
L’=E+LA+FR+LDR, L(0) = 0, (4 
where E and F are the diagonal matrices composed of the eii and fii respect- 
ively. We call L a dissipation matrix, a term introduced in [8]. 
We expect to have the conservation relation 
M(R+T+L)=M (5) 
for a > 0. To demonstrate this we proceed as before. We have, suitably 
grouping terms, 
[M(R+T+L)]'=M(B+E)+M(R+T+L)A 
+M(C+F)R+M(R+T+L)DR 
=M(B+E)+MA+M(C+F)R+MDR 
+M(R+T+L-I)A 
+M(R+T+L-I)DR 
=M(A+B+E)+M(C+D+F)R 
+M(R+T+L-I)A 
+M(R+T+L-I)DR 
=M(R+T+L-I)(A+DR). (6) 
This equation clearly has the solution M(R + T + L - I) = 0. 
As before, we have R and T nonnegative and the same is readily demon- 
strated for L. From here on, the details are as before. These results were tirst 
announced in [8]. 
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