Abstract. According to a result of S. N. Bernstein, «-point Chebyshev quadrature formulas, with all nodes real, do not exist when n = 8 or n ä 10. Modifications of such quadrature formulas have recently been suggested by R. E. Barnhill, J. E. Dennis, Jr. and G. M. Nielson, and by D. Kahaner. We establish here certain empirical observations made by these authors, notably the presence of multiple nodes. We also show how some of the quadrature rules proposed can be constructed by solving single algebraic equations, and we compute the respective nodes to 25 decimal digits. The same formulas also arise in recent work of P. Rabinowitz and N. Richter as limiting cases of optimal Chebyshev-type quadrature rules in a Hubert space setting.
Introduction.
The quadrature rule with equal coefficients,
(1.1) Í Kt)dt = -22 10k) + RAD,
is called a Chebyshev quadrature formula if it has polynomial degree n, i.e., if Rn{t') = 0 for i = 0, 1, • • • , n. (The requirement for i = 0 is automatically satisfied.) By a classical result, due to S. N. Bernstein [3] , Chebyshev quadrature formulas with all nodes tk real do not exist if n = 8 or n ^ 10. Even if Chebyshev's requirement is relaxed to R"{tx) = 0, / = 0, 1, • ■ • ,/?,/?< n, we can have tk all real in (1.1) only if (S. N. Bernstein [3] )
(1.2) p < An1 '2. In the light of these negative results it is natural to consider the following two problems. Problem I. Let p and q be integers such that 0^p<n^q-£ °°. Determine real nodes {tk\l", (hopefully contained in the interval [-1, 1] ) such that (1.3) ¿ [RAO]2 = min, í-p+i subject to (1.4) RAñ =0, j = 1,2, ••-,p.
(The constraints (1.4) drop out if p = 0.) Problem I' ^'symmetric problem"). Same as Problem I, but with the additional symmetry constraints (1. 5) t"+,-k = -/*, k = 1, 2, ••• , n.
classical Chebyshev formulas, which drive the objective function in (1.3) to zero. We assume therefore, in the following, that n = 8 or n ^ 10. Problems I and I' for p = 0 are considered by R. E. Barnhill et al. [2] , Problem I' for q = n, p ^ 0 by D. Kahaner [4] . Their approach is largely computational. Some of the results reported in [2] seem to indicate that Problem I in fact has a symmetric solution, but this remains unproved. All we show (Theorem 2.1) is that the solution to Problem I is symmetric if it is unique. Another empirical observation made in [2] , [4] is the presence of multiple nodes. We prove (Theorems 2.2 and 3.1) that Problems I and I', in the case q = n, indeed give rise to multiple nodes. We subsequently concentrate on Problem I' with p = n -1 (if n is even), p = n -2 (if n is odd), and show how its solution can be reduced to the solution of single algebraic equations (Theorem 3.2 and Section 4). Computational results, based on these procedures, reveal (Section 5) that the problem again cannot be solved if n = 12 or 14 g n g 19. By (1.2) it has no solution for n ^ 20 either. For the remaining values of n in = 8, 10, 11, 13) the optimal nodes are computed to 25 decimals. They have previously been obtained (to 12 decimal digits) in a different context by P. Rabinowitz and N. Richter [5] , 2. Problem I. In this and the subsequent sections we denote by w, the moments m¡ = I t' dt = 0 if j is odd, = 2/(7 +1) if j is even.
Theorem 2.1. If the solution to Problem I is unique iup to a permutation), then it is symmetric.
Proof. We assume the nodes ordered, say, (2.1) »i è it è • • ■ fc /«.
Our assumption then implies that Problem I has exactly one solution t = [t" t2, ■ ■ ■, tn] satisfying (2.1). Now, if t is a solution of Problem I, then so is -t. Indeed, neither the objective function in (1.3), nor the constraints (1.4) are affected if t is replaced by -t, the remainder RAt') either remaining the same (J even), or -merely changing sign ij odd). Consequently, if (2.1) represents a solution, so does
By the assumed uniqueness, it follows that tn+1-h = -tk, k = 1, 2, • • • , n, that is, symmetry as asserted. Theorem 2.2. Let q = n, and n = 8 or n ^ 10. If the constraints (1.4) admit real solutions, then every solution of Problem I has at least one multiple node.
Proof. We observe, first of all, that under the assumptions made, Problem I has a solution, and that any solution must occur at a finite point t = [t" U, • • • , i"] £ R". The latter, if/» ^ 2, follows immediately from (1.4) with j = 2, which restricts t to the sphere with radius inm2/2)1/2 and center at the origin. Ifp < 2, we may argue that the objective function in (1.3) is never less than [jf?,(r2)ja = {{2/ri) 22l=i '^ -m2)2 and thus tends with ||t|| to infinity. It suffices, therefore, to consider Problem I on a sufficiently large, but finite, ball in R". The existence of a solution then follows from the fact that we are minimizing a continuous function on a nonempty compact set. . P, or else in such that the Jacobian matrix of the system (2.3) has rank <p. (In the case p = 0, only (2.2), without multipliers, need be considered.) We first consider (2.2), (2.3) . Carrying out the differentiations, we can write these equations more explicitly in the form
We interpret (2.2') as a system of n linear homogeneous equations in the n "unknowns"
Not all of these can vanish, since otherwise (2.3') would hold not only for j = 1,2, ■ ■ ■ , p, but also for j = p + 1, • • • , n, which is impossible by Bernstein's result. Consequently, the determinant of the system (2.2'), a Vandermondian, must vanish, giving 1 t, t\ ti n Oí -tu = o.
There exists, therefore, at least one pair of distinct indices / ^ j such that í; = t¡, i.e., ti is a multiple node. The same conclusion is reached by considering the other alternative, concerning the rank of the Jacobian of (2.3'), since the latter is also a Vandermonde matrix. This completes the proof of Theorem 2.2. It is likely that multiple nodes occur also for q > n, but we have no proof for this.
3. The Symmetric Problem. In view of (1.5) there are now only [n/2] independent variables, which we assume ordered decreasingly,
If« is odd, one node, say t,+" must vanish and therefore does not appear among the independent variables (3.1). We consider Problem I' for q = « only. Letting x = [p/2], the problem is then equivalent to (3.2) 22
, ir, since i?"(i') = 0 for j odd. We assume ir < v to insure a nonvoid objective function in (3.2) . (If n is even, this is always satisfied.) More explicitly, (3.2) can be written in the form (3.2') 22 (-i tV -mj = min, ^ ¿ tV , = » + ! \n ¡t-i / n fc_i m2i = 0, j = 1, 2, • Theorem 3.1. Let q = n, and n = 8 or n ^ 10. If the constraints in (3.2') admit real solutions, then every solution of Problem V has at least one multiple node.
Proof. Existence and boundedness of a solution of Problem I' follows as in the proof of Theorem 2.2. If ty = 0, then the origin is a multiple node, since nodes occur in pairs, if n is even, and include the extra node i"+1 = 0, if n is odd. Any solution with /" > 0, on the other hand, by the theory of Lagrange multipliers must satisfy ¿ (-22 t2z -m.Xzr + \ 22 KJtV'1 = o,
or be such that the Jacobian matrix of the constraint equations has rank < ir. As before, this implies = t,h ■■■ u n «* -12) = o.
Since /, > 0, we conclude t2 = t2 for some / ¿¿ j, and thus /, = t¡, by virtue of (3.1).
This proves Theorem 3.1.
In the case ir = v -1 (considered by Kahaner [4] ), the method of Lagrange multipliers is actually more powerful. It permits us to reduce the problem to the much simpler problem of solving at most ir + 2 single algebraic equations of degreê ir. The following theorem is a step in this direction. for a solution in case (B), let {tk\'k", denote the permutation of \tk* \"h,1 which satisfies (3.1). The solution of problem (3.2') is then given by that set of nodes tu t2, ■ ■ ■ , t, which gives the smallest value to the objective function in (3.2') . If the nodes derive from case (A), then the solution to Problem V has a multiple node at the origin; if they derive from case (B), then there is a nonzero multiple node among the solution. Proof. We already know from the proof of Theorem 3.1 that the solution t = [t¡, t2, ■ ■ ■ , tv] of problem (3.2') must satisfy (3.3) and the constraints in (3.2' ). Corresponding to the v(v + l)/2 factors in (3.3), there are as many possibilities to consider, which in view of (3.1) we may list as follows in terms of xk = t, x"-3 -xr-2 = x,-, (3, 2) x, = x2 = ■ ■ ■ = x,-2 = x,_! (3, v -2) x, = x2 iv, 1)
Condition (1, 1), together with the constraints in (3.2'), gives the system in case (A) of the theorem. The subsequent conditions (1, 2), • • ■ , (1, e) simply imply that this system has a solution with one or more zero components. (We see later in examples that this is not possible.) Condition (2, 1), together with the constraints, gives rise to the system of case (B). The subsequent conditions through (2, v -1) simply mean that this system has multiple solutions. The conditions in group 3 are either a permutation of those in group 2, or in fact identical with them if x,_, = xv. Similar arguments apply to all subsequent groups. We thus see that if t = [t,, t2, ■ ■ • , t,] is a solution of (3.1), (3.2'), then the corresponding x = [x,, x2, ■ ■ ■ , xy] (with xk = tk2) is such that either x, = 0 and the remaining components solve the system of case (A), or there is a permuted vector x, say, x* = [x,*, x2*, ■ ■ ■ , x^,*, x,*] such that x,-i* = x* and x,*, x2*, • • • , x"* solves the system of case (B). This proves the part of Theorem 3.2 concerning (A) and (B). The rest of the theorem is a consequence of Lagrange multiplier theory.
The solution of the systems in (A) and (B) of Theorem 3.2 is discussed in the next section. Proof. Put z = yn in Lemma 4.2. The system (4.4) then becomes the second system in (4.8), and from (4.6) we see that rj(j>n) = 0, i.e., in view of (4.7), 21 [21 a.yrn~')yTT = o.
Inverting the order of summation, we get n 21 in -s + l)a,yT" = 0, a-0 which is the desired result. Lemma 4.3 suggests a method for solving the second system in (4.8). We first solve (4.10), where Lemma 4.1 is used to obtain £(x). For each root v" of (4.10), we then solve n-l (4.11) 21 yi = s, -2yL j = 1,2, ■■■ ,n -I, k-l which is again a problem of the type considered in Lemma 4.1. We note that if the equation |(x) = 0 has m ( ^ n) distinct real nonvanishing roots, then Eq. (4.10) has at least m such roots. This is a simple consequence of Rolle's theorem.
5. Numerical Results. According to Bernstein [cf. (1.2) ] Problem I' for q = n, ir = v -1 cannot have a real solution if n -2 ^ 4«1/2, i.e., if n = 20. Hence, we explore the integers n = 8 and 10 = n = 19 for possible real solutions, following the procedures outlined in Theorem 3.2 and Lemmas 4.1,4.3. It turns out that the problem (3.2' ). In the next column are listed all positive zeros* of (*£)' [cf. Lemma 4.3] .
To each of these zeros corresponds a "secondary" polynomial £ (of degree ir -1), which is the ¿-polynomial belonging to the system (4.11). Information concerning its positive zeros* is given in column six. Any complete set of ir -1 positive zeros, together with the corresponding zero of (x£)', again constitutes a candidate for an optimal solution. The corresponding value of the objective function is given in the last column. Entries printed in italic type correspond to optimal solutions. We note that all zeros listed in Table 1 correspond to xfc-values in Theorem 3.2; the desired nodes are the square roots tk = xk1/2. The optimal nodes to 25 decimals, as computed in double precision arithmetic on the CDC 6500 computer, are as follows:
-h = h Table 2 in [5] reveals agreement in all twelve digits given there.
* None of the zeros vanish; we could thus equally well speak of "nonnegative" zeros.
