This paper presents the methodology, properties and processing of the time-frequency techniques for non-stationary signals, which are frequently used in biomedical, communication and image processing fields. Two classes of time-frequency analysis techniques are chosen for this study. One is short-time Fourier Transform (STFT) technique from linear time-frequency analysis and the other is the Wigner-Ville Distribution (WVD) from Quadratic time-frequency analysis technique. Algorithms for both these techniques are developed and implemented on non-stationary signals for spectrum analysis. The results of this study revealed that the WVD and its classes are most suitable for time-frequency analysis.
Introduction
map a one-dimensional function of time x(t) into a two-dimensional function of time and frequency x(t, f) [1] .
In order to process such non-stationary signals, time-frequency analysis and processing methods are required. Generally, they fall into one of the two categories of time-frequency distributions (TFDs), the linear time-frequency distributions and the quadratic time-frequency distributions (QTFDs). The TFDs give useful information about frequency changes over time. The signal component could be considered as energy continuity in time without abrupt changes in frequency [2] .
Non-stationary signals comprise of mono component or multi-component.
Linear TFDs, such as short-time Fourier transform (STFT), which is often used as a first choice of tool in time-frequency analysis, due to their simplicity in usage, well-established algorithm and analysis technique [3] . In order to get en- 
Short-Time Fourier Transformation
STFT is one of the linear time-frequency representations based on the straightforward approach of slicing the waveform of interest into a number of short segments and performing the analysis on each of these segments, using standard Fourier transform. A window function is applied to segment the data, which effectively isolates the segment from the overall signal data, since the segment within the window is assumed as stationary and provides time localization. Then, Fourier Transform is applied to the windowed data and the spectrum or spectrogram could be calculated from the estimated Fourier coefficients.
The STFT of the signal x(t) is given by [4] ( ) ( ) ( ) 
Upon selection of discrete STFT, the next step is to select an appropriate window and its size where two closest sinusoids can be distinguished using Equation 
Wigner and Wigner-Ville Distributions
All Quadratic Time-Frequency representations should satisfy the time and frequency shift invariance belong to general class of distributions introduced by Cohen and are given by the following expression [7] ( ) ( )
where x(u) is the time signal, x*(u) is its complex conjugate and
arbitrary function called the kernel. By choosing different kernels, different distributions are obtained. Wigner distribution is obtained by taking
Here, the range of all integrations is from −∞ to ∞.
A real valued signal x(t) is used in WDF, which has positive and negative frequency components and introduced aliasing or cross-terms between positive and negative frequencies in time-frequency domain.
Wigner-Ville Distribution
A simple approach to avoid aliasing is to use an analytic signal before computing the WDF. Ville (1948) proposed the use of the analytic signal in time-frequency representations of a real signal. An analytic signal is a complex signal that contains both real and imaginary components. The advantage of using analytical signal is that in the frequency domain the amplitude of negative frequency components are zero. The imaginary part is obtained by Hilbert transform. 
where H[x(t)] is the Hilbert transform, which is generated by the convolution of the impulse response h(t) of 90˚ phase shift as follows
The discrete form of the equation is given by, (5), the continuous time WVD is obtained for continuous time signal ( )
where t is time domain variable, f is frequency domain variable and z(t) is analytical associate of the real signal x(t) obtained from Hilbert Transform. The 
Its discrete version is
where τ and n are the time lags as in autocorrelation, and * represents the complex conjugate of the signal z. The instantaneous autocorrelation function S. Sivakumar, D. Nedumaran retains both lag and time. Some important properties examined shows that WVD is always real and satisfies time and frequency marginal characteristics.
STFT Algorithm Implementation
Fast Fourier Transform (FFT) is applied using straight forward approach using the separate function [B,t,f] coded in MATLAB. Here, B is a complex matrix containing the magnitude and phase of the STFT frequency spectrum with the rows encoding the time-axis and the column representing the frequency-axis and t and f are optional argument vectors that can be helpful in plotting.
DWVD Algorithm Implementation
The following are the steps involved to develop the algorithm:
Step 1: Convert the real signal into analytical signal using Hilbert transform.
Step 2: Compute the WVD using a separate function. The input function has arguments x and f s .
Step 3: Compute the instantaneous autocorrelation using loop to construct an array.
Step 4: Find the WVD magnitude using FFT.
Spectrum Analysis of the Proposed Time-Frequency Distributions

1) Two Sequential Sinusoid
The proposed STFT and WVD techniques are tested over different inputs such as a two sequential sinusoid of 10 Hz and 50 Hz. The sinusoid is preceded and followed by a time gap of 0.5 sec. The simulated signals are shown in Figure   1 .
The STFT magnitude spectrum and contour plot shown in Figure 2 The lack of finite support in either time or frequency is evident from the appearance of energy slightly before 0.5 sec and after 0.5 sec and energy other than 10 and 50 Hz as shown in Figure 3 . Further, when the window length is increased, the frequency resolution increases but there is a decreases in the time resolution.
The DWVD magnitude spectrum and contour plot shown in Figure 4 and and 200 Hz over a 1 sec period is generated as shown in Figure 6 .
The STFT magnitude spectrum and contour plots shown in Figure 7 and In the DWVD magnitude spectrum and contour plots shown in Figure 9 and 
3) ECG Signal
ECG signal is one of the non-linear multicomponent non-stationary signals.
The ECG wave form discrete data is imported to MATLAB [15] and is shown in . DWVD magnitude spectrum of chirp signal. Table 1 shows the important parameter to design the window function.
From the two STFT spectrums of the Arrhythmia ECG signal, the window width plays a predominant role; since the 128-point window unravels the high frequency components very well than the 32-point, even though there is a compromise in time resolution as shown in Figure 12 and Figure 13 . Thus, the Journal of Applied Mathematics and Physics STFT not preserving the marginal property, due to the presence of low energy signals which lead to spectral leakage. Whereas in DWVD magnitude spectrum shown in Figure 14 , the actual signals are found to be in short distances so that local oscillation takes place that introduces cross term between the two auto terms. When it is dominant enough, it could not able to provide good time and frequency resolution. 
Conclusion
In this work, two time-frequency analysis methods viz., discrete STFT and WVD algorithms were developed and compared with their performance for the purpose of defining and applications of the time-frequency resolution of the non-stationary signals. The performance of these methods was tested in three different non-stationary signals and their merits and demerits were investigated. The results of this study revealed that the time-frequency resolution of the STFT technique is inversely related to the window length. Increasing the window length increases the frequency resolution, but at the cost of reduction in frequency tracking capability. Conversely, WVD has several advantages over the STFT. It reduces the cross terms and sampling frequency by using an analytical signal. A DWVD also maintains some of the properties such as marginal and invariability of the non-stationary signals. It also produces a good spectrum of Journal of Applied Mathematics and Physics time-frequency structure. In the DWVD, the kernel ( ) , 1 θ τ ∅ = introduces cross terms. These cross-terms will be reduced by introducing the window, kernel and adaptive filters, which will make the DWVD a more suitable and powerful tool for non-stationary signal analysis. Since The Wigner Ville distribution preserves all the information, it will be used for two-dimensional signal processing like digital image processing. This work supports the need of using time-frequency distributions when dealing with non-stationary signals.
