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Abstract
Since the end of the 1980s, the study of quantum groups Uq(g)
has been a major focus within the field of modern representa-
tion theory and they play an important role for applications in
mathematical physics. They are a q-deformation of the universal
enveloping algebra U(g) of a Kac-Moody Lie algebra g and are
endowed with the structure of a Hopf algebra.
Hall algebras H(A ) of hereditary categories A are close-
ly related to quantum groups and explain their Hopf structure.
They were introduced in the late 1980s by Ringel and have been
drawing much attention since then. For example, the compositi-
on (Hall) algebra C(Q) of the Kronecker quiver Q = • (( 66 •
is isomorphic to the positive part U+q (ŝl2) of the quantum group
Uq(ŝl2). This allowed Burban and Schiffmann in [BS12] to de-
velop some known results about Uq(ŝl2) in a more conceptual
way.
For a symmetric Cartan matrix, the connection between the
composition algebra C(Q) of its simply laced quiver and the
iii
quantum group Uq(g) of its associated Kac-Moody Lie algebra is
well-understood, see Schiffmann [S09] for details. However, this
connection was much less developed for non-symmetric Cartan
matrices. Instead of simply laced quivers, species are involved
and were described by Dlab und Ringel in [DR76].
Hence, the main purpose of this thesis is to study the more
general objects and the following results have been established:
• For Cartan matrices of finite or affine type, the symmetries
of Uq(g) introduced by Lusztig in [L94] correspond to the
reflection functors of Db(Rep(Q)) by Bernstein, Gelfand
and Ponomarev.
• The composition algebra for species of Dynkin or Eucli-
dean type contains all preprojective and all preinjective
representations, as well as certain sums 1˜rδ of regular ele-
ments.
Using the approach of [BS12], some initial results for the Kac-
Moody Lie algebra of type A˜21 are presented as well.
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Kurzzusammenfassung
Quantengruppen Uq(g) stehen seit Ende der 80-er Jahre im
Mittelpunkt der modernen Darstellungstheorie und spielen eine
wichtige Rolle bei Anwendungen in der mathematischen Physik.
Sie sind q-Deformationen der universellen, einhu¨llenden Algebra
U(g) einer Kac-Moody-Liealgebra g und tragen die Struktur ei-
ner Hopfalgebra.
In engem Zusammenhang zu Quantengruppen stehen Hallal-
gebren H(A ) erblicher Kategorien und beschreiben deren Hopf-
struktur. Sie wurden Ende der 80-er Jahre von Ringel eingefu¨hrt
und haben seitdem fu¨r viel Aufmerksamkeit gesorgt. Zum Bei-
spiel ist die Kompositionsalgebra C(Q) der Kategorie der end-
lichdimensionalen Darstellungen des Kroneckerko¨chersQ = • (( 66 •
zum positiven Teil U+q (ŝl2) der Quantengruppe Uq(ŝl2) isomorph.
Dies erlaubte es Burban und Schiffmann [BS12], einige bekannte
Resultate u¨ber Uq(ŝl2) ”
konzeptuell“ herzuleiten.
Dieser Zusammenhang ist fu¨r Liealgebren mit symmetrischer
Cartanmatrix auf der einen Seite bzw. fu¨r Ko¨cher mit einfachen
Kanten auf der anderen Seite gut verstanden und z.B. bei Schiff-
v
mann [S09] detailliert beschrieben. Fu¨r Liealgebren symmetri-
sierbarer Cartanmatrizen bzw. fu¨r Gattungen ist der Zusam-
menhang weniger erforscht, obwohl Gattungen und ihre Dar-
stellungstheorie bereits in den 70-er Jahren von Dlab und Ringel
[DR76] beschrieben wurden.
Fu¨r die Verallgemeinerung auf symmetrisierbare Cartanma-
trizen sind in dieser Dissertation folgende Ergebnisse beschrie-
ben:
• Fu¨r Cartanmatrizen von endlichem oder affinem Typ ent-
sprechen die Lusztigschen Symmetrien [L94] den Spiege-
lungsfunktoren von Bernstein, Gelfand und Ponomarev.
• Die Kompositionsalgebra fu¨r Gattungen vom Dynkintyp
oder Euklidischem Typ entha¨lt alle pra¨projektiven und
alle pra¨injektiven Darstellungen sowie geeignete Summen
1˜rδ regula¨rer Elemente.
Fu¨r eine Verallgemeinerung der Resultate aus [BS12] auf die
Liealgebra vom Typ A˜21 werden erste Ergebnisse erzielt.
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Einleitung
Seit Ende der 80-er Jahre stehen Quantengruppen im Mittel-
punkt der modernen Darstellungstheorie. Eine Quantengruppe
Uq(g) ist eine sogenannte q-Deformation der universell einhu¨llen-
den Algebra U(g) einer Kac-Moody-Liealgebra g. Ihre Darstel-
lungstheorie spielt eine wichtige Rolle bei Anwendungen in der
mathematischen Physik und hat eine reichhaltige und elegante
Kombinatorik.
Als Beispiel nimmt die Algebra Uq(ŝl2) eine wichtige Rol-
le in der Theorie des Heisenbergschen XXZ-Modells ein, wel-
ches insbesondere eine pha¨nomenologisch zufriedenstellende Be-
schreibung des Antiferromagnetismus liefert. Aus mathemati-
scher Perspektive hat Uq(ŝl2) eine sehr interessante und reich-
haltige Darstellungstheorie.
Die Hopfalgebrenstruktur der Quantengruppen wird am bes-
ten durch die Theorie der Hallalgebren erblicher Kategorien be-
schrieben. Die Theorie der Hallalgebren wurde Ende der 80-er
Jahre von Ringel eingefu¨hrt und hat seitdem fu¨r sehr viel Auf-
merksamkeit gesorgt. Zum Beispiel ist die Kompositionshallal-
ix
gebra C(Q) der Kategorie der Darstellungen des Kroneckerko¨-
chers Q = • ((66 • zum positiven Teil U+q (ŝl2) der Quanten-
gruppe Uq(ŝl2) isomorph. Wie im Forschungsprogramm einer
Arbeit von Burban und Schiffmann [BS12] gezeigt wurde, las-
sen sich u¨ber die Darstellungstheorie von Q viele Resultate u¨ber
Uq(ŝl2) ”
konzeptuell“ herleiten:
• Die Lusztigschen Symmetrien von Uq(ŝl2) entsprechen den
Spiegelungsfunktoren von Bernstein, Gelfand und Pono-
marev,
• die Poincare´-Birkhoff-Witt-Basis von U+q (ŝl2) la¨sst sich
mit Hilfe der Auslander-Reiten-Theorie endlichdimensio-
naler Darstellungen von Q konstruieren und
• der Drinfeld-Beck-Isomorphismus Uq(ŝl2)→ Uq(Lsl2) steht
im Bezug zur A¨quivalenz abgeleiteter KategorienDb
(
Rep(Q)
)→
Db
(
Coh(P1)
)
.
Die Liealgebra ŝl2 besitzt die Cartanmatrix(
2 −2
−2 2
)
, welche u¨ber eine Art Zwilling
(
2 −1
−4 2
)
verfu¨gt. Die zweite Cartanmatrix geho¨rt zur Quantengruppe
Uq(A˜
2
1), die auch Anwendungen in der mathematischen Phy-
sik hat: Sie ist die Symmetriealgebra des sogenannten Korepin-
Izergin-Modells. Allerdings ist ihre Cartanmatrix nicht symme-
trisch bzw. besitzt ihr klassifizierendes Diagramm keine einfa-
chen Kanten.
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Analog zum Kroneckerko¨cher kann die positive Ha¨lfte Uq(b
+)
einer Kac-Moody-Liealgebra g mit symmetrischer Cartanmatrix
als Kompositionsalgebra ihres beschreibenden Diagramms reali-
siert werden (vgl. [S09]). Fu¨r die umfassendere Klasse symmetri-
sierbarer Cartanmatrizen ist der Zusammenhang bisher weniger
detailliert in der Forschungsliteratur zu finden. Dazu soll mit
dieser Dissertation ein Beitrag geleistet werden.
Als Motivation fu¨r Gattungen soll an eine klassische Herkunft
fu¨r Pfadalgebren erinnert werden: Betrachte eine endlich dimen-
sionale, basische und erbliche Algebra A u¨ber einem algebraisch
abgeschlossenem Ko¨rper k. Dann zerfa¨llt der Quotient nach dem
Jacobsonradikal rad(A) in ein Produkt
Λ0 := A/ rad(A) =
∏
1≤i≤n
Fi
aus endlich dimensionalen Schiefko¨rpern Fi mit Fi ∼= k und der
Quotient rad(A)/ rad2(A) wird zu einem Λ0-Λ0-Bimodul. Dieser
Quotient kann weiter in Fi-Fj-Bimoduln iMj
Λ1 := rad(A)/ rad
2(A) =
⊕
1≤i,j≤n
iMj
mit iMj ∼= kmi,j zerlegt werden. Mit diesen Daten la¨sst sich ein
Ko¨cher Q definieren, der n Knoten und mi,j parallele Kanten
der Form i→ j besitzt. Da A endlich dimensional ist, wird der
Ko¨cher weder Schleifen noch gerichtete Kreise haben und es gilt
das bekannte Theorem (u.a. in [ASS06] zu finden)
A ∼= kQ :=
⊕
n∈N0
Λn mit Λn := Λ1 ⊗Λ0 . . .⊗Λ0 Λ1︸ ︷︷ ︸
n mal
,
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welches einen Isomorphismus zwischen der urspru¨nglichen Al-
gebra A und der Pfadalgebra kQ des konstruierten Ko¨chers
Q liefert. Die Voraussetzungen basisch bzw. erblich kann man
durch eine Abschwa¨chung der Aussage auf Morita-A¨quivalenz
bzw. einen Quotienten kQ/I nach einem zula¨ssigen Ideal I fal-
len lasen.
Zur Konstruktion einer Hallalgebra sind endliche Morphis-
menra¨ume sowie eine endliche Anzahl an Erweiterungen zwin-
gend notwendig, sodass in obigem Beispiel die Algebra A u¨ber
einem endlichen Ko¨rper Fq, insbesondere also u¨ber einem nicht
algebraisch abgeschlossenem Ko¨rper lebt. Die erwa¨hnten Schief-
ko¨rper Fi sind nicht mehr notwendigerweise zu Fq isomorph,
aber ihrerseits endlich und somit glu¨cklicherweise ebenfalls end-
liche Ko¨rper. Fu¨r die Fi-Fj-Bimoduln iMj lassen sich nicht mehr
notwendigerweise Basen simultan bzgl. der Wirkung von beiden
Ko¨rpern finden.
In diesem Fall genu¨gen also die Daten (Q0, Q1) u¨ber Knoten
und Kanten eines Ko¨chers nicht mehr. Stattdessen sind neben
der Indexmenge Γ der Knoten noch die Ko¨rper {Fi}i∈Γ und
die Bimoduln {iMj}i,j∈Γ ausschlaggebend und definieren zu-
sammen eine Gattung. Das oben erwa¨hnte Theorem besitzt ei-
ne
”
modifizierte“ Variante fu¨r perfekte (insbesondere endliche)
statt algebraisch abgeschlossene Ko¨rper, die sich genauso wie
obige Variante liest, wobei die beschriebene Tensoralgebra nicht
mehr mit der Pfadalgebra eines Ko¨chers u¨bereinstimmt.
Definiert man nun fi := [Fi : Fq] als den Grad der Ko¨rperer-
weiterung und dij := dimFj (iMj), stellt man fest, dass fjdij =
fidji gilt. Mit den fi la¨sst sich also eine Diagonalmatrix D und
mit den dij eine Cartanmatrix C definieren, sodass DC sym-
xii
metrisch ist. Insbesondere sind Gattungen bzw. die Kategorie
ihrer Darstellungen ein potentiell gutes Instrument, um Quan-
tengruppen symmetrisierbarer Cartanmatrizen durch Hallalge-
bren auszudru¨cken. Hiermit wird ein Beitrag geleistet, um diese
Sichtweise zu besta¨tigen.
Diese Dissertation ist in drei Kapitel aufgeteilt.
Im ersten Kapitel werden die Grundlagen zur Hallalgebra
H(A ) einer geeigneten, abelschen Kategorie A und deren (re-
duziertem) Drinfelddoppel DH(A ) gelegt und folgende Inhal-
te wiederholt: Der Satz von Cramer liefert Isomorphismen zwi-
schen reduzierten Drinfelddoppeln von Hallalgebren und erfor-
dert seinerseits etwas Grundbau u¨ber die beschra¨nkte, abgelei-
tete Kategorie Db(A ) einer abelschen Kategorie A - vor allem
fu¨r eine erbliche Kategorie A . Von weiterem zentralem Interesse
ist die Beziehung zur Quantengruppe Uq(gC) einer Cartanma-
trix C, welche zuerst eingefu¨hrt und in Analogie zur Hallalgebra
als Drinfelddoppel ihrer Ha¨lfte Uq(b
+
C) formuliert wird.
Im zweiten Kapitel werden Gattungen Γ und ihre Darstel-
lungstheorie Rep(Γ) entwickelt, wobei der Schwerpunkt auf Gat-
tungen mit einer positiv semidefiniten, quadratischen Form qΓ
liegt (im Folgenden als zahme Gattungen bezeichnet). Bereits
in den Grundlagen fallen dabei viele A¨hnlichkeiten zu Ko¨chern
Q auf, die sich gro¨ßenteils daraus ergeben, dass beide assozi-
ierten Algebren kQ bzw. Λ(Γ) Tensoralgebren sind. Die beiden
Begriffe eines relativ bzw. absolut gewichteten Graphen werden
verglichen und in einen Zusammenhang mit symmetrisierbaren
Cartanmatrizen C gestellt. Fu¨r Quellen bzw. Senken ∗ ∈ Γ defi-
nierte Spiegelungsfunktoren S±∗ und die zu einer zula¨ssigen Folge
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von Knoten assoziierten Coxeterfunktoren C± sind auch hier der
Start der Konstruktion vieler unzerlegbarer Darstellungen.
Das dritten Kapitel konzentriert sich auf die Kompositions-
algebra C(Γ) der Hallalgebra H(Γ) aller endlichdimensionaler
Darstellungen einer Gattung Γ. Als erstes Resultat dieser Dis-
sertation wird gezeigt, dass die abgeleiteten Spiegelungsfunkto-
ren
RS+∗ : Db(Γ)
--
Db(s∗Γ)ll : LS−∗
fu¨r beliebige Gattungen Γ A¨quivalenzen der beschra¨nkten, ab-
geleiteten Kategorien Db(Γ) und Db(s∗Γ) der Darstellungen von
Γ bzw. der im Knoten ∗ ∈ Γ gespiegelten Gattung s∗Γ bilden.
Zusa¨tzlich kann fu¨r zahme Gattungen gezeigt werden, dass sich
die durch den Satz von Cramer induzierten Isomorphismen S±∗
der reduzierten Drinfelddoppel DH(Γ) bzw. DH(s∗Γ) auf die
reduzierten Doppel der Kompositionsalgebren einschra¨nken las-
sen
S+∗ : DH(Γ)
-- DH(s∗Γ)mm : S−∗ ,
DC(Γ)
⊆
OO
oo // DC(s∗Γ)
⊆
OO
welche isomorph zur Quantengruppe sind. Durch eine geeigne-
te Wahl des Isomorphismus ergeben sich genau die bereits von
Lusztig in [L94, Chapter 37] beschriebenen Isomorphismen, fu¨r
die hiermit eine kategorielle und damit konzeptuelle Konstruk-
tion beschrieben wird. Desweiteren lassen sich fu¨r zahme Gat-
xiv
tungen folgende Elemente in der Kompositionsalgebra finden∏
P∈P
[P ]mP ·
∏
r∈N
1˜
mr
rδ ·
∏
I∈I
[I]mI ,
wobei δ die imagina¨re Wurzel, 1˜rδ die Summe aller regula¨ren
Darstellungen mit Dimensionsvektor rδ und P bzw. I die vollen
Unterkategorien der pra¨projektiven bzw. pra¨injektiven Darstel-
lungen der zahmen Gattung Γ beschreiben. Im Fall des Krone-
ckerko¨chers bzw. einer Gattung vom Typ A˜11 konnte in [BS12]
gezeigt werden, dass diese Elemente eine Basis der Kompositi-
onsalgebra bilden. Der Drinfeld-Beck-Isomorphismus Uq(ŝl2)→
U(Lsl2) steht im Bezug zur A¨quivalenz der abgeleiteten Kate-
gorien Db(Rep(Q)) und Db(Coh(P1)). Daher ist es sinnvoll, eine
Art Kompositionsalgebra in Coh(P1) zu definieren, fu¨r die eine
Basis bereits bekannt ist und welche maßgeblich im Beweis hilft.
Fu¨r den eingangs erwa¨hnten Zwilling A˜21 werden am Ende erste
Resultate beschrieben, wobei vor allem die Konstruktion eines
Analogons zu Coh(P1) mittels Kipptheorie gelungen ist.
Vom gegenwa¨rtigen Stand der Arbeit ausgehend gibt es mehrere
mo¨gliche Anschlussprojekte.
Als na¨chstliegende Aufgabe kann das beschriebene Programm
fu¨r die vermutete Basis der Kompositionsalgebra C(A˜21) mit gro¨ße-
rem geometrischem Hintergrund ho¨chstwahrscheinlich vollendet
werden.
Vermutlich lassen sich die von den abgeleiteten Spiegelungs-
funktorn induzierten Isomorphismen S±∗ fu¨r beliebige Gattun-
gen auf die reduzierten Drinfelddoppel der Kompositionsalge-
bren einschra¨nken. Dazu mu¨sste eine Kante von beliebigem Ge-
xv
wicht (n,m) betrachtet und die gespiegelten einfachen Darstel-
lungen S±∗ (Si) als Linearkombination von Produkten von S∗ und
Si geschrieben werden.
U¨ber Kac-Moody-Liealgebren hinaus werden in der Literatur
auch verallgemeinerte Kac-Moody-Liealgebren bzw. Borcherds
Kac-Moody-Liealgebren betrachtet. Auch wenn deren Graphen
Schleifen erlauben, sind an Knoten ohne Schleifen Spiegelungs-
funktoren wie bei Gattungen mo¨glich, sodass sich vielleicht Ana-
loga zu den von Lusztig beschriebenen Isomorphismen ergeben.
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Kapitel 1
Hallalgebren und
Quantengruppen
Dieses Kapitel bescha¨ftigt sich mit allen Grundlagen zu Hallal-
gebren und Quantengruppen, die im weiteren Verlauf wichtig
sein werden. Zu Beginn werden dabei Quantenzahlen und nu¨tz-
liche Formeln fu¨r diese eingefu¨hrt.
Der erste Abschnitt bescha¨ftigt sich mit Hopfalgebren H,
welche die mathematische Struktur sowohl von Quantengrup-
pen als auch Hallalgebren beschreiben. Die Zusatzstruktur einer
Hopfalgebra gegenu¨ber einer Algebra bereichern die Modulkate-
gorie Mod -H um weitere Operationen wie Tensorprodukte oder
duale Moduln. Beispiele fu¨r Hopfalgebren sind Gruppenalgebren
k[G] und Polynomringe k[Xi | i ∈ I] mit beliebig vielen Varia-
blen. Das Tensorprodukt A ⊗ B zweier Hopfalgebren A und B
1
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tra¨gt die Struktur einer Hopfalgebra D˜ϕ(A,B) - Drinfelddoppel
oder Quantendoppel genannt -, welches von einer Hopfalgebren-
paarung ϕ : A×B → k abha¨ngt und im Folgenden eine wichtige
Rolle spielen wird.
Im Abschnitt u¨ber abgeleitete Kategorien werden die Begrif-
fe der Kategorie beschra¨nkter Kettenkomplexe Chainb(A ) ei-
ner abelschen Kategorie A , deren Homopotiekategorie Hotb(A )
und deren abgeleiteter Kategorie Db(A ) wiederholt. Da fu¨r Hal-
lalgebren erbliche Kategorien vonno¨ten sind, wird zusa¨tzlich an
einige Eigenschaften von Db(A ) erinnert, die fu¨r erbliche Kate-
gorien A gelten.
Der dritte Abschnitt fu¨hrt die Hallalgebra H(A ) einer ge-
eigneten Kategorie A in einer kompakten und an die Darstel-
lung in [BS12] angelehnten Form ein. Diese wird am einfachsten
Beispiel A = Mod -Fq veranschaulicht und liefert direkt eine
nu¨tzliche Formel fu¨r Potenzen einfacher Objekte einer Hallalge-
bra. Die Greensche Form ist eine Hopfpaarung und ermo¨glicht
die Konstruktion des Drinfelddoppels D˜ H(A ), welche eine na-
heliegende Reduzierung DH(A ) besitzt. Fu¨r diese Reduzierung
gilt der Satz von Cramer, welcher von einer A¨quivalenz geeig-
neter, abgeleiteter Kategorien Db(A ) bzw. Db(B) ausgehend
einen Isomorphismus der reduzierten Drinfelddoppel DH(A )
bzw. DH(B) liefert und von zentraler Bedeutung im letzten
Kapitel sein wird.
Im letzten Abschnitt wird die Quantengruppe Uq(gC) einer
Cartanmatrix C eingefu¨hrt, welche sich a¨hnlich zur Hallalge-
bra als ein reduziertes Doppel ihrer Unterhopfalgebra Uq(b
+
C)
schreiben la¨sst. Man erha¨lt eine Einbettung Uq(b
+
C) → H(QC),
deren Bild die Kompositionsalgebra C(QC) genannt wird und
2
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fu¨r darstellungsendliche Cartanmatrizen bereits mit der gesam-
ten Hallalgebra u¨bereinstimmt.
Quantenzahlen
Definition 1.1: Fu¨r 0 ≤ n ≤ m ∈ N und v ∈ C\{±1} definiere[
m
n
]
v
:=
[m]v!
[n]v! · [m− n]v! , [n]v! :=
n∏
i=1
[i]v und [n]v :=
vn − v−n
v − v−1 .
Sind Verwechslungen ausgeschlossen oder spielt v nur eine un-
tergeordnete Rolle, wird der Index auch weggelassen.
Bemerkung 1.2: Aus der Definition geht schnell hervor, dass[
m
n
]
=
[
m
m− n
]
.
Lemma 1.3: Fu¨r 0 ≤ n ≤ m ∈ N und v ∈ C \ {±1} gilt[
m
n
]
= vm−n
[
m− 1
n− 1
]
+ v−n
[
m− 1
n
]
.
Beweis: Eine explizite Rechnung liefert das Gewu¨nschte:
rechte Seite = vm−n
[m− 1]!
[n− 1]![m− n]! + v
−n [m− 1]!
[n]![m− 1− n]!
=
[m− 1]!
[n]![m− n]! ·
(
vm−n[n] + v−n[m− n]
)
.
Zeige noch vm−n[n] + v−n[m− n] = [m]:
3
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vm−n[n] + v−n[m− n] = vm−n v
n − v−n
v − v−1 + v
−n v
m−n − vn−m
v − v−1
=
1
v − v−1
(
vm−vm−2n + vm−2n︸ ︷︷ ︸
=0
−v−m
)
.
X
Lemma 1.4: Ist Gr(p, d) = {V ⊆ kd | dim(V ) = p} und
v =
√|k|, so gilt
|Gr(n,m+ n)| = vmn
[
m+ n
n
]
.
Beweis: Der Beweis erfolgt durch Za¨hlen aller mo¨glichen (geord-
neten) Basen fu¨r V in kn+m. Da unterschiedliche Basen den sel-
ben Vektorraum liefern ko¨nnen, muss das Ergebnis noch durch
die Anzahl aller (geordneten) Basen von V geteilt werden. Wa¨hle
nacheinander immer weitere Basisvektoren {vi}ni=1 im Komple-
ment von 〈v1, . . . , vi−1〉 und erhalte
n∏
i=1
(|k|m+n − |k|i−1) = n−1∏
i=0
(|k|m+n − |k|i)
=
n−1∏
i=0
(
v2(m+n) − v2i)
=
n−1∏
i=0
vm+n+i · (vm+n−i − v−(m+n−i)) .
4
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Die Basen von V lassen sich analog za¨hlen, sodass sich eine
a¨hnliche Formel ergibt:
n∏
i=1
(|k|n − |k|i−1) =
n−1∏
i=0
vn+i · (vn−i − v−(n−i)) .
Als Quotient und erweitert mit v−v
−1
v−v−1 ergibt sich
n−1∏
i=0
vm+n+i
vm+n−i − v−(m+n−i)
v − v−1 ·
(
vn+i
vn−i − v−(n−i)
v − v−1
)−1
=
n−1∏
i=0
vm+n+iv−i−n · [m+ n− i]
[n− i]
=
[
m+ n
n
]
·
n−1∏
i=0
vm .
X
1.1 Hopfalgebren
Definition 1.5: Sei k eine Ko¨rper. Eine k-Algebra ist ein Tupel
(A,µ, η) bestehend aus einem k-Vektorraum A und zwei linearen
Abbildungen Multiplikation µ : A⊗A→ A und Einheit η : k →
5
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A, sodass folgende Diagramme kommutieren:
A⊗A⊗A
id⊗µ

µ⊗id // A⊗A
µ

k ⊗A η⊗id//
λ⊗a7→λa
##
A⊗A
µ

A⊗ kid⊗ηoo
λ⊗a7→λa
{{
A⊗A µ // A A
Eine k-Koalgebra ist ein Tupel (C,∆, ε) bestehend aus einem k-
Vektorraum C und zwei linearen Abbildungen Komultiplikation
∆ : C → C ⊗ C und Koeinheit ε : C → k, sodass folgende
Diagramme kommutieren:
C ⊗ C ⊗ C C ⊗ C∆⊗idoo k ⊗ C C ⊗ Cε⊗idoo id⊗ε// C ⊗ k
C ⊗ C
id⊗∆
OO
C
∆oo
∆
OO
C
c7→1⊗c
cc
∆
OO
c7→c⊗1
;;
Eine k-Bialgebra ist ein Tupel (B,µ, η,∆, ε), sodass (B,µ, η)
eine Algebra und (B,∆, ε) ein Koalgebra ist und µ, ε Algebren-
morphismen bzw. a¨quivalent µ, η Koalgebrenmorphismen sind.
Bemerkung 1.6: Tra¨gt eine k-Algebra A die Struktur einer Bi-
algebra, bereichert das die Modulkategorie Mod -A um folgende
Operationen:
• Sind M und N zwei A-Moduln, so wird (der Vektorraum)
M ⊗kN durch lineare Fortsetzung der Vorschrift (m⊗n) ·
a := m⊗ n ·∆(a) zu einem A-Modul.
• Der Ko¨rper k wird durch λ·a := λ·ε(a) zu einem A-Modul.
6
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Wegen der Eigenschaften von ∆ und ε ist die Operation −⊗−
assoziativ und der Modul k ein neutrales Element bzgl. ⊗.
Beispiel 1.7: Sei V eine Vektorraum und bezeichne mit τ :
V ⊗ V → V ⊗ V das Vertauschen der Eintra¨ge, gegeben durch
v ⊗ w 7→ w ⊗ v auf Erzeugern.
Ist (A,µ, η) eine Algebra, so ist die opponierte Algebra Aop :=
(A,µ ◦ τ, η) wieder eine Algebra. Ist dual (C,∆, ε) eine Koalge-
bra, so ist die coopponierte Koalgebra Ccoop := (C, τ ◦ ∆, ε)
wieder eine Koalgebra.
Definition 1.8: Sei C eine Koalgebra. Ein Unterraum I ⊆ C
heißt Koideal, falls ∆(I) ⊆ I ⊗ C + C ⊗ I und ε(I) = 0.
Lemma 1.9: Ist I ⊆ C Koideal einer Koalgebra C, so tra¨gt der
Quotientenvektorraum C/I eine kanonische Koalgebrenstruk-
tur.
Definition 1.10: Seien B und B′ k-Bialgebren. Eine Bial-
gebrenpaarung ist eine Bilinearform ϕ : B × B′ → k, welche
folgende Eigenschaften erfu¨llt:
∀b1, b2 ∈ B ∀b′ ∈ B′ : ϕ
(
µB(b1⊗b2), b′
)
= ϕ
(
b1⊗b2,∆B′(b′)
)
,
∀b ∈ B ∀b′1, b′2 ∈ B′ : ϕ
(
b, µB′(b
′
1⊗b′2)
)
= ϕ
(
∆B(b), b
′
1⊗b′2
)
,
∀b ∈ B : ϕ(b, ηB′(1)) = εB(b) ,
∀b′ ∈ B′ : ϕ(ηB(1), b′) = εB′(b′) .
Die Bilinearform wird dabei durch ϕ(b1⊗b2, b′1⊗b′2) = ϕ(b1, b′1)·
ϕ(b2, b
′
2) auf das Tensorprodukt fortgesetzt.
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Lemma 1.11: Seien A eine Algebra und C eine Koalgebra.
Auf der Menge Homk(C,A) kann man das Konvolutionsprodukt
f ∗ g := µA ◦ (f ⊗ g) ◦∆C
definieren, welches assoziativ ist und ein neutrales Element ηA ◦
εC besitzt.
Definition 1.12: Eine Bialgebra H heißt Hopfalgebra, falls id ∈
Endk(H) bzgl. des Konvolutionsprodukts ein Inverses Antipode
S : H → H besitzt.
Bemerkung 1.13: Seien H eine Hopfalgebra, M und N zwei
H-Moduln und schreibe ∆(h) =
∑
h(1) ⊗ h(2) fu¨r h ∈ H. Der
Vektorraum Homk(M,N) wird Dank der Antipode mit der Vor-
schrift (f · h)(m) := ∑ f(mS(h(1)))h(2) zu einem H-Modul.
Insbesondere kann man Moduln durch M∗ := Homk(M,k)
dualisieren.
Lemma 1.14: Sei H eine Hopfalgebra. Dann definiert die An-
tipode S einen Morphismus von Bialgebren S : H → (Hop)coop.
Insbesondere ist S : H → H ein Antialgebrenmorphismus.
Beispiel 1.15: Sei k ein Ko¨rper. Die Eigenschaften einer Ko-
multiplikation, Koeinheit und Antipode legen diese bereits auf
dem Ko¨rper fest, sodass ∆(1) = 1⊗1, ε(1) = 1 und S(1) = 1 als
einzige mo¨gliche Wahl die Struktur einer Hopfalgebra definieren.
Die beschriebenen Zusatzmo¨glichkeiten fu¨r Moduln ergeben
hier in diesem Spezialfall lediglich die bereits bekannten Kon-
struktionen fu¨r Vektorra¨ume.
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Beispiel 1.16: Sei k ein Ko¨rper. Dann wird die freie Algebra
k〈Xi|i ∈ I〉 erzeugt von {Xi | i ∈ I} durch
∆(Xi) = Xi ⊗ 1 + 1⊗Xi ,
ε(Xi) = 0 und
S(Xi) = −Xi
zu einer Hopfalgebra. Das Ideal (XiXj − XjXi | i 6= j) ist ein
Koideal, sodass auch der Polynomring k[Xi|i ∈ I] eine Hopfal-
gebrenstruktur tra¨gt.
Beispiel 1.17: Seien k ein Ko¨rper und G eine Gruppe. Die
Gruppenalgebra k[G] =
⊕
g∈G keg mit Multiplikation eg · eh :=
egh wird durch folgende Vorschriften zu einer Hopfalgebra:
∆(eg) = eg ⊗ eg ,
ε(eg) = 1 ,
S(eg) = eg−1 .
Definition 1.18: SeienH1 undH2 k-Hopfalgebren. Eine Hopfal-
gebrenpaarung ϕ : H1×H2 → k ist eine Bialgebrenpaarung mit
der zusa¨tzlichen Eigenschaft ϕ(SH1(h1), h2) = ϕ(h1, S
−1
H2
(h2))
fu¨r h1 ∈ H1 und h2 ∈ H2.
Theorem 1.19 (Drinfeld): Sei H eine endlichdimensionale
Hopfalgebra. Dann existiet eine eindeutige Hopfalgebrenstruk-
tur auf D˜H := H⊗H∗coop, sodass folgende Eigenschaften gelten:
• H und H∗coop sind Hopfunteralgebren von D˜H.
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• Die natu¨rliche Paarung {−,−} auf D˜H ist eine Hopfalge-
brenpaarung.
• Sind h ∈ H und h′ ∈ H∗coop, so ist h · h′ = h⊗ h′ ∈ D˜H.
Daru¨berhinaus gelte folgende Vertauschregel fu¨r h ∈ H und
h′ ∈ H∗coop:
h′ · h =
∑
{h′(1), h(3)}{S−1(h′(3)), h(1)}h(2)h′(2)
Die Hopfalgebra D˜H heißt Drinfelddoppel.
Bemerkung 1.20: Ist ϕ : H1 × H2 → k eine nicht ausge-
artete Hopfalgebrenpaarung, lassen sich H∗1 und H2 miteinan-
der identifizieren, sodass sich ein Drinfelddoppel D˜ϕ(H1, H2) =
H1 ⊗Hcoop2 ergibt.
Besonders interessant ist der Fall H1 = H2, fu¨r den sich das
Theorem wie folgt leicht umformulieren la¨sst.
Lemma 1.21: Sei H eine endlichdimensionale Hopfalgebra mit
einer nicht ausgearteten Hopfalgebrenpaarung (−,−). Seien H+
und H− zwei isomorphe Kopien von H, wobei H− mit dem
opponierten Koprodukt ausgestattet sei. Sei D die Hopfalgebra
erzeugt von H+ und H− modulo folgender Relationen:
• H± seien Unterhopfalgebren.
• Fu¨r h± ∈ H± gelte
h− · h+ =
∑
(h−(1), h
+
(3))(S
−1(h−(3)), h
+
(1))h
+
(2)h
−
(2) .
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Dann ist die Multiplikationsabbildung H+ ⊗H− → D ein Iso-
morphismus von Vektorra¨umen.
Bemerkung 1.22: Diese Umformulierung la¨sst sich auch auf
unendlichdimensionale Hopfalgebren oder ausgeartete Hopfalge-
brenpaarungen anwenden, liefert aber im allgemeinen nur eine
topologische Hopfalgebra, d.h. dass die Komultiplikation ∆ :
D → D⊗̂D Werte in einer geeigneten Vervollsta¨ndigung des
Tensorprodukts D ⊗D annimmt.
Beispiel 1.23: Seien H und H ′ Hopfalgebren, dann definiert
ϕ0(h, h
′) := εH(h)εH′(h′) eine Hopfalgebrenpaarung. Das Drin-
felddoppel D˜ϕ0(H,H ′) = H ⊗ H ′coop ist das Standartprodukt
zweier Hopfalgebren mit eintragsweise definierter Hopfalgebren-
struktur (und opponierter Komultiplikation fu¨r H ′).
1.2 Abgeleitete Kategorien
Definition 1.24: Sei A eine abelsche Kategorie.
• Ein Kettenkomplex in A ist ein Tupel X• = (Xi, diX)i∈Z
mit Objekten Xi ∈ Ob(A ) und Morphismen diX : Xi →
Xi+1, sodass di+1X ◦ diX = 0 oder a¨quivalent im(diX) ⊆
ker(di+1X ) fu¨r alle i ∈ Z.
• Ein Morphismus von Kettenkomplexen f• : X• → Y • be-
steht aus Morphismen f i : Xi → Y i ∈ HomA (Xi, Y i),
sodass f i+1 ◦ diX = diY ◦ f i fu¨r alle i ∈ Z.
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• Ein Kettenkomplex X• heißt beschra¨nkt, wenn Xi = 0 fu¨r
fast alle i ∈ Z.
Bezeichne mit Chainb(A ) die Kategorie aller beschra¨nkten Ket-
tenkomplexe.
Bemerkung 1.25: Chainb(A ) ist eine abelsche Kategorie mit
eintragsweisen direkten Summen, Bildern und Kernen.
Definition 1.26: Sei A eine abelsche Kategorie.
• Zwei Morphismen f•, g• : X• → Y • von Kettenkomplexen
heißen homotop, wenn es Morphismen hi : Xi → Y i−1
gibt, sodass f i − gi = hi+1diX + di−1Y hi fu¨r alle i ∈ Z.
• Der Shiftfunktor [1] ist auf Kettenkomplexen durch (X•[1])i :=
Xi+1 und (dX[1])
i := −di+1X fu¨r Objekte bzw. (f•[1])i :=
f i+1 fu¨r Morphismen definiert.
• Der Abbildungskegel Cone(f•) eines Morphismus f• : X• →
Y • ist gegeben durch
Cone(f•)i := Xi+1⊕Y i und diCone(f•) :=
( −di+1X 0
f i+1 diY
)
.
Beachte, dass sich ein kurze, exakte Folge ergibt:
0 −→ Y • ι−→ Cone(f•) pi−→ X•[1] −→ 0 .
Bezeichne mit Hotb(A ) := Chainb(A )/ ∼ die Homotopiekate-
gorie der beschra¨nkten Kettenkomplexe von A , wobei genau
dann f• ∼ g•, wenn f• und g• homotop sind.
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Bemerkung 1.27: Hotb(A ) ist eine additive Kategorie und
wird zusammen mit dem Shiftfunktor [1] und Dreiecken iso-
morph zu Dreiecken der Gestalt X
f•−→ Y −→ Cone(f•) +1−→ zu
einer triangulierten Kategorie.
Definition 1.28: Sei A eine abelsche Kategorie.
• Die i-te Kohomologie eines Kettenkomplexes X• ist defi-
niert als der Quotient Hi(X•) := ker(diX)/ im(d
i−1
X ).
• Ist f• : X• → Y • ein Morphismus von Kettenkomple-
xen, so induziert f• eine Abbildung Hi(f•) : Hi(X•) →
Hi(Y •).
• Ein Morphismus von Kettenkomplexen f• heißt Quasiiso-
morphismus, falls Hi(f•) fu¨r alle i ∈ Z ein Isomorphismus
ist. Bezeichne mitQis die Klasse der Quasiisomorphismen.
Die abgeleitete Kategorie Db(A ) := Qis−1 Hotb(A ) entsteht
aus Hotb(A ) durch Invertieren aller Quasiisomorphismen.
Bemerkung 1.29: Db(A ) ist eine additive Kategorie und wird
zusammen mit dem Shiftfunktor [1] und Dreiecken isomorph zu
Dreiecken der Gestalt X
f•−→ Y −→ Cone(f•) +1−→ zu einer
triangulierten Kategorie.
Theorem 1.30: Der Funktor A → Db(A ), A 7→ A[0] mit
A[0]0 = A und A[0]i = 0 fu¨r i 6= 0 ist volltreu. Das wesentli-
che Bild besteht dabei aus allen beschra¨nkten Kettenkomplexen,
deren Kohomologie sich in Grad 0 konzentriert.
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Definition 1.31: Sei R ein Ring und A := Mod -R. Bezeichne
mit HotbP (A ) die Homotopiekategorie aller beschra¨nkten Ket-
tenkomplexe projektiver Moduln und mit HotbI(A ) die Homoto-
piekategorie aller beschra¨nkten Kettenkomplexe injektiver Mo-
duln.
Theorem 1.32: Sei R ein Ring von endlicher globaler Dimen-
sion und X• ein beschra¨nkter Komplex in A := Mod -R.
• Es gibt ein ausgezeichnetes Dreieck pX• −→ X• −→
aX• +1−→ in Hot(A ) mit pX• ∈ HotbP (A ) und aX• azy-
klisch, d.h. Hi(aX•) = 0 fu¨r alle i ∈ Z.
• Es gibt ein ausgezeichnetes Dreieck aX• −→ X• −→
iX• +1−→ in Hot(A ) mit iX• ∈ HotbI(A ) und aX• azy-
klisch.
Desweitern lassen sich p und i zu additiven Funktoren fortset-
zen.
Lemma 1.33: Die Komposition HotbP (A ) ↪→ Hotb(A ) →
Db(A ) ist eine A¨quivalenz triangulierter Kategorien. Analoges
gilt fu¨r HotbI(A ).
Lemma 1.34: Seien M und N R-Moduln und A = Mod -R,
dann gilt
HomDb(A )(M [i], N [j]) ∼= Extj−iA (M,N) .
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Lemma 1.35: Sei R ein erblicher Ring und X• ∈ Db(Mod -R).
Dann gibt es einen Isomorphismus
X• ∼=
⊕
i∈Z
Hi(X•)[i] .
Lemma 1.36: Sei A eine erbliche, abelsche Kategorie. Dann
ist jedes unzerlegbare Objekt der abgeleiteten Kategorie Db(A )
fu¨r ein geeignetes X ∈ Ob(A ) und n ∈ Z isomorph zu X[n].
1.3 Hallalgebren
Im Folgenden sei k = Fq ein endlicher Ko¨rper mit |Fq| = q
Elementen und Q˜ := Q[√q] := Q[v]/(v2 − q).
Definition 1.37: Eine im Wesentlichen kleine, abelsche Kate-
gorie A heißt finita¨r, falls sie folgendes erfu¨llt:
∀X,Y ∈ Ob(A ) : |HomA (X,Y )| <∞ ,
∀X,Y ∈ Ob(A ) : |Ext1A (X,Y )| <∞ .
Lemma 1.38: Die Kategorie aller endlich erzeugten Moduln
Mod -A einer endlich dimensionalen Algebra A u¨ber einem end-
lichen Ko¨rper Fq ist finita¨r.
Insbesondere ist die Kategorie der endlichdimensionalen Dar-
stellungen RepFq (Q) eines Ko¨cherQ u¨ber einem endlichen Ko¨rper
Fq finita¨r.
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Definition 1.39: Sei A eine finita¨re Kategorie und bezeichne
mit X = Ob(A )/ ∼= die Menge aller A¨quivalenzklassen ihrer
Objekte. Bezeichne fu¨r ein Objekt X ∈ Ob(A ) dessen Isomor-
phieklasse in X mit [X].
Definition 1.40: Sei A eine finita¨re Kategorie. Fu¨r X,Y, Z ∈
Ob(A ) bezeichne mit
aX = |AutA (X)| ,
PZX,Y =
∣∣∣{(f, g) ∈ HomA (Y, Z)×HomA (Z,X) |
0 −→ Y f−→ Z g−→ X −→ 0 ist exakt
}∣∣∣ ,
FZX,Y =
PZX,Y
aX · aY .
Definition 1.41: Sei K0(A ) die Grothendieckgruppe einer
finita¨ren, erblichen, k-linearen Kategorie A . Fu¨r ein Element
X ∈ Ob(A ) bezeichne mit X ∈ K0(A ) sein Bild in K0(A ).
Bezeichne mit 〈−,−〉 die Eulerform
〈−,−〉 : K0(A )×K0(A ) → Z
(X,Y ) 7→ dimk HomA (X,Y )− dimk Ext1A (X,Y )
und mit (−,−) ihre Symmetrisierung
(−,−) : K0(A )×K0(A ) → Z
(X,Y ) 7→ 〈X,Y 〉+ 〈Y ,X〉 .
Definition 1.42: Die erweiterte, getwistete Hallalgebra H(A )
(u¨ber dem Ko¨rper Q˜) einer finita¨ren, erblichen und k-linearen
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Kategorie A ist als formaler Vektorraum
H(A ) := H(A )⊗Q˜ Q˜[K0(A )] mit H(A ) :=
⊕
[Z]∈X
Q˜ · [Z] .
Fu¨r eine Klasse α ∈ K0(A ) bezeichne durch Kα das entspre-
chende Element in der Gruppenalgebra Q˜[K0(A )], welche mit
der u¨blichen Multiplikation Kα ·Kβ = Kα+β versehen ist. Fu¨r
[X], [Y ] ∈ X definiere auf H(A ) die Multiplikation durch
[X]·[Y ] :=
√
|Hom(X,Y )|
|Ext1(X,Y )|
∑
[Z]∈X
FZX,Y [Z] = v
〈X,Y 〉 ∑
[Z]∈X
FZX,Y [Z] .
Das Tensorprodukt H(A ) ⊗ Q˜[K0(A )] erha¨lt fu¨r α ∈ K0(A )
und [X] ∈ X durch folgende Tauschregel ein Produkt
Kα · [X] := v(α,X)[X] ·Kα .
Bemerkung 1.43: Wie in [R90] gezeigt, ist obige Multipli-
kation assoziativ und 1 := [0] ⊗ K0 ist das neutrale Element.
Verwende im Folgenden die Notation [X]Kα fu¨r ein Element
[X]⊗Kα ∈ H(A ).
Insbesondere wirdH(A ) zu einer Unteralgebra und heißt die
(unerweiterete) Hallalgebra. In dieser gesamten Arbeit wird die
NotationH(A ) undH(A ) wie oben definiert verwendet und die
hier zur Vollsta¨ndigkeit angegebenen Adjektive (un-)erweitert
bzw. getwistet nicht weiter verwendet.
Lemma 1.44: Fu¨r die Koeffizienten gilt
FZX,Y = |{M ⊆ Z | M ∼= Y, Z/M ∼= X}| .
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Man kann Koeffizienten FMM1,M2,...,Mn fu¨r Produkte [M1] · [M2] ·
. . . · [Mn] definieren und erha¨lt eine analoge Aussage durch das
Za¨hlen von Ketten aufsteigender Unterra¨ume mit geeigneten
Quotienten:
FMM1,M2,...,Mn = |{L0 ⊆ L1 ⊆ . . . ⊆ Ln = M | Li/Li−1 ∼= Mi}| .
Lemma 1.45: Sei A eine finita¨re, erbliche und k-lineare Ka-
tegorie und seien P, I ∈ Ob(A ) mit den Eigenschaften
HomA (I, P ) = 0 ,
Ext1A (P, I) = 0 .
Dann gilt [P ] · [I] = v〈P,I〉 · [P ⊕ I] ∈ H(A ).
Beweis: Es genu¨gt, FP⊕IP,I = 0 zu zeigen. Betrache eine kurze,
exakte Folge, deren Mittelterm I ⊕ P ∈ Ext1(P, I) = 0 sein
muss:
0 // I
(f λ)t // I ⊕ P (µ g) // P // 0
Hierbei gilt 0 = λ ∈ Hom(I, P ) und somit im(f λ) = I ⊕
0, sodass µ = 0 wegen der Exaktheit folgt. Das Paar (f, g) ∈
Aut(I)×Aut(P ) kann beliebig sein, sodass sich FP⊕IP,I = 1 ergibt.
X
Beispiel 1.46: Als einfachsten Fall kann man die Kategorie
endlichdimensionaler Vektorra¨ume u¨ber Fq betrachten und ihre
Hallalgebra H(Mod -Fq) berechnen: Bis auf Isomorphie ist eine
18
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Basis durch {[Fnq ] | n ∈ N0} gegeben. Hierbei gilt
[Fnq ] · [Fmq ] = v2mn
[
m+ n
n
]
[Fm+nq ] .
Fu¨r den Vorfaktor v〈F
n
q ,Fmq 〉 ergibt sich vmn und der Koeffizi-
ent F
Fm+nq
Fnq ,Fmq = |Gr(n,m + n)| ergibt sich aus dem Za¨hlen von
Untervektorra¨umen (Lemma 1.4). Der folgende Isomorphismus
H(Mod -Fq) ∼= Q˜
[
x,
x2
v2[2]v!
,
x3
v6[3]v!
, . . .
]
= Q˜[x]
[Fnq ] 7→ v−n(n−1)
xn
[n]v!
kann nachgerechnet werden und wird von folgendem Lemma
motiviert:
Lemma 1.47: Sei A eine finita¨re, erbliche und k-lineare Ka-
tegorie und S ∈ Ob(A ) ein einfaches Objekt ohne Selbsterwei-
terungen. Mit vS :=
√|End(S)| gilt dann
[S⊕n] = v−n(n−1)S
[S]n
[n]vS !
.
Beweis: Beweis per Induktion (fu¨r n = 1 ist nichts zu zeigen).
Wegen End(S) = D und Ext1(S) = 0 ergibt sich als Eulerform
〈Sn, S〉 = n · dim End(S). Rechne
[Sn] · [S] = vnS |Gr(1, n+ 1)| · [Sn+1] = v2nS [n+ 1]vS · [Sn+1] .
19
Kapitel 1 - Hallalgebren und Quantengruppen
Umgestellt und mit Induktionsvoraussetzung ergibt sich
[Sn+1] =
v−2nS
[n+ 1]vS
· [S] · [Sn] = v
−2n
S
[n+ 1]vS
v−n
2+n
S
[n]vS !
[S]n+1 .
Hierbei ist −n2 − n = −(n + 1)((n + 1) − 1) der geforderte
Exponent. X
Definition 1.48: Ist A eine finita¨re, erbliche und k-lineare
Kategorie endlicher La¨nge u¨ber k, so tra¨gtH(A ) eine natu¨rliche
Bialgebrenstruktur, wie in [G95] bewiesen (siehe auch [R96]).
Komultiplikation ∆ : H(A ) → H(A ) ⊗Q˜ H(A ) und Koeinheit
ε : H(A )→ Q˜ sind dabei wie folgt gegeben:
∆ : [Z]Kα 7→
∑
[X],[Y ]∈X
v〈X,Y 〉
PZX,Y
aZ
[X]KY+α ⊗ [Y ]Kα ,
ε : [Z]Kα 7→ δZ,0 .
Wie in [XY01] bewiesen, besitzt die Hallalgebra H(A ) eine An-
tipode fu¨r eine Kategorie endlicher La¨nge. Fu¨r jede denkbare
Filtrierung eines Objektes X entha¨lt S([X]) einen Summanden
bestehend aus dem Produkt der Quotienten der Objekte der
Filtrierung zusammen mit einem geeigneten Koeffizienten. Die
genau Formel kann z.B. in [S09, Chapter 1.7, p.18] gefunden
werden, spielt im Folgenden allerdings eine untergeordnete Rol-
le.
Beispiel 1.49: Ist S ein einfaches Objekt in A , so ergibt das
Koprodukt
∆([S]) = [S]⊗ 1 +KS ⊗ [S] .
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Das Drinfelddoppel einer Hallalgebra
Definition 1.50: Weiterhin wird von Green [G95] eine Bialge-
brenpaarung durch folgende Definition auf Elementartensoren
eingefu¨hrt
(−,−) : H(A )×H(A ) → Q˜
([X]Kα, [Y ]Kβ) 7→ v(α,β) δX,Y
aX
,
welche sowohl auf H(A ) als auch eingeschra¨nkt auf H(A ) nicht
ausgeartet und symmetrisch ist.
Bemerkung 1.51: Hat A keine endliche La¨nge (z.B. die Ka-
tegorie koha¨renter Garben einer projektiven Kurve) bleibt die
Greensche Paarung nachwievor eine wohldefinierte, symmetri-
sche Biliearform.
Die Komultiplikation kann allerdings unendliche Summen
liefern. Dabei ist es mo¨glich, eine vervollsta¨ndigte Q˜-Algebra
H(A )⊗̂H(A ) einzufu¨hren, sodass ∆ : H(A )→ H(A )⊗̂H(A )
ein Algebrenhomomorphismus wird und alle relevanten Eigen-
schaften erfu¨llt. In diesem Fall spricht man von einer topologi-
schen Bialgebra.
Definition 1.52: Das Drinfelddoppel vonH(A ) bzgl. der Green-
schen Paarung ist die assoziative Algebra D˜ H(A ), welche das
freie Produkt der beiden Algebren H−(A ) und H+(A ) modulo
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folgender Relationen
(
fu¨r a, b ∈ H(A )) ist:∑
i,j
a
(1)−
i b
(2)+
j (a
(2)
i , b
(1)
j ) =
∑
i,j
b
(1)+
j a
(2)−
i (a
(1)
i , b
(2)
j )
Hierbei sind H±(A ) := H(A ) als Algebren, wobei Objekte aus
H(A ) die Dekoration ± erhalten, und fu¨r a := [Z]±Kα
∆(a) =
∑
i
a
(1)±
i ⊗a(2)±i =
∑
[X][Y ]∈X
v〈X,Y 〉
PZX,Y
aZ
[X]±K±Y+α⊗[Y ]±Kα
Theorem 1.53: Die Multiplikation H+(A ) ⊗Q˜ H−(A ) →
D˜H(A ) ist ein Isomorphismus von Q˜-Vektorra¨umen.
Hat A daru¨ber hinaus endliche La¨nge, so ist D˜ H(A ) eine
Hopfalgebra und H+(A )→ D˜H(A ), a 7→ a⊗ 1− eine Einbet-
tung von Hopfalgebren.
Definition 1.54: SeiA eine finita¨re, erbliche und k-lineare Ka-
tegorie. Das reduzierte Drinfelddoppel DH(A ) ist der Quotient
von D˜ H(A ) nach dem zweiseitigen Ideal
I = 〈K+α ⊗K−−α − 1+ ⊗ 1− | α ∈ K〉
Ist A zusa¨tzlich von endlicher La¨nge, so ist I ein Hopfideal und
DH(A ) zusa¨tzlich eine Hopfalgebra.
Lemma 1.55: Multiplikation ist ein Isomorphismus von Q˜-
Vektorra¨umen:
H+(A )⊗Q˜ Q˜[K0(A )]⊗Q˜ H
−
(A ) −→ DH(A )
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Theorem 1.56 [C09]: SeienA undB zwei k-lineare, endliche,
erbliche Kategorien. Nehme weiterhin an, eine der beiden sei
artinsch und es gebe eine A¨quivalenz abgeleiteter Kategorien F :
Db(A )→ Db(B). Dann gibt es einen Algebrenisomorphismus
F : DH(A )→ DH(B),
der eindeutig durch folgende Eigenschaften gegeben ist: Fu¨r A ∈
Ob(A ) mit F(A) ∼= B[n] mit geeignetem B ∈ Ob(B) und n ∈ Z
gilt
F([A]±) = vn〈A,A〉[B]±(−1)
n
Kn±(−1)nB
Fu¨r α ∈ K0(A ) gilt F(Kα) = KF(α).
Beispiel 1.57: Im Folgenden werden vor allem die drei Spezi-
alfa¨lle n ∈ {−1, 0, 1} relevant sein:
F(A) ∼= B[1] : F([A]±) = v〈A,A〉[B]∓K∓1
B
F(A) ∼= B[0] : F([A]±) = [B]±
F(A) ∼= B[−1] : F([A]±) = v−〈A,A〉[B]∓K±1
B
Bemerkung 1.58: Beachtet man die Dreieckszerlegung aus
Lemma 1.55, fallen zwei Eigenschaften des Isomorphismus von
Cramer auf:
• Der Diagonalanteil Q˜[K0(A )] wird auf sich selbst abgebil-
det.
• Ein unzerlegbares Objekt A ∈ Ob(A ) aufgefasst als Ele-
ment [A]± einer der beiden (echten) Ha¨lften H±(A ) wird
23
Kapitel 1 - Hallalgebren und Quantengruppen
in eine der beiden (erweiterten) Ha¨lftenH±(A )⊗Q˜[K0(A )]
geschickt. Gilt F(A) ∼= B[n], so wird [A]± genau dann in
dieselbe Ha¨lfte abgebildet, wenn n gerade ist.
1.4 Quantengruppen
Definition 1.59: Eine Matrix C = (cij) ∈ Matn×n(Z) heißt
(symmetrisierbare) Cartanmatrix, falls sie folgende Eigenschaf-
ten erfu¨llt:
• ∀i ∈ {1, . . . , n} : cii = 2
• ∀i, j ∈ {1, . . . , n}, i 6= j : cij ≤ 0
• ∀i, j ∈ {1, . . . , n} : cij = 0 ⇒ cji = 0
• Es gibt es Diagonalmatrix D, so dass DC symmetrisch ist.
Definition 1.60: Sei C = (cij) ∈ Matn×n(Z) eine Cartanma-
trix und D = diag(d1, . . . , dn) eine Diagonalmatrix, sodass DC
symmetrisch ist. Dann ist die generische Quantengruppe Uq(gC)
als Algebra u¨ber Q(q) von Ei, Fi und K±1i fu¨r 1 ≤ i ≤ n erzeugt,
welche folgende Relationen erfu¨llen (qi := q
di):
Ki ·K−1i = 1 = K−1i ·Ki ,
Ki ·Kj = Kj ·Ki ,
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Ki · Ej = qciji Ej ·Ki ,
Ki · Fj = q−ciji Fj ·Ki ,
[Ei, Fj ] = δij
Ki −K−1i
qi − q−1i
,
1−cij∑
k=0
(−1)k
[
1− cij
k
]
qi
E
1−cij−k
i EjE
k
i = 0 und
1−cij∑
k=0
(−1)k
[
1− cij
k
]
qi
F
1−cij−k
i FjF
k
i = 0 .
Die Hopfalgebrenstruktur ist dabei mit Komultiplikation ∆ :
Uq(gC) → Uq(gC) ⊗ Uq(gC), Koeinheit ε : Uq(gC) → Q(q) und
Antipode S : Uq(gC)→ Uq(gC) auf Erzeugern wie folgt gegeben:
∆ :
Ei , 7→ Ei ⊗ 1 +Ki ⊗ Ei ,
Fi 7→ Fi ⊗K−1i + 1⊗ Fi ,
K±1i 7→ K±1i ⊗K±1i ,
ε :
Ei 7→ 0 ,
Fi 7→ 0 ,
K±1i 7→ 1 ,
S :
Ei 7→ −K−1i Ei ,
Fi 7→ −FiKi ,
K±1i 7→ K∓1i .
Definition 1.61: Definiere die folgenden Unteralgebren der
Quantengruppe Uq(gC) einer Cartanmatrix C:
• Uq(hC) := 〈K±1i 〉,
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• Uq(n+C) := 〈Ei〉 sowie Uq(b+C) := 〈Ei,K±1i 〉 und
• Uq(n−C) := 〈Fi〉 sowie Uq(b−C) := 〈Fi,K±1i 〉.
Theorem 1.62 (Dreieckszerlegung): Die Multiplikation lie-
fert den Vektorraumisomorphismus
Uq(gC) ∼= Uq(n−C)⊗ Uq(hC)⊗ Uq(n+C) .
Lemma 1.63: Es gibt eine eindeutige Hopfpaarung
ϕ : Uq(b
+
C)× Uq(b−C) → Q(q)
mit folgenden Eigenschaften fu¨r ξ, η ∈ {±1}:
ϕ(E,F ) =
1
q−1 − q , ϕ(E,K
ξ) = 0 = ϕ(Kη, F ) , ϕ(Kξ,Kη) = q−2ξη .
Lemma 1.64: Das zweiseitige Ideal
(Ki ⊗ 1− 1⊗Ki) ⊆ Dϕ
(
Uq(b
+
C), Uq(b
−
C)
)
ist ein Hopfideal. Daru¨berhinaus gibt es einen Isomorphismus
Uq(gC) ∼= Dϕ
(
Uq(b
+
C), Uq(b
−
C)
)
/ (Ki ⊗ 1− 1⊗Ki)
von Hopfalgebren.
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Bezug zu Hallalgebren
Definition 1.65: Sei C ∈ Matn×n(Z) eine symmetrische Car-
tanmatrix. Definiere den Graphen QC durch {1, . . . , n} als Kno-
tenmenge und |Cij | Kanten zwischen Knoten i < j.
Bemerkung 1.66: Fu¨r die Dimensionsvektoren der unzerleg-
baren Darstellungen spielt die genaue Orientierung der Kanten
so lange keine Rolle, wie sie keine orientierten Kreise entha¨lt.
Daher wird fu¨r eine symmetrische Cartanmatrix C im Folgenden
QC mit einer kreisfreien Orientierung versehen und als Ko¨cher
behandelt.
Theorem 1.67 (Ringel, Green): Fu¨r eine symmetrische Car-
tanmatrix ist die folgende Abbildung (gegeben auf Erzeugern)
eine Einbettung von Hopfalgebren
Uv(b
+
C) → H(QC) ,
Ei 7→ [Si]
Ki 7→ KSi
wobei Uv(b
+
C) die in q = v =
√|k| spezialisierte Quantengruppe
beschreibt.
Diese Abbildung ist genau dann ein Isomorphismus, wenn C
von endlichem Typ ist, d.h. wenn gC eine einfache Liealgebra
bzw. wenn QC ein Dynkinko¨cher ist.
Bemerkung 1.68: Das Bild dieser Einbettung spiel eine wich-
tige Rolle, da es einen anderen Blickwinkel auf Quantengruppen
ermo¨glicht, und erha¨lt daher eine eigene Bezeichnung.
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Definition 1.69: Die Kompositionsalgebra
C(QC) := 〈Si | i ∈ Q0〉 ⊗ Q˜[K0(QC)] ⊆ H(QC)
der Hallalgebra ist das Erzeugnis der einfachen Darstellungen
zusammen mit der Gruppenalgebra der Grothendieckgruppe.
Bemerkung 1.70: Da die Kategorie der Darstellungen des
Ko¨chers QC und die assoziierte Kac-Moody-Liealgebra gC fu¨r
eine symmetrische Cartanmatrix C einige Gemeinsamkeiten ha-
ben, sollen diese tabellarisch gegenu¨bergestellt werden:
(Klassen) einfacher Objekte [Si] ←→ Einfache Wuzeln αi
Grothendieckgruppe K0(QC) ←→ Wurzelgitter
⊕
i Zαi
(Klassen) unzerlegbarer Objekte ←→ positives Wurzelsystem ∆+
(unerw.) Hallalgebra H(QC) ←→ nilpotenter Anteil Uv(n+C)
Gruppenalgebra Q˜[K0(QC)] ←→ Cartananteil Uv(hC)
(erw.) Hallalgebra H(QC) ←→ Borelanteil Uv(b+C)
endl./ zahmer/ wilder Typ ←→ einf./ aff./ restliche Liealg.
Beispiel 1.71: Fu¨r eine einfache Darstellung [Si] gilt in der
Hallalgebra ∆([Si]
±) = [Si]± ⊗ 1 + K±1Si ⊗ [Si]±. Die entspre-
chende Relation fu¨r a = b = [Si] im Drinfelddoppel ist
[Si]
+[Si]
− + (Si, Si)KSi = [Si]
−[Si]+ + (Si, Si)K−1Si .
28
Kapitel 1 - Hallalgebren und Quantengruppen
Mittels (Si, Si)
−1 = |Aut(Si)| = qdi − 1 ergibt sich umgeschrie-
ben
[
[Si]
+, [Si]
−] = K−1Si −KSi
qdi − 1 = −v
di
KSi −K−1Si
vdi − v−di .
Fu¨r Ko¨cher gilt natu¨rlich End(Si) = k bzw. |Aut(Si)| = q − 1,
allerdings ist obige Rechnung so direkt auf Gattungen anwend-
bar.
Bemerkung 1.72: Obige Relation weicht von den u¨blichen
Konventionen fu¨r Quantengruppen ab. Ein Automorphismus
der Quantengruppe behebt diesen Unterschied durch die Um-
skalierung Ei 7→ Ei, Fi 7→ −v−diFi und Ki 7→ Ki, welche zu
minimal anderen Relationen fu¨hrt (vgl. [BS12, Definition 3.10,
Remark 3.12, p.10]).
Mit der u¨blichen Definition fu¨r Quantengruppen ergibt sich
folgendes Theorem.
Theorem 1.73: Die folgende Abbildung (gegeben auf Erzeu-
gern) ist eine Einbettung von Hopfalgebren:
Uv(gC) → DH(QC)
Ei 7→ [Si]+
Ki 7→ KSi
Fi 7→ −v〈dim(Si),dim(Si)〉[Si]−
Bemerkung 1.74: Obige Theoreme sind bereits so formuliert,
dass sie auch fu¨r Gattungen gu¨ltig sind, wobei di den i-ten Ein-
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trag im Symmetrisator der Cartanmatrix bzw. den Grad der
Ko¨rpererweiterung im Knoten i beschreibt.
30
Kapitel 2
Darstellungstheorie
zahmer Gattungen
Da sich unter allen inhaltlichen Voraussetzungen vermutlich Gat-
tungen und ihre Darstellungstheorie der geringsten Popularita¨t
erfreuen, sollen diese im zweiten Kapitel mit etwas mehr De-
tails dargestellt werden. Große Teile des Kapitels orientiert sich
dabei an [DR76] und [D80].
Im ersten Abschnitt werden Gattungen sowie deren zugrun-
deliegenden gewichteten Graphen und die Kategorie ihrer Dar-
stellungen eingefu¨hrt. Die zu ihnen assoziierte Algebra a¨hnelt
der Pfadalgebra von Ko¨chern und hat a¨hnliche Eigenschaften
wie z.B. Erblichkeit oder Endlichdimensionalita¨t fu¨r eine Gat-
tung ohne gerichtete Kreise. Vergleichbar mit einer symmetri-
sierbaren bzw. symmetrisierten Cartanmatrix gibt es die Kon-
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zepte relativer bzw. absoluter Gewichte. Weiteres grundlegendes
Versta¨ndnis wird in [L12] gut herausgearbeitet.
Der Abschnitt u¨ber die quadratische Form einer Gattung
und ihrer Wurzeln beschreibt die Klassifikation entsprechend
dem Darstellungstyp der Gattung in Dynkingraphen, Euklidi-
sche Graphen und restliche Graphen. Weiterhin wird der De-
fekt einer Darstellung definiert, mit dem man entscheiden kann,
ob eine unzerlegbare Darstellung pra¨injektiv, pra¨projektiv oder
regula¨r ist.
Nach ein wenig Vorarbeit werden anschließend im dritten
Abschnitt die Spiegelungsfunktoren S+∗ fu¨r eine Senke ∗ ∈ Γ
(bzw. S−∗ fu¨r eine Quelle) definiert und auf die einfachen Dar-
stellungen Si einer Gattung angewendet. Viele zentrale Eigen-
schaften gelten in gleichem Maße wie bei Ko¨chern. So bilden
(S−∗ ,S+∗ ) ein adjungiertes Paar und quasiinverse Funktoren fu¨r
geeignete Unterkategorien.
Im Abschnitt u¨ber Coxeterfunktoren werden analog zum Vor-
gehen fu¨r Ko¨cher Spiegelungsfunktoren entlang einer zula¨ssigen
Folge von Knoten verkettet. Dabei wird in jedem Knoten ge-
nau einmal gespiegelt, so dass man insgesamt einen Endofunk-
tor erha¨lt und neue Darstellungen fu¨r eine Gattung mit fixier-
ter Orientierung produzieren kann. Wie bei zahmen Ko¨chern
zerfa¨llt die Kategorie der Darstellungen einer zahmen Gattung
in die drei additiven Unterkategorien aller pra¨projektiven, aller
regula¨ren und aller pra¨injektiven Objekte.
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2.1 Gattungen
Definition 2.1: Ein gewichteter Graph (Γ, d) ist eine endliche
Menge Γ (die Knoten) zusammen mit Gewichten d = {dij ∈
N0}i,j∈Γ, wobei ∀i ∈ Γ : dii = 0, sodass es {fi ∈ N+}i∈Γ gibt,
die Folgendes erfu¨llen
∀i, j ∈ Γ : dijfj = djifi .
Man sagt, der Graph hat eine Kante zwischen i ∈ Γ und j ∈ Γ,
wenn dij , dji 6= 0, und schreibt
i
(dij ,dji)
j
Dabei werden Gewichte der Form (1, 1) nicht angeschrieben und
Kanten im Fall (0, 0) ganz weggelassen. Hierbei ist zu beachten,
dass die Bedingung an die Gewichte die Eigenschaft dij = 0 ⇔
dji = 0 impliziert. Insbesondere erlaubt die Definition keine
parallelen Kanten und wegen dii = 0 auch keine Schleifen.
Beispiel 2.2: Folgendes sind Beispiele fu¨r gewichtete Graphen.
Wie spa¨ter ausgefu¨hrt, ist es gewollt, dass sich der erste gewich-
tete Graph nicht von dem Ko¨cher des Typs A3 unterscheiden
la¨sst.
• • • • (1,4) • • (1,3) • (1,3) •
Definition 2.3: Eine Gattung (Γ, d,Ω, {Fi}i∈Γ, {iMj}i,j∈Γ) ist
ein gewichteter Graph (Γ, d) zusammen mit
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• einer Orientierung Ω der Kanten und
• einer Menge {Fi}i∈Γ an Schiefko¨rpern und einer Menge
{iMj}i,j∈Γ an Fi-Fj-Bimoduln, sodass folgende Bedingun-
gen erfu¨llt sind:
dimFj (iMj) = dij und
jMi ∼= HomFi(iMj , Fi) ∼= HomFj (iMj , Fj) .
Die letzte Bedingung ist als Isomorphismus bzgl. folgender Fj-
Fi-Bimodulstrukturen zu verstehen:
Fj ×HomFi(iMj , Fi)× Fi → HomFi(iMj , Fi) ,
(λ, f, µ) 7→ λfµ : m 7→ f(mλ)µ
Fj ×HomFj (iMj , Fj)× Fi → HomFj (iMj , Fj) .
(λ, f, µ) 7→ λfµ : m 7→ λf(µm)
Bemerkung 2.4: Das folgende Lemma hilft dabei, Bimoduln
iMj zu finden bzw. zu konstruieren, welche obige Bedingung
erfu¨llen.
Lemma 2.5 [D80, Lemma (0.2), p.24]: Seien F und G
zwei Schiefko¨rper u¨ber einem gemeinsamen zentralen Ko¨rper
k, sodass [F : k] und [G : k] endlich sind. Wirkt k auf einen
endlichdimensionalen Bimodul FMG zentral, erha¨lt man einen
G-F -Bimodulisomorphismus:
HomF (FMG, F ) ∼= HomG(FMG, G)
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Beweis: Beachtet man Homk(F, k) ∼= FFF erlaubt die Adjunk-
tion von Hom und ⊗ folgende Rechnung:
HomF (FMG, F ) ∼= HomF
(
FMG,Homk(F, k)
)
∼= Homk(FFF ⊗ FMG, k)
∼= Homk(FMG, k)
Dieselbe Rechnung ist fu¨r HomG(FMG, G) mo¨glich und zeigt
das Gewu¨nschte. Dlab [D80] fu¨hrt die Details, u.a. die Bimo-
dulstrukturen weiter aus. X
Bemerkung 2.6: Auch wenn sich die Theorie der Gattungen
mit Schiefko¨rpern beschreiben la¨sst und dies im allgemeinen Fall
einer endlich dimensionalen Algebra A auch tatsa¨chlich auftre-
ten kann (vgl. das Beispiel der Einleitung), erfordert die Hallal-
gebra jedoch einen endlichen Grundko¨rper. Nach Wahlen von fi
und einem endlichen Ko¨rper k lassen sich endliche Ko¨rper Fi mit
[Fi : k] = fi und Ko¨rper iFj als Bimoduln mit [iFj : k] = dijfj
wa¨hlen. Insofern wird in dieser Arbeit genau dieses Szenario
angenommen.
Beispiel 2.7: Zu den ersten beiden gewichteten Graphen aus
Beispiel 2.2 sind folgende Realisierungen mo¨glich. Dabei ist zu
beachten, dass die Bedingung jMi ∼= iM∗j fu¨r alle praktischen
Anwendungen als Gleichheit angenommen werden kann und dies
die Notation vereinfacht.
Fp
Fp // Fp
Fp // Fp Q
Q[ 4
√
2] // Q[ 4
√
2] Q
Q[
√
2,
√
3] // Q[
√
2,
√
3]
Beachte dabei, dass endliche Ko¨rpererweiterungen endlicher Ko¨r-
per eindeutig sind, sodass in den rechten beiden Beispielen aus
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2.2 der kleinere Ko¨rper bereits den gro¨ßeren festlegt und nicht-
isomorphe Gattungen mit denselben zugrundeliegenden Gra-
phen u¨ber dem selben Ko¨rper k einen unendlichen Ko¨rper wie
z.B. Q erfordern.
Definition 2.8: Sei Γ eine Gattung mit Orientierung Ω. Die
Orientierung s∗Ω (fu¨r ∗ ∈ Γ) entsteht aus Ω durch Umdrehen
aller an ∗ anliegenden Pfeile. Schreibe auch s∗Γ fu¨r eine Gattung
Γ mit gea¨nderter Orientierung.
Definition 2.9: Sei (Γ, d,Ω, {Fi}i∈Γ, {iMj}i,j∈Γ) eine Gattung
und seien
Λ0 :=
∏
i∈Γ
Fi und Λ1 :=
⊕
i→j
iMj .
Dann ist Λ0 eine k-Algebra und Λ1 ein Λ0-Λ0-Bimodul, wobei
(λr)r∈Γ · (imj)i,j∈Γ · (µs)s∈Γ := (λi · imj · µj)i,j∈Γ
die bereits vorhandene Fi-Fj-Bimodulstruktur der einzelnen Sum-
manden trivial fortsetzt. Die Tensoralgebra der Gattung Γ ist
Λ(Γ) :=
⊕
n∈N0
Λ⊗n1 ,
wobei Λ⊗01 := Λ0 und Λ
⊗n+1
1 := Λ
⊗n
1 ⊗Λ0 Λ1.
Bemerkung 2.10: Die Definition gewichteter Graphen schließt
parallele Kanten vollsta¨ndig aus. Auch wenn die Motivation der
Einleitung keinen Bedarf an parallelen Kanten erkennen la¨sst,
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stellt sich die Frage, ob bzw. inwieweit sich die Theorie durch
parallele Kanten vera¨ndert.
Lemay bescha¨ftigt sich mit dieser Frage in [L12] und lie-
fert folgende Antwort: Die Tensoralgebren zweier Gattungen
(mit parallelen Kanten) Γ und Γ′ sind genau dann isomorph,
wenn es fu¨r jedes Paar (i, j) von Knoten und parallelen Kanten
ρ1, . . . , ρn : i → j einen Isomorphismus
⊕n
i=1Mρi
∼= ⊕ni=1M ′ρi
zwischen den direkten Summen entsprechender Bimoduln gibt.
Darstellungen
Definition 2.11: Eine Darstellung X = ({Xi}i∈Γ, {jϕi}i→j)
einer Gattung Γ ist eine Menge endlichdimensionaler Rechts-Fi-
Vektorra¨ume {Xi}i∈Γ zusammen mit Fj-linearen Morphismen
jϕi : Xi ⊗Fi iMj → Xj
fu¨r jede Kante i→ j in Γ. Ein Morphismus α : X → X ′ von Dar-
stellungen ist eine Menge Fi-linearer Abbildungen {αi : Xi →
X ′i}i∈Γ, sodass
∀i, j ∈ Γ : jϕ′i ◦ (αi ⊗ id) = αj ◦ jϕi .
Es kommutiert also folgendes Diagramm:
Xi ⊗ iMj j
ϕi //
αi⊗id

Xj
αj

X ′i ⊗ iMj
jϕ
′
i // X ′j
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Bemerkung 2.12: Es ergibt sich eine abelsche Kategorie Rep(Γ),
wobei direkte Summe, Kerne, Bilder, etc. jeweils punktweise de-
finiert sind.
Beispiel 2.13: Sei Γ eine Gattung. Fu¨r i ∈ Γ bezeichnet Si
die Darstellung mit (Si)i = Fi und (Si)j = 0 fu¨r i 6= j. Entspre-
chend sind alle Abbildungen rϕs der Darstellung trivial. Diese
Darstellungen sind einfach und wenn die Gattung keine gerich-
teten Kreise hat, sind alle einfachen Darstellungen von der Form
Si fu¨r ein geeignetes i ∈ Γ.
Offenbar gilt Hom(Si, Sj) = δijFi. Die Erweiterungen Ext
1(Si, Sj)
ha¨ngen stark von der Kante i−j ab und verschwinden bei Nicht-
existenz der Kante oder der Orientierung j → i:
0 // Fj
∼= //

Xj //

0 //

0
0 // 0 // Xi
∼= // Fi // 0
Horizontale Pfeile beschreiben hierbei wie gewohnt lineare k-
Abbildungen fu¨r einen geeigneten Ko¨rper k, wohingegen verti-
kale Pfeile den Abbildungen iϕj : Xj ⊗ jMi → Xi entsprechen
und zur besseren optischen Unterscheidung gestrichelt darge-
stellt sind.
Gibt es jedoch eine Kante der Form j ← i, stellt die ein-
geforderte Kommutativita¨t der Quadrate keine Bedingung dar
und alle Darstellungen des Dimensionsvektors dim(Si⊕Sj) sind
mo¨gliche Erweiterungen.
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Beispiel 2.14 (Ko¨cher als Spezialfall): Erfu¨llt ein gewichte-
ter Graph (Γ, d) die zusa¨tzliche Eigenschaft ∀i, j ∈ Γ : dij = dji,
so ist {fi := 1}i∈Γ eine mo¨gliche Wahl. Zur Konstruktion einer
Gattung ko¨nnen die Schiefko¨rper Fi alle als derselbe Ko¨rper k
und die Bimoduln als kdij mit identischer Links- und Rechts-
wirkung gewa¨hlt werden.
Betrachtet man nun die Kategorie der Darstellungen dieses
Spezialfalls, stellt man fest, dass die linearen Abbildungen jϕi
einer Darstellung dieselbe Information kodieren, wie dij lineare
Abbildungen zwischen den Vektorra¨umen Xi der Darstellung (ι
bezeichnet die kanonische Einbettung in eine beliebige Kompo-
nente):
Xi
ι ,,// 22 X
⊕dij
i
∼= // Xi ⊗k kdij j
ϕi // Xj
Insgesamt sieht man also, dass der Spezialfall dij = dji die klas-
sische Theorie der Ko¨cher (mit dij parallelen Kanten) und ihrer
Darstellungen darstellt und diese entsprechend als Spezialfall
der Gattungen auftaucht.
Theorem 2.15 [D80, Proposition (0.1), p.16]: Sei Γ ei-
ne Gattung. Dann sind die Kategorien Rep(Γ) aller endlich di-
mensionalen Darstellungen von Γ und Mod -Λ(Γ) aller endlich
erzeugter Moduln u¨ber Λ(Γ) a¨quivalent zueinander.
Beweis: Ist (Xi, jϕi) eine Darstellung, so wird
⊕
i∈ΓXi wie
folgt zu einem Λ(Γ)-Modul: Λ0 wirkt durch (xi)i∈Γ · (λj)j∈Γ :=
(xiλi)i∈Γ und Λ1 wirkt durch (xi)i∈Γ·(rms)r→s :=
(∑
i→j jϕi(xi⊗
imj)
)
j∈Γ. Diese Vorschrift la¨sst sich rekursiv auf Λn fortsetzen.
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Fu¨r einen Morphismus α : (Xi, jϕi) → (X ′i, jϕ′i) ist die Abbil-
dung α :
⊕
i∈ΓXi →
⊕
i∈ΓX
′
i, (xi) 7→
(
αi(xi)
)
nach Definition
Λ(Γ)-linear.
Ist umgekehrt X ein Λ(Γ)-Modul und bezeichnet ei :=
(. . . , 0, 1, 0, . . .) ∈ Λ0 das Idempotent zu 1 ∈ Fi, so sind Xi :=
Xei Fi-Vektorra¨ume und die Λ1-Wirkung induziert lineare Ab-
bildungen jϕi : Xei ⊗ iMj → Xej . X
Theorem 2.16 [H06, Chapter 4, p. 14]: Sei Λ0 ein halb-
einfacher Ring und Λ1 ein Λ0-Bimodul endlicher La¨nge. Dann
ist der Tensorring Λ erblich.
Λ :=
⊕
n∈N0
Λ1 ⊗λ0 . . .⊗Λ0 Λ1 (n mal)
Genauer besitzt ein Modul M ∈ Mod -Λ folgende projektive
Auflo¨sungen P (M)• und folgende injektive Auflo¨sung I(M)•.
Hierbei bezeichnet Λ+ := Λ1 ⊗Λ0 Λ das Radikal.
P (M)• : 0→M ⊗Λ0 Λ+ δM−→M ⊗Λ0 Λ εM−→M → 0
εM : m⊗ λ 7→ mλ
δM : m⊗ (µ⊗ λ) 7→ m⊗ (µ⊗ λ)−mµ⊗ λ
I(M)• : 0→M ε
M
−→ HomΛ0(Λ,M) δ
M
−→ HomΛ0(Λ+,M)→ 0
εM : m 7→ (λ 7→ mλ)
δM : f 7→ (λ⊗ µ 7→ f(λ⊗ µ)− f(λ)µ)
Lemma 2.17: Gattungen ohne gerichtete Kreise sind erblich.
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Beweis: Zu zeigen sind die Voraussetzungen des obigen Theo-
rems. Als Produkt von Ko¨rpern ist der Ring Λ0 =
∏
i∈Γ Fi hal-
beinfach und der Bimodul Λ1 =
⊕
i→j iMj nach Voraussetzung
endlich dimensional u¨ber k, also hat er insbesondere endliche
La¨nge u¨ber
∏
i∈Γ Fi. X
Beispiel 2.18: Seien Γ eine Gattung und ∗ ∈ Γ eine Quelle.
Die projektive Auflo¨sung von S∗ ist dann:
0 −→
⊕
∗→j
∗Mj ⊗Fj Pj −→ P∗ −→ S∗ −→ 0
Fu¨r Ko¨cher gilt ∗Mj ∼= Fj , sodass man fu¨r diesen Spezialfall die
gewohnte Auflo¨sung erha¨lt.
Beweis: Bezeichne mit e∗ = (0, . . . , 0, 1F∗ , 0, . . . , 0) ∈
∏
i∈Γ Fi
das ∗-te primitive Idempotent und erhalte S∗ = e∗Λ0 und P∗ =
e∗Λ. Damit ergibt sich schnell:
S∗ ⊗Λ0 Λ = e∗Λ0 ⊗Λ0 Λ ∼= e∗Λ = P∗
Fu¨r den zweiten Term berechnet man:
S∗ ⊗Λ0 Λ+ = e∗Λ0 ⊗Λ0 Λ1 ⊗Λ0 Λ ∼= e∗
⊕
i→j
iMj ⊗Λ0 Λ
∼=
⊕
∗→j
∗Mj ⊗Λ0 Λ ∼=
⊕
∗→j
⊕
i∈Γ
∗Mjei ⊗Fi eiΛ
∼=
⊕
∗→j
∗Mj ⊗Fj ejΛ =
⊕
∗→j
∗Mj ⊗Fj Pj
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Beachte weiterhin folgende Gleichung:
P∗ = e∗Λ = e∗
⊕
n∈N0
⊕
i→j
iMj
⊗n ∼= F∗ ⊕⊕
∗→j
∗Mj ⊗Λ0 Λ
∼= F∗ ⊕
⊕
∗→j
∗Mjej ⊗Fj ejΛ = F∗ ⊕
⊕
∗→j
∗Mj ⊗Fj Pj
Insbesondere ist also der linke Term der kurzen, exakten Folge
ein Unterobjekt von P∗, sodass sich als Morphismen die Einbet-
tung und die Quotientenprojektion ergeben. X
Bemerkung 2.19: Insgesamt ist die Kategorie Rep(Γ) einer
Gattung Γ u¨ber einem endlichen Ko¨rper Fq also endlich, abelsch
und erblich, sodass man deren Hallalgebra betrachten kann.
Zur einfacheren Lesbarkeit und wegen der A¨quivalenz zwischen
Rep(Γ) und Mod -Λ(Γ) wird im folgenden immer die abku¨rzen-
de Notation H(Γ) := H (Rep(Γ)) ∼= H (Mod -Λ(Γ)) und analog
auch C(Γ), Db(Γ), etc. verwendet.
Beispiel 2.20: In Fortsetzung des Beispiels 2.13 sollen hier
Produkte der einfachen Darstellungen Si fu¨r i ∈ Γ in der Hal-
lalgebra H(Γ) exemplarisch berechnet werden. Deren Potenzen
wurden bereits in Lemma 1.47 berechnet:
[S⊕ni ] = v
−nfi(n−1) [Si]
n
[n]vfi !
Dabei ergibt sich
√|End(Si)| = vfi fu¨r v = √|Fq| = √q und
fi = [Fi : Fq].
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Gibt es Kante der Form i→ j, so erfu¨llt das Paar ([Sj ], [Si])
die Voraussetzungen fu¨r Lemma 1.45 und es gilt [Sj ] · [Si] =
[Si ⊕ Sj ]. Weiter gilt
[Si] · [Sj ] = v〈dim(Si),dim(Sj〉)
∑
X∈Rep(Γ)
dim(X)=dim(Si⊕Sj)
[X]
Hierbei ist der Koeffizient FXSi,Sj = 1, da es aus Dimensions-
gru¨nden wegen dimFj
(
(X)j
)
= dimFj
(
(Sj)j
)
nur eine Unter-
darstellung Y ⊆ X mit Y ∼= Sj gibt. Dieser Beweis trifft glei-
chermaßen auf ho¨here Dimensionen [Sai ] und [S
b
j ] mit a, b ∈ N+
zu, sodass die Formel nachwievor gilt, wenn man Si 7→ Sai und
Sj 7→ Sbj substituiert.
Gibt es u¨berhaupt keine Kante zwischen i und j, impliziert
dim(X) = dim(Sai ⊕ Sbj ) bereits X ∼= Sai ⊕ Sbj und daher auch
〈dim(Sai ),dim(Sbj )〉 = 0. Also stimmen beide Produkte u¨berein
und es gilt [Sai ]·[Sbj ] = [Sbj ]·[Sai ], d.h. [Sai ] und [Sbj ] kommutieren.
Gattungen und Cartanmatrizen
Definition 2.21: Definiere eine Matrix CΓ = (cij)i,j∈Γ fu¨r
einen gewichteten Graphen Γ wie folgt:
cij =
{
2 i = j
−dji i 6= j
Sei C = (cij)1≤i≤n eine symmetrisierbare Cartanmatrix. Defi-
niere einen gewichteten Graphen (ΓC , {dij}i,j∈ΓC ) mit Knoten-
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menge ΓC := {1, . . . , n} wie folgt:
dij =
{
0 i = j
−cji i 6= j
Lemma 2.22: Fu¨r gewichtete Graphen Γ und symmetrisierbare
Cartanmatrizen C gelten folgende Aussagen:
• CΓ ist eine symmetrisierbare Cartanmatrix.
• ΓC ist ein gewichteter Graph.
• Die Abbildungen Γ 7→ CΓ und C 7→ ΓC sind invers zuein-
ander.
Beweis: 1) Seien {fi ∈ N+}i∈Γ, sodass dijfj = djifi. Die Eigen-
schaften cii = 2 und cij ≤ 0 fu¨r i 6= j sind wegen dij ≥ 0
offensichtlich erfu¨llt. Die Eigenschaft fi > 0 impliziert dann
cij = 0⇔ cji = 0.
Bezeichnet D die Diagonalmatrix mit Eintra¨gen fi, lauten die
Eintra¨ge des Produktes außerhalb der Diagonalen (DCΓ)ij =
ficij = −djifi, sodass CΓsymmetrisierbar ist.
2) Offenbar gelten dii = 0 und dij ∈ N0. Ist D eine Diagonalma-
trix mit Eintra¨gen {fi}1≤i≤n, so rechnet man dijfj = −fjcji =
−(DC)ji = −(DC)ij = −fjcij = djifi.
3) Die Daten dii bzw. cii werden jeweils per Definition auf
den geforderten Wert gesetzt. Fu¨hrt man beide Konstruktionen
nacheinander aus, heben sich der doppelte Vorzeichenwechsel
und der doppelte Indextausch jeweils gegenseitig auf. X
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Bemerkung 2.23: In der Literatur ist auch die Definition eines
”
absolut gewichteten Graphen“ zu finden, welche von der obi-
gen Definition (relativer) Gewichte nur leicht abweicht. Details
zu den Unterschieden und Gemeinsamkeiten beider Definitionen
sind in [L12] gut ausgearbeitet, sodass hier nur das Wichtigste
genannt werden soll.
Definition 2.24: Ein absolut gewichteter Graph (Γ, f,m) be-
steht aus einer endlichen Menge Γ (den Knoten) und Gewich-
ten f = {fi ∈ N+ | i ∈ Γ} fu¨r die Knoten und Gewichten
m = {m{i,j} ∈ N0 | i 6= j ∈ Γ} fu¨r die Kanten, wobei folgende
Eigenschaft gilt:
∀i, j ∈ Γ : fi|m{i,j} ∧ fj |m{i,j}
Bemerkung 2.25: Noch bevor man sich Gattungen ansieht,
ist es sinnvoll, beide Arten der Gewichtungen aus kategorieller
Sicht zu vergleichen, sodass noch Morphismen fu¨r die Katego-
rie absolut gewichteter Graphen Qabs bzw. relativ gewichteter
Graphen Qrel definiert werden.
Definition 2.26: Ein Morphismus (relativ) gewichteter Gra-
phen ist eine Abbildung ξ : Γ → Γ′, sodass dij = d′ξ(i),ξ(j) fu¨r
alle i, j ∈ Γ gilt.
Ein Morphismus absolut gewichteter Graphen ist eine Ab-
bildung ξ : Γ → Γ′, sodass fi = f ′ξ(i) und m{i,j} = m′{ξ(i),ξ(j)}
fu¨r alle i, j ∈ Γ gelten.
Lemma 2.27 [L12, Lemma 1.5, p.6]: Die folgende Vorschrift
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definiert einen treuen und surjektiven Funktor:
F : Qabs → Qrel
(Γ, f,m) 7→
(
Γ,
{
dij :=
m{i,j}
fj
| i, j ∈ Γ})
ξ 7→ ξ
Beweis: Zuerst wird gezeigt, dass diese Vorschrift wohldefiniert
ist. Aus fj |m{i,j} folgt, dass dij ∈ N0. Rechne weiter
dijfj =
m{i,j}
fj
fj = m{i,j} = m{j,i} =
m{j,i}
fi
fi = djifi .
Also sind die Gewichte der Knoten {fi | i ∈ Γ} eine mo¨gliche
Wahl, sodass die Bedingung an die relativen Gewichte (dij , dji)
erfu¨llt wird.
Fu¨r einen Morphismus ξ : (Γ, f,m)→ (Γ′, f ′,m′) rechne
d′ξ(i),ξ(j) =
m{ξ(i),ξ(j)}
fξ(j)
=
m{i,j}
fj
= dij .
Daher ist ξ auch ein Morphismus (relativ) gewichteter Graphen.
Offensichtlich erha¨lt der Funktor Identita¨t und Komposition von
Morphismen.
Da der Funktor auf Morphismen als Identita¨t wirkt, ist er
treu. Sei (Γ, d) ein (relativ) gewichteter Graph und {fi ∈ N+ | i ∈
Γ} eine mo¨gliche Wahl mit der Eigenschaft dijfj = djifi. Nun
definiert m{i,j} := dijfj = djifi zusammen mit bereits genann-
ten Daten einen absolut gewichteten Graphen (Γ, f,m), da nach
Definition fi|mi,j und fj |mi,j erfu¨llt sind. Der Funktor kehrt die
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gerade ausgefu¨hrte Konstruktion um, sodass (Γ, f,m) ein Urbild
von (Γ, d) und der Funktor damit surjektiv ist. X
Bemerkung 2.28: Der Funktor ist nicht injektiv, da folgende
zwei absolut gewichtete Graphen dasselbe Bild haben (anstelle
der Knoten stehen hier deren Gewichte):
1
4 // 4 2
8 // 8 
F // • (1,4) // •
Bemerkung 2.29: Der Funktor ist auch nicht voll, wie in fol-
gendem Beispiel zu sehen ist. Seien Γ und Γ′ absolut gewichtete
Graphen wie durch folgende Grafik definiert. Ihre Bilder unter
F lassen sich leicht berechnen:
Γ : 1
3
3 F(Γ) : a1
(1,3)
a2
Γ′ : 1 3 3 3 9 F(Γ′) : b1
(1,3)
b2
(1,3)
b3
Hierbei besteht HomQabs(Γ,Γ
′) = {ξ : ai 7→ bi} aus genau einer
Abbildung, da die Gewichte erhalten bleiben mu¨ssen.
Allerdings gibt es hier zwei Morphismen HomQrel
(
F(Γ),F(Γ′)
)
=
{ξ0, ξ1} der Form ξj(ai) = bi+j , welche F(Γ) als linke bzw. rechte
Kante in F(Γ′) einbetten.
Bemerkung 2.30: Absolut gewichtete Graphen Γ entsprechen
symmetrisierten Cartanmatrizen DC wie durch den Funktor
bzw. die Gleichung m{i,j} = dijfj = djifi im Beweis des letzten
Lemmas gezeigt wird.
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Definition 2.31: Eine Gattung eines absolut gewichteten Gra-
phen u¨ber einem Ko¨rper k besteht neben der Orientierung Ω
aus den gleichen Daten {Fi}i∈Γ und {iMj}i,j∈Γ wie eine Gat-
tung eines relativ gewichtete Graphen, wobei anstelle der Ei-
genschaft dimFj (iMj) = dij die Eigenschaften [Fi : k] = fi und
dimk(iMj) = m{i,j} eingefordert werden.
Definition 2.32: Ein Morphismus von Gattungen u¨ber (relativ
bzw. absolut) gewichteten Graphen ist ein Morphismus ξ : Γ→
Γ′ von (relativ bzw. absolut) gewichteten Graphen zusammen
mit vertra¨glichen Morphismen ψi : Fi → F ′ξ(i) und iψj : iMj →
ξ(i)M
′
ξ(j), d.h. fu¨r alle i, j ∈ Γ und alle λi ∈ Fi, λj ∈ Fj und
m ∈ iMj gelte:
iψj(λimλj) = ψi(λi) · iψj(m) · ψj(λj)
Bezeichne mit Gabs bzw. Grel die Kategorie der Gattungen u¨ber
absolut bzw. relativ gewichteten Graphen.
Lemma 2.33 [L12, Proposition 2.6, p.9]: Eine Gattung
eines absolut gewichteten Graphen Γ ist auch eine Gattung auf-
gefasst u¨ber dem relativ gewichteten Graphen F(Γ).
Der somit definierte Vergissfunktor Gabs → Grel ist treu und
injektiv auf Objekten. Insbesondere la¨sst sich Gabs als Unterka-
tegorie von Grel auffassen.
Bemerkung 2.34: Das letzte Lemma und der Vergleich zur
Notation symmetrisierbarer Cartanmatrizen motivieren die Ver-
wendung relativer anstatt absoluter Gewichte.
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2.2 Quadratische Form und Wurzeln
Bemerkung 2.35: Die Darstellungstheorie der Gattungen verla¨uft
in großen Teilen analog zur Darstellungstheorie der Ko¨cher und
wird in [DR76] dargestellt.
Definition 2.36: Die gewichteten Graphen der folgenden Liste
nennt man Dynkingraphen (der Index beschreibt die Anzahl der
Knoten):
An • • • · · · • • n ≥ 1
Bn •
(1,2) • • · · · • • n ≥ 2
Cn •
(2,1) • • · · · • • n ≥ 2
•
Dn • • · · · • • n ≥ 4
•
•
En • • • · · · • • n = 6, 7, 8
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F4 • •
(1,2) • •
G2 •
(1,3) •
Definition 2.37: Die gewichteten Graphen der folgenden Liste
nennt man Euklidische Graphen (der Index n ist dabei um genau
eins geringer als die Anzahl der Knoten):
A˜21 •
(1,4) •
A˜11 •
(2,2) •
• • · · · • •
A˜n • • n ≥ 2
• • · · · • •
B˜n •
(1,2) • • · · · • • (2,1) • n ≥ 2
C˜n •
(2,1) • • · · · • • (1,2) • n ≥ 2
B˜Cn •
(1,2) • • · · · • • (1,2) • n ≥ 2
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• •
D˜n • • · · · • • n ≥ 4
• •
•
B˜Dn •
(1,2) • • · · · • • n ≥ 4
•
•
C˜Dn •
(2,1) • • · · · • • n ≥ 4
• •
•
E˜6 • • • • •
•
E˜7 • • • • • • •
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•
E˜8 • • • • • • • •
F˜41 • • •
(1,2) • •
F˜42 • •
(1,2) • • •
G˜21 • •
(1,3) •
G˜22 •
(1,3) • •
Definition 2.38: Sei (Γ, d) ein gewichteter Graph und QΓ :=
{(xi)i∈Γ | xi ∈ Q}. Definiere eine symmetrische Bilinearform
bΓ : QΓ×QΓ → Q,
(
(xi), (yi)
) 7→∑
i∈Γ
fixiyi− 1
2
∑
i,j∈Γ
dijfjxiyj
mit zugeho¨render quadratischer Form
qΓ : QΓ → Q, (xi) 7→
∑
i∈Γ
fix
2
i −
∑
i−j
dijfjxixj
Beide Abbildungen sind nur bis auf einen positiven, ganzzahli-
gen Faktor wohldefiniert, welcher fu¨r die Nullstellen keine Rolle
spielt.
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Lemma 2.39: Fu¨r einen zusammenha¨ngenden, gewichteten
Graph Γ gelten:
• Γ ist genau dann Dynkin, wenn qΓ positiv definit ist.
• Γ ist genau dann Euklidisch, wenn qΓ positiv semi-definit
ist.
Bemerkung 2.40: Ist ein zusammenha¨ngender Ko¨cher nicht
vom Dynkintyp, so entha¨lt er einen Euklidischen Unterko¨cher.
Da Gewichte insbesondere parallele Kanten simulieren ko¨n-
nen, la¨sst sich dieser Fakt nicht auf die na¨chstliegende Art ver-
allgemeinern.
Lemma 2.41 [D80, Lemma 1.3, p.41]: Ist der zusammen-
ha¨ngende, gewichtete Graph (Γ, d) nicht Dynkin, so entha¨lt er
einen Euklidischen Graphen oder einen Graphen der folgenden
beiden Typen
i
(dij ,dji)
j dijdji ≥ 5
i
(dij ,dji)
j
(djk,dkj)
k dijdji = 3, djkdkj ∈ {2, 3}
Definition 2.42: Sei Γ eine Gattung und ∗ ∈ Γ. Definiere eine
Reflexion
σ∗ : QΓ → QΓ, x 7→ x− bΓ(x, e∗)
bΓ(e∗, e∗)
e∗ ,
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wobei e∗ ∈ QΓ den ∗-ten Basisvektor bezeichnet. Ein Coxeter-
element ist die Verkettung c = σi1σi2 . . . σin fu¨r eine geeignete
Reihenfolge aller Knoten i1, . . . , in ∈ Γ.
Die Weylgruppe WΓ ist das Erzeugnis aller Reflexionen σ∗.
Ein Vektor x ∈ QΓ heißt Wurzel, wenn es ein w ∈ WΓ und ein
i ∈ Γ mit x = w(ei) gibt.
Lemma 2.43 [D80, Lemma 1.6, p.44]: Sei Γ ein gewich-
teter Graph und x ∈ QΓ, dann sind die folgenden Aussagen
a¨quivalent:
• Es gilt w(x) = x fu¨r alle w ∈WΓ.
• Es gilt σ∗(x) = x fu¨r alle ∗ ∈ Γ.
• Es gilt bΓ(x, y) = 0 fu¨r alle y ∈ QΓ.
Fu¨r einen Dynkingraph oder Euklidischen Graphen geho¨rt zur
Liste:
• qΓ(x) = 0
Erfu¨llt ein Vektor x ∈ QΓ diese Eigenschaften, nennt man ihn
stabil. Bezeichne mit RΓ = {x ∈ QΓ | bΓ(x,−) = 0} das Radikal
der Bilinearform bzw. die Menge aller stabilen Vektoren.
Lemma 2.44 [D80, Lemma 1.7, p.45]: Ist Γ ein Dynkin-
graph, so ist RΓ = {0}.
Ist Γ ein Euklidischer Graph, so ist RΓ eindimensional und
besitzt einen eindeutigen Erzeuger δ mit positiven, ganzzahligen
Eintra¨gen unter denen mindestens einer 1 ist. Dieser Erzeuger
wird im folgenden imagina¨re Wurzel bezeichnet.
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Bemerkung 2.45: Ist Γ ein Euklidischer Graph, wirkt WΓ
offenbar trivial auf RΓ. Jedes Element w ∈ WΓ induziert eine
Transformation w auf QΓ/RΓ. Die Gruppe dieser Transforma-
tionen wird mitWΓ bezeichnet und ist endlich [D80, Proposition
1.9, p.46].
Definition 2.46: Sei Γ ein Euklidischer Graph. Sei m die Ord-
nung des von der Coxetertransformation c induzierten Elemen-
tes c ∈ WΓ in der Weylgruppe. Fu¨r einen Vektor x ∈ QΓ gilt
dann:
cm(x) = x+ ∂c(x) · δ
Die Zahl ∂c(x) heißt Defekt von x. Dabei ist ∂c : QΓ → Q eine
Linearform.
Beispiel 2.47: Dlab und Ringel [DR76, p.39 ff.] geben den
Defekt fu¨r alle Gattungen von Euklidischem Typ an. Fu¨r A˜21
mit der Knotenbezeichnung 1
(1,4)
2 ergibt sich beispielsweise
∂(x1, x2) = x1 − 2x2.
2.3 Spiegelungsfunktoren
Lemma 2.48: Seien iMj Fi-Fj-Bimoduln mit dualen jMi. Sei-
en {Xi}i∈Γ und {Yj}j∈Γ Fi- bzw. Fj-Vektorra¨ume. Dann gibt
es natu¨rliche Isomorphismen:
HomFj (Xi ⊗ iMj , Yj) ∼= HomFi(Xi, Yj ⊗ jMi)
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Beweis: Beginne mit folgenden Isomorphismen
Yj⊗jMi ∼= Yj⊗jM∗∗i ∼= Yj⊗FjHomFj (iMj , Fj) ∼= HomFj (iMj , Yj)
und verwende die Adjunktion zwischen−⊗iMj und HomFj (iMj ,−).
Hierbei istXi als Vektorraum insbesondere projektiv, also erha¨lt
HomFi(Xi,−) obigen Isomorphismus:
HomFj (Xi ⊗ iMj , Yj) ∼= HomFi(Xi,HomFj (iMj , Yj))
∼= HomFi(Xi, Yj ⊗ jMi)
X
Bemerkung 2.49: Wie in [D08, 2.2] ausgefu¨hrt, ist der Iso-
morphismus wie folgt:
• Sei {m1,m2, . . . ,md} eine Fj-Basis von iMj ,
• {m1,m2, . . . ,md} die duale Basis von iM∗j = HomFj (iMj , Fj)
und
• bezeichne mit ξ : iM∗j → jMi den Isomorphismus (Teil
der Daten).
Dann ist
HomFj (Xi ⊗ iMj , Yj) ∼= HomFi(Xi, Yj ⊗ jMi) ,
ϕ 7→ ϕ
ψ ← [ ψ
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wobei
ϕ : Xi → Yj ⊗ jMi, x 7→
d∑
p=1
ϕ(x⊗mp)⊗ ξ(mp) und
ψ : Xi ⊗ iMj → Yj , z ⊗mp 7→ zp fu¨r ψ(z) =
d∑
p=1
zp ⊗ ξ(mp) .
Lemma 2.50: Seien Γ eine Gattung und X, Y zwei Darstel-
lungen. Dann gilt:
dimk Hom(X,Y )−dimk Ext1(X,Y ) =
∑
i∈Γ
fixiyi−
∑
j→i
djifixjyi ,
wobei fi := [Fi : k] und xi := dim(X)i bzw. yi := dim(Y )i.
Beweis: Bezeichne mit X = (Xi, iϕj) und Y = (Yi, iψj) die
Vektorra¨ume und Abbildungen der Darstellungen. Definiere die
lineare Abbildung
ΦX,Y :
⊕
i∈Γ
HomFi(Xi, Yi) →
⊕
j→i
HomFi(Xj ⊗ jMi, Yi) .
(αi)i∈Γ 7→
(
iψj ◦ (αj ⊗ id)− αi ◦ iϕj
)
j→i
Bezeichnet D(f) den Definitions- und W (f) den Wertebereich
einer Abbildung f : D(f) → W (f), so gelten fu¨r k-lineare Ab-
bildungen f allgemein dimD(f) = dim ker(f) + dim im(f) und
dimW (f) = dim im(f) + dim coker(f). Mit Hilfe der Definition
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[Fi : k] = fi rechnet man∑
i∈Γ
fixiyi −
∑
j→i
djifixjyi
=
∑
i∈Γ
fi dimFi(Xi) dimFi(Yi)−
∑
j→i
djifi dimFj (Xj) dimFi(Yi)
=
∑
i∈Γ
fi dimFi HomFi(Xi, Yi)−
∑
j→i
fi dimFi HomFi(Xj ⊗ jMi, Yi)
= dimkD(ΦX,Y )− dimkW (ΦX,Y )
= dimk ker(ΦX,Y )− dimk coker(ΦX,Y ) .
Hierbei ist ker(ΦX,Y ) = Hom(X,Y ) nach Definition und coker(ΦX,Y )∼= Ext1(X,Y ) eine in [D80, Prop. 2.2, pp. 58-61] beschriebene
Rechnung. X
Definition
Bemerkung 2.51: Sei Γ eine Gattung. Definiere im folgenden
zwei Spiegelungsfunktoren:
S+∗ : Rep(Γ) → Rep(s∗Γ) (∗ ∈ Γ eine Senke)
S−∗ : Rep(Γ) → Rep(s∗Γ) (∗ ∈ Γ eine Quelle)
Definition 2.52: Sei ∗ eine Senke und X eine Darstellung.
Definiere S+∗ (X) := Y = (Yi, jψi) durch Yi := Xi falls i 6= ∗ und
Y∗ als den Kern in
0 // Y∗
(jι∗)j //⊕
j∈ΓXj ⊗ jM∗
(∗ϕj)j // X∗ .
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Definiere jψi := jϕi falls i 6= ∗ und
jψ∗ := jι∗ : Y∗ ⊗ ∗Mj → Yj .
Morphismen α : X → X ′ a¨ndern sich nur an Position ∗, wo man
die Einschra¨nkung von
⊕
αj ⊗ id als die von der universellen
Eigenschaft des Kerns induzierte Abbildung erha¨lt:
0 // Y∗ //
∃!S+∗ (α)∗

⊕
Xj ⊗ jM∗ //⊕
αj⊗id

X∗
α∗

0 // Y ′∗ //
⊕
X ′j ⊗ jM∗ // X ′∗
Definition 2.53: Sei ∗ eine Quelle und X eine Darstellung.
Definiere S−∗ (X) := Y = (Yi, jψi) durch Yj := Xj falls j 6= ∗
und Y∗ als den Kokern in
X∗
(iϕ∗)i //⊕
i∈ΓXi ⊗ iM∗
(∗pii)i // Y∗ // 0 .
Definiere jψi := jϕi falls j 6= ∗ und
∗ψi := ∗pii : Yi ⊗ iM∗ → Y∗ .
Morphismen α : X → X ′ a¨ndern sich nur an Position ∗, wo
man die Projektion von
⊕
αi ⊗ id als die von der universellen
Eigenschaft des Kokerns induzierte Abbildung erha¨lt:
X∗ //
α∗

⊕
Xi ⊗ iM∗ //⊕
αi⊗id

Y∗ //
∃!S−∗ (α)∗

0
X ′∗ //
⊕
X ′i ⊗ iM∗ // Y ′∗ // 0
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Bemerkung 2.54: Da alle beno¨tigten Konstruktionen mit di-
rekten Summen vertauschen, sind S±∗ additive Funktoren.
Beispiel 2.55: Sei Γ eine Gattung, seien ∗, i ∈ Γ zwei Knoten
und ∗ eine Senke. Es soll die einfache Darstellung Si mittels S+∗
gespiegelt werden. Dabei sind drei Fa¨lle zu unterscheiden:
1) Gilt i = ∗, so ist nach Definition iM∗ = 0 und entsprechend
auch
⊕
j∈Γ(Si)j⊗ jM∗ = 0. Es folgt
(
S+∗ (Si)
)
∗ = 0, sodass man
als gespiegelte Darstellung S+∗ (Si) = 0 die triviale Darstellung
erha¨lt.
2) Gelten i 6= ∗ und di∗ = 0 bzw. sind i und ∗ nicht durch eine
Kante verbunden, ist ebenfalls iM∗ = 0 und wie im ersten Fall
ergibt sich S+∗ (Si)∗ = 0, sodass sich insgesamt mit S+∗ (Si) = Si
nichts a¨ndert.
3) Gelten i 6= ∗ und di∗ 6= 0, erha¨lt man als definierende kurze,
exakte Folge
0 // S+∗ (Si)∗ // (Si)i ⊗ iM∗ // (Si)∗ .
Wegen (Si)∗ = 0 und (Si)i = Fi folgt S+∗ (Si)∗ ∼= iM∗ und man
erha¨lt den Dimensionsvektor (. . . , 0, 1, di∗, 0, . . .). Die einzige re-
levante Abbildung dieser Darstellung ist (bis auf Isomorphie) die
Auswertungsabbildung
∗ϕi : iM∗ ⊗ iM∗∗ → Fi, (m, f) 7→ f(m) .
Beispiel 2.56: Sei Γ eine Gattung, seien ∗, i ∈ Γ zwei Knoten
und ∗ eine Quelle. Als Fortsetzung des obigen Beispiels soll die
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einfache Darstellung Si mittels S−∗ gespiegelt werden. Dabei sind
analog drei Fa¨lle zu unterscheiden:
1) und 2) Gilt i = ∗ bzw. di∗ = 0 so erha¨lt man vo¨llig analog zu
obigem Beispiel S−∗ (Si) = 0 bzw. S−∗ (Si) = Si.
3) Gelten i 6= ∗ und di∗ 6= 0, erha¨lt man als definierende kurze,
exakte Folge
(Si)∗ // (Si)i ⊗ iM∗ // S−∗ (Si)∗ // 0 .
Wegen (Si)∗ = 0 und (Si)i = Fi folgt S−∗ (Si)∗ ∼= iM∗ und man
erha¨lt den Dimensionsvektor (. . . , 0, 1, di∗, 0, . . .). Die einzige re-
levante Abbildung dieser Darstellung ist (bis auf Isomorphie) die
Multiplikation:
iϕ∗ : Fi ⊗ iM∗ → iM∗, (λ,m) 7→ λm .
Erste Eigenschaften
Lemma 2.57: Sei Γ eine Gattung. Dann gibt es zwei natu¨rliche
Transformationen
ε : S−∗ ◦ S+∗ −→ 1Rep(Γ) (∗ eine Senke) und
η : 1Rep(Γ) −→ S+∗ ◦ S−∗ (∗ eine Quelle).
Die zwei natu¨rlichen Transformationen erfu¨llen
1S−∗ = εS−∗ (−) ◦ S−∗ (η−) : S−∗ −→ S−∗ S+∗ S−∗ −→ S−∗ ,
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1S+∗ = S
+
∗ (ε−) ◦ ηS+∗ (−) : S+∗ −→ S+∗ S−∗ S+∗ −→ S+∗ .
Insbesondere bilden die Funktoren (S−∗ ,S+∗ ) ein adjungiertes Paar
mit Einheit η und Koeinheit ε.
Beweis: 1) Konstruktion der natu¨rlichen Transformationen: In
folgendem Diagramm
0 // (S+∗ X)∗ //
⊕
Xj ⊗ jM∗ // (S−∗ S+∗ X)∗ //
(εX)∗

0
0 // (S+∗ X)∗ //
⊕
Xj ⊗ jM∗ // X∗
induziert die universelle Eigenschaft des Kokerns die gestrichel-
te Abbildung. Zusammen mit (εX)i := idXi fu¨r i 6= ∗ ergibt
sich eine Transformation, die wegen der Eindeutigkeit durch die
universelle Eigenschaft natu¨rlich ist.
Analog induziert die universelle Eigenschaft des Kerns folgende
Abbildung
X∗ //
(ηX)∗

⊕
Xj ⊗ jM∗ // (S−∗ X)∗ // 0
0 // (S+∗ S−∗ X)∗ //
⊕
Xj ⊗ jM∗ // (S−∗ X)∗ // 0
Zusammen mit idXi la¨sst sich wieder eine natu¨rliche Transfor-
mation bauen.
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2) Nachweis der Eigenschaften: Ersetze zuerst X durch S+∗ (X)
in dem Diagramm fu¨r η
(S+∗ X)∗
ι //
(ηS+∗ (X)
)∗

⊕
Xj ⊗ jM∗ // (S−∗ S+∗ X)∗ // 0
0 // (S+∗ S−∗ S+∗ X)∗ //
⊕
Xj ⊗ jM∗ // (S−∗ S+∗ X)∗ // 0
Wende nun S+∗ auf εX an und fu¨ge das definierende Diagramm
hinzu
0 // (S+∗ S−∗ S+∗ X)∗ //
S+∗ (εX)∗

⊕
Xj ⊗ jMi //⊕
εj⊗id =id
(S−∗ S+∗ X)∗
(εX)∗

0 // (S+∗ X)∗ ι //
⊕
Xj ⊗ jMi // X∗
Die zweite Zeile des ersten und die erste Zeile des zweiten Dia-
gramms sind gleich. Also ergibt sich zusammen ein großes kom-
mutatives Diagramm. Da beide mit ι beschrifteten Inklusio-
nen gleich sind, macht anstelle von S+∗ (εX)∗ ◦ (ηS+∗ (X))∗ auch
(idS+∗ (X))∗ das große Diagramm kommutativ, sodass diese bei-
den nach der Eindeutigkeit der vom Kern induzierten Abbildung
gleich sind. Daher ergibt sich insgesamt idS+∗ (X) = S
+
∗ (εX) ◦
ηS+∗ (X).
Analog ergibt sich folgendes Diagramm, welches idS−∗ (X) = εS−∗ (X)◦
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S−∗ (ηX) zeigt:
X∗ //
(ηX)∗

⊕
Xi ⊗ iMj //⊕
ηi⊗id =id
(S−∗ X)∗ //
S−∗ (ηX)∗

0
0 // (S+∗ S−∗ X)∗ //
⊕
Xi ⊗ iMj // (S−∗ S+∗ S−∗ X)∗ //
(εS−∗ (X)
)∗

0
0 // (S+∗ S−∗ X)∗ //
⊕
Xi ⊗ iMj // (S−∗ X)∗
X
Lemma 2.58 [DR76, Lemma 2.5, p. 64]: Sei Γ eine Gattung
und X eine Darstellung. Dann gelten:
• (Knoten ∗ ∈ Γ eine Senke) X ∼= S−∗
(
S+∗ (X)
) ⊕ P , wobei
P ∼= Sn∗ .
Ist X unzerlegbar, gilt also entweder X ∼= S∗ oder X ∼=
S−∗
(
S+∗ (X)
)
.
• (Knoten ∗ ∈ Γ eine Quelle) X ∼= S+∗
(
S−∗ (X)
) ⊕ I, wobei
I ∼= Sn∗ .
Ist X unzerlegbar, gilt also entweder X ∼= S∗ oder X ∼=
S+∗
(
S−∗ (X)
)
.
Definition 2.59: Ist ∗ eine Senke oder Quelle, so sei Rep∗(Γ)
die Unterkategorie von Rep(Γ), deren Objekte die einfache Dar-
stellung S∗ nicht als direkten Summanden enthalten.
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Bemerkung 2.60: Die Unterkategorie Rep∗(Γ) ist additiv,
aber nicht mehr abelsch. Betrachtet man Darstellungen des Ko¨-
chers 1→ 2 vom Typ A2, bilden die drei unzerlegbaren Darstel-
lungen eine kurze, exakte Folge
0 −→ S2 = P2 −→ P1 = I2 −→ S1 = I1 −→ 0
Da einer der beiden einfachen in der Unterkategorie wegfa¨llt, ist
diese nicht unter Kokernen bzw. Kernen abgeschlossen.
Bemerkung 2.61: Es gilt Ind
(
Rep(Γ)
)
= Ind(Rep∗(Γ)) ∪
{S∗}.
Ist ∗ eine Senke, so ist Rep∗(Γ) = {X ∈ Rep(Γ) | Hom(X,S∗) =
0}.
Ist ∗ eine Quelle, so ist Rep∗(Γ) = {Y ∈ Rep(Γ) | Hom(S∗, Y ) =
0}.
Lemma 2.62 [DR76, Proposition 2.6, p. 66]: Die Spiege-
lungsfunktoren bilden eine A¨quivalenz geeigneter Unterkatego-
rien (hier ist ∗ eine Senke):
Rep∗(Γ)
S+∗ --
Rep∗(s∗Γ)
S−∗
mm
2.4 Coxeterfunktoren
Definition 2.63: Eine zula¨ssige Folge von Knoten i1, . . . , in ∈
Γ ist eine Bijektion auf der Knotenmenge, sodass fu¨r alle 0 ≤
j < n der Knoten ij+1 eine Senke in der Gattung sij . . . si1Γ ist.
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Bemerkung 2.64: Ist i1, . . . , in eine zula¨ssige Folge, so erfu¨llt
in, . . . , i1 die Eigenschaft, dass fu¨r alle 0 < j ≤ n der Knoten
ij−1 eine Quelle in der Gattung sij . . . sinΓ ist.
Lemma 2.65: Es gibt genau dann eine zula¨ssige Folge von
Knoten, wenn die Gattung keine orientierten Kreise hat.
Definition 2.66: Sei Γ eine Gattung ohne orientierte Kreise
und sei 1, . . . , n eine zula¨ssige Folge von Knoten. Dann sind die
Coxeterfunktoren C± definiert als
C+ := S+n ◦ . . . ◦ S+1 : Rep(Γ)→ Rep(Γ)
C− := S−1 ◦ . . . ◦ S−n : Rep(Γ)→ Rep(Γ)
Lemma 2.67 [D80, Lemma 2.9, p. 63]: Sei Γ eine Gattung
ohne orientierte Kreise und X eine Darstellung.
• Es gilt X ∼= C− (C+(X))⊕ P , wobei P projektiv ist.
Ist X unzerlegbar, ist also entweder X projektiv oder X ∼=
C−
(
C+(X)
)
.
• Es gilt X ∼= C+ (C−(X))⊕ I, wobei I injektiv ist.
Ist X unzerlegbar, ist also entweder X injektiv oder X ∼=
C+
(
C−(X)
)
.
Lemma 2.68 [D80, Proposition 2.10, p.71]: Die Coxeter-
funktoren bilden A¨quivalenzen geeigneter Unterkategorien
Repproj(Γ)
C+ --
Repinj(Γ)
C−
mm ,
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wobei Repproj(Γ) bzw. Repinj(Γ) die Unterkategorie aller Dar-
stellungen ohne projektiven bzw. ohne injektiven Summanden
bezeichnet.
Definition 2.69: Eine unzerlegbare DarstellungX heißt pra¨pro-
jektiv, falls Cn(X) = 0 fu¨r ein n ∈ N, wobei Cn := (C+)n. Sie
heißt pra¨injektiv, falls C−n(X) = 0, wobei C−n := (C−)n. An-
dernfalls nennt man X regula¨r und es gilt Cn(x) ∼= X fu¨r ein
n ∈ N+.
Bezeichne mit P, I bzw. R die Unterkategorien bestehend
auf direkten Summen pra¨projektiver, pra¨injektiver bzw. regula¨rer
Objekte.
Lemma 2.70 [D80, Proposition 1.11, p.49]: Sei Γ ein Eu-
klidischer Graph und c ein Coxeterelement, dann gelten:
• Eine unzerlegbare Darstellung ist genau dann pra¨projek-
tiv, wenn sie negativen Defekt hat.
• Eine unzerlegbare Darstellung ist genau dann regula¨r, wenn
ihr Defekt verschwindet.
• Eine unzerlegbare Darstellung ist genau dann pra¨injektiv,
wenn sie positiven Defekt hat.
Lemma 2.71 [S09, Proposition 3.31, p.48]: Die Kategorien
P und I sind exakt und unter Erweiterungen abgeschlossen. Die
Kategorie R ist abelsch und unter Erweiterungen abgeschlossen.
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Sind P ∈ P, R ∈ R und I ∈ I gelten zusa¨tzlich:
Hom(I, P ) = Hom(I,R) = Hom(R,P ) = {0}
Ext1(P, I) = Ext1(R, I) = Ext1(P,R) = {0}
Die Aussagen sind auch als [D80, Lemma 2.13, p.75] und [D80,
Proposition 4.2, p. 93] zu finden.
Bemerkung 2.72: Die obigen Lemmata ergeben folgendes,
schematisches Bild der unzerlegbaren Darstellungen einer zah-
men Gattung:
P
∂ < 0
R
∂ = 0
I
∂ > 0
Hom
Ext1
Dabei befinden sich die injektiven Darstellungen {Ii}i∈Γ ganz
rechts in I und nach links folgenden die Darstellungen {Cn(Ii) |
n ∈ N+}i∈Γ. Dual befinden sich ganz links in P die projektiven
Darstellungen {Pi}i∈Γ und rechts von diesen die Darstellungen
{C−n(Pi) | n ∈ N+}i∈Γ. In der Mitte befinden sich die regula¨ren
Darstellungen, welche unendlich hohe Ro¨hren bilden.
68
Kapitel 3
Kompositionsalgebra
zahmer Gattungen
Das finale Kapitel bescha¨ftigt sich mit der Kompositionsalgebra
C(Γ) einer zahmen Gattung Γ, wobei zuerst Isomorphismen S±∗
konstruiert und dann mit deren Hilfe Elemente der Kompositi-
onsalgebra identifiziert werden.
Der Abschnitt u¨ber abgeleitete Spiegelungsfunktoren fu¨hrt
anfangs noch einige weitere Eigenschaften u¨ber Spiegelungs-
funktoren aus, so induzieren diese z.B. Bijektionen
Ext1(X ′′, X ′)←→ Ext1 (S±∗ (X ′′),S±∗ (X ′))
fu¨r bestimmte Darstellungen X ′ und X ′′ der Gattung Γ. Als
erstes Resultat dieser Dissertation wird gezeigt, dass die abge-
leiteten Spiegelungsfunktoren quasiinverse A¨quivalenzen bilden.
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Diese A¨quivalenzen induzieren nach dem Satz von Cramer
1.56 Isomorphismen S±∗ zwischen den reduzierten Drinfelddop-
peln. Es konnte gezeigt werden, dass sich diese fu¨r Gattun-
gen mit Gewichten der Form (1, n), (n, 1) oder (t, t) - insbe-
sondere also fu¨r alle zahmen Gattungen - zu Isomorphismen
zwischen den Drinfelddoppeln der Kompositionsalgebren ein-
schra¨nken lassen. Mithilfe des Isomorphismus zwischen dem Drin-
felddoppel DC(Γ) und der Quantengruppe Uv(gCΓ) erha¨lt man
also Isomorphismen der Quantengruppe. Explizite Rechnungen
zeigen dabei, dass S±∗ mit den von Lusztig [L94, Chapter 37]
beschriebenen Isomorphismen u¨bereinstimmen.
In voller Allgemeinheit konnte im dritten Abschnitt gezeigt
werden, dass die Kompositionsalgebra C(Γ) beliebiger zahmer
Gattungen Γ alle pra¨projektiven Darstellungen, alle pra¨injekti-
ven Darstellungen sowie die Summen regula¨rer Objekte 1˜rδ mit
Dimensionsvektor rδ entha¨lt. Hierbei ist r ∈ N und δ die ima-
gina¨re Wurzel. Fu¨r Gattungen von endlichem Darstellungstyp
la¨sst sich ebenfalls zeigen, dass alle pra¨projektiven und pra¨injek-
tiven Darstellungen in der Kompositionsalgebra enthalten sind,
d.h. dass diese mit der ganzen Hallalgebra u¨bereinstimmt.
Im letzten Abschnitt wird ein Teil des Programms von [BS12]
u¨ber den Kroneckerko¨cher Q fu¨r die Gattung Γ vom Typ A˜21
durchgefu¨hrt. Burban und Schiffmann konnten zeigen, dass Pro-
dukte der Elemente aus dem dritten Abschnitt eine Basis der
Kompositionsalgebra C(Q) bilden. Statt dies direkt zu zeigen,
wurden koha¨rente Garben auf P1 betrachtet und eine Kompo-
sitionsalgebra in der Hallalgebra H (Coh(P1)) definiert, deren
Basis bereits aus fru¨heren Arbeiten bekannt war. In Vorberei-
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tung auf die Definition einer geeigneten geometrischem Kurve
fu¨r die Gattung Γ wurde die Kategorie Rep(Γ) = P ∨R∨I wie
in [HRS96] beschrieben mittels Kipptheorie in die Form I[−1]∨
P ∨ R gebracht, welche wie beim Kroneckerko¨cher das u¨bliche
Bild von Geradenbu¨ndeln und Torsionsgarben nachstellt.
3.1 Abgeleitete Spiegelungsfunktoren
Lemma 3.1: Rep∗(Γ) ist unter Erweiterungen abgeschlossen.
Beweis: Ist 0 −→ X ′ −→ X −→ X ′′ −→ 0 exakt und gilt
Hom(X ′, S∗) = 0 = Hom(X ′′, S∗), so folgt nach der Halbexakt-
heit von Hom(−, S∗) auch Hom(X,S∗) = 0
0 Hom(X ′, S∗)oo Hom(X,S∗)oo Hom(X ′′, S∗)oo .
X
Lemma 3.2: Die eingeschra¨nkten Funktoren S±∗ : Rep∗(Γ) →
Rep∗(s∗Γ) sind exakt (wobei ∗ eine Senke bzw. eine Quelle sei),
d.h. ist
η : 0 // X ′ ι // X pi // X ′′ // 0
eine kurze, exakte Folge in Rep(Γ), sodass sich alle beteiligten
Darstellungen X ′, X, X ′′ bereits in Rep∗(Γ) befinden, dann ist
auch die Folge
S+∗ (η) : 0 // S+∗ (X ′)
S+∗ (ι) // S+∗ (X)
S+∗ (pi) // S+∗ (X ′′) // 0
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exakt.
Beweis: Das folgende Diagramm entstammt der Definition fu¨r
S+∗ angewendet auf ι und pi, wobei die Zeilen jeweils exakt sind,
weil die einfache Darstellung S∗ nicht als Summand auftaucht:
0

0

0

0 // S+∗ (X ′)∗ //
S+∗ (ι)k

⊕
X ′j ⊗ jM∗ //⊕
ιj⊗id

X ′∗ //
ι∗

0
0 // S+∗ (X)∗ //
S+∗ (pi)∗

⊕
Xj ⊗ jM∗ //
⊕
pij⊗id

X∗ //
pi∗

0
0 // S+∗ (X ′′)∗ //

⊕
X ′′j ⊗ jM∗ //

X ′′∗ //

0
0 0 0
Die letzte und mittlere Spalte sind beide nach Voraussetzung
exakt (Als Bimoduln u¨ber Schiefko¨rper sind alle jMi frei, ins-
besondere also flach). Dank des 3x3-Lemmas folgt daher, dass
auch die erste Spalte exakt ist. Da die Abbildungen ι und pi nur
am Knoten ∗ gea¨ndert werden, folgt die Behauptung.
Ist ∗ ∈ Γ eine Quelle, erha¨lt man ein analoges Diagramm
mit erneut exakten Zeilen, da S∗ nicht als Unterdarstellung auf-
taucht. X
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Lemma 3.3: In Rep∗(Γ) induzieren S±∗ Bijektionen der Ext
1-
Gruppen:
∀X ′, X ′′ ∈ Rep∗(Γ) : Ext1(X ′′, X ′) ↔ Ext1
(
S±∗ (X ′′),S±∗ (X ′)
)
.
Beweis: Sei ∗ eine Senke,X ′, X ′′ ∈ Rep∗(Γ) und η ∈ Ext1(X ′′, X ′)
eine kurze, exakte Folge
η : 0 −→ X ′ −→ X −→ X ′′ −→ 0 .
Da Rep∗(Γ) unter Erweiterungen abgeschlossen ist, erha¨lt man
X ∈ Rep∗(Γ), also ist η eine kurze, exakte Folge in Rep∗(Γ). Da
S+∗ auf Rep∗(Γ) exakt ist und auch Rep∗(s∗Γ) unter Erweiterun-
gen abgeschlossen ist, ist S+∗ (η) ∈ Ext1
(
S±∗ (X ′′),S±∗ (X ′)
)
eine
kurze, exakte Folge in Rep∗(s∗Γ). Anwenden von S−∗ liefert aus
gleichen Gru¨nden eine kurze, exakte Folge wieder in Rep∗(Γ):
0 // X ′ // X // X ′′ // 0
0 // S−∗ S+∗ X ′ //
ηX′∼=
OO
S−∗ S+∗ X //
ηX∼=
OO
S−∗ S+∗ X ′′ //
ηX′′∼=
OO
0
Die Koeinheit liefert einen Isomorphismus der kurzen, exakten
Folgen η ∼= S−∗ S+∗ (η), weil S∗ kein direkter Summand ist. Ist ξ ∈
Ext1
(
S±∗ (X ′′),S±∗ (X ′)
)
eine kurze, exakte Folge, erha¨lt man ξ ∼=
S+∗ S−∗ (ξ) mit analogen Argumenten, sodass S+∗ und S−∗ inverse
Abbildungen zwischen den beiden Mengen Ext1(X ′′, X ′) und
Ext1
(
S±∗ (X ′′),S±∗ (X ′)
)
bilden.
Ist ∗ eine Quelle, vertauscht man S+∗ mit S−∗ und Koeinheit mit
Einheit. X
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Lemma 3.4 [K04, Proposition, Chapter 3, p.11]: Seien
A und B abelsche Kategorien und F : A → B ein additi-
ver Funktor. Hat A genu¨gend injektive Objekte und ist M• ∈
Chainb(A ) ein (nach links) beschra¨nkter Kettenkomplex. Dann
existiert der rechtsabgeleitete Funktor RF : Db(A ) → Db(B)
fu¨r M• und es gilt
RF(M•) = F(I•) ,
wobei M• → I• ein Quasiisomorphismus zu einem (nach links)
beschra¨nkten Komplex I• mit injektiven Objekt ist.
Beispiel 3.5: Als Erinnerung an abgeleitete Funktoren soll
fu¨r eine Gattung Γ an einer Quelle ∗ die (injektive) einfache
Darstellung S∗ mittels LS−∗ gespiegelt werden. Als projektive
Auflo¨sung wurde bereits
P • : 0 −→
⊕
∗→j
∗Mj ⊗Fj Pj −→ P∗ −→ S∗ −→ 0
berechnet. Spiegele zuerst den linken Term mit S−∗ : Da ∗ eine
Quelle ist, besitzt die linke Darstellung am Knoten ∗ einen 0-
dimensionalen Vektorraum und die Kokernkonstruktion fu¨r S−∗
am Knoten ∗ vereinfacht sich zu ⊕∗→i(⊕∗→j ∗Mj⊗Pj)i⊗ iM∗.
Spiegelt man P∗, so erha¨lt man am Knoten ∗ den Vektorraum
coker(F∗ ↪→
⊕
∗→i(P∗)i⊗ iM∗). Als Bild S−∗ (P •) ergibt sich der
Kettenkomplex
⊕
∗→i
⊕
∗→j
∗Mj ⊗ Pj

i
⊗iM∗ → coker
(
F∗ ↪→
⊕
∗→i
(P∗)i ⊗ iM∗
)
→ 0
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Dieser Kettenkomplex ist etwas unhandlich, kann aber mit Hil-
fe des Lemmas 1.35 vereinfacht werden: Da die kurze, exak-
te Folge P • eine Gleichung in der Grothendieckgruppe liefert,
gilt (P∗)i = (
⊕
∗→j ∗Mj ⊗ Pj)i. Als linksadjungierter Funktor
ist S−∗ rechtsexakt, also ist S−∗ (P •) im mittleren und rechten
Term exakt, d.h. alle beteiligten Abbildungen surjektiv. Da-
mit folgt H0
(
S−∗ (P •)
)
= 0 und aus Dimensionsgru¨nden auch
H−1
(
S−∗ (P •)
)
= S∗. Insgesamt ergibt sich also LS−∗ (S∗[0]) ∼=
S∗[1] ∈ Db(s∗Γ).
Bemerkung 3.6: Obiges Beispiel gilt in dualer Weise fu¨r ei-
ne Senke ∗, dessen einfacher S∗ durch den abgeleiteten Funktor
RS+∗ in die andere Richtung auf RS+∗ (S∗[0]) ∼= S∗[−1] verscho-
ben wird.
Lemma 3.7 [B78]: Seien T und S triangulierte Kategori-
en, F : T → S ein exakter Funktor und {Xi} eine Familie
von Objekten in T . Wenn T von {Xi} und S von {F(Xi)}
erzeugt ist und F : Hom•T (Xi, Xj)→ Hom•S
(
F(Xi),F(Xj)
)
ein
Isomorphismus ist, dann ist F eine A¨quivalenz von Kategorien.
Theorem 3.8: Spiegelungsfunktoren induzieren A¨quivalenzen
auf den beschra¨nkten, abgeleiteten Kategorien (hier ist ∗ eine
Senke).
Db(Γ)
RS+∗ --
Db(s∗Γ)
LS−∗
ll
Beweis: Sei ∗ eine Senke (fu¨r eine Quelle erha¨lt man einen ana-
logen Beweis mit vertauschten Rollen von S+∗ und S−∗ ). Dem
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Lemma von Beilinson folgend, sollen alle Voraussetzungen fu¨r
{Si[0] | i ∈ Γ} gezeigt werden.
1) Zeige zuerst, dass diese Elemente ganz Db(Γ) erzeugen:
Die Kategorie Rep(Γ) erlaubt Kompositionsreihen M0 ⊂ M1 ⊂
. . . ⊂ Mn, deren kurze, exakte Folgen 0 −→ Mi −→ Mi+1 −→
Mi+1/Mi −→ 0 Dreiecke in Db(Γ) liefern. Da alle einfachen
Objekte und damit alle Mi+1/Mi enthalten sind, sind es per In-
duktion auch alle Mi. Somit sind alle Objekte Mn[0] enthalten,
was (bis auf Verschiebung) wegen Lemma 1.35 bereits genu¨gt.
2) Berechne als na¨chstes die Bilder der Erzeuger unter RS+∗ :
Fu¨r S∗ wurde RS+∗ (S∗[0]) ∼= S∗[−1] bereits berechnet. Betrach-
te fu¨r i 6= ∗ nun eine injektive Auflo¨sung η : Si → I•. Da der
einfache S∗ nicht injektiv ist, befindet sich die ganze Auflo¨sung
in der Unterkategorie Rep∗(Γ). Die Auflo¨sung η ist allerdings
eine kurze, exakte Folge, weil Rep(Γ) erblich ist, sodass S+∗ (η) :
S+∗ (Si) → S+∗ (I•) nach Lemma 3.2 wieder exakt ist. Entspre-
chend besitzt RS+∗ (Si[0]) = S+∗ (I•) genau eine nicht-triviale Ko-
homologie und es gilt RS+∗ (Si[0]) ∼= H0
(
S+∗ (I•)
)
[0] ∼= S+∗ (Si)[0].
3) Zeige, dass die Bilder Db(s∗Γ) erzeugen:
Da der eingeschra¨nkte Funktor S+∗ : Rep∗(Γ)→ Rep∗(s∗Γ) eine
A¨quivalenz ist und {Si | i 6= ∗} ein Erzeugendensystem von
Rep(Γ) bildet, ist {S+∗ (Si) | i 6= ∗} ein Erzeugendensystem fu¨r
Rep∗(s∗Γ). Zusammen mit S∗[−1] werden alle einfachen (bis auf
Verschiebung) erzeugt und somit bereits ganz Db(s∗Γ).
4) Als letzter Schritt ist zu zeigen, dass
RS+∗ : Hom
•(X,Y )→ Hom• (RS+∗ (X),RS+∗ (Y ))
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fu¨r Erzeuger X, Y ein Isomorphismus ist:
Beide beteiligten Kategorien Rep(Γ) und Rep(s∗Γ) sind erblich,
sodass Hom•(X,Y ) auf Grad 0 und 1 konzentriert ist. Alle betei-
ligten Objekte (bis auf S∗) befinden sich in der Unterkategorien
Rep∗(Γ), auf der S+∗ bereits volltreu wirkt und Bijektionen auf
den Erweiterungsgruppen induziert. Fu¨r das Paar (X,Y ) blei-
ben also noch die drei Fa¨lle zu pru¨fen, in denen X = S∗[0] = Y
oder nur X = S∗[0] bzw. Y = S∗[0] gilt. In diesen drei Fa¨llen
wird die Behauptung einzeln nachgewiesen:
i) HomDb(Γ)(S∗[0], S∗[0]) ∼= HomDb(s∗Γ)(S∗[−1], S∗[−1])
HomDb(Γ)(S∗[0], S∗[1]) ∼= HomDb(s∗Γ)(S∗[−1], S∗[0])
Beide Ra¨ume der ersten Zeile sind u¨ber dem Ko¨rper F∗ von der
Identita¨t idS∗ erzeugt, welche durch Funktoren generell inein-
ander u¨berfu¨hrt werden. Die Ra¨ume in der zweiten Zeile sind
isomorph zu Ext1 und somit trivial, da S∗ auf der linken Sei-
te in Rep(Γ) projektiv bzw. auf der rechten Seite in Rep(s∗Γ)
injektiv ist.
ii) HomDb(Γ)(Si[0], S∗[0]) ∼= HomDb(s∗Γ)(S+∗ (Si)[0], S∗[−1])
HomDb(Γ)(Si[0], S∗[1]) ∼= HomDb(s∗Γ)(S+∗ (Si)[0], S∗[0])
Die linke Seite der ersten Zeile ist offensichtlich trivial und die
rechte Seite isomorph zu Ext−1(S+∗ (Si), S∗) = 0. Die Ra¨ume der
zweiten Zeile lassen sich durch folgende Diagramme beschreiben:
0 // F∗ ∼=
// X∗ // 0 // 0 iM∗

ψ∗
// F∗

0 // 0
OO
// Xi
∗ϕi
OO
∼= // Fi
OO
// 0 Fi // 0
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In der zweiten Zeile sind links beliebige Erweiterungen mo¨glich
und durch eine lineare Abbildung ∗ϕi : Fi⊗ iM∗ → F∗ gegeben.
Auf der rechten Seite sind beliebige lineare Abbildungen ψ∗ :
iM∗ → F∗ mo¨glich, sodass beide Ra¨ume die gleiche Dimension
haben. Also genu¨gt es zu zeigen, dass die Fq-lineare Abbildung
injektiv ist, was aus Gru¨nden der Lesbarkeit in das nachfolgende
Lemma ausgelagert wurde.
iii) HomDb(Γ)(S∗[0], Si[0]) ∼= HomDb(s∗Γ)(S∗[−1],S+∗ (Si)[0])
HomDb(Γ)(S∗[0], Si[1]) ∼= HomDb(s∗Γ)(S∗[−1],S+∗ (Si)[1])
Die linke Seite der ersten Zeile ist offensichtlich trivial und die
rechte Seite isomorph zu Ext1(S∗,S+∗ (Si)), dessen Dimension
sich mit der Formel aus Lemma 2.50 berechnen la¨sst. Mit X =
S∗ und Y = S+∗ (Si) ergibt sich 〈dim(X),dim(Y )〉 = f∗x∗y∗ +
fixiyi − d∗ifix∗yi = f∗di∗ + 0 − d∗ifi = 0. Es genu¨gt also,
Hom(S∗,S+∗ (Si)) = 0 zu zeigen. Da die Auswertungsabbildung
nicht ausgeartet ist, erzwingt die Kommutativita¨t des folgenden
Quadrates bereits ψ∗ = 0.
F∗

ψ∗
//
iM∗
m⊗f 7→f(m)

0 // Fi
Der linke Ext1-Raum der zweiten Zeile im Fall iii) ist wegen
der Projektivita¨t des Moduls S∗ trivial und die rechte Seite zu
Ext2(S∗,S+∗ (Si)) = 0 isomorph. X
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Bemerkung 3.9: Dem Beweis entnimmt man die Aussage
RS+∗ (X[0]) ∼= S+∗ (X)[0] fu¨r Darstellungen X ∈ Rep∗(Γ) (ana-
log fu¨r LS−∗ ), sodass sich
LS−∗
(
RS+∗ (X[0])
) ∼= LS−∗ (S+∗ (X)[0])
∼= S−∗ S+∗ (X)[0]
∼= X[0]
ergibt. A¨hnlich erha¨lt man LS−∗
(
RS+∗ (S∗[0])
) ∼= LS−∗ (S∗[−1]) ∼=
S∗[0] bzw. analoge Aussagen bei vertauschter Reihenfolge von
LS−∗ und RS+∗ .
Alles in allem sieht man also, dass die Funktoren LS−∗ und
RS+∗ quasiinvers zueinander sind.
Lemma 3.10: Die von RS+∗ induzierte Abbildung
HomDb(Γ)(Si[0], S∗[1]) −→ HomDb(s∗Γ)(S+∗ (Si)[0], S∗[0])
ist injektiv.
Beweis: Da die Abbildung Fq-linear ist, genu¨gt es zu zeigen, dass
der Kern trivial ist. Dies geschieht, indem 0 6= f• ∈ Hom(Si[0], S∗[1])
angenomen und RS+∗ (f•) 6= 0 bewiesen wird: Mit dem Abbil-
dungskegel Cone(f•) ergibt sich ein Dreieck
Si[0]
f• // S∗[1] // Cone(f•)
+1 // ,
welches geshiftet wie folgt aussieht
S∗[0] // Cone(f•)[−1] // Si[0] +1
f•
// .
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Hierbei konzentrieren sich S∗[0] und Si[0] im Grad 0, sodass dies
auch auf Cone(f•)[−1] zutrifft und sich mit E := H0(Cone(f•)[−1])
eine kurze, exakte Folge ergibt:
0 // S∗ // E
β // Si // 0 .
Dabei sind die folgenden Aussagen a¨quivalent:
• Es gilt f• = 0.
• Es gibt einen Spalt s : Si → E, d.h. es gilt β ◦ s = idSi .
• Es gilt E ∼= Si ⊕ S∗.
Nach Voraussetzung sind alle drei Aussagen falsch und somit
gilt E ∈ Rep∗(Γ). Wende nun RS+∗ auf das geshiftete Dreieck
an und erhalte
RS+∗ (S∗[0]) // RS+∗ (E[0])
RS+∗ (β) // RS+∗ (Si[0])
+1
RS+∗ (f•)
// .
Die vorhandenen Kettenkomplexe wurden dabei bereits genauer
bestimmt, sodass man folgendes, kommutative Diagramm erha¨lt
RS+∗ (E[0])
RS+∗ (β•) //
∼=

RS+∗ (Si[0])
+1
RS+∗ (f•)
//
∼=

S+∗ (E)[0]
H0(RS+∗ (f•)) // S+∗ (Si)[0] .
In obigem Diagramm sind alle Ra¨ume X im Grad 0 konzentriert.
Also gibt es natu¨rliche Isomorphismen X −→ τ≥0(X) ←−
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τ≤0τ≥0(X) = H0(X), deren
”
Verkettung“ die vertikalen Pfeile
des Diagramms beschreibt. Daher gilt auch H0
(
RS+∗ (f•)
)
=
H0
(
RS+∗ (f•)
)0
= S+∗ (β) ∈ Hom(S+∗ (E),S+∗ (Si)).
Der Funktor S+∗ ist als A¨quivalenz insbesondere volltreu auf
Rep∗(Γ). Der Morphismus β ∈ Hom(E,Si) besitzt keinen Spalt,
also besitzt S+∗ (β) ebenfalls keinen Spalt. Wegen der Kommu-
tativita¨t obigen Diagramms besitzt RS+∗ (β•) ebenfalls keinen
Spalt. Damit ist schlussendlich RS+∗ (f•) 6= 0. X
3.2 Spiegelungsfunktoren und
Kompositionsalgebren
Bemerkung 3.11: Im letzten Abschnitt wurde bewiesen, dass
die abgeleiteten Funktoren RS+∗ und LS−∗ A¨quivalenzen der ab-
geleiteten Kategorien bilden. Nach dem Satz von Cramer (Theo-
rem 1.56) induzieren diese Isomorphismen der reduzierten Drin-
felddoppel der entsprechenden Hallalgebren
DH(Γ)
S+∗ -- DH(s∗Γ)
S−∗
mm
DC(Γ)
⊆
OO
oo // DC(s∗Γ)
⊆
OO
Ziel dieses Abschnittes ist es nachzuweisen, dass sich die Isomor-
phismen S±∗ auf die Drinfelddoppel der Kompositionsalgebren
einschra¨nken lassen. Dies ist fu¨r alle Gattungen mit Gewichten
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der Form (1, n), (n, 1) oder (t, t) gelungen, also insbesondere fu¨r
alle Dynkingraphen und Euklidischen Graphen.
Die Drinfelddoppel der Kompositionsalgebren sind isomorph
zur Quantengruppe, sodass ein Vergleich zu Lusztigschen Sym-
metrien mo¨glich wird.
Bemerkung 3.12: Die Kompositionsalgebren sind von den ein-
fachen Darstellungen Si ∈ Rep(Γ) und der Gruppenalgebra der
Grothedieckgruppe erzeugt. Hierbei ist zu beachten, dass Ele-
mente der Gruppenalgebra der Grothendieckgruppe nach Defi-
nition wieder auf diese abgebildet werden. Insofern genu¨gt es,
die Bilder S±∗ (Si) als Produkte der einfachen Darstellungen Sj ∈
Rep(s∗Γ) zu schreiben. Dies soll als erster Schritt fu¨r die abge-
leiteten Spiegelungsfunktoren RS+∗ und LS−∗ getan werden.
Bemerkung 3.13: Wie in den Beispielen 2.55 und 2.56 bereits
fu¨r S±∗ (Si) zu sehen war, sind lediglich die Gewichte (di∗, d∗i)
von Bedeutung, sodass der gesamte restliche gewichtete Graph
keine Rolle spielt. Ist Γ eine Gattung und bezeichnet Γ{i,∗} den
vollen Untergraphen mit Knotenmenge {∗, i}, kommutiert fol-
gendes Diagramm:
Rep(Γ{i,∗})
S±∗ //

Rep(s∗Γ{i,∗})

Rep(Γ)
S±∗ // Rep(s∗Γ)
Die vertikalen Pfeile bezeichnen dabei die Einbettung. Daher
genu¨gt es, einfache Darstellungen einer Gattung bestehend aus
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zwei Knoten {1, 2} mit den Gewichten (d12, d21) zu betrachen.
Bemerkung 3.14: Den Auflistungen 2.36 und 2.37 ist zu ent-
nehmen, dass die Kanten der Dynkingraphen und Euklidischer
Graphen (bei fixierter Orientierung) alle Gewichte der Form
(1, n), (n, 1) oder (t, t) tragen, welche es zu betrachen genu¨gt.
Lemma 3.15: Der Dualisierungsfunktor
Homk(−, k) : Mod -Λ → Mod -Λop
ist eine A¨quivalenz von Kategorien. Fu¨r eine Gattung entsteht
Λ(Γ)op aus Λ(Γ) durch Umdrehen aller Pfeile, was sich vollkom-
men analog zu Ko¨chern zeigen la¨sst.
Bemerkung 3.16: Dank des Dualisierungsfunktors genu¨gt es,
einen der beiden Fa¨lle (1, n) bzw. (n, 1) zu betrachten. Wie sich
spa¨ter herausstellen wird, bietet der Fall (t, t) keine zusa¨tzlichen
Herausforderungen.
Beispiel 3.17: Betrachte die folgende Gattung Γ
1
(1,n) // 2
Fp
Fpn // Fpn
Hier mu¨ssen auf die beiden einfachen Darstellungen S1 und S2
jeweils die abgeleiteten Funktoren RS+2 und LS
−
1 der mo¨glichen
Spiegelungen angewendet werden. Dies geschah bereits in den
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Beispielen 2.55, 2.56, 3.5 und 3.6:
Fp // 0 
RS+2 // Fp Fpnoo
0 // Fpn 
RS+2 //
(
0 Fpn
)
[1]oo
Fp // 0 
LS−1 //
(
Fp 0
)
[−1]oo
0 // Fpn 
LS−1 // Fpn Fpnoo
Schreibe zuerst RS+2 (S1) ∈ H(s2Γ) als Produkt von einfachen
Darstellungen: Aus kombinatorischen Gru¨nden ist eine Darstel-
lung X zum Dimensionsvektor dim(X) = (1, 1) entweder un-
zerlegbar oder es gilt X ∼= S1 ⊕ S2. Da das Gewicht (1, n) den
Kroneckerko¨cher ausschließt, ist (1, 1) keine imagina¨re Wurzel
und die unzerlegbare Darstellung dieses Dimensionsvektors ein-
deutig, d.h. X ∼= RS+2 (S1). In H(s2Γ) gilt [S1] · [S2] = [S1 ⊕ S2]
und [S2] · [S1] = v−n[S1 ⊕ S2] + v−n[RS+2 (S1)], wie in Beispiel
2.20 berechnet, wobei sich der Vorfaktor v−n mit Lemma 2.50
berechnen la¨sst. Zusammengesetzt ergibt sich also:
[RS+2 (S1)] = v
n[S2][S1]− [S1][S2] ∈ H(s2Γ) .
Fu¨r die Darstellung LS−1 (S2) ist beim Dimensionsvektor (n, 1)
auf den na¨chsten Seiten deutlich mehr Rechenaufwand zu be-
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treiben, um folgende Darstellung zu erhalten:
[LS−1 (S2)] =
∑
i+j=n
(−1)jvi[S1](j)[S2][S1](i) ∈ H(s1Γ) .
Beispiel 3.18: Um die Darstellung LS−1 (S2) als Produkt von
einfachen Darstellungen zu schreiben, finden im Folgenden alle
Rechnungen in der Hallalgebra der gespielegelten Gattung s1Γ
statt
1 2
(1,n)oo
Fp Fpn
Fpnoo
Bezeichne mit
1(x,y) =
∑
X∈Rep(s1Γ)
dim(X)=(x,y)
[X]
Als Euler-Form ergibt sich (vgl. Lemma 2.50)
〈x, y〉 =
∑
i∈s1Γ
[Fi : Fp]x2i −
∑
j→i
dij [Fi : Fp]xiyj
= x1y1 + nx2y2 − nx2y1
=
(
x1 x2
)( 1 0
−n n
)(
y1
y2
)
Ziel der folgenden Rechnungen ist es, eine geeignete Linearkom-
binationen all jener Produkte einfacher Darstellungen [S1]
j [S2][S1]
i
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zu finden, welche den Dimensionsvektor dim(LS−1 (S2)) = (n, 1)
haben.
Dazu werden diese Produkte zuerst berechnet.
Lemma 3.19: Es gilt [S⊕i1 ] · [S2] = [S⊕i1 ⊕ S2].
Beweis: Berechne zuerst den Vorfaktor
〈dim(S⊕i1 ),dim(S2)〉 =
(
i 0
)( 1 0
−n n
)(
0
1
)
= 0 .
Betrachte nun mo¨gliche Erweiterungen M = (M1,M2, ϕ : M2⊗
Fpn → M1), wobei die erste Zeile den Knoten 1 und die zweite
Zeile den Knoten 2 beschreibt. Die vertikalen Pfeile beschreiben
dabei keinesfalls eine Abbildungen zwischen Start- und Endvek-
torraum und sind zur Vermeidung dieser Verwechslung gestri-
chelt dargestellt:
0 // 0 // M1
∼= // Fip // 0
0 // Fpn
∼= //
OO
M2 //
OO
0 //
OO
0
Die horizontalen Abbildungen mu¨ssen aufgrund der Exaktheit
Isomorphismen bzw. Nullabbildungen sein und die Kommutati-
vita¨t der angedeuteten Quadrate impliziert 0 = ϕ : M2⊗Fpn →
M1 und somit M ∼= S⊕i1 ⊕ S2. Insbesondere hat die Darstel-
lung M genau eine Unterdarstellung isomorph zu S2 und der
Quotient von M nach dieser Unterdarstellung ist automatisch
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isomorph zu S⊕i1 . Es ergibt sich F
M
(S⊕i1 ,S2)
= 1 unabha¨ngig von
M als Koeffizient in der Summe. X
Lemma 3.20: Bezeichne mit 1(n,1)(j) die Summe aller Dar-
stellungen (M1,M2, ϕ) mit j = dim
(
im(ϕ)
)
. Fu¨r 0 ≤ i ≤ n gilt
dann:
[S⊕n−i1 ⊕ S2] · [S⊕i1 ] = v−i
2
i∑
j=0
|Gr(i− j, n− j)| · 1(n,1)(j)
Beweis: Berechne erneut zuerst den Vorfaktor
〈dim(S⊕n−i1 ⊕ S2),dim(S⊕i1 )〉 =
(
n− i 1 )( 1 0−n n
)(
i
0
)
= −i2 .
Betrachte nun kurze, exakte Folgen η mit einer mo¨gliche Erwei-
terungen M , wobei wieder die erste Zeile den Knoten 1 und die
zweite Zeile den Knoten 2 beschreibt:
0 // Fip
ι // M1
pi // Fn−ip // 0
0 // 0 //
OO
M2
ϕ
OO
∼= // Fpn //
0
OO
0
Die Kommutativita¨t des angedeuteten, rechten Quadrates er-
zwingt
0 = pi ◦ ϕ : M2 ⊗ Fpn −→ Fn−ip .
Also gilt im(ϕ) ⊆ ker(pi) = im(ι). Gegeben einen Untervek-
torraum im(ϕ) ⊆ M1 treten genau die Erweiterungen η auf,
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die im(ϕ) ⊆ im(ι) erfu¨llen. Zu za¨hlen sind also dim ( im(ι))-
dimensionale Untervektorra¨ume, die zwischen einem gegebenen
dim
(
im(ϕ)
)
-dimensionalen Untervektoraum in einem dim(M1)-
dimensionalen Vektorraum liegen. U¨bergang zum Quotienten
nach im(ϕ) ergibt |Gr(i− j, n− j)| als Koeffizienten, wobei hier
n = dim(M1), i = dim
(
im(ϕ)
)
und j = dim
(
im(ϕ)
)
.
Fu¨r eine gegebene Erweiterung M ha¨ngt der Koeffizient
FM
S⊕n−i1 ⊕S2,S⊕i1
nur von dim
(
im(ϕ)
)
ab, sodass diese zu einer
Summe 1(n,1)(j) zusammen gefasst werden ko¨nnen. X
Bemerkung 3.21: Wie spa¨ter gezeigt wird, gilt 1(n,1)(n) =
[LS−1 (S2)], sodass das im folgenden Lemma beschriebene Glei-
chungssystem nach 1(n,1)(n) aufgelo¨st werden muss.
Lemma 3.22: Es ergibt sich ein lineares Gleichungssystem
vn[S1]
(n−i)[S2][S1](i) =
i∑
j=0
v(n−i)(n−j)
[
n− j
i− j
]
1(n,1)(j) .
Beweis: Zusammensetzen aller bisheriger Formeln liefert das Ge-
wu¨nschte. Beachte dabei Lemma 1.47 und End(Si) = Fi:
vn[S1]
(n−i)[S2][S1](i) = vn+(n−i)(n−i−1)+i(i−1)[Sn−i1 ][S2][S
i
1]
= vn
2−2in+2i2 ·
·v−i2
i∑
j=0
|Gr(i− j, n− j)| · 1(n,1)(j)
= v(n−i)
2
i∑
j=0
v(n−i)(i−j)
[
n− j
i− j
]
· 1(n,1)(j) .
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X
Bemerkung 3.23: Als Matrix geschrieben ergibt sich
vn ·

[S1]
(n)[S2]
[S1]
(n−1)[S2][S1]
...
[S2][S1]
(n)
 = A(n) ·

1(n,1)(0)
1(n,1)(1)
...
1(n,1)(n)
 ,
wobei A(n) = (a
(n)
ij )
n
i,j=0 ∈ Matn+1×n+1(C) mit Eintra¨gen
a
(n)
ij = v
(n−i)(n−j)
[
n− j
i− j
]
.
Insbesondere gelten also a
(n)
ii = v
(n−i)2 und a(n)ij = 0 falls i < j.
Somit ist A(n) eine untere Dreiecksmatrix mit invertierbaren
Diagonaleintra¨gen.
Bemerkung 3.24: Da hier nur der Ausdruck fu¨r 1(n,1)(n)
gesucht wird, genu¨gt es, die unterste Zeile der Inversen von A(n)
zu berechnen. Betrachte dazu das Produkt
”
Inverse mal A(n)“
En+1 = (A
(n))−1 ·A(n)
=

ξ
(n)
n . . . ξ
(n)
1 ξ
(n)
0
 ·

a
(n)
00
a
(n)
10
...
a
(n)
n0
 ,
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und berechne explizit den Eintrag (i, j) = (n, 0)
0 =
n∑
i=0
a
(n)
i0 ξ
(n)
n−i = a
(n)
00 ξ
(n)
n +
n∑
i=1
a
(n)
i0 ξ
(n)
n−i
= vn
2
ξ(n)n +
n∑
i=1
vn(n−i)
[
n
i
]
ξ
(n)
n−i .
Auflo¨sen nach ξ
(n)
n ergibt
ξ(n)n = −
n∑
i=1
v−in
[
n
i
]
ξ
(n)
n−i ,
wobei n(n− i)− n2 = −in im Exponenten.
Bemerkung 3.25: Gema¨ß der Definition von A(n) gilt
a
(n+1)
i+1,j+1 = a
(n)
ij .
Also besteht die Matrix A(n+1) aus ihrer ersten Spalte (die erste
Zeile wird mit 0 aufgefu¨llt) und der Matrix A(n) als unteren
rechten
”
Block“.
Da es sich um eine Dreiecksmatrix handelt, ist das Vergessen
der ersten Spalte und Zeile ein Algebrenmorphismus Matn+1(C)→
Matn(C). Insbesondere gleicht das Inverse von A(n) dem unteren
rechten Block der Inversen von A(n+1), sodass sich die Eintra¨ge
ξi := ξ
(n)
i = ξ
(n+1)
i rekursiv berechnen lassen.
Lemma 3.26: Es gilt ξn = (−1)nv−n.
90
Kapitel 3 - Kompositionsalgebra zahmer Gattungen
Beweis: Beweis per Induktion (ξ0 = 1), Induktionsschritt:
ξn = −
n∑
i=1
v−in
[
n
i
]
ξn−i
= −
n∑
i=1
v−in
[
n
i
]
· (−1)n−iv−(n−i)
= (−1)nv−n ·
n∑
i=1
(−1)i−1vi−in
[
n
i
]
.
Zu zeigen ist also:
n∑
i=1
(−1)i−1vi−in
[
n
i
]
= 1 .
Fu¨r n = 1 ergibt sich das Gewu¨nschte, rechne noch fu¨r beliebiges
n ∈ N:
n+1∑
i=1
(−1)i−1vi−i(n+1)
[
n+ 1
i
]
=
n+1∑
i=1
(−1)i−1v−in
(
vn+1−i
[
n
i− 1
]
+ v−i
[
n
i
])
=
n+1∑
i=1
(−1)i−1v−(i−1)(n+1)
[
n
i− 1
]
−
n+1∑
i=1
(−1)iv−i(n+1)
[
n
i
]
=
n∑
j=0
(−1)jv−j(n+1)
[
n
j
]
−
n+1∑
i=1
(−1)iv−i(n+1)
[
n
i
]
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= 1 +
n∑
j=1
(−1)jv−j(n+1)
[
n
j
]
−
n∑
i=1
(−1)iv−i(n+1)
[
n
i
]
+ 0 .
X
Lemma 3.27: Setzt man alle Rechnungen zusammen, ergibt
sich fu¨r LS−1 (S2) folgendes:
[LS−1 (S2)] =
∑
i+j=n
(−1)jvi[S1](j)[S2][S1](i) .
Beweis: Fu¨r das Gleichungssystem aus Bemerkung 3.23 wur-
de die untere Zeile der Inversen von A(n) berechnet. Beachtet
man vn · v−j = vi, ergibt sich die behauptete Darstellung fu¨r
1(n,1)(n), also genu¨gt es, 1(n,1)(n) = [LS−1 (S2)] zu zeigen:
Sei [X] ein beliebiger Summand in 1(n,1)(n) und schreibe
X = Y ⊕Y ′ als direkte Summe. Sei ohne Beschra¨nkung der All-
gemeingu¨ltigkeit dim(Y2) = 1, d.h. X2 = Y2. Da der Morphimus
1ϕ2 : X2⊗Fpn → X1 surjektiv ist, gilt bereits Y ∼= X und somit
Y ′ = 0, sodass X unzerlegbar ist. Der Dimensionsvektor (n, 1)
ist keine imagina¨re Wurzel, also gibt es nur eine unzerlegbare
Darstellung X ∼= LS−1 (S2) mit diesem Dimensionsvektor. X
Bemerkung 3.28: Die folgende Gattung beschreibt den t-
Kroneckerko¨cher:
• oo (t,t) •
Als Eulerform erha¨lt man
〈x, y〉 = ( x1 x2 )( 1 0−t 1
)(
y1
y2
)
.
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Diese taucht in obiger Beweisfu¨hrung bei genau den zwei Be-
rechnungen [Si1] · [S2] und [Sn−i1 ⊕ S2] · [Si1] auf. Eine genauere
Betrachtung ergibt, dass der untere, rechte Eintrag der Matrix
keinen Beitrag zum Gesamtergebnis liefert. Da dies der einzi-
ge Unterschied zur Eulerform des obigen Beispiels ist, gilt der
letzte Satz in gleicher Weise fu¨r den t-Kroneckerko¨cher.
Theorem 3.29: Die von den abgeleiteten Spiegelungsfunktoren
induzierten Isomorphismen S±∗ : DH(Γ) → DH(s∗Γ) bilden
fu¨r Dynkingraphen und Euklidische Graphen die Drinfelddoppel
der Kompositionsalgebren DC(Γ) und DC(s∗Γ) ineinander ab.
Beweis: Wie in den Bemerkungen 3.12 bis 3.16 ausgefu¨hrt, genu¨gt
es, eine einzelne Kante mit Gewicht (1, n) bzw. (t, t) zu betrach-
ten. Die Wirkung der abgeleiteten Spiegelungsfunktoren wurde
im Beispiel 3.17 aufgelistet. Die hier relevanten Spezialfa¨lle des
Isomorphismus S±∗ wurden bereits im Beispiel 1.57 ausgefu¨hrt.
Setzt man alle Bausteine zusammen, ergibt sich in der Notation
aus Beispiel 3.17 folgende Vorschrift der Isomorphismen auf den
Erzeugern von DC(Γ), deren Bilder alle in DC(s∗Γ) liegen:
S+2 (KS1) = KS1KS2 ,
S+2 (KS2) = K−1S2 ,
S+2 ([S1]±) = vn[S2]±[S1]± − [S1]±[S2]± ,
S+2 ([S2]±) = vn[S2]∓K∓1S2 ,
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S−1 (KS1) = K−1S1 ,
S−1 (KS2) = KnS1KS2 ,
S−1 ([S1]±) = v−1[S1]∓K±1S1 ,
S−1 ([S2]±) =
∑
i+j=n
(−1)jvi([S1]±)(j)[S2]±([S1]±)(i) .
X
Bemerkung 3.30: Betrachtet man die Wirkung des Funktors
S+2 auf der Quantengruppe mittels der in Theorem 1.73 ange-
gebenen Einbettung, ergibt sich folgende Abbildung:
E1 7→ vnE2E1 − E1E2 ,
E2 7→ −F2K−12 ,
K1 7→ K1K2 ,
K2 7→ K−12 ,
F1 7→ v−nF1F2 − F2F1 ,
F2 7→ −K2E2 .
Es ergibt sich genau der Automorphismus T ′′2,− in Lusztigs No-
tation (vgl. [L94, 37.1.3, p.288]), wobei zwei Dinge zu beachten
sind: Erstens wurde hier zur einfacheren Berechnung im Gra-
phen s1Γ gerechnet, sodass sich genau die opponierte Reihen-
folge der Elemente Ei und Fi ergibt, und zweitens scheint es eine
kleine Ungenauigkeit mit den Vorzeichen zu geben, welche durch
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den Automorphismus der Quantengruppe Ei 7→ −Ei, Fi 7→ −Fi
und Ki 7→ Ki gelo¨st wird.
Bemerkung 3.31: Analog ergibt sich fu¨r S−1 auf der Quan-
tengruppe folgendes:
E1 7→ −K1F1 ,
E2 7→
∑
i+j=n(−1)jviE(j)1 E2E(i)1 ,
K1 7→ K−11 ,
K2 7→ Kn1K2 ,
F1 7→ −E1K−11 ,
F2 7→
∑
i+j=n(−1)iv−jF (j)1 F2F (i)1 .
Es ergibt sich erneut genau der Automorphismus T ′1,+ in Lusz-
tigs Notation (vgl. [L94, 37.1.3, p.287]), wenn man obige An-
merkungen beru¨cksichtigt.
3.3 Elemente der Kompositionsalgebra
Bemerkung 3.32: Ist Γ eine Gattung von Dynkintyp, so
gibt es einen Isomorphismus Uv(gCΓ)
∼= DH(Γ). Insbesondere
stimmt die Kompositionsalgebra mit der gesamten Hallalgebra
u¨berein. Im Euklidischen Fall hingegen ist die Kompositionsal-
gebra echt kleiner, sodass sich die Frage stellt, was genau sich
darin befindet oder wie eine Basis aussieht.
Nachdem als wichtigstes Hilfsmittel gezeigt wurde, dass sich
die von den abgeleiteten Spiegelungsfunktoren induzierten Iso-
morphismen auf die Kompositionsalgebren einschra¨nken lassen,
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werden in diesem Abschnitt folgende Elemente in der Komposi-
tionsalgebra gefunden:
−→∏
P∈P
[P ]mP ·
∏
r∈N0
1˜
mr
rδ ·
−→∏
I∈I
[I]mI .
Hierbei bezeichnet δ die imagina¨re Wurzel des Euklidischen Gra-
phen und mξ ∈ N0 fu¨r ξ ∈ P ∪ N0 ∪ I mo¨gliche Vielfachhei-
ten. Zusa¨tzlich lassen sich die Produkte der pra¨projektiven bzw.
pra¨injektiven Darstellungen aufgrund der Struktur der Homo-
morphismen und Erweiterungsgruppen so sortieren, dass sich
mo¨glichst einfach [P ] · [P ′] = v〈dim(P ),dim(P ′)〉[P ⊕P ′] bzw. Ana-
loges fu¨r pra¨injektive Darstellungen ergibt.
Bemerkung 3.33: Beachtet man die Zerlegung Rep(Γ) =
P ∨ R ∨ I, stellt man fest, dass alle pra¨projektiven und alle
pra¨injektiven Darstellungen in der Kompositionsalgebra enthal-
ten sind. Sortiert man dabei Produkte wie oben angegeben, ist
leicht zu sehen, dass das linke (bzw. rechte) Produkt eine Basis
fu¨r den Untervektorraum aller pra¨projektiven (bzw. pra¨injekti-
ven) Darstellungen bildet.
Lemma 3.34: Die Kompositionsalgebra C(Γ) eines Dynkingra-
phs oder eines Euklidischen Graphen entha¨lt alle pra¨projektiven
und alle pra¨injektiven Darstellungen.
Beweis: U¨ber die anfa¨ngliche Analyse des Isomorphismus von
Cramer in Bemerkung 1.58 hinaus, fallen fu¨r die Isomorphismen
S±∗ noch zwei weitere Dinge auf:
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• Schreibt man C±(Γ) fu¨r das Bild der Kompositionsalge-
bra in einer der zwei Ha¨lften des Drinfelddoppels, werden
unzerlegbare Objekte einer Ha¨lfte nach Theorem 3.29 in
eine der beiden Ha¨lften abgebildet.
• Viel sta¨rker gilt noch RS+∗ (X) ∼= Y [0] falls X  S∗ unzer-
legbar ist (selbiges fu¨r LS−∗ ), sodass fast alle unzerlegbaren
Darstellungen einer Ha¨lfte des Drinfelddoppels wieder in
dieselbe Ha¨lfte geschickt werden.
Alle pra¨projektiven P bzw. alle pra¨injektiven Darstellungen I
ko¨nnen durch Spiegeln der einfachen Darstellungen erzeugt wer-
den. Schreibt man P = S−i1S
−
i2
. . . S−il (Sm), gilt m 6= il und alle
Darstellungen S−ijS
−
ij+1
. . . S−il (Sm) sind unzerlegbar. Daher folgt
per Induktion [P ]±·Kα = S−i1S−i2 . . .S−il ([Sm]±) ∈ C±(si1si2 . . . silΓ)
fu¨r ein geeignetes α ∈ K0(Γ). Nach Definition von C±(Γ) ist das
nur dann mo¨glich, wenn bereits [P ] ∈ C(Γ). Analoges gilt fu¨r
[I]. X
Bemerkung 3.35: Folgendes Lemma ist in erster Linie ein
Hilfsmittel, doch bereits fu¨r sich interessant. Das Analogon fu¨r
Ko¨cher wurde schon in z.B. [H06, Lemma 4.4, p. 9] bewiesen.
Lemma 3.36: Sei Γ eine Gattung ohne gerichtete Kreise und
d ∈ NΓ0 . Dann entha¨lt die Kompositionsalgebra C(Γ) alle Ele-
mente der Form
1d :=
∑
dim(X)=d
[X] .
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Beweis: Dieses Lemma kann als Fortsetzung des Beispiels 2.20
betrachtet werden, wobei im Wesentlichen bereits im Beispiel
2.13 alle Argumente geliefert werden. Da Γ keine gerichteten
Kreise entha¨lt, kann eine zula¨ssige Reihenfolge der Knoten Γ =
{1, 2, . . . , n} gewa¨hlt werden, sodass es nur Kanten der Orien-
tierung i → j fu¨r j > i gibt. Zeige per Induktion u¨ber n, dass
fu¨r ein geeignetes N ∈ Z folgende Formel gilt:
1d = v
N · [S1](d1) · [S2](d2) · . . . · [Sn](dn) .
Fu¨r die Terme [S
dn−1
n−1 ] · [Sdnn ] und [Sdnn ] wurde dies bereits im
Beispiel 2.20 explizit berechnet. Betrachte also den Ausdruck
[Sdii ] · 1d˜ mit d˜ =
∑
j>i djej . Fu¨r jede mo¨gliche Darstellung Z
in 1d˜+diei , jede Unterdarstellung X in 1d˜ und jeden mo¨glichen
Knoten j > i ergibt sich ein kommutatives Diagramm
0 // 0 //

Zi
∼= //

F dii
//

0
0 // Xj
∼= // Zj // 0 // 0 .
Dies ist trivialerweise der Fall, sollte es in Γ keine Kante zwi-
schen i und j geben. Weiterhin ist zu beachten, dass jede solche
Darstellung Z genau eine Unterdarstellung X mit Dimensions-
vektor d˜ besitzt. Da j im vollen Untergraphen auf den Knoten
{i + 1, . . . , n− 1, n} nach Wahl der zula¨ssigen Reihenfolge eine
Quelle ist, erha¨lt man die gesuchte Unterdarstellung, indem man
Zi durch {0} ersetzt. Umgekehrt wird eine Unterdarstellung X
durch den Dimensionsvektor d˜ bereits vollsta¨ndig festgelegt, da
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die Vektorra¨ume Zj = Xj fu¨r j > i u¨bereinstimmen. Damit wur-
de F
[Z]
[S
di
i ],[X]
= 1 berechnet und bewiesen, dass alle Summanden
aus 1d˜+diei im Produkt [S
di
i ] · 1d˜ mit demselben Koeffizienten
auftauchen. X
Lemma 3.37: Sei Γ eine Gattung vom Euklidischen Typ und
δ ∈ NΓ die imagina¨re Wurzel. Dann entha¨lt die Kompositions-
algebra C(Γ) alle Elemente der Form
1˜rδ :=
∑
dim(R)=rδ
R∈R
[R] .
Beweis: Sei X eine Darstellung mit dim(X) = rδ. Dann zerfa¨llt
X eindeutig als eine direkte Summe X ∼= P ⊕ R ⊕ I, wobei
P ∈ P pra¨projektiv, R ∈ R regula¨r und I ∈ I pra¨injektiv ist.
Weiter gilt dim(X) = dim(P ) + dim(R) + dim(I).
1rδ =
∑
dim(X)=rδ
[X] =
∑
P∈P,R∈R,I∈I
dim(P )+dim(R)+dim(I)=rδ
[P⊕R⊕I] .
Die Struktur der Erweiterungen und Homomorphismen liefert
die Voraussetzungen fu¨r Lemma 1.45 und ergibt somit:
[P ] · [R] = v〈dim(P ),dim(R)〉[P ⊕R] ,
[P ⊕R] · [I] = v〈dim(P⊕R),dim(I)〉[P ⊕R⊕ I] .
Zusammengesetzt erha¨lt man
1rδ =
∑
P∈P,R∈R,I∈I
dim(P )+dim(R)+dim(I)=rδ
v−ξ · [P ] · [R] · [I] ,
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wobei ξ = 〈dim(P ),dim(R)〉 + 〈dim(P ⊕ R),dim(I)〉 den be-
rechneten Exponenten abku¨rzt. Dieser ha¨ngt nicht direkt von
R, sondern nur von dim(R) = sδ fu¨r s ≤ r ab. Fasst man in der
Summe Terme mit gleichem Dimensionsvektor fu¨r R zusammen
erha¨lt man:
1rδ = 1˜rδ +
∑
P∈P,s≤r,I∈I
dim(P )+dim(I)=(r−s)δ
v−ξ · [P ] · 1˜sδ · [I]
= 1˜rδ +
∑
P∈P,s<r,I∈I
dim(P )+dim(I)=(r−s)δ
v−ξ · [P ] · 1˜sδ · [I] .
Bereits bekannt sind 1rδ, [P ], [I] ∈ C(Γ). Im Rahmen einer In-
duktion u¨ber r la¨sst sich weiterhin 1˜sδ ∈ C(Γ) fu¨r s < r anneh-
men, sodass nun auch 1˜rδ ∈ C(Γ) folgt. X
3.4 Speziallfall A˜21
Bemerkung 3.38: Im letzten Abschnitt geht es um die Gat-
tung vom Typ A˜21, fu¨r die im restlichen Abschnitt die Bezeich-
nung der Knoten und die Orientierung wie folgt festgelegt seien:
1
(1,4) // 2 Fq
Fq4 // Fq4
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Als Eulerform, quadratische Form und Defekt ergeben sich (z.B.
in [DR76] zu finden)
〈dim(X),dim(Y )〉 = x1y1 + 4x2y2 − 4x1y2 ,
q(dimX) = (x1 − 2x2)2 und
∂(dimX) = x1 − 2x2 ,
sodass man als imagina¨re Wurzel (2, 1) erha¨lt. Als suggesti-
ve, wenngleich unpra¨zise Notation wird die gerade beschriebene
Gattung A˜21 genannt.
Dabei sollen Ideen und Resultate der Arbeit [BS12] vom
Kroneckerko¨cher Q = • (( 66 • (bzw. von der Gattung vom
Typ A˜11) auf den Fall A˜
2
1 u¨bertragen werden. Manches davon ist
gelungen, z.B. la¨sst sich mit Stabilita¨tsbedingungen ein alterna-
tiver Beweis fu¨r 1˜(2r,r) ∈ C(A˜21) angeben oder allgemein zeigen,
dass diese Elemente miteinander kommutieren.
Die Verwandtschaft des Kroneckerko¨chers und der projek-
tiven Grade P1 (pra¨ziser sind Db
(
Rep(Q)
)
und Db
(
Coh(P1)
)
a¨quivalent) ist lange bekannt, doch die genaue Kurve fu¨r eine
beliebige zahme Gattung weniger naheliegend. In [HRS96] wird
von einer abelschen Kategorie ausgehend mittels Kipptheorie ei-
ne Konstruktion beschrieben, welche angewendet auf Rep(Γ) fu¨r
das Torsionspaar (I,P ∨ R) die Kategorie Coh(X) coha¨renter
Garben eines geeigneten geometrischen Objekts X nachstellen
soll.
Definition 3.39: Sei A eine abelsche Kategorie. Ein Paar
(T ,F) voller Unterkategorien in A heißt Torsionspaar in A ,
falls es folgende Bedingungen erfu¨llt:
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• ∀T ∈ T ∀F ∈ F : HomA (T, F ) = 0
• Fu¨r alle A ∈ A gibt es eine kurze, exakte Folge
0 −→ t(A) −→ A −→ A/t(A) −→ 0
mit t(A) ∈ T und A/t(A) ∈ F .
Die Unterkategorie T heißt Torsionsklasse und die Unterkate-
gorie F heißt torsionsfreie Klasse.
Definition 3.40: Sei T eine triangulierte Kategorie mit Ver-
schiebungsfunktor [1]. Eine t-Struktur (T ≤0,T ≥0) ist ein Paar
voller Unterkategorien von T , sodass fu¨r T ≥n := T ≥0[−n]
und T ≤n := T ≤0[−n] mit n ∈ N folgende Eigenschaften erfu¨llt
sind:
• ∀X ∈ T ≤0 ∀Y ∈ T ≥1 : Hom(X,Y ) = 0
• T ≤0 ⊆ T ≤1 und T ≥1 ⊆ T ≥0
• Fu¨r jedes X ∈ T gibt es ein ausgezeichnetes Dreieck
X≤0 −→ X −→ X≥1 −→ X≤0[1]
mit X≤0 ∈ T ≤0 und X≥1 ∈ T ≥1.
Die volle Unterkategorie T ≤0 ∩T ≥0 von T heißt das Herz der
t-Struktur und ist eine abelsche Kategorie.
Lemma 3.41 [HRS96, Proposition 2.1, p.12]: Sei (T ,F)
ein Torsionspaar einer abelschen Kategorie A und definiere
D≤0 = {X• ∈ Db(A ) | H1(X•) ∈ T , ∀i > 1 : Hi(X•) = 0} ,
D≥0 = {X• ∈ Db(A ) | H0(X•) ∈ F , ∀i < 0 : Hi(X•) = 0} .
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Dann ist (D≤0,D≥0) eine t-Struktur in Db(A ).
Lemma 3.42 [HRS96, Corollary 2.2, p.13]: Sei A eine
abelsche Kategorie und (T ,F) ein Torsionspaar in A , dann gel-
ten:
• Man erha¨lt eine abelsche Kategorie A [T ,F ]:
{X• ∈ Db(A ) |H1(X•) ∈ T , H0(X•) ∈ F , Hi(X•) = 0 sonst} .
• Das Paar (F , T [−1]) ist ein Torsionspaar in A [T ,F ].
• Fu¨r X,Y ∈ A [T ,F ] und n = 0, 1 gilt:
HomDb(A [T ,F ])(X,Y [n]) ∼= HomDb(A )(X,Y [n]) .
Bemerkung 3.43: Dieses Lemma wird im Folgenden auf Rep(Γ)
bzw. Mod -Λ(Γ) angewendet werden, welche eine erbliche Kate-
gorie ist. Mit Hilfe des Lemmas 1.35 la¨sst sich die Kategorie
Rep(Γ)[T ,F ] als die Unterkategorie umformulieren, deren Ob-
jekte isomorph zu Objekten X• mit X•1 ∈ T , X•0 ∈ F und
X•i = 0 fu¨r i 6= 0, 1 sind, wobei alle diX = 0 sind.
Definition 3.44: Sei A eine abelsche Kategorie und (T ,F)
ein Torsionspaar. Die Torsionsklasse T heißt Torsionskippklasse,
falls T ein Koerzeuger fu¨r A ist, d.h. falls es fu¨r jedes A ∈ A
ein TA ∈ T und eine injektive Abbildung A ↪→ TA gibt. Eine
torsionsfreie Klasse T heißt dual torsionsfreie Kokippklasse, falls
F ein Erzeuger fu¨r A ist.
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Lemma 3.45 [HRS96, Lemma 3.1, p.17]: Sei Λ eine ar-
tinsche Algebra und (T ,F) ein Torsionspaar in Mod -Λ, dann
gelten:
• T ist genau dann eine Torsionskippklasse, wenn T alle
unzerlegbaren, injektiven Moduln in Mod -Λ entha¨lt.
• F ist genau dann eine torsionsfreie Kokippklasse, wenn F
alle unzerlegbaren, projektiven Moduln in Mod -Λ entha¨lt.
Lemma 3.46: Sei Γ eine Gattung vom Dynkintyp oder von
Euklidischem Typ. Dann bildet das Paar (I,P ∨ R) in Rep(Γ)
ein Torsionspaar. Daru¨ber hinaus ist I eine Torsionskippklasse
und P ∨R eine torsionsfreie Kokippklasse.
Beweis: 1) Die erste Eigenschaft eines Torsionspaares Hom(I,P∨
R) = 0 gilt wegen der Struktur der Morphismen in Rep(Γ).
2) Fu¨r unzerlegbare Objekte I ∈ I bzw. X ∈ P ∨R erfu¨llen die
kurzen, exakten Folgen der Form
0 −→ I −→ I −→ 0 −→ 0 ,
0 −→ 0 −→ X −→ X −→ 0
die zweite Eigenschaft eines Torsionspaares. Zerlegt man ein be-
liebiges Objekt in dessen direkte Summanden, ergibt die direkte
Summe obiger kurzer, exakter Folgen die gesuchte Folge.
3) Die Tensoralgebra von Γ ist endlich dimensional, insbeson-
dere also artinsch. Da I alle injektiven Objekte und P ∨R alle
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projektiven Objekte entha¨lt, liegen nach Lemma 3.45 eine Tor-
sionskippklasse bzw. eine torsionfreie Kippklasse vor. X
Theorem 3.47 [HRS96, Theorem 3.3, p.18]: Sei A eine
abelsche Kategorie, (T ,F) ein Torsionspaar und A [T ,F ] wie in
Lemma 3.42. Nehme zusa¨tzlich an, T sei eine Torsionkippklasse.
Dann gelten:
• HatA [T ,F ] genu¨gend projektive Objekte, gibt es eine tri-
angulierte A¨quivalenz G : Db(A [T ,F ])→ Db(A ), sodass
G|A [T ,F ] = 1A [T ,F ] der Identita¨tsfunktor ist.
• Hat A genu¨gend injektive Objekte, gibt es eine trian-
gulierte A¨quivalenz F : Db(A ) → Db(A [T ,F ]), sodass
F|A = 1A der Identita¨tsfunktor ist.
Lemma 3.48: Fu¨r eine Gattung Γ von Dynkintyp oder Eukli-
dischem Typ ist die Kategorie Rep(Γ)[I,P ∨R] erblich.
Beweis: Jedes Objekt B ∈ Rep(Γ)[I,P ∨ R] ist von der Form
B = X ⊕ I[−1] mit X ∈ P ∨ R und I ∈ I. Schreibe fu¨r
die folgende Rechnung abku¨rzend A := Rep(Γ) und B :=
Rep(Γ)[I,P ∨R]:
Ext2B(B1, B2)
∼= HomDb(B)(B1, B2[2])
∼= HomDb(A )(B1, B2[2])
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∼= HomDb(A )(X1, X2[2])⊕HomDb(A )(X1, I2[1])
⊕HomDb(A )(I1[−1], X2[2])⊕HomDb(A )(I1[−1], I2[1])
∼= Ext2A (X1, X2)⊕ Ext1A (X1, I2)
⊕Ext3A (I1, X2)⊕ Ext2A (I1, I2) .
Hier verschwinden alle ExtiA (−,−) fu¨r i > 1, da Rep(Γ) be-
reits erblich ist. Der Term Ext1A (X1, I2) ist wegen Lemma 2.71
ebenfalls trivial. X
Bemerkung 3.49: Die Konstruktion der Kategorie Rep(Γ)[I,P∨
R] la¨sst sich durch folgendes Bild von Db(Γ) veranschaulichen:
R[1]P[1]R[−1]P[−1]
Rep(Γ)
P[0] R[0] I[0]I[−1]
Rep(Γ)[I,P ∨R]
· · · · · ·
Lemma 1.36 und Bemerkung 3.43 beschreiben die (unzerleg-
baren) Objekte genau. Morphismen und Erweiterungen werden
durch 3.42 gegeben, wobei es keine ho¨heren Erweiterungsgrup-
pen gibt, wie im Lemma 3.48 gezeigt wurde. Schlussendlich be-
sagt Theorem 3.47, dass die abgeleiteten Kategorien
”
leicht ver-
schoben“ exakt u¨bereinstimmen.
Bemerkung 3.50: Im restlichen Teil soll ein alternativer Be-
weis fu¨r 1rδ ∈ C(A˜21) pra¨sentiert werden, welcher Stabilita¨ts-
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bedingungen als Hilfsmittel benutzt. In großer Allgemeinheit
wurden diese von Rudakov [R97] fu¨r abelsche Kategorien be-
handelt, wobei sich hier als Ansatz die an abgeleitete Katego-
rien angepasste Formulierung von Bridgeland [B07] als sinnvoll
herausgestellt hat.
Zusa¨tzlich stellt man fest, dass die Elemente 1rδ unterein-
ander kommutieren.
Definition 3.51: Eine Stabilita¨tsfunktion auf einer abelschen
Kategorie A ist ein Gruppenhomomorphismus Z : K0(A )→ C,
sodass fu¨r alle 0 6= A ∈ A die komplexe Zahl Z(A) in der oberen
Halbebene H liegt. Hierbei gilt
H = {repiiφ ∈ C | r ∈ R+, φ ∈ (0, 1]} .
Die Phase eines Objektes 0 6= A ∈ A ist definiert als
φ(A) =
argZ(A)
pi
∈ (0, 1] .
Ein Objekt 0 6= A ∈ A heißt semistabil (bzgl. Z), wenn φ(E) ≤
φ(A) fu¨r jedes Unterobjekt 0 6= E ⊆ A gilt. A¨quivalent gilt
φ(A) ≤ φ(F ) fu¨r jeden Quotienten A F 6= 0 eines semistabi-
len Objekts.
Bezeichne fu¨r eine Gattung Γ mit 1ssd die Summe aller semi-
stabilen Darstellungen in Rep(Γ) mit Dimensionsvektor d ∈ NΓ0 .
Definition 3.52: Definiere folgende Stabilita¨tsfunktion fu¨r A˜21:
Z : K0(A˜
2
1) → C
dim(X) = (x1, x2) 7→
(
x1 − 2x2
x1
)
.
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Damit ist das Bild in der oberen Halbebene H der komple-
xen Zahlen enthalten und die regula¨ren Objekte liegen auf dem
Strahl iR+, da der Wert auf der x-Achse Z(dimX)1 genau der
Defekt von X ist.
Defekt
•
S1
•
S2
R IP
φ = 12
Lemma 3.53 [K09, Chapter 0.5, p.22]: Die regula¨ren Ob-
jekteR sind in Rep(Γ)[I,P∨R] genau die Objekte mit endlicher
La¨nge. Insbesondere sind Unterobjekte regula¨rer Objekte wie-
der regula¨r.
Lemma 3.54: Die Summe der semistabilen Objekte bzgl. der
Stabilita¨tsfunktion aus Definition 3.52 in Rep(A˜21) mit Bild (0, r)
sind genau die regula¨ren Objekte 1˜rδ mit Dimensionsvektor rδ.
Beweis: Urbilder X unter Z mit Bild (0, r) erfu¨llen die Gleichung
x1 − 2x2 = 0 und x1 = r, womit sich als Dimensionsvektor
dim(X) = rδ ergibt. Schreibe X = P ⊕R⊕I mit P ∈ P, R ∈ R
und I ∈ I. Hierbei gilt ∂(P ) < 0, ∂(R) = 0 und ∂(I) > 0
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sowie ∂(P ) + ∂(I) = ∂(P ) + ∂(R) + ∂(I) = ∂(X) = 0. Wegen
des Defekts gilt also genau dann P 6= 0, wenn I 6= 0. Wa¨re
aber P 6= 0, so wa¨re P ⊂ X ein Unterobjekt mit φ(P ) > φ(X)
und damit X nicht semistabil. Also genu¨gt es zu zeigen, dass
Objekte R ∈ R semistabil sind. Da Unterobjekte S ⊆ R wieder
regula¨r sind, gilt φ(S) = φ(R). X
Theorem 3.55 [R02, Theorem 5.1, p.12]: Fu¨r beliebige
Stabilita¨tsfunktionen Z gilt:
1
ss
α = 1α+
∑
s≥2
(−1)s−1
∑
α1+...+αs=α
∀t<s: µ(α1)+...+µ(αt)>µ(α)
v−
∑
i<j〈αi,αj〉1α1 ·. . .·1αs .
Insbesondere lassen sich die Elemente 1ssα durch die Elemente
1α ausdru¨cken.
Bemerkung 3.56: Mit Hilfe der Stabilita¨tsbedingungen und
dem Theorem von Reineke la¨sst sich ein alternativer Beweis fu¨r
1˜rδ ∈ C(A˜21) geben.
Lemma 3.57: Die Kompositionsalgebra C(A˜21) entha¨lt alle Ele-
mente der Form 1˜rδ, wobei r ∈ N und δ die imagina¨re Wurzel
ist.
Beweis: Lemma 3.54 beschreibt die Gleichheit der Summen 1˜rδ =
1
ss
rδ fu¨r die Stabilita¨tsfunktion aus Definition 3.52, welche sich
nach Theorem 3.55 als polynomielle Kombination geeigneter 1α
schreiben lassen. Diese sind jedoch nach Lemma 3.36 bereits in
der Kompositionsalgebra enthalten. X
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Lemma 3.58: Die Gattung vom Typ A˜21 entha¨lt nur homogene
regula¨re Darstellungen.
Beweis: In [D08] werden die Dimensionsvektoren aller pra¨pro-
jektiven und aller pra¨injektiven Darstellungen aufgelistet:
dim τ−n(P1) = (2n − 1, n ) ,
dim τ−n(P2) = (4n − 4, 2n − 1) ,
dim τn(I1) = (2n − 1, n − 1) ,
dim τn(I2) = (4n , 2n − 1) .
Ein Routinerechnung ergibt dann
dim τn+1(I1) =
(
3 −4
1 −1
)
· dim τn(I1) .
Diese Matrix beschreibt die Wirkung der Auslander-Reiten-Ver-
schiebung τ auf der Grothendieckgruppe K0(A˜
2
1). Als charakte-
ristisches Polynom ergibt sich
χτ (t) = det
(
3− t −4
1 −1− t
)
= t2 − 2t+ 1 ,
sodass der einzige Eigenwert die Nullstelle t1/2 = 1±
√
1− 1 = 1
ist. Ist also X eine regula¨re Darstellung mit τn(X) ∼= X, so folgt
bereits n = 1. X
Lemma 3.59: Fu¨r r, s ∈ N kommutieren die Elemente 1˜rδ und
1˜sδ in C(A˜21).
Beweis: Betrachte zwei Summanden [X] aus der Summe 1˜rδ und
[Y ] aus der Summe 1˜sδ. Liegen diese Summanden in verschiede-
nen Ro¨hren, so gibt es weder Morphismen noch Erweiterungen
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zwischen ihnen und ihr Produkt (in beiden Reihenfolgen) ergibt
[X ⊕ Y ].
Die Hallalgebra einer homogenen Ro¨hre ist isomorph zur
klassische Hallalgebra H (Repnil(QJ)) aller nilpotenten Dar-
stellungen des Jordanko¨chers QJ = • dd . Liegen also die Su-
mandern [X] und [Y ] in der selben Ro¨hre, kommutieren diese
ebenfalls, da H (Repnil(QJ)) kommutativ ist. X
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