Abstract-The subject of this paper is the integration of the traditional vector quantizer (VQ) and discrete hidden Markov models (HMM) combination in the mixture emission density framework commonly used in automatic speech recognition (ASR). It is shown that the probability density of a system that consists of a VQ and a discrete classifier can be interpreted as a special case of a semicontinuous mixture model. Thus, the VQ parameters and the classifier can be trained jointly. In this framework, a gradient based VQ training method for single and multiple feature stream systems is derived. This leads to an approach that is directly related to the paradigm of maximum mutual information (MMI) neural networks, that has been successfully applied as VQ in ASR earlier. In continuous speech recognition experiments that were carried out for the Resource Management and Wall Street Journal databases the presented systems achieve recognition accuracies that compete well with comparable Gaussian mixture HMMs. Thus, we demonstrate that the performance degradations, often reported for discrete HMM systems, are not mainly caused by the vector quantization process in itself, but that they are due to the traditional separation of the VQ and the HMM during parameter estimation. These degradations can be avoided by training of the entire system as described here, while keeping the attractive computational speed of discrete HMMs.
I. INTRODUCTION

D
URING the last decade, speech recognition technology switched from using hidden Markov models (HMMs) with discrete output probabilities to the incorporation of continuous density models. Today, these models most commonly rely on Gaussian mixture densities. In addition, hybrid approaches that apply artificial neural networks (NNs) to approximate scaled likelihoods have become popular in the HMM framework [17] . Although discrete HMMs offer excellent computational speed they are rarely used when the goal is to obtain extremely high recognition performance. This seems to be mainly due to the common opinion that regarding the recognition accuracy discrete HMM systems are inferior to their mixture density counterparts, because of the quantization noise.
In this paper, an integration of discrete HMMs into the mixture model approach is given. Instead of separating the vector quantizer (VQ) from the discrete acoustic model (which seems to be common in the traditional approaches [15] ), we consider the natural combination of both as a single system. This allows for a continuous emission density modeling of the entire system that is strongly related to the well-known mixture models.
In [25] , the concept of a maximum mutual information (MMI) neural network that is used as VQ is introduced. This NN is trained (differing from classical NN paradigms) according to a MMI objective function via a simple weight change method. For phoneme classification, significant performance improvements compared to traditional k-means VQ systems are reported for MMI-NNs in [25] . In this paper, it will be shown that the idea of the continuous emission density interpretation of discrete HMMs presented here, directly leads to the concept of MMI neural networks. This also underpins the derivation presented in [21] that draws a similar conclusion by following a differing approach for a standard VQ without making use of a continuous density description. Additionally, we will extend the MMI-NN concept to more general VQ structures and we derive a gradient based training method for both, single stream and multiple stream VQ systems.
In the following, we first briefly discuss the different methods of emission density modeling in traditional and hybrid HMM systems. Then, we derive a semicontinuous model description for a VQ in combination with a discrete HMM. A training objective function for this system is introduced and a gradient-based VQ parameter estimation method is explained afterwards. In the case of applying a general Winner-takes-all neural network as VQ this leads to the MMI neural network paradigm. Then, the theory is extended to the case of processing multiple features by a set of multiple VQs. Finally, we give experimental results for the Resource Management (RM) and the Wall Street Journal (WSJ) databases with error rates of 5% and 5.7% for the RM and the 5k WSJ task, respectively. These results indicate that the presented approach can compete with comparable Gaussian mixture systems; it outperforms the classical k-means VQ systems significantly.
II. MODELING EMISSION PROBABILITIES IN HMM SYSTEMS
A. Continuous HMM Systems
In most of today's speech recognition systems, a feature extraction module transforms the speech signal into a sequence of (overlapping) frames. Each frame contains an acoustic feature vector consisting of cepstral coefficients, or filter-bank parameters, etc. (e.g., [12] ). In the tra-ditional framework the sequence of frames is assumed to have been generated by a concatenation of (sub)word units, which are modeled by the traverse of one or several hidden states (i.e., an HMM). Since the 1980s, attention has been focused on methods which describe the local emission probability density in a given HMM state . In continuous HMM systems, a mixture of different basic densities is used, yielding
Usually, the basic densities are chosen as Gaussians [24] or Laplacians [19] with the density parameters ; the parameters are the mixture weights. There is a large variety of possibilities how to tie the parameters in the set of HMMs [33] . One way of parameter tying is to use a set of different basic densities that are shared among all states of all HMMs. This leads to the semicontinuous [11] (tied mixture [3] ) model with (2) In HMM systems, the EM algorithm [7] (either as ForwardBackward training or as the Viterbi approximation) is used for Maximum Likelihood (ML) mixture parameter estimation in general. In Viterbi ML-training, at first, each frame is associated with a distinct HMM state by training data segmentation, then is maximized (state transition probability estimates are not considered here).
B. Discrete HMM Systems
In a discrete HMM system, the continuous feature space is firstly subdivided by a vector quantizer (VQ) into disjoint partitions. Most commonly, the VQ is constructed by an unsupervised cluster algorithm like k-means or LBG [16] . The th VQ-partition is associated with a label ( ). Any feature vector located in the th partition, is mapped on the discrete label by the VQ. Hence, the sequence of feature vectors is mapped on a temporal sequence of discrete VQ labels (with ). Such a sequence of discrete labels is modeled by an HMM that makes use of the discrete local emission probabilities for generating the label in state . Most commonly, vector quantization and probability calculation are performed in two separate steps. Thus, the VQ is often considered as being part of the feature extraction module that generates a sequence of discrete acoustic features. While the VQ parameters are typically estimated in an unsupervised way, the discrete probabilities in the HMMs are trained via the EM algorithm as in the continuous HMM case explained above. In practice, local emission probability calculation in discrete HMMs is performed by a table lookup which is computationally less expensive compared to continuous systems where mixtures of densities must be evaluated. Thus, discrete HMMs are commonly preferred when decoding speed is crucial (e.g., [29] ). On the other hand, the usage of the VQ in the discrete HMM system can cause an information loss due to the quantization error that may lead to a degradation of recognition performance compared to the continuous models.
C. Hybrid NN/HMM Systems
The incorporation of classification neural networks offers a useful way to obtain (scaled) emission densities in hybrid HMM systems [5] , [17] . Such systems make use of the feature vector (along with some surrounding context frames) as NN input. Each network output is associated to an HMM state. Thus, the number of network output nodes is given by (equal to the number of states) and the output of the th node is denoted . After application of supervised backpropagation training [28] (with the HMM states as binary output targets) and assuming a sufficiently large number of network weights, the NN outputs approximate the state posterior probabilities (i.e., ) [5] , [4] . Dividing the NN outputs by the corresponding state prior probabilities (which can be calculated from the training data alignment) yields an expression that is proportional to the th state's emission density (scaled likelihood) (3) In practice, the high degree of parallel structures in the NN leads to a very efficient usage of the weight parameters and only few assumptions concerning the shape of the scaled likelihoods must be made in the hybrid approach [17] . In contrast to ML training, the parameter estimates are locally discriminant [17] . Unfortunately, for a large number of HMM states (e.g., for triphones) the number of NN output nodes grows to an intractable size. Thus, the scaled emission probabilities must be factorized and the NN has to be split up [14] .
III. SEMICONTINUOUS EMISSION DENSITY MODELING OF DISCRETE HMM SYSTEMS
In the previous section dealing with discrete systems, the VQ and the discrete HMMs are treated independently as two separate modules: The VQ is considered as being part of the feature extraction that is trained in an unsupervised fashion, and the parameters of the discrete Bayes classifier (i.e., the HMM) are trained in a supervised way according to an ML objective function.
Here, we remove the artificial split between the VQ and the discrete HMM to get a unifying view of discrete and continuous systems. We regard the VQ and the discrete classifier as a single module which makes use of the continuous feature vector as system input. Hence, an expression of the emission density for the combined system can be found such that the parameters of the VQ and discrete classifier can be estimated jointly by optimizing the entire system.
As previously denoted, the VQ, which subdivides the continuous feature space into disjoint partitions (i.e., the codebook size is ), assigns a discrete label to each given continuous feature vector . When is located in the th VQ partition, equals the partition label . Hence, the probability that the VQ assigns the discrete label to an arbitrary feature vector is given by . For a fuzzy VQ [30] this probability ranges between 0.0 and 1.0. However, in the following only nonfuzzy (crisp) VQs are considered. Application of the Bayes rule leads to the probability density of given the th VQ partition 1 if else.
To make (4) become a true density for all partitions, the following (natural) condition must hold for each VQ partition: (5) Corresponding to the semicontinuous (tied-mixture) models that share a single set of Gaussian mixture components over all states, in discrete HMM systems the feature space partitioning provided by the VQ mapping is used in all states of the HMM system. Hence, (4) may be interpreted as the th basic density component of an implicit non-Gaussian mixture model that shares its basic densities among all states. In conjunction with the emission density (2) of a semicontinuous model, (4) can be used to derive an expression for the continuous emission probability density of the combination of a VQ and a discrete HMM being in state (6) Here, the mixture weight parameter is identified as the state conditional probability of the th mixture component (from the traditional discrete system's point of view, it equals the emission probability for the VQ label as it is defined in Section II-B). In contrast to the well known (explicitly used) Gaussian tied-mixture models the basis functions given by (4) do not overlap: the th basic density equals zero outside the area of the th VQ partition; inside of the th partition the density is given by . The unconditional, state independent density is usually unknown and it is not implicitly modeled by the form of in (6) (this property is different to the choice of explicit basic densities for (semi)-continuous mixtures 2 ).
From (6) , it follows that in the case of the combination of a VQ and a discrete HMM, the modeled state-dependent semicontinuous emission density is piecewise proportional to the density for all HMM states with discontinuities in at the VQ boundaries, in general. The scaling factor 1 The notion m =m(x) means: the feature vector x is located in the jth VQ partition 2 In (1) and (2) the choice of basis functions (e.g., Gaussians) implicitly models p(x) = 6 p(xjS ) 1 P (S ).
depends on the HMM state and on the VQ partition the feature vector lives in. The combination of the VQ and the discrete model (sometimes called a nonparametric classifier, e.g., [4] ) implements an implicit mixture density model with a specific functional form given by (6) . When dealing with acoustic features that follow a smooth distribution the application of VQ-HMM systems that incorporate such discontinuous models can result in a crude density approximation, in many cases. To model arbitrary shapes of emission densities by using (6) a large number of sufficiently small VQ partitions comprising many weighting factors will be needed, in general.
When performing speech recognition, (6) must be evaluated for several HMM states. The expression is constant over all states. Thus, only must be computed (by a table lookup) and compared for each HMM state, in practice. Hence, for the emission probability evaluation during speech decoding there is no difference between the theory developed here and the traditional discrete HMM system that is described in Section II-B. Since and are not used during the decoding process, they need not to be modeled in the recognizer (that may not be valid for the task of parameter estimation).
IV. JOINT TRAINING CRITERION
Now that the emission probability of the discrete HMM and the VQ can be expressed as a semicontinuous mixture density, the entire system's parameters can be trained similar to a conventional continuous HMM. Thus, the VQ parameters and the HMM parameters are estimated jointly.
It is assumed that there are feature frames as VQ input available for training. The VQ maps the th sample on the discrete VQ label . There are different states in the set of HMMs. Many objective functions (like ML [1] , MMI [20] , MCE [13] etc.) have been proposed for HMM training in speech recognition systems. Although all these methods can be applied in the framework of combining a VQ and a discrete HMM, here we shall concentrate on ML training in the Viterbi approximation. As explained in Section II, we assume a Viterbi segmentation of the training data; i.e., the HMM state is assigned to the th feature frame. Then, the ML estimate for an arbitrary system parameter using (6) yields (7) Via there is a direct link between the unconditioned label probabilities in the denominator of (7) and the emission probabilities of the traditional discrete HMM. The state prior probabilities can be calculated in advance from the training data segmentation.
In the following, the parameters of the VQ are subject to optimization of (7). In general, changing the VQ parameters will have an impact on the estimate of and on as explained above. To simplify the parameter estimation procedure, we make the assumption that the unconditioned feature vector distribution density is not affected by a change in the VQ parameters. In this case, the training objective function can be rewritten using entropies as . This means, to maximize the likelihood in a system consisting of a VQ and a discrete HMM, the parameters must be set in order to maximize the mutual information between the stream of labels produced by the VQ and the stream of HMM states that is fixed. Hence, a VQ that is trained jointly along with the discrete classifier (here: a discrete HMM) tries to minimize the information loss that is inherent in the vector quantization process.
V. VQ PARAMETER ESTIMATION
A. Training of a MMI Neural Network VQ
When estimating the VQ parameters in order to maximize , the HMM state segmentation of the training data is fixed during a given maximization step of Viterbi training. Hence, in this step, the state assignment does not depend on the VQ parameters, and maximization of the mutual information equals the minimization of the conditional entropy (8) with the derivative . In this section, a general winner-takes-all (WTA) neural network that generates the labels is applied for vector quantization. This neural network is trained by a gradient based hill climbing method to maximize the mutual information . Therefore, in the following we refer to this neural network as MMI-NN. As shown in Fig. 1 the WTA network uses the feature vector as network input; it has different output nodes. The internal activation of the th NN output node is denoted ( ). The hidden network structure, the number of hidden nodes and the nodes' activation functions can be chosen in advance. Thus, multilayer perceptrons [4] , radial basis function networks [4] , hierarchical mixtures of experts [26] and recurrent networks [26] , etc., are covered by this approach. The nearest prototype vector quantization method (i.e., k-means and LBG), that is commonly used in traditional discrete HMM systems, also fits when using the (negative) Euclidean distance to the th prototype vector as output node activation . Vector quantization is done by the WTA layer: for a given network input , it picks the output node with the highest internal activation; i.e., with . Thus, the WTA output at the th node is set to unity and all other network outputs are set to zero. Due to the need for finite derivatives during gradient based network training, the crisp WTA output function is replaced by a soft approximation. Here, the Softmax function introduced in [6] (9) is used. For a small choice of the softness parameter and , the output will be nearly 1.0 and all the other outputs will be close to 0.0. The derivative of the Softmax function is given in [6] as . The probabilities used in (8) can be estimated by counting the event frequencies in the set of training samples (10) with the derivative . Thus, the derivative of (8) with respect to a VQ parameter (i.e., a weight in the MMI-NN) can be written by using the chain rule and the derivatives given above by (11) with (12) In (11), only depends on the internal structure of the MMI-NN and can be calculated for layered nodes via the backpropagation method [28] .
B. Comparison with Classification Neural Networks
The MMI neural network paradigm differs from traditional classification NNs that estimate posterior probabilities in several aspects. Since the MMI-NN is primarily used as VQ, the number of output nodes is not related to the number of classes (here, HMM states). Thus, the number of output nodes can be chosen arbitrarily; it may be larger or even smaller than the number of pattern classes. Hence, in the MMI-NN speech recognition framework several thousand states of triphone HMMs can be incorporated without the need for increasing the number of network outputs or splitting up the system structure. Furthermore, there are no output target vectors presented to the network during training. Instead of this, the MMI network finds the appropriate output values without a target vector teacher in a self-organizing way.
In addition, there are some interesting similarities to traditional classification NNs that are used in hybrid HMM systems to calculate scaled likelihoods. In the classic approach, the network output approximates the posterior probability . As shown above, the MMI network output (with a very small parameter ) is given by . This can be interpreted as an approximation of the posterior quantization probability introduced in Section III. Although the training objective of classification NNs and the MMI-NN is different, the gradient expression used for MMI-NN training [see (11) ] has the same functional structure as the gradient used in backpropagation NNs [28] . Hence, all well known techniques that improve the performance and accelerate training (like on-/off-line methods, special purpose neurocomputing hardware, etc.) of classification NNs can be applied to train the MMI-NN.
VI. MULTIPLE VQs IN MULTIPLE FEATURE SYSTEMS
A. Single VQ versus Multiple VQs
As discussed earlier, in VQ-HMM systems the modeled state dependent density is piecewise proportional to the state independent density . Hence, the ability to approximate arbitrary emission densities depends on a large number of pieces, i.e., VQ partitions. However, increasing the VQ codebook size , also increases the number of weights to be trained in the MMI-NN as well as the number of parameters in the discrete HMM. Thus, the choice of the appropriate codebook size is always a compromise between modeling resolution and the number of parameters that can be estimated reliably with the given amount of training data.
To increase the quantizer resolution, the usage of multiple VQs for multiple features is common in speech recognition [15] , [9] . In this case, the original feature vector is split up into different subvectors that contain the features of (e.g., contains static features, contains -features, etc.). Each subvector is mapped by an individual VQ on a discrete label ( ). Thus, the entire feature vector is mapped on the set of VQ labels . Assuming the th VQ has the codebook size , the original feature space is divided by the set of different VQs into disjoint partitions [9] .
To simplify calculations and to reduce the number of HMM parameters, in many systems the state dependent discrete distributions of multiple VQ labels are assumed statistically independent [15] (13)
In this case, the number of HMM parameters (i.e., the discrete probabilities) in one HMM state is given by which is much smaller than the total number of VQ partitions given above [9] .
Therefore, the usage of multiple VQs can increase the density modeling resolution by only moderately increasing the number of parameters, under the assumption of statistically independent VQ labels. Since dependencies between the features are common, sensible feature vector splits as given in [9] are used in practice, otherwise (13) will fail.
B. MMI Neural Networks in Multiple Feature Systems
1) Independent Training of Multiple MMI-NNs:
When using several MMI-NNs as multiple VQs, we assume that there is no sharing of network weights among different VQs. Hence, each weight parameter is associated with a distinct VQ; the notion is used for a weight in the th VQ. The parameters of each VQ can be trained individually according to the MMI criterion without considering the other VQs (i.e., maximize ). In this case, the information theoretic objective function can be written as (14) However, individual MMI-NN training in a multiple VQ system is not covered by the framework presented in Section IV that deals with single VQ systems only. Hence, each VQ trained by the MMI criterion individually may fit very well to the system on its own but the interaction between several VQ is neglected here and the full system behavior is not specified. If the subvectors in a multiple MMI-NN systems are chosen carefully such that they are statistically independent, VQ interactions may be a minor problem. Nevertheless, the theory of optimal VQ training needs to be extended to the general case of multiple VQs with fewer assumptions about subvector dependencies.
2) Single MMI-NN Training: A simple way to avoid problems with the independence assumption in (13) , is to give up splitting the feature vector and to use one single MMI-NN as VQ for all features, instead. In this case, the VQ parameters should be estimated according to the MMI criterion (i.e., maximize , as derived in Section IV) if the entire system is trained according to ML. However, to achieve a modeling resolution that is comparable to multiple VQ systems, the codebook size of the single VQ must be chosen very large. This leads to an increase of the total number of parameters to be estimated. System training with a limited amount of training data might become intractable in that case.
3) Joint Training of Multiple MMI-NNs:
When switching from a single VQ to the case of different VQs in a multi-VQ system, the discrete label transforms into a set of labels in general, and the original MMI-NN objective function becomes (15) If the discrete HMM system makes use of the state-wise independence assumption of the different VQ labels [i.e., (13) ] the HMM state conditional entropy can be written as (16) For the objective function (15) this yields (17) In (17), the expression is used as an abbreviation for (18) It must be noted that up from (16), the independence assumption (13) is incorporated in all equation steps. Thus, neither nor are the true mutual information and the entropy in the VQ labels, respectively because they are based on independence assumptions that are not valid in general. When computing the probabilities used in (13) must also be considered, yielding (19) In [21] , a simplified form of (17) was derived to train a second VQ in addition to one given VQ with fixed parameters. Here, the objective function (17) will be used to train the weights of the complete set of multiple VQs simultaneously.
When comparing (17) to (14), it is obvious that independent VQ training is a simplification of the joint criterion that neglects the dependencies between the different VQ labels that can be expressed by . The entire multi-VQ criterion (17) optimizes each of the neural VQs according to the MMI framework of the previous section while minimizing the inter-VQ-label correlation simultaneously. If there is no interaction between the labels of the multiple VQs, (17) is equivalent to the independent training of separate MMI-NNs (since the assumed inter-VQ information equals zero in this case). On the other hand, in the case of joint VQ training according to (17) , a very careful subvector choice is no longer necessary because during training the different VQ labels are decorrelated as much as possible.
When calculating the derivative of (17) to train the entire set of different MMI-NNs by a gradient based hill climbing method, the derivative of the right hand sum in (17) equals the one for the sum of single MMI-NNs as given by (11) and (12) . Hence, only the derivative needs to be introduced here by making use of the definition given in (18) . In general, is an arbitrary parameter in the set of different neural VQs that are optimized simultaneously. Without loss of generality, here we assume that the parameter is part of the first one of the VQs; hence, the derivative of (18) with respect to the parameter needs to be evaluated, while keeping the parameters of the remaining VQs fixed.
Considering the first VQ only, its softmax output at the th node is denoted by . Again, the joint probabilities can be approximately obtained by counting the event frequencies in the training data as done in (10) (since for the remaining VQs no derivatives are needed, their output is not softly approximated here) (20) These joint probabilities can be used to calculate the probabilities in (18) by and in (19) by Again, application of the chain rule and of the derivatives of the expressions found above yields the derivative of (18) with respect to a weight of the first VQ (21) leading to an expression for that is equal to (11) with replaced by (22) VII. EXPERIMENTAL RESULTS
A. Resource Management Database 1) Test Conditions:
To evaluate the performance of systems that integrate MMI-NNs in discrete HMMs, most experiments are carried out using the speaker-independent part of the resource management (RM) database. For system training, 3990 speaker-independent (SI) sentences are used. Recognition results are obtained for the SI test sets of February 1989, October 1989, February 1991, and September 1992 with the word-pair grammar (perplexity ca. 60). The word error rates (WER) are given as average over these four sets.
As acoustic features we derive 12 MFCCs and the log energy from the speech frames that are shifted by 10 ms. In addition, we calculate first and second differential features. For the RM training data set, this equals 1.3 million frames for parameter estimation in total. The speech recognizer makes use of strictly left-to-right three-state gender-independent discrete HMMs. For all tests, monophone and triphone results are given. The triphone system makes additional use of function word specific phones and incorporates a phonetic decision tree for state clustering [2] . The decision tree balances the number of states against the fixed amount of training data in order to give maximum recognition results. Here, the context dependency of the triphone models is word-internal only.
2) Comparable results: Results for discrete HMM SPHINX system (approximately 2 million parameters) that uses LPC cepstral coefficients plus energy plus first differential features in three LBG codebooks are given in [15] . For the June 1988 and February 1989 tests, the word internal triphone error rates are 9% and 9.2%, respectively [10] . The HTK system (approximately 1 million parameters) that uses Gaussian mixtures as emission probabilities is described in [32] . This system can be directly compared to the MMI-NN/HMM system presented here, since it makes use of exactly the same acoustic features, the same HMM topology and the same model construction method. The main difference between both systems is the emission density modeling. In [32] , the average error rate is given by 5.3%.
The lowest error rate we found for the four test sets is 3.2% given in [8] . This system makes use of cross-word HMMs with Gaussian mixture densities. The models are gender specific and the lexicon is modified by phonological rule extensions.
3) Experiments: In most of the following experiments the set of 39 features in one frame is divided into four subvectors: MFCCs, -MFCCs, -MFCCs, energy related features. These subvectors are known to be relatively uncorrelated [9] .
As a baseline system, a discrete HMM is constructed with four codebooks that are trained in an unsupervised way by the k-means algorithm. In premature experiments an appropriate codebook size of 200 for the triphone system was found. The recognition results for the baseline system along with the number of trainable parameters are given in Table I . It should be noted, that the discrete baseline system performs better than the one described in [10] ; this may be due to the incorporation of -features. In the triphone experiment decoding ran more than two times faster compared to the continuous mixture HTK system on a SUN workstation due to the fast discrete likelihood look-up.
This baseline system's performance can be directly improved by estimating the Euclidean distance VQ parameters according to the MMI objective by the gradient-based optimization [ (11) and (12) . In this case, the four different VQs are trained individually by optimizing (14) without consideration of VQ interaction. Hence, the system may still perform suboptimal. The VQ configuration used during system training for this experiment as well as for the following single layer perceptron (SLP) experiments is shown in Fig. 2 . The results for this system are given in Table II . The superiority of the MMI VQ training is demonstrated by a decrease in the word error rate of 2.3% (absolutely) for the monophone system and 1.8% for the tied-state triphone system, respectively.
In the next series of experiments, single-layer perceptrons are trained as VQ according to the MMI objective. Both, nearest prototype VQ and SLPs are expected to perform similar, since both form linear VQ decision boundaries. To incorporate a larger amount of contextual features the input layer sizes of the SLPs are expanded to allow processing of several adjacent Table III . It can be seen that the additional information contained in adjacent frames helps to significantly improve monophone rates; triphone rates are improved slightly by a three frame input, using more than three feature frames seems to have no effect on triphone models. These results indicate that a very large window of adjacent feature frames can be exploited much better by a monophone HMM system compared to a system based on context dependent models. It should be noted that there are correlations between multiple streams of large width adjacent frames of static-, and -features what possibly leads to VQ interactions. Hence, individual MMI-NN training of multiple VQs with adjacent feature frames according to (14) is not guaranteed to give good performance in general.
To explore the influence of inter-VQ correlation on the system performance, the adjacent frame input SLP systems of Table III are retrained according to the joint criterion (17) for multiple VQs instead of using individual VQ training. Thus, the inter-VQ correlation should be reduced as far as possible in this framework. In Fig. 3 the VQ configuration is shown for this case. The recognition results given in Table IV demonstrate that joint MMI-VQ training improves the recognition rates by reducing the correlations in both systems, monophone HMMs and triphone HMMs. This indicates that there are inter-VQ Table III , incorporation of seven adjacent input frames instead of three frames only provides improvements for monophone HMMs; again, there is no improvement for triphone HMMs. The usage of one single VQ for all features without any feature splitting eliminates all problems related to VQ correlations. However, additional difficulties concerning the appropriate codebook size and the number of parameters are introduced here. A series of experimental results using one single MMI-SLP as VQ is shown in Table V . An increase of the codebook size, increases the modeling resolution and improves the monophone recognition rates, in general. However, the large codebook sizes dramatically increase the number of HMM parameters which makes the estimation of triphone parameters using the limited amount of training data unreliable. Hence, for the triphone systems the usage of single VQs yields poor recognition rates compared to the multiple VQ systems shown in Tables II-IV. Joint training of multiple VQs according to (17) reduces VQ interactions; thus, a very careful split of acoustic features into four independent subvectors is no longer necessary. In Fig. 4 , a VQ configuration is shown that incorporates all acoustic features in all VQs without any splitting. In the following experiment specified in Table VI , four SLP-VQs are used to quantize all the 273 features from seven adjacent frames ( ). The SLP parameters are estimated jointly according to (17) . Due to CPU limitations only the seven-frame experiment was run for this configuration with recognition results presented in Table VI . Compared to the split feature set (Table IV) the modified input features lead to a monophone system improvement from 10.6% to 8.8% and to a triphone system improvement from 5.5% to 5%. This is the lowest error rate we obtained with word internal models.
B. Wall Street Journal Database
1) Test Conditions:
A smaller part of experimental results is obtained for the Wall Street Journal (WSJ0) database. For system training, the 7240 sentences from the speaker independent SI84 training corpus are incorporated. Speech recognition results are given for the 5k closed and the 20k open November 1992 evaluation test sets, respectively. The CMU pronunciation lexicon is used along with the standard bigram and trigram language models provided with the database.
The method for extracting acoustic feature vectors and splitting them up into four subvectors is equal to the RM system, but in addition a cepstral mean substraction per sentence is applied.
Also, the three-state HMM structure is similar to the RM system, but function word specific models are not used. For the experiments, the decoder mode can be manually switched between using monophones, word-internal triphones or cross word triphones with states of unseen models being synthesized by the phonetic decision trees.
2) Comparable Results: No comparable results of discrete HMM systems are provided for this task. Hence, here we give the best comparable results of continuous Gaussian mixture HMM systems reported at the official evaluation [22] : The lowest word error rates for the 5k closed test were 6.9% with the bigram and 5.3% with the trigram, respectively. The best results for the 20k open test were 15.2% and 12.8%, respectively.
3) Experiments: Again, discrete HMMs with four k-means codebooks as VQ are trained as a baseline system. The code- book sizes in all experiments presented in this section are set to 300, which was found to be a good choice for triphone models.
The baseline results for the 5k test set using the bigram language model are given in Table VII . These recognition results are significantly worse compared to those of the systems presented in [22] . To improve recognition performance, the parameters of the Euclidean distance codebooks are retrained according to the MMI objective function. Due to CPU limitations, in this section the four VQs are always optimized independently of each other according to (14) . Hence, the results are still suboptimal because joint VQ training may improve recognition rates as shown for the RM database. In Table VIII , the word internal triphone HMM system performance using Euclidean distance MMI-VQs with features taken from a single frame improves from 13.4% (k-means baseline result) to 10.5%. When using three adjacent feature frames as input vector to the VQs, the word error rate for cross word models with bigrams improves to 8% for the 5k test, the error rate is 15.8% for the 20k test.
Applying the standard trigram language model instead of a bigram to the MMI-VQ/HMM system with three adjacent input feature frames leads to the error rates presented in Table IX . The word error rates of 5.7% for the 5k vocabulary and 13.2% for the 20k vocabulary, respectively, compare well to those presented in [22] . Hence, these results indicate for the large vocabulary WSJ task that discrete HMM systems can perform as well as continuous density HMMs if the training criterion considers the entire system consisting of the VQ and the HMM classifier. A more detailed description of the WSJ system and the obtained results is given in [27] .
VIII. CONCLUSION
This paper has described a re-integration of HMMs with discrete output probabilities in the continuous density HMM framework. In particular, it has been shown that considering the VQ and the discrete HMM as one single system leads to a semicontinuous emission density interpretation that may be regarded as an implicit case of tied-mixture modeling. Thus, the parameters of the entire system may be estimated according to any training criterion that is useful for continuous HMMs. In the case of ML system training (neglecting the influence on the unconditional feature vector density) using the Viterbi approximation and application of a general Winner-takes-all neural network as VQ, this leads to the MMI criterion for NN-VQ training. Some interesting relations between classification NNs and MMI-NNs can be derived and an extension of the theory to multiple feature MMI-NN systems has been given here. In continuous speech recognition experiments on medium and large vocabulary standard databases, this new approach performs similar to Gaussian mixture HMM systems under comparable conditions. Thus, the common opinion that discrete HMM systems are inferior compared to their Gaussian mixture counterparts does not hold in general. The inferior performance is mainly caused by the traditional separation between the VQ and discrete model. The experimental results presented here, give strong evidence that considering the entire discrete system during training leads to an approach that yields recognition rates comparable to Gaussian mixture density models.
In practice, the main advantage of the MMI-NN/HMM discrete systems compared to their Gaussian mixture counterparts is a higher speed at the local likelihood computation level.
