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Abstract
This thesis describes an engineering workflow, which allows specification of boundary
conditions and 3D simulation based on clinically available patient-specific data. A review
of numerical models used to describe the cardiovascular system is provided, with a par-
ticular focus on the clinical target disease chosen for the toolkit, aortic coarctation. Aorta
coarctation is the fifth most common congenital heart disease, characterized by a localized
stenosis of the descending thoracic aorta. Current diagnosis uses invasive pressure mea-
surement with rare but potential complications. The principal objective of this work was
to develop a tool that can be translated into the clinic, requiring minimum operator input
and time, capable of returning meaningful results from data typically acquired in clinical
practice.
Linear and nonlinear 1D modelling approaches are described, tested against full 3D solu-
tions derived for idealized geometries of increasing complexityand for a patient-specific
aortic coarctation. The 1D linear implementation is able to represent the fluid dynamic in
simple idealized benchmarks with a limited effort in terms of computational time, but in a
more complex case, such as a mild aortic coarctation, it is unable to predict well 3D fluid
dynamic features. On the other side, the 1D nonlinear implementation showed a good agree-
ment when compared to 3D pressure and flow waveforms, making it suitable to estimate
outflow boundary conditions for subject-specific models.
A cohort of 11 coarctation patients was initially used for a preliminary analysis using 0D
models of increasing complexity to examine parameters derived when tuning models of
the peripheral circulation. The first circuit represents the aortic coarctation as a nonlin-
ear resistance, using the Bernoulli pressure drop equation, without considering the effect
i
of downstream circulation. The second circuit include a peripheral resistance and compli-
ance, and separate ascending and descending aortic pressure responses. In the third circuit
a supra-aortic Windkessel model was added in order to include the supra-aortic circulation.
The analysis detailed represents a first attempt to assess the interaction between local aortic
haemodynamics and subject-specific parameterization of windkessel representations of the
peripheral and supra-aortic circulation using clinically measured data. From the analysis
of these 0D models, it is clear that the significance of the coarctation becomes less from
the simple two resistance model to the inclusion of both the peripheral and supra-aortic cir-
culation. These results provide a context within which to interpret outcomes of the tuning
process reported for a more complex model of aortic haemodynamics using 1D and 3D
model approaches.
Earlier developments are combined to enable a multi-scale modelling approach to simulate
fluid-dynamics. This includes non-linear 1D models to derive patient-specific parameters
for the peripheral and supra-aortic circulation followed by transient analysis of a coupled
3D/0D system to estimate the coarctation pressure augmentation. These predictions are
compared with invasively measured catheter data and the influence of uncertainty in mea-
sured data on the tuning process is discussed. This study has demonstrated the feasibility
of constructing a workflow using non-invasive routinely collected clinical data to predict
the pressure gradient in coarctation patients using patient specific CFD simulation, with
relatively low levels of user interaction required. The results showed that the model is not
suitable for the clinical use at this stage, thus further work is required to enhance the tuning
process to improve agreement with measured catheter data.
Finally, a preliminary approach for the assessment of change in haemodynamics following
coarctation repair, where the coarctation region is enlarged through a virtual intervention
process. The CFD approach reported can be expanded to explore the sensitivity of the peak
ascending aortic pressure and descending aortic flow to the aortic diameter achieved follow-
ing intervention, such an analysis would provide guidance for surgical intervention to target
the optimal diameter to restore peripheral perfusion and reduce cerebral hypertension.
ii
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1
Literature review
In this chapter, the project background is reported. First, the cardiovascular system is pre-
sented, followed by a review of the vascular models used in the literature and aortic disease
with potential for a patient-specific numerical application. Aortic coarctation is described
in detail, the disease selected for development of a clinical workflow in this thesis, along
with a review of previous work undertaken to simulate this pathology.
1
1.1 The cardiovascular system
The force that drives blood around the cardiovascular system is provided by the heart, a four
chambered (two atria and two ventricles) pumping system, that contracts during systole and
relaxes during diastole.
During systole, right and left ventricles contract and pump out blood into the human cir-
culatory system. During this contraction, they generate enough energy 1 to eject blood in
two different circuits: the systemic circuit (or large circulation), and the pulmonary circuit
(or small circulation) made of more than 10 billion of vessels with different size, shape and
function.
The systemic circuit delivers oxygenated blood from the left ventricle to the peripheral vas-
cular system and then returns de-oxygenated blood to the right heart’s chambers; while the
pulmonary circuit delivers blood from the right ventricle to lungs for oxygenation, and then
back to the left heart’s chambers (Figure 1.1).
During the systolic phase, the pulmonary/systemic arteries receive blood from the ventric-
ular chambers, that actively contract to eject part of the blood volume (the stroke volume)
accumulated during the diastolic phase , when the valves at the pulmonary/systemic arterial
sides are closed and blood fills the ventricular chambers through the atria.
Arteries are elastic and compliant2 vessels, the mechanical properties of their walls reduces
1It is stated that the average power output of the heart as the product of the pressure (100 mmHg) times
the flow (6 Lmin ) is 1.33 W, that means 115000 J in a day, the same amount of energy required to lift up by 126
m a man of 70 kg (Fay & Sonwalkar, 1996)
2The compliance is mathematically described as the ratio between volume and pressure ( referred more
precisely as transmural pressure: the difference between the internal luminal pressure and the external pres-
sure, usually taken as zero). The compliance gives information about the ability of the vessel wall to increase
and distend its internal lumen in order to accommodate the incoming blood, due to the increase/decrease of
2
Figure 1.1: Figure illustrating the cardiovascular system comprises of a pumping heart, the
pulmonary (Lungs) and systemic circulation (i.e. Brain, Arms,Gut, Intestines...). Image
adapted with permission from Van de Vosse & Stergiopulos (2011)
3
the pulsatility of pressure and flow waveforms in the cardiovascular circulation, caused by
the ventricular chambers relaxation and contraction phases, aiding blood to continuously
perfuse the cardiovascular system, including the peripheral/lung vascular districts, acting
as a second pump that reduces workload of the heart.
In the peripheral/pulmonary circuits, blood flows through the arterioles into capillaries. Ar-
terioles distribute the flow to different vascular capillary beds through the relaxation and
contraction of the smooth muscle cells in the vessel wall. When contracted, these muscle
cells decrease the vessels diameters, causing an increase of the local vascular resistance and
a reduction of blood perfusion3. This mechanism regulates the blood flow rate to different
regions of the circulation to satisfy variation in metabolic demand and oxygen supply.
Capillaries comprise an intricate and dense network of a very small diameter vessels (less
than 10 µm in diameter (Jones et al., 2014), eight times smaller than arterioles and thirty
times smaller than arteries) made of a single layer of endothelial cells placed over a base-
ment elastic membrane. Between one endothelial cell and the other there is a small gap
(intercellular cleft) that allows gases, metabolic nutrients and waste products to be actively
exchanged with the surrounding tissues. This exchange is only allowed by the nature of
the blood flow in this circuit: steady and slow (maximum velocity less than 1.5 cms (Ivanov
et al., 1981)). At this point, bloods cells flow at the center of the capillary in a single-file,
highly deformed and surrounded by blood plasma that acts as a lubrication layer (Fahraeus
& Lindqvist, 1931). Oxygen and nutrients are effectively diffused with the surrounding
tissues (which diffuse out waste products and carbon dioxide) thanks to the high number of
the transmural pressure.
3As described by Poiseuille and Hagen in 1840, in case of a incompressible Newtonian laminar fluid
flow through a cylindrical pipe, the resistance is inversely proportional to fourth power of the pipe’s radius
(Batchelor, 2000).
4
capillaries per meter square that offer more than 5000 cm2 of surface area available for the
exchange (O’Rourke et al., 2011).
Blood flows from the capillaries to the venous system. More than 70% of total blood vol-
ume is collected in the venous system (Alastruey et al., 2012a). Acting as reservoirs, the
veins can accommodate a large volume of blood that can be re-distributed during changes
of the physiological state (i.e. during exercise). The natural predisposition of veins to be
blood collectors is demonstrated by their high compliance and the tendency to collapsed if
not filled with blood (at negative transmural pressures) (Conrad, 1969; Caro et al., 2012).
Larger veins and arteries have diameters within the same range ( between 0.1 and 3 cm of
diameter), but pressure and velocities are lower in veins and blood flow is mostly steady
and laminar. In order to prevent retrograde flow, veins contain semilunar valves that en-
sure unidirectional flow towards the heart 4 . Blood is passively collected from the venous
circulation by the atrial chambers of the heart, and when the atrial-ventricular valves open,
it flows again to the ventricular chambers ready to be ejected by a new heart contraction.
From a fluid-dynamic point of view: in the arteries, the flow is pulsatile and inertial effect
predominate over viscous effects, from large arteries to capillaries and veins, the viscous
effects become predominant and the flow gradually becomes steady and laminar (O’Rourke
et al., 2011) as shown in Figure 1.2 where pressure and velocity waveforms are reported
for each point in the circulatory system. The mean Reynolds number is in the order of 500
in the arterial tree and decreases to reach values in the region of 1 in the microcirculation
(Van de Vosse & Stergiopulos, 2011).
4Semilunar valves and the contraction of the skeletal muscles that surround the vein help blood to flow
towards the heart. When skeletal muscles are contracted, they cause a compression of the blood and increase
of pressure in that area. This mechanism forces blood to flow to the heart where the venous pressure is lower.
5
Figure 1.2: Figure illustrating pressure and velocity in the cardiovascular system at different
level of the circulation, from aorta to large veins.
6
1.2 Modelling the Cardiovascular system
As a closed fluid system, the blood flow in the cardiovascular system is subject to the con-
servation laws of classical fluid mechanics, which states that mass, momentum and energy
are conserved in time and space. This can be expressed as a set of mathematical expressions:
the Navier-Stokes equations (Temam, 2001).
Unlike classical hydraulic pipe systems, the cardiovascular system is made of vessels that
are more flexible and compliant than hydraulic tubes. The mechanical behaviour of the ves-
sels introduces additional effects which should be considered when computing blood flow
dynamics and describing the associated governing equations.
From a mathematical point of view, the cardiovascular system can be represented in the
time or frequency domain using different levels of computational models. In frequency do-
main approaches, the continuity equations are linearized about a reference state (neglecting
the nonlinear convective acceleration terms that are included in the mathematical descrip-
tion) and solved using the Fourier or Laplace transformation. In time domain approaches
the nonlinearities are preserved, typically with an increase in the computational cost and
time. The numerical descriptions can also differ in terms of the dimensionality in the model
representation, from zero-dimensional (0D) through one-dimensional models (1D) to three-
dimensional models (3D), as shown in Figure 1.3.
In the next section a brief review of the typical mathematical models used in the literature
to describe the cardiovascular system is presented.
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Figure 1.3: Different dimensional models used in the literature for modelling the cardiovas-
cular system: (a) 0D models; (b) 1D models; (c) 3D models illustrating a typical detailed
velocity flow field at peak systolic flow rate.
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1.2.1 Zero dimensional or Lumped Parameter models
Zero dimensional (0D) or lumped parameter models provide a global description of the fun-
damental variables (pressure, flow and volume) for a given region or compartment of the
cardiovascular system (see Figure 1.3(b)).
Depending on the clinical application, lumped models can either be used to described the
entire vascular systemwith a single compartment (mono-compartment descriptions) or with
the connection of multiple compartments (multi-compartment descriptions). Each compart-
ment is characterized by a set of Ordinary Differential Equations (ODEs) that describes
the conservation of mass, momentum balance and additional algebraic equations that relate
pressure to volume (local compliance). Using an hydraulic/electrical analogy, for each com-
partment the mathematical relationship between voltage and current is the same relationship
between pressure and flow rate. The electrical resistance, capacitance and inductance are
equivalent to viscous resistance, vessel compliance and fluid inertia, respectively.
The most commonly applied zero dimensional model is the two element Windkessel, pro-
posed by Hales in 1733 and mathematically described by Otto Frank in 1899 (Otto, 1899;
Li, 2000), originally used to represent the entire cardiovascular system. The two element
Windkessel model combines a resistance in parallel with a capacitance. The capacitance,
C, represents the ability of the vessel wall to store blood (compliance of the large arteries)
while the resistor, R, describes the vascular resistance of the peripheral circulation (capil-
laries and arterioles).
Westerhof et al. (1971) introduced a second resistance to improve the response of the model
at high frequencies resulting in a three elementWindkessel orWestkessel model (see Figure
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Figure 1.4: Figure illustratingWindkessel circuit schemes that relates the inlet flowQ to the
pressure P with a set of ordinary differential equations (ODEs) as their electrical analogues.
(a) the two elementWindkessel model (RC); (b) the three elementWindkessel model (RCR)
also called Westkessel model. R1 is frequently referred as the proximal resistance while R2
is the distal resistance, their sum represent the total peripheral resistance
1.4).
The original two element Windkessel model has been significantly developed in order to
increase the accuracy of the response under different physiological conditions. A fourth el-
ement was included, the inductance, in order to capture the inertial properties of the blood
(the RLCR model, (Landes, 1943)). Windkessel models have, also, been used to build intri-
cate connections of resistances, inductances and capacitances (Burattini & Natalucci, 1998;
Jager et al., 1965), capable of describing in detail each single part of vascular system, in
a multi-compartment modelling approach. However the introduction of more elements in
the original Windkessel model description, not only increased the complexity of the model
but also the computational effort. As the model parameters were no longer directly derived
from anatomical vascular features and they had to be computed via iterative or optimization
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schemes. Lumped models have also been used for modelling the heart chambers, valves,
veins or the interaction with auto- and neuro-regulatory systems, for a more extensive de-
scription of the different zero-dimensional models used in literature see Shi et al. (2011).
1.2.2 One dimensional models
Zero-dimensional models can offer a good global description of the fluid dynamic variables
in the arterial tree, but they are not able to characterize in detail pressure and flow wave
propagation phenomena, which had led to the development of one-dimensional (1D) mod-
els. However, one can argue that a detailed description of the arterial tree can be obtained
by using multiple linear 0D compartment models (with a multi-compartment modelling ap-
proach), as recently proved by Milišić & Quarteroni (2004), but the fundamental difference
between these two numerical models arises from the capability of the 1D models to include
physical nonlinearities such as convective acceleration terms together with non linear visco-
elastic effects of the arterial wall.
One dimensional models are based on the mass and momentum conservation principles
mathematically expressed as a set of partial derivative equations (PDEs) together with alge-
braic expressions to relate pressure with changes of cross sectional area. The final system
of equations corresponds to a set of nonlinear hyperbolic PDEs (see the system of Equations
3.1 in Section 3.2 of chapter 3 for a more detailed insight) that can be solved using different
numerical schemes (i.e., finite differences or the method of characteristics).
One dimensional models have been extensively used in the literature since they are able to
accurately predict pressure and flow with low computational expense compared to two di-
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mensional or three dimensional models. One dimensional models have been used to model
cerebral circulation (Huang et al., 2018), coronary haemodynamics (Sun et al., 2000; My-
nard et al., 2013), microvascular networks (Lee & Smith, 2008), pulmonary (Hollander
et al., 2001; Lungu et al., 2016) and systemic arteries (Sherwin et al., 2003), and venous
circulation (Olufsen et al., 2005). For a comprehensive review refer to (Van de Vosse &
Stergiopulos, 2011; Shi et al., 2011).
1.2.3 Three dimensional models
Three dimensional (3D) models resolve the governing equations of the fluid motion, the
Navier-Stokes (NS) and Continuity equations (which for an incompressible fluid are shown
in Equations 1.1 and 1.2, respectively), in time and space using an iterative numerical
scheme.
ρδuδt +∇ · (ρuU) = −
δp
δx +
δτxx
δx +
δτyx
δy +
δτzx
δz
ρδvδt +∇ · (ρuU) = −
δp
δy +
δτxy
δx +
δτyy
δy +
δτzy
δz
ρδwδt +∇ · (ρuU) = −
δp
δz +
δτxz
δx +
δτyz
δy +
δτzz
δz (1.1)
∇ · (U) = 0 (1.2)
Where ρ is the fluid density, u, v and w are the components of velocity in the x, y and z
directions, p is the pressure, U is the velocity vector and τ the shear stress. The nonlinear
governing equations are discretized and resolved in space by dividing the region of interest
(the physical domain, i.e. the ascending aorta ) into a number of finite volumes or elements
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(that form the mesh), over which the governing equations are numerically solved for each
time step (using a time-marching scheme) towards the end of the solution.
The numerical resolution is performed using either a finite volume (FV) or a finite element
(FE) scheme. In the finite volume method the governing equations are integrated over a
volume assuming a piece-wise linear variation of the dependent variables (u, v, w and p),
balancing the fluxes across the boundaries of the individual volumes or cells (Versteeg &
Malalasekera, 2007). In the finite element method the governing equations are integrated
over an element or volume after a having beenmultiplied by a weight or shape function. The
dependent variables are approximated over cell by the shape function and assembled into
a system of algebraic equations, that is resolved using variational methods (Reddy, 2013).
The choice of the piece-wise linear approximation, in the finite volume methods, and the
shape function, in the finite element methods, determines the accuracy and the complexity
of these methods.
Despite their computational cost, 3D models are used due to their ability to offer a more
detailed insight on complex flow patterns that occur at particular locations in the arterial
circulatory system such as at stenoses, bifurcations, heart valves haemodynamics or any
region that can cause a separation of the fluid flow. Such complex flow phenomena are not
accurately represented by analytical solutions, 0D or 1D approaches.
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1.3 Model boundary conditions
Given the complexity of the fluid dynamics of blood flow, it is clear that a full subject-
specific numerical model of the entire cardiovascular system is likely to be prohibitively
computationally expensive even though there have been some attempts in the literature.
Mynard & Smolich (2015), for example, report a 1D model of the entire human circulation
including ventricular-arterial coupling and capillaries networks. The model, aside from its
complexity, has the drawback that it required at least 1633 parameters, that need to be tuned
with patient data in order to provide a full subject-specific model5. A complete tuning of all
these parameters is not only challenging, but also unnecessary since cardiovascular patholo-
gies frequently affect only a specific part of the human circulatory system.
Therefore, typically only a specific area of the cardiovascular circulation is modeled, co-
inciding with the region of interest for the clinical investigation. The remaining part of
the cardiovascular system is integrated into the numerical solution by imposing particular
conditions at the boundaries. Boundary conditions typically include an inlet, where blood
mainly flows in, and a single or multiple outlets, where blood flows out.
At the inlet, inflow boundary condition are frequently applied via a time and/or spatially
varying velocity (or flow rate) curve derived from clinical measurements (Gallo et al., 2012;
Reymond et al., 2009) or via a lumped description of the heart coupled to the inlet boundary
(Formaggia et al., 2006; Kim et al., 2009).
Outflow boundary conditions are typically more challenging to represent due to uncertain-
5The model comprises 396 segments, 5359 nodes and 188 junctions. Parameters were tuned based on data
from healthy, young adults (20-30 years old, 75 kg weight and height 175 cm)
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ties and lack of clinical measurements. Common outflow boundary conditions include:
• applying a constant or a time-varying measured pressure;
• a percentage of inlet flow rate (flow-split conditions) or flow rate provided from clin-
ical measurements;
• 0D Windkessel models (RCR models) or 1D models representing the downstream
circulation.
The choice of boundary conditions plays a crucial role in the translation of numerical
blood flow models into the clinical context. Especially when the research aim is to create
an in-silicomodel of the patient’s pathological condition. In recent years, the in silicomod-
elling community is moving towards the adoption of multiscale6 models where 3D models,
representing the clinical regions of interest, are coupled at the outlets with 0Dmodels (RCR
models) or 1D models. A recent article by Romarowski et al. (2018) confirmed the strength
of three elementWindkessel (RCRmodels) model as an outflow boundary condition against
other methodologies, because of their effectiveness, ease of parametrization and low com-
putational cost (especially when compared with 1D models).
6Multiscale because they represents different geometrical scales: 0D, 1D and 3D models.
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1.4 Aortic diseases
The aorta is the main arterial vessel that delivers blood from the left ventricle to the systemic
circulatory system. The aorta is made of three different tissue layers: the intimal, the media
and the adventitia (see Figure 1.5).
The intimal layer or tunica intima is a layer of endothelial cells supported by a layer of
Figure 1.5: Figure illustrating aortic wall layers or tunicae: intima, media and adventitia.
Figure adapted with permission from SMART SERVIER MEDICAL ART (2019)
elastic tissue (or internal elastic lamina) made of elastin and collagen fibers, populated by
fibroblast and smooth muscle cells (myointimal cells). The intimal layer separates blood
from the surrounding tissues and participates in the regulation of many physiological pro-
cesses such as coagulation, inflammation and vascular tone.
The tunicamedia is composed of overlapping layers. Each layer has vascular smoothmuscle
cells (VSMC) embedded in an extracellular matrix (ECM) made of collagen fibers, struc-
tural glycoproteins, proteoglycans, and it is surrounded by an elastic lamina. The medial
layer is the thickest of all the other layers. Because of the strong muscle cells population
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and the elastic laminae (collagen and elastine), it is responsible for maintaining the vascu-
lar tone and the tubular shape even in absence of flow, and for damping the pulsatility of
the blood flow generated by the ventricular pump. During the ventricular systole, part of
the blood volume ejected from the heart is stored by the aortic wall, due to the vessel wall
deformation following an increase of the internal pressure; during the diastolic ventricular
phase, this blood is released, following the elastic recoil of the arterial wall. In this way,
the peripheral district (the capillaries and veins) is continuously perfused with less energy
expense.
The outer layer, the tunica adventitia, is separated from the medial layer by an elastic lam-
ina and it is made of collagen fibers and muscle cells in an matrix that protects the vessel
integrity and connects with surrounding tissues. The adventitia is also populated with lym-
phatic vessels, nerve fibers and vasa-vasorum (small vessels that provides nutrients to the
vessel wall tissues itself).
It is clear that the particular organization of the aortic wall tissue can significantly influence
its functionality and the functionality of the whole cardiovascular system. For example, it
is well known that aging cause an increase of the aortic stiffness due to decrease in the pro-
duction of new elastic tissue, with non-elastic, fibrotic tissues produced instead7. The result
is an increase of blood flow resistance and pressure that may lead to hypertension and/or
heart failure, for a more detail description of the aortic wall histology and its function refer
to O’Rourke et al. (2011).
A range of mechanical and geometrical properties of the aortic wall are reported in Table 1.1
for the ascending and descending aorta. These measurements are derived throughMagnetic
7Mainly fibroblast are responsible for this degenerative mechanism, since they actively regulate collagen
and elastin production of different tissues, aortic wall included (Tieu et al., 2011).
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Table 1.1: Table that summarize humanAscending/Descending aortic properties at different
age groups and sex: before 60 years old and after 60 years old. Range of reported minimum
and maximum diameters (in mm) in male and female subjects, maximum and minimum
reported values for aortic wall thickness (in mm) and mean pulse wave velocity (in ms−1).
(M) states for males and (F) states for females.
Ascending aorta
Age <60
Ascending aorta
age> 60
Descending aorta
age < 60
Descending aorta
age > 60
Diameter range [mm]
27-35.6 (F)
28-37.8 (M)
from Mao et al. (2008)
32.2-40 (F)
35-42.6 (M)
from Mao et al. (2008)
15-17.9 (F)
16-19 (M)
from Joh et al. (2013)
up to 18.1 (F)
up to 19.4 (M)
from Joh et al. (2013)
aortic wall thickness [mm]
1.3
from Nakhleh et al. (2013)
2.38
from Nakhleh et al. (2013)
1.15-2.38 (F)
1.23-2.65 (M)
from Rosero et al. (2011)
1.39-2.6 (F)
1.48-2.97 (M)
from Rosero et al. (2011)
PWV [ms−1]
7.9 ± 2.3
from Rogers et al. (2001)
10.6 ± 2.5
from Rogers et al. (2001)
7.9 ± 2.3
from Rogers et al. (2001)
7.1 ± 1.7
from Rogers et al. (2001)
Resonance (MR) or Computed Tomography (CT) imaging techniques at the ascending aorta
at 15 mm above the left main coronary ostium or right pulmonary mid slice level (Mao et al.,
2008; Nakhleh et al., 2013; Rogers et al., 2001), and at the descending aorta at the infrarenal
region, between iliac arteries and renal arteries (as suggested from the International Society
for Cardiovascular Surgery/Society for the assessment abdominal aortic aneurysm (John-
ston et al., 1991)). The elasticity (distensibility) of the aortic wall is clinically reported
in terms of Pulse Wave Velocity (PWV), measured inms−1, a high value indicates that the
arterial wall has become stiff. Aortic diameter, thickness and pulse wave velocity increases
with age in both female and male subjects at the ascending and descending aorta, because of
the mechanism of aging that causes thickening, cystic necrosis, elastin fragmentation and
plaque deposition at the intima layer, and fibrosis and medionecrosis of the tunica media
and adventitia (Mao et al., 2008). In terms of aortic wall distensibility, aging affects more
the ascending rather than the descending aortic regions. The progressive fragmentation of
the elastin fibers has greater effect on the proximal ascending aorta region since the ratio of
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Figure 1.6: Figure (a) illustrates a physiological aorta with main branches. Figures (b),
(c), (d) and (e) illustrate some of the aortic diseases that received interested from the in-
silico model community : (b) a type III De Bakey (or type B Stanford) dissected aorta,
(c)an abdominal aortic aneurysm (AAA), (d) a thoracic aortic aneurysm (TAA) and (e) a
coarcted aorta. Figures (a), (b), (c) , (d) adapted with permission from SMART SERVIER
MEDICAL ART (2019)
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elastic to collagen fibers is 3.1:1, while at the abdominal region is 2.8:1 Apter (1967).
In this section, different pathological conditions that affect the aorta are reviewed in terms
of previous analysis by the in-silico model community and as targets for development of
predictive numerical workflows to guide clinical decision making (see Figure 1.6). Follow-
ing this introduction a particular pathology has been chosen to be the target disease for the
clinical toolkit: aortic coarctation. Therefore particular attention is focused on the review of
numerical models that have been used to assess this disease and on their clinical application.
1.4.1 Marfan syndrome
Marfan Syndrome (MFS) is classified as an autosomal dominant inherited syndrome of
the connective tissues and it is caused by a gene mutation. The results of this mutation is
the production of structurally inferior collagen fibers present in the extra-cellular matrix of
many organs and tissues (El-Hamamsy & Yacoub, 2012).
The estimated prevalence of the disease is approximatively 1 in 5000 individuals, and it is
influenced by gender and ethnicity (caucasian males are more prone to have this disease
(Groth et al., 2015)). Since most human tissues are made of collagen fibers, the effect of
the gene encoding mutation is systemic. In the cardiovascular system, Marfan syndrome
manifests as: aortic dilation at the sinus of Valsalva (frequently associated with aneurysm
progression); pulmonary artery aneurysms (PAA) and thoracic-aortic aneurysm (TAA); aor-
tic dissections; mitral valve prolapse and bicuspid aortic valve (BAV) syndrome.
In the clinical practice, multiple examinations are used to assess these cardiovascular degen-
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erations, such as: transthoracic echocardiography (TTE);magnetic resonance (MR) or Com-
puted tomography (CT) or an invasive transesophageal echocardiogram ( TEE or TOE).
Medications and Surgical repair are the main treatments for MFS patients. Medications
can slow the evolution of aortic dilation and prevent future damage only in the early phase
of the pathology8. Despite their benefits, it has been shown that these medications neither
really stop the disease progression nor preclude the eventual need for surgical intervention
(Pearson et al., 2008).
The surgical procedure is usually performed when: the maximum diameter of the aortic root
measured at the sinuses of Valsalva is around 5.0 cm in adults or older children (Davies et al.,
2002); the aorta increases its diameter more than 1.0 cm per year during imaging follow-
up examinations; or in the presence of significant aortic regurgitation (Kumar & Agarwal,
2014).
The degenerate aortic trunk can be surgically replaced by a graft (Sarsam & Yacoub, 1993;
David & Feindel, 1992), and in case of valvulopathies with a graft that includes a pros-
thetic valve (Bentall & De Bono, 1968; Edwards & Kerr, 1970). Endovascular stent-graft
replacement is commonly not performed when dealing with MFS or other connective tis-
sue disorders, because the wall does not have sufficient mechanical properties to sustain the
stent-graft positioning (Milewicz et al., 2005).
Since 2004 a novel technique, called PEARS (Personalized External Aortic Root Support),
has been available as an alternative to surgery. The idea was first proposed by Tal Goleswor-
thy in 2004 (Treasure, 2013; Treasure et al., 2014), and it consists of insertion of a soft and
8Beta blockers and Angiotensin II-receptor blockers are commonly used to control heart rate (Tahernia,
1993), minimize blood pressure (Brooke et al., 2008) and prevent excessive growth factors signaling that
triggers the production of altered collagen fibers (Ramirez & Dietz, 2007)
21
macroporous polymeric mesh support around the ascending aorta’s external wall. The prob-
lem has been investigated with CFD (Computational Fluid Dynamic) models by Singh et al.
(2016) that demonstrated that the support system is able to restore the normal fluid dynam-
ics with a reduction of the regions with high helicity and separated flow patterns at the aortic
root. The simulation was performed using a rigid walled model with flow-split conditions
at the supraortic vessels and a literature derived pressure waveform at the descending aortic
outlet.
1.4.2 Aortic dissection
Aortic dissection ( is a pathology that affects the arterial wall, caused by loss of the arterial
wall integrity due to aging, aneurysm progression, hypertension or other connective tissue
degenerative pathologies (i.e. Marfan’s syndrome). AD occurs when a tear in the aortic
intima-medial layer acts as a entry for the blood, causing the separation of the aortic layers
into a false lumen (a new secondary channel) and the true lumen (the aortic lumen). The
entry tear is usually localized at the zones of greatest stress (Nordon et al., 2011), see Figure
1.6(b). The incidence of aortic dissection (AD) is said to be around 30 cases per million
individuals per year and the mortality rate is 25-50% at 5 years after diagnosis, especially
if the disease is associated with chronic aneurysmal dilations and malperfusion of distal or-
gans (Doyle & Norman, 2016). Dissections can be classifed based on DeBakey or Stanford
classification guidelines, and into acute or chronic dissections.
Sun&Chaichana (2016) provided a review of numerical models that have been published in
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the last decade focusing on AD. The AD modelling challenges are related to the capability
to track each tear layer size and position and the integration of patient specific measure-
ment inside the numerical model. More recently, Bonfanti et al. (2017) published a paper
based on a patient-specific dataset of AD patient, where they adopted a multiscale approach
for simulation of blood flow in the aortic geometry and evaluated the false lumen displace-
ment, filling blood volume and WSS distribution. The multiscale approach consisted of a
3D deformable wall model (the deformation of the wall was implemented using a moving
boundary technique) of the aortic geometry coupled with three element Windkessel models.
The outlet Windkessel model parameters were found iteratively through the use of a lumped
description of the entire dissected aorta, by matching clinical or literature derived flow rate
and pressure values.
1.4.3 Thoracic Aortic Aneurysm
The Thoracic Aortic Aneurysm (TAA) results from deterioration and weakening of the aor-
tic wall, which can lead to a permanent aortic dilatation at different levels in the chest
area, see Figure 1.6(d). Thoracic aortic aneurysms occurs in approximately 6-10 per every
100000 people (Elefteriades & Farkas, 2010).
Surgery is a common procedure when the TAA diameter exceeds 5.5 cm, since it has been
reported that the yearly risk of dissection or rupture rises dramatically from 3% to 7% for
aneurysm diameter larger than 6 cm (Elefteriades & Farkas, 2010). Predisposing risk fac-
tors for TAA include hypertension, in combination with bicuspid aortic valve (BAV) or
tissue degenerative syndromes such as Marfan’s syndrome.
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Diagnosis is made with the use of MRA, CTA, TEE or TTE examinations. Once the TAA
has been localized, the surgeons usually replaced the aneurysmatic aorta duct with a syn-
thetic graft. The Thoracic Endovascular Aortic Repair (TEVAR) procedure is gradually
substituting the open-heart surgery technique for treating patients who suffer from Thoracic
Aortic aneurysm (Bodell et al., 2018). The endograft is placed in a particular zone subject
to high pressures, pulsatile flows, and radial and transverse wall motion, a combination of
blood pressure and frictional forces which can significantly affects the in vivo performance
of the device. Aneurysm enlargement, endograft collapse, endoleaks, and device migration
are the most common drawbacks of this technique, therefore patient are due to constant
screening (Matsumura et al., 2008).
In the literature, Computational FluidDynamics studies on TAAs aremainly focused on non-
invasively estimating the distribution of wall shear stress, pressure and velocities stream-
lines. Investigations focus also on detecting Intra Mural Stresses (IMSs), acting on the
aneurysmal walls with Finite Element Analysis (FEA) (Shang et al., 2013), or with Fluid-
Structure Interaction (FSI) models (Pasta et al., 2013), prescribing literature derived pres-
sure and/or flow rate boundary conditions. Frequently, CFD simulations on TAAs may
include also models of Biscuspid Aortic Valve (BAV) (Della Corte et al., 2012; Vergara
et al., 2012; Pasta et al., 2013; Rinaudo & Pasta, 2014). Figueroa et al. (2009) performed
FSI simulations on a postoperative model of a descending TAA after treatment with an en-
dograft in order to evaluate pressure and shear stress exerted by blood on the device and the
risk of device migration in vivo.
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1.4.4 Abdominal Aortic Aneurysm
The Abdominal aortic aneurysm (AAA, also known as triple A) is a localized enlargement
(a dilation with a diameter 1.5 times or more) of the abdominal aorta, see Figure 1.6(c).
AAAs are found in 4% to 8% of older men and 0.5% to 1.5% of older women . Age, smok-
ing, sex, diet, family history, atherosclerosis, enzyme imbalances, congenital weakining of
the connective tissue and rarely traumas are the most significant AAA risk factors (Lederle
FA et al., 2000).
Typical tests performed to confirm the presence of Abdominal Aneurysm are: Ultrasound
(similar to TEE), CT scan andMRI. Rupture of an AAA and internal bleeding is the primary
cause of death in patients with triple A. The treatment of AAAs is either an open surgery
or an non-invasive endo-luminal stent-graft insertion . The final goal is to reduce the risk
of rupture by reducing the pressure acting at the aneurysm’s wall (Rydberg et al., 2001).
Despite the huge advantages introduced by these non-invasive interventions, stent migra-
tion is a well known side effects in mid-term and long-term follow-up and might lead to
reintervention (Ohki et al., 2001), together with endoleaks (blood flows outside the graft in
the aneurismal sac) and endotension (AAA continues to enlarge) (Chaikof et al., 2016).
Different numerical studies have focused on the hemodynamic changes in AAA with or
without stent-graft or after surgical repair. These models simulated the interaction between
blood flow and aneurysm wall (Di Martino et al., 2016), pre- and post-stent-graft implan-
tation hemodynamic changes in a rigid wall configuration or a FSI simulation (Juchems
et al., 2004; Prasad et al., 2013; Li & Kleinstreuer, 2016), and the risk of rupture prediction
(Raghavan et al., 2000; Fillinger et al., 2002). Whilst these studies adopt relatively sim-
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ple outlet boundary conditions, recently published articles have focused on getting more
realistic results, with the improvement of boundary conditions (with the use of Windkessel
parameters or wall displacement integration (Joly et al., 2018)), see Canchi et al. (2015) for a
comprehensive review. 3D simulations offer a deeper insight into the local haemodynamics
and the shared forces between stent and aortic wall, thus 3D approaches are more frequent
in the literature. The modelling approach depends on the research question under investi-
gation, for example Willemet & Alastruey (2015) published a study where the assessed the
risk of rupture of an abdominal aneurysm using a one-dimensional approach instead of a
three-dimensional analysis. However, when dealing with vortical or high separated flows,
a one-dimensional approach could not offer a detail insight on the fluid dynamic structures
at the aneurysmatic sac as a three-dimensional simulation.
1.4.5 Aortic Coarctation
Coarctation of the aorta (CoA) is a congenital cardiac defect accounting for 8-11 % of new-
borns with Congenital Heart Disease (CHD) in U.S. (Roger et al., 2011) and 5-8% in Europe
(by the Association for European Paediatric Cardiology , AEPC). It is the fifth most com-
mon CHD (Suradi & Hijazi, 2015), more frequent in males than females, and consists on a
narrowing of the lumen of the thoracic aorta distal to the ostium (opening) of the left sub-
clavian artery at the patent ductus arteriosus location, see Figure 1.6(e).
The CoA is frequently associated with hypertension, decreased perfusion and flow distur-
bances at descending aorta, left ventricle hypertrophy, early onset coronary artery disease
and cerebral aneurysms, right ventricular dilation and pulmonary hypertension (Agrawal
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et al., 2018; Brown et al., 2013).
Patients with untreated coarctation have an average survival age of 35 years, with 75 %
chance of dying by 46 years of age (Warnes et al., 2008; by the Association for European
Paediatric Cardiology , AEPC).
The aortic coarctation is classified into two main categories: infantile (pre-ductal form),
promixal to the ducuts arteriosus 9 a more extended and diffuse narrowing; or adult (juxta-
ductal, post-ductal or middle aortic) form, where the stenosis is more abrupt and localized.
The recurrent CoA can be considered the third possible form of coarctation, and typically
occurs after surgical repair. The incidence of recurrent CoA is around 15% 1-5 months
post-surgical intervention (Dehaki et al., 2010).
Primary symptoms of Aortic Coarctation include hypertension, therefore the first assess-
ment consists on detecting systolic and diastolic cuff pressures at the arm and leg. The
diagnosis then proceeds with the help of imaging diagnostic techniques such as: Magnetic
Resonance Imaging (MRI) or Computed Tomography (CT) for detecting anatomical and ge-
ometrical features (narrowing site and its extent, minimum narrowed area or the presence of
eventual dilations); transthoracic echocardiography (TTE), combined with a Color Doppler
measurement can give information about peak velocity flow (generally it is the diagnostic
gold standard in neonates and infants (Torok et al., 2015)); or cardiac catheterization for
detecting pressure distribution across the coarctation.
There are two types of possible treatments of aortic coarctation: the endovascular repair and
the surgical intervention. In the literature, there are numerous available surgical techniques.
9 the ductus arteriosus or ductus Botalli is a vessel the connect the main pulmonary artery to the proximal
descending aorta, used to bypass lung circulation during fetal development phases. This vessel normally
closes at birth.
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The objective of all techniques is to restore normal perfusion and the original aortic lumen
cross-sectional area: via a resection of the pathological duct (Figure 1.7 A) (Dodge-Khatami
et al., 2000) ; with the suture of a synthetic patch to enlarge the conduit (isthmusplastic re-
pair or patch angioplasty, Figure 1.7 B ) (Vossschulte, 1961) or with the use of a graft to
replace the damaged area (graft repair, Figure 1.7 C) (Gross, 1951); or, less frequently, the
narrowed section is enlarged with the sacrifice of the left subclavian’s vessel used as a patch
(left subclavian flap repair, Figure 1.7 D) (Hart & Waldhausen, 1983). Since most of the
CoA patients are children, the resection end-to-end anastomosis (nowadays performed in
the variant proposed by Amato et al. (1977)) is considered to be a more suitable surgical
procedure, as it avoids the need for future re-interventions to renew the synthetic patch or
graft and also it does not sacrifice supra-aortic perfusion.
Non-invasive treatments consist of balloon angioplasty or stent endovascular placement.
Figure 1.7: Major surgical repair techniques (Suradi & Hijazi, 2015).
Lock et al. (1983) were the first to use a balloon angioplasty in native coartaction. Recoarc-
tion and aneurysm formation are frequent side effects of a balloon angioplasty intervention
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(Harris et al., 2014), for this reason balloon angioplasty is more often chosen for treating
recurrent coarctations (Saxena, 2015) rather than the native coarctations.
In 1991, O’Laughlin et al. (1991) used an endovascular stent for the treatment of coarcta-
tion. When compared with balloon angioplasty, stents can decrease the rates of restenosis
(or re-coarctation) and offer a better structural support. The main concern about this proce-
dure is the risk of reintervention either due to planned dilation of a smaller stent or due to
inflammatory response to the aortic wall injuries.
1.5 Assessment of aortic coarctationwith a numericalmodel
The Coarctation of the aorta induces a pressure gradient across the narrowing similar to that
associated with the Bernoulli’s Venturi pipe example, used to describe the increase in the
speed and the simultaneous decrease of pressure across a sudden narrowing section (Wyse
et al., 1984; Baumgartner et al., 2009). The Bernoulli’s principle is also used in clinical
practice to assess pressure drops from Doppler ultrasound velocimetry. Peak velocity is
detected by the instrumentation and the pressure drop is estimated as:
ΔP = 4 · (vvc)2 (1.3)
The equation is derived from:
P1 +
1
2 ρv
2
1 = P2 +
1
2ρv
2
2
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ΔP = P1 − P2 = 12ρv
2
2 −
1
2ρv
2
1 =
1
2ρv
2
vc =
1060 · 760
2 · 101325v
2
vc ∼ 4 · v2vc (1.4)
used to describe how pressure distribution varies at two different points 1 and 2 of the cir-
cuit, assuming blood to have density of 1060 kgm3 and a unit conversion factor from Pascal to
mmHg of 760101325 mmHg ·Pa−1. The vena contracta is the point where the cross section area
is minimum, therefore the velocity is maximal. In the clinical practice, vvc corresponds to
peak velocity value, assuming that v1 is negligible small when compared to vvc = v2, Equa-
tion 1.3 becomes 1.4. Where ΔP is the pressure gradient expressed in mmHg and vvc is the
velocity of the vena contracta. Equation 1.4 describes a steady state inviscid fluid flowing
through a pipe, the derived pressure gradient is over-estimated by 41% when compared to
catheter measurement, which is considered to be the gold standard in the clinical practice
(Seifert et al., 1999). The difference is due to the fact that the Bernoulli’s principle does not
take into account for unsteady and viscous losses, velocity profile contribution on pressure
decay and pressure recovery effects downstream of the coarctation (Wisotzkey et al., 2015;
Donati et al., 2017).
Pressure drop is often clinically measured through an invasive cardiac catheterization, in
order to classify the severity of the obstruction and plan for the intervention. Nowadays,
with the advance in computational modeling, it has been possible to provide a CFD based
assessment of this trans-coarctation pressure gradient via a numerical model representation
of the fluid dynamics across the narrowed section. This assessment not only provide a clin-
ical non-invasive measurement but can also explained most of the phenomena behind the
overstimation of the pressure decay that has been observed during Doppler Ultrasound ex-
amination, giving a detail description of the local fluid flow, pressure distribution but also
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velocity, since the Doppler velocimetry is higher operator dependent.
Most computational studies presented in the literature are focused on predicting and compar-
ing pre- and post-surgical intervention pressure gradients using the cardiac catheterization
data for validating the modelling assumptions. The computational problem is approached
using either a fully three dimensional models, or one dimensional models.
The numerical domain is extracted from MRI or CT scan images and the governing equa-
tions are solved using patient-specific 2D/4DMR ascending flow rate data as inlet boundary
conditions or a lumped model of the heart. At the outlet boundaries different approaches are
used such as 0D models representing the downstream circulation, a constant zero-pressure
or a percentage of the flow rate at the inlet (flow-split condition). Table 1.2 and the fol-
lowing section provide an overview of the modelling assumptions and strategies adopted in
recent published work in the literature.
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Table 1.2: Overview of different mathematical models used in the literature to assess pres-
sure gradient across a coarctation site ( y/o = years old, F = Female, M = Male, BAV=
Bicuspid Aortic Valve).
3D models
Study Patient Data Boundary Conditions Assumptions
Valverde et al. (2011)
(cohort of 5 patients)
Age: 19.6 ±3.44 y/o
Sex: not stated
3D Gd CE-CMR ;
2D PC-MRI;
Invasive catheter
pressure waveform;
AscAo: 2D PC-MRI flow ;
Diaphragmatic aorta: catheter
pressure waveform;
Supra-aortic vessels: flow
split condition;
Newtonian,
incompressible
laminar blood flow
rigid wall
LaDisa et al. (2011)
(cohort of 4 patients)
Age: 6.8 ±2.38 y/o
Sex: 50 % F
3D Gd CE-MRA ;
2D PC-MRI;
Cuff Pressure (upper/lower body);
AscAo: 2D PC-MRI flow
and lumped heart model;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
laminar blood flow
deformable wall
Coogan et al. (2011)
(1 patient)
Age: 15 y/o
Sex: F
3D Gd CE-MRA ;
2D PC-MRI;
Cuff Pressure (upper/lower body);
AscAo: lumped heart model ;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
direct numerical simulation
deformable wall
Menon et al. (2012)
(28 rabbits)
Age: 32-36 weeks of age
Sex: not stated
3D Gd CE-MRA ;
2D PC-MRI;
Cuff Pressure (upper/lower body);
AscAo: 2D PC-MRI flow ;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
laminar blood flow
rigid wall
Wendell et al. (2013)
(1 patient)
Age: 34 y/o
Sex: M
3D Gd CE-MRA ;
2D PC-MRI;
Cuff Pressure (upper/lower body);
AscAo: 2D PC-MRI flow
(BAV inclusion) ;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
laminar blood flow
rigid wall
Kwon et al. (2014)
(1 patient)
Age: 15 y/o
Sex: M
3D Gd CE-MRA ;
2D PC-MRI;
Cuff Pressure (only upper body);
AscAo: 2D PC-MRI flow
Other outlets: 3 elements
Windkessel models;
Newtonian
incompressible
laminar blood flow
deformable wall
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3D models
Study Patient Data Boundary Conditions Assumptions
Pant et al. (2014)
(1 patient)
Age: 17 y/o
Sex: M
3D Gd CE-MRA ;
2D PC-MRI;
Inv. cath. Pressure;
AscAo: 2D PC-MRI flow;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
laminar blood flow
rigid wall
Goubergrits et al. (2015a),
Goubergrits et al. (2015b)
(13 patient)
Age: 25 ± 14 y/o
Sex: 54 % F
3D Gd CE-MRA ;
4D VEC-MRI;
Invasive catheter
pressure waveform;
AscAo: Peak 4D VEC-MRI flow;
Diaphragmatic aorta: Peak 4D VEC-MRI flow;
Supra-aortic vessels: flow-split condition
non-Newtonian,
incompressible
k-w SST turbulent
blood flow
rigid wall
Cosentino et al. (2015)
(1 patient)
Age: 19 y/o
Sex: M
CT scan ;
2D PC-MRI;
Invasive catheter
pressure waveform; DUS velocity
measurements;
AscAo: 2D PC-MRI flow;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
blood flow
rigid wall
Zhu et al. (2018)
(25 patient)
Age: 2 y/o
Sex: 68 % M
CT scan ;
2D PC-MRI;
Inv. cath. Pressure;
AscAo: 2D PC-MRI flow;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
blood flow
rigid wall
1D models
Itu et al. (2013)
(4 patients)
Age: not stated
Sex: not stated
3D Gd CE-MRA ;
2D PC-MRI;
Invasive catheter
pressure waveform;
AscAo: 2D PC-MRI flow;
Other outlets: 3 elements
Windkessel models;
Newtonian,
incompressible
blood flow
Ralovich et al. (2015)
(6 patients)
Age: 17.5 ± 5.62
Sex: 50 % F
3D Gd CE-MRA ;
2D PC-MRI;
Invasive catheter
pressure waveform;
AscAo: 2D PC-MRI flow;
Other outlets: 3
Windkessel models;
Newtonian,
incompressible
blood flow
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The computational problem has been approached using both three-dimensional (3D)
models and one-dimensional (1D) models, with a range of different assumptions: rigid
or deformable walls; simple BCs such as literature derived flow-split conditions; flow-
split conditions together with time-varying clinically measured pressure waveforms or more
complex BCs such as coupled (0D) Windkessel models to represent the circulation beyond
the local aortic region.
Goubergrits et al. reported two similar studies (Goubergrits et al., 2015a,b) that evaluated
post- and pre-treatment conditions with 3D CFD models. In the first study (Goubergrits
et al., 2015a), they computed average cross-sectional WSS and pressure distribution along
the vessel centerline at peak systolic flow in 13 patients. They used MRA images and 4D
flowMRImeasurements to set up the geometry and boundary flow conditions for their mod-
els. They simulated a steady state flow condition with a rigid wall assumption representing
pre, post and a proposed virtual treatments. In a second study (Goubergrits et al., 2015b),
they compared the pressure drop calculated fromCFDmodels at peak systolic flow rate with
a catheter derived measurement for the same cohort of patients. In both of these studies, 4D
MRI Flow measurements of peak flow rate was applied at the boundaries representing the
ascending and the descending aorta, assuming a flat velocity profile, the difference between
these two measurements was split between the remaining outlets (the supra-aortic branches)
based on their cross-sectional areas (using a flow-split boundary condition). These simu-
lations did not consider the transient effects nor the distensibility effects of the aortic wall.
Even though at peak systolic flow the storage function of the aorta is nearly zero, ascending
and descending aortic flow peaks do not occur simultaneously and they show a phase lag
due to the compliance of the aortic wall and the interaction with downstream peripheral
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circulation. Despite these simplifications, their models showed a good accuracy when com-
pare to the gold standard measurement. The absolute error between catheter based and CFD
pressure drop was reported as 1.45± 0.76 mmHg. The same approach has been adopted by
Brüning et al. (2018) for studying the impact of uncertainties of MR image segmentation
and peak 4D flow MRI measurements on the final pressure drop calculation.
A similar rigid walled approach was previously applied by Valverde et al. (2011) but in a
transient simulation. The analysis was performed on five patients assuming laminar flow,
the 2D pc-MRI derived flow rate waveform was applied at the ascending aorta, the differ-
ence between MRI measured ascending and descending aortic flow rate was proportionally
split between the supra-aortic branches in order to maintain a constant wall shear stress,
while the catheter derived pressure measurement was applied at the diaphragmatic aorta.
The analysis was performed during pharmacological stress and rest condition, the results
showed an higher error when compared to Goubertis et al., reported as -4.2 ± 4.9 mmHg,
at rest and -4.4 ± 21.9 mmHg, at stress. A similar study was also reported by (Sotelo et al.,
2015) on a cohort of 7 patients, with 2D PC-MRI flow rate and pressure data used to inform
their CFDmodels, including the mechanical properties adopted for the vessel wall, assumed
deformable.
LaDisa et al. (2011) investigated the WSS10 distribution in 4 patients with a native or a
recurrent coarctation at rest and exercise, but instead of directly applying the peak systolic
flow, they extracted the ascending aortic flow rate waveform from 2D pc MRI data and ap-
plied it at the inlet of the model, assuming a parabolic velocity profile, while at the outlets
three elements Windkessel models were used to represent downstream circulation.
10WSS is the Wall Shear Stress, define as the tangential force per unit area exerted on a blood vessel wall
as a result of flowing blood
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At rest, the tuning strategy for finding theWindkessels parameters was based on previous lit-
erature studies (Vignon-Clementel et al., 2006a) and adjusted to match systolic and diastolic
cuff pressure measurements, assuming a constant wall thickness and Young’s modulus for
the aortic wall. The tuning strategy started by finding the total arterial capacitance (TAC),
which is the sum of the compliance of the 3D model and the compliances of the lumped
downstream circulation models, using a three element Windkessel model, representiative
of the entire cardiovascular system. TheWindkessel compliance (TAC) was tuned to match
cuff pressure measurement following the approach adopted by Laskey et al. (1990) 11. The
TAC is then distributed among the outlets according to their blood flow distributions (de-
rived from mean value extracted from 2D pc MRI measurements). For each outlet the total
resistance was derived by dividing the mean pressure by the mean flow rate, and then dis-
tributing this to proximal/distal resistances by adjusting proximal to total resistance ratios
(starting from a ratio of 6%) in order to match systolic and diastolic cuff pressure mea-
surements. Aortic wall thickness was set to 0.15 cm as in (Westerhof et al., 1969) and the
Young’s modulus was iteratively adjusted in order to match mean luminal displacements
measured from PC-MRI (error within 5 %). At exercise, the resting conditions where mod-
ified in order to take into account for the increase in flow and heart rate (by 50%) and
decrease of peripheral total resistances (the sum of the proximal and distal resistance of
the three elements Windkessel models). The regions distal to the coarctation experienced
higher values of WSS, because the velocity jet, caused by the localized cross-section reduc-
11The patient specific inflow flow rate curve was applied at the inlet of the three elements Windkessel.
The total resistance was derived as relationship between mean pressure and mean inlet flow rate, and it was
distributed to the proximal and distal resistance, assuming a proximal to total resistance ratio of 6%. As stated
before, the compliance (TAC) was varied in order to match diastolic and systolic blood pressure measurements
from a starting value based on the literature.
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tion, impinges on the aortic wall. Peak-to-peak pressure measurements derived from the
numerical model were compared with pressure drop derived from the arm and leg cuff pres-
sure measurements, showing a good match with an error of -1.5 ± 4.94 mmHg. However,
the tuning approach adopted is highly user-dependent and the constant aortic wall thickness
and Young’s modulus assumptions conflict with previous in vivo and experimental observa-
tions (O’Rourke et al., 2011). At supra-aortic vessels a mean flowrate value was assumed
based on velocity encodedMRI measurements, which are not often evaluated during the ini-
tial or in the follow-up exams. The same tuning strategy for the outlet Windkessel models
was used, in a rigid wall configuration, by Menon et al. (2012) on a cohort of 28 rabbits, by
Zhu et al. (2018) on a cohort of 25 patients, by Wendell et al. (2013) for a singular subject-
specific evaluation of the pre- and post-treatment cases, and by Coogan et al. (2011) for a
subject-specific evaluation of pre- and post-treatment adopting also the same approach for
setting the mechanical properties of the deformable aortic wall.
In a more complex way, Pant et al. (2014) used an Unscented Kalman Filter (UKF) to
obtain three elements Windkessel values based on catheter pressure measurements at as-
cending and diaphragmatic aorta in a patient suffering from a mild-coarctation.
Computational investigations have also included stent-treated coarctation. Cosentino et al.
(2015) were the first to evaluate the optimal diameter expansion of a bare metal stent in
a complex case of re-coarcted aorta by using FE and CFD models. CT scan images were
used to reconstruct in silico patient-specific 3D geometry before stent deployment. MRI
flow measurements were acquired at each outlet of the 3D geometry. Stent expansion was
simulated with a FE analysis four times at four different final diameters, the final 3D ge-
ometry configurations were used to characterize the hemodynamic post stent-deployment
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by using a CFD modelling approach. Ascending aortic flow rate was applied at the inlet
of the geometry, while each outlet was coupled with a lumped parameter model, tuned to
match the acquired outlet MRI flow measurement by using a multi-compartmental 0D de-
scription of the aortic arch. To simplify the model, the aortic wall was considered rigid and
blood Newtonian and incompressible. Based on safe anchoring, no flow obstruction and
good coverage criteria, they eventually suggested at which final diameter the stent should
be deployed during the procedure. The same WK parameters were defined for the pre- and
post-stenting simulations, assuming that no significant cardiovascular changes occurred af-
ter the stenting procedure.
Kwon et al. (2014), in a similar way analyzed WSS, TAWSS and OSI index distribution
in space and time over three different CFD models representing the same re-coarcted aorta
virtually treated with three different commercially available stents. Geometry, ascending
aortic flow waveform and outlet Windkessel parameters were set from MRA, pc MRI and
previous works in the literature (Vignon-Clementel et al., 2006b). Regarding 1D models,
Stergiopulos et al. (1992) were the first to consider a 1D model for representing a stenotic
artery basing all the models parameters on literature data.
Later on, Itu et al. (2013) were the first to use a 1Dmodel to evaluate pressure drop in a small
cohort of 4 patients in order to assess the need of intervention. The 1D inflow boundary
conditions were obtained from 2D pc-MRI flow rate data and the outlets were coupled with
0D downstream representation of the downstream circulation. The parameters for the 0D
models were derived from geometrical and fluid dynamic information on patient specific
available data. At the supra-aortic vessels, the total resistance was calculated as the ratio
between the Mean Aortic pressure (MAP, assuming no pressure losses between ascending
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aorta and supra-aortic branches) and the corresponding aortic flow (the main aortic flow,
difference between measured ascending aortic flow and measured descending aortic flow,
was distributed to all the supra-aortic vessel proportionally to the square of their radii). The
distal resistance was then calculated as a difference between the total resistance and the
proximal resistance, assumed equal to the impedance of the vessel (chosen in order to mini-
mize the reflections). Aortic wall compliance was integrated by assuming an uniform wave
speed propagation of the pressure signal, a parameter that can be easily extracted from pc-
MRI and vessel geometry as in (Ibrahim et al., 2010). The total compliance parameter was
derived from literature Stergiopulos et al. (1992) and it was reduced by the aortic wall com-
pliance (the sum of the compliance of all the 1D elements in the model), it was distributed
to each outlet, proportionally to the square of the radius. The model also include a nonlinear
resistance representing the coarctation that included viscous , turbulent and inertial losses.
The resulting error between catheter and CFD derived peak-to-peak pressure drop was 1.45
± 0.76 mmHg.
Ralovich et al. (2015) used the same approach to evaluate pressure drop in a cohort of 9
patients. They assessed pressure drop before and after stent-graft placement, including the
stent effects by locally increasing the stiffness of the aortic lumen where the device was
placed. The CFD model showed a good correlation with catheter derived peak-to-peak
pressure drop, the error between these two measurements was estimated to be 2.38 +/- 0.82
mmHg in the Pre-operative cases, and 1.10 +/- 0.63 mmHg after stent placement.
From the clinical point of view, these studies have demonstrated the ability of numerical
models to predict pressure gradients across coarcted aorta, a parameter that indicates the
need for a surgical intervention; while, from the engineering point of view, most of the
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proposed models still lack capability to capture patient-specific haemodynamics due to the
simplifications when dealing with applying patient specific boundary conditions. Itu et al.
(2013); LaDisa et al. (2011) were the only groups who dedicated particular effort on the
development of a tuning strategy for defining 0D Windkessel model parameters based on
the patient available data.
1.6 Summary
Computational Fluid Dynamics simulations can offer an improvement in hemodynamics
investigation for clinical patient-specific assessment of aortic pathologies. The previous
section offered a brief review of several clinical research areas with potential for develop-
ment of an for the engineering toolkit, which will be delivered in this work. The choice
of adequate assumptions, especially in determining the boundary conditions, is essential
for driving the study upon the patient-specific modelling. The engineering work-flow will
improve this aspect, using all available patient data that has been already collected and ac-
cessible for setting the simulation.
From the clinical point of view, aortic coarctation seems the more intriguing application for
the proposed toolkit, since towards all the possible outputs there already is one (pressure gra-
dient) that is used in the clinic investigation. In accordance with the academic (University
of Sheffield), clinical ( University Hospital of Bern) and industrial supervisors (Therenva,
Rennes), the engineering toolkit will be addressed for studying aortic coarctation.
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2
Introduction
The aim of this work is to construct an engineering workflow, which supports specification
of boundary conditions and 3D simulation based on clinically available patient-specific
data. This proposed toolkit will be developed in the context of a medical software manu-
facturer (Therenva r, Rennes), in order to provide additional clinical insight when treating
cardiovascular diseases in the clinical environment. The host company, Therenva r, has
more than nine years of experience in designing innovative image guidance systems for
minimally invasive cardiovascular surgery. Therenva’s existing Endosize product targets
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planning for treatments of aortic diseases such as device sizing and placement for TAVI or
abdominal endovascular stents application.
A comparison of the current and proposed form of the software framework is illustrated in
Figure 2.1, numbers on the right-hand side of this figure indicate the chapters of the thesis
where further detail of the approach taken is reported.
Figure 2.1: Schematic of current (left) and proposed (right) EndoSize workflow, initial
steps are common in both cases. Numbers on the right indicate thesis chapters which report
developments contributing to the proposed workflow. Current clinical decision making is
informed using anatomical metrics to inform device selection and treatment strategy. The
proposed workflow augments anatomical data with assessment of aortic haemodynamics.
Endosize is currently used to provide the clinical user with tools to load, segment and
derive quantitative anatomical measures from clinical images of patients being considered
for endovascular intervention. The software includes the options to select a range of de-
vice sizes and preview their deployment within the patient-specific segmented anatomical
42
region.
In the proposed final configuration, the segmentation provided by Endosize gives a start-
ing point to undertake analysis of patient-specific haemodynamics to provide additional
information to guide clinical decision making. In principle, this approach has potential for
application across a range of aortic pathologies.
In Chapter 3 the general system of equation that describes blood flow in a compliant tube is
presented with a finite volume numerical scheme adopted for finding its solution. The sys-
tem is then linearized and integrated with a finite element implementation in the frequency
domain in order to analyse the effects of 1D non linearities in the modelling approaches.
Both of these models are then tested on idealized geometries of increasing complexity taken
from literature representing: an upper thoracic aorta, an iliac bifurcation and a full aorta
geometry, concluding with analysis of a patient-specific aortic anatomy including a coarc-
tation. This chapter details the assumptions associated with each approach and provides a
discussion of their relative accuracy for the target application of this thesis. The detailed
methodology of the 3D analyses reported in this chapter is provided in Chapter 6.
Chapter 4 briefly introduces the patient cohort used to inform subject-specific models for
this thesis. This consists of 11 patients with aortic coarctation studied as part of a protocol
approved by the local ethics committee at Bern University Hospital. This chapter presents
a relatively simple analysis using several 0D models of increasing complexity to examine
the sensitivity of parameters derived when tuning windkessel models of the peripheral cir-
culation using patient-specific clinically measured pressure and flow data. The detailed
methodology for processing clinical data is provided in chapter 5 and chapter 6.
Chapter 5 describes the development of novel approaches to improve 3D segmentation of
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the local aortic anatomy, with particular focus on the definition of the supra-aortic branches.
This development is undertaken using CT image data, as this is the current modality sup-
ported by the Endosize software framework. This chapter then describes the process under-
taken for segmentation of patient anatomies acquired during the Bern study, using existing
segmentation tools which support processing of MRI data. The chapter concludes with an
analysis of mesh sensitivity for computation of subject-specific pressure gradients using a
steady-state CFD approach for the full Bern cohort.
In Chapter 6 the developments reported in earlier chapters are combined to enable a multi-
scale modelling approach to simulate fluid-dynamics on the Bern cohort of patients. This
includes the application of the nonlinear 1D model reported in chapter 3 to derive patient-
specific parameters for windkessel models to describe the peripheral and supra-aortic cir-
culation followed by transient analysis of a coupled 3D/0D system to estimate the pressure
augmentation induced by the coarctation. These predictions are compared with invasively
measured pressure catheter data and the influence of uncertainty in measured data on the
tuning process is discussed.
Chapter 7 summarises the outcomes of previous chapters and presents a preliminary ap-
proach for the assessment of change in haemodynamics following coarctation repair for a
single patient from the cohort.
Chapter 8 provides conclusions and makes recommendations for future work.
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3
1D modelling approach
3.1 Summary
In this chapter two different 1D modelling approaches are presented. For the first approach,
the general conservation form of the 1D modelling equations is presented together with the
assumptions that lies behind it. Then the solution strategy, based on the work of Melis
(2017) is briefly presented. This method consists of a finite volume scheme (based on the
Godunov’s scheme) that numerically solves the hyperbolic system of PDEs in conjunction
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with the method of characteristics for setting boundary and interface conditions. For the
second approach, the 1D governing equations are linearized over an initial condition (A0,
Q0) and resolved in the frequency domain using a finite element method based on the work
of Lungu (2015). Both schemes have been implemented in Matlab (MathWorks Inc.) and
they have been applied to benchmark cases representative of specific aortic regions, includ-
ing the upper thoracic aorta, the iliac bifurcation, an idealized aorta and a patient-specific
case representative of a mild coarctation. Simulations were run on a standard workstation
(Intel(R) Xeon(R) 3.50 GHz).
3.2 The governing equations of the 1D nonlinear model
The numerical approach presented in this chapter is based on the work of Melis (2017). The
1D modelling approach is based on the following system of one dimensional nonlinear hy-
perbolic partial differential equations (expressed in a cylindrical coordinates system (r, θ, z)
)1:
1one dimensional hyperbolic partial differential equations are generally in the form
∂2φ
∂t2 = c
2 ∂
2φ
∂z2
where c2 is a positive constant ( c represents the wave propagation velocity) and φ is a physical quantity. This
equation usually defines wave-like propagating phenomena, such as ocean wave front propagation. It needs
two initial boundary conditions in order to provide a unique solution for the problem.
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
∂A
∂t +
∂Q
∂z = 0,
∂Q
∂t +
∂
∂z(α
Q2
A ) +
A
ρ
∂P
∂z = −2 µρ(γv + 2)QA ,
P = Pext + β(
√
A
A0 − 1), β =
√
π
A0
Eh0
1−ν2 ,
t ∈ I = (t0, t1), z ∈ Ωt = (z0, z1)
(3.1)
where t refers to time, z is the longitudinal coordinate along the vessel centerline, A
is the vessel cross-sectional area perpendicular to z, Q is the volumetric flow rate, P is
the blood pressure, α is the Coriolis coefficient, h0 and A0 are respectively the reference
values for the wall thickness and cross-sectional area2, ρ is the blood density, µ is the blood
dynamic viscosity, γv is a parameter that determines the shape of the velocity profile, Pext
is the external pressure, E is the vessel wall Young’s modulus, ν is the Poisson’s ratio ( see
Figure 3.1). The pulse wave speed c(z, t) is related to A through
c =
√
β
2ρA
1
4 =
√√ π
A0
Eh0
2ρ(1− ν2)A
1
4 (3.2)
This system of equations was originally formulated by Euler in 1844 (Euler, 1844) as an
attempt to describe the fluid motion in a compliant circular cylinder. He presented this study
as an entry in a prize competition set by the Academy of Sciences in Dijon. In his work,
2 They refers to an unstressed condition when the acting luminal pressure is equal to 0
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rz
θ
h(z)
A(z,t)v= v(z,t)
Ωt
E(z)
Q(z,t)
P(z,t)
ρ,μ
dz
Figure 3.1: A 1D compliant arterial segment (or domain Ω) whose properties are described
as a function of the axial coordinate z (vessel centerline). The density and the viscosity
are denoted by ρ and µ. For each time and position, the luminal area is denoted by A(z, t),
the wall thickness by h(z), the wall Young’s modulus by E(z), the cross-sectional average
velocity and pressure by v(z, t) and P(z, t), respectively, and flow byQ(z, t). The governing
equations can be derived by applying conservation of mass and momentum to a control
volume denoted by dz · dA.
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the governing 1D equations were derived from the equivalent momentum and continuity
conservation laws written in an integral form for a control volume representing a portion of
the vessel, the reader can refer to (Sherwin et al., 2003) for a complete derivation.
It can be shown that these equations can be also deduced from the linearization and integra-
tion over a generic section A(z, t) of the Navier-Stokes equations that describe the fluid flow
in a three-dimensional domain (Barnard et al., 1966; Formaggia et al., 2006). Nonetheless,
the basic simplifying assumptions behind the system 3.1 remain the same for both deriva-
tions
• A.1 Axial symmetry and section assumed circular. All the physical quantities
(A,Q,P,v and r) do not depend on the angular coordinate θ and the axial section A(z, t)
is assumed circular and remains circular for the entire cardiac cycle.
• A.2 Wall radial displacements only. The wall displaces only along the radial coor-
dinate r, thus the axial wall displacements are neglected.
• A.3 Vessel is tethered in the longitudinal direction. The vessel cylindrical axis is
fixed in time. This assumption is not valid for certain regions of the circulatory system
such as the coronaries where the heart contractions cause the vessels to displace in
time.
• A.4 Pressure is constant at each axial section. Pressure is assumed constant at each
section A, therefore it depends only on z and t.
• A.5 Body forces are neglected. In most applications this assumption is made al-
though gravitational forces can be added to the model by including appropriate terms
in the momentum balance as showed in Sheng et al. (1995); Payne (2004). The ef-
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fects of gravitational forces on the blood fluid dynamic becomes important when
modelling the venous system, especially during postural changes (Brook & Pedley,
2002; Olufsen et al., 2005).
• A.6 Velocity varies only along the axial coordinate with a fixed profile. The ves-
sel is long enough to consider variations of pressure, area or velocity negligible in the
radial directions. It is assumed that velocity components perpendicular to the z-axis
are small and can be neglected (u = u(z, t) therefore Q = Q(z, t), since A = A(z, t)
for A.1). In addition, this assumption implies that the velocity profile does not change
in space. This assumption is in contrast with experimental observations and numeri-
cal results, where the blood velocity profile is highly influenced by vessel curvature
and bifurcation regions. However, Azer & Peskin (2007) incorporated a local, time-
dependent velocity profile function (based on the Womersley velocity profile theory
(Womersley, 1957)) into a one dimensional numerical formulation, demonstrating
that this assumption has small effects on the propagation of pressure and flow wave-
forms in the numerical domain, but more significantly affects the accuracy of wall
shear stress prediction. These results have also been proved in recent works such as
Čanić & Kim (2003); Bessems et al. (2007); Reymond et al. (2009); Van de Vosse &
Stergiopulos (2011).
The velocity profile affects the convective accelerations and the frictional term in the
momentum balance. The velocity profile influences the convective acceleration term
through the parameter α, the Coriolis coefficient (or momentum-flux correction co-
efficient) which accounts for the nonlinearity associated to the integral of the local
velocity uz over the cross-sectional area:
α =
∫
S=A(z,t) uz2dS
Au2 (3.3)
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where:
uz(r, z, t) = u(t, z)s(rR−1(z)) (3.4)
u is the mean velocity3 for each axial section and s(rR−1(z)) is the velocity profile
function or law expressed in cylindrical coordinates (defined also as a function of y,
where y = rR−1(z) and R is the radius at z). The profile s can be mathematically
defined by a power law that depends on the value assigned to the velocity profile
factor, γv, as:
s(y) = (γv + 2)(1− y
γv)
(γv)
(3.5)
In the case where the velocity profile is assumed to be parabolic (Poiseuille’s flow)
the value assigned to γv is 2, the velocity profile derived from equation (3.5) is s(y) =
2(1− y2). The parameter α is also related to γv as follows
α = γv + 2γv + 1
(3.6)
Therefore from (3.6), α is equal to 43 . The velocity profile is generally flat in large
arteries. The values assigned to γv is then equal to 9 and α isv 1.1. Figure 3.2 shows
the effect that γv has on the velocity profile law. For simplicity, α was taken equal to
1 and the wall profile was assumed flat. The frictional term per unit of length, f, can
be expressed as a function of γv as follows
3The mean velocity is defined as
u = A−1
∫
S
uzdS
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Figure 3.2: Radial velocity profiles, uz expressed in cylindrical coordinates as a function of
themean velocity u¯ for different values of the velocity profile factor γv. Note that for γv = 9
the velocity profile is near plug-flow with a flat region, at the center of the vessel, and a thin
boundary layer; while the parabolic profile is obtained for γv = 2 (with uz(r = R) = 2u¯).
f = −2µ(γv + 2)
Q
A (3.7)
For a parabolic profile the frictional forces are equal to−8µQA , which corresponds to
the Poiseuille’s resistance under laminar axial-symmetrical Newtonian flow assump-
tions.
• A.7 Blood is Newtonian and incompressible. This assumption is valid only for
large arteries where the shear rate at the walls is greater than 100 s−1 therefore blood
can be considered a Newtonian fluid (O’Rourke et al., 2011) .
• A.8 Vessel wall is deformable. The deformation of the wall is provided by an alge-
braic expression, usually referred as the constitutive equation or tube law, that links
transmural pressure to the arterial wall deformation and vessel section A4. This equa-
4The constitutive law is necessary in order to close the algebraic system (3.1) and find all the three unknown
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tion describes the wall behavior and in a more general form it can be expressed as:
P(t, z) = Pext + Ψ(A(t, z);A0(z), β) (3.8)
Pext is the external pressure acting on the vessel wall, usually assumed to be 0, The
function Ψ is a mathematical expression that characterizes the mechanical properties
of the vessel wall, it should be (at least) a C1 function5, and for all values of A, A0
and β:
∂Ψ
∂A > 0, and Ψ(A0;A0; β) = 0 (3.9)
It can be shown that a linear elastic law for the vessel (Laplace’s law) satisfies all the
requirements (Olufsen et al., 2000)
Ψ(A;A0; β) = β(
√
A
A0
− 1) (3.10)
and β is
β =
√ π
A0
Eh0
1− ν2 (3.11)
where E is the Young’s modulus of the vessel wall, h0 is the wall thickness, A0 is
the initial cross-section and ν is the Poisson ratio of the vessel wall. Equation 3.10
is derived assuming a thin, incompressible vessel wall undergoing axisymmetrical
deformation (ε) independent for each circular cross-section. Homogeneous material
variables: P , Q and A.
5In order to have a realistic solutionΨ should be a continuous function and it should be differentiable with
a continuous derivative (Formaggia et al., 2006).
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properties are assumed in a longitudinally-tethered vessel under plane strain condi-
tions with constant Young’s modulus wall material. The circumferential (or hoop)
stress σ is given by
σ = E1− ν2 ε (3.12)
applying the Laplace’s law, it reads
σ = r(P− Pext)h0 , ε =
2πr− 2πr0
2πr0
=
r
r0
− 1 =
√
A
A0
− 1 (3.13)
combining equation 3.12, 3.13, assuming small displacement for the linear elastic
theory and Pext = 0 yields
P =
√ π
A0
Eh0
1− ν2 (
√
A
A0
− 1) (3.14)
The viscoelastic effects of the wall can be taken into account by adding to 3.12 a
mathematical expression that relates stress to the first temporal derivative of strain
(the reader can refer to Fung (2013); Alastruey et al. (2011)) for a complete derivation
of the equivalent pressure area relation)
σ E1− ν2 ε + φ
dε
dt (3.15)
where φ is the wall viscosity. This implementation can take into account the hystere-
sis and creep, stress relaxation and nonlinear behavior of the wall. For a review on
the different tube laws available in literature please refer to (Absi, 2017).
The choice of the tube law depends on the type of circulation under study. As pre-
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viously described, arterial walls are made of smooth muscle cells, elastin, collagen
and glycoproteins. Smooth muscle cells, elastin and collagen fibers are responsible
for the elastic behavior of the wall, while glycoproteins are responsible for the visco-
elastic behavior of the wall. The high presence of elastic components in the arterial
wall make the elastic assumption on the arterial wall behavior more reasonable, under
physiological conditions (Alastruey et al., 2012a). Thus, in this work this assumption
will be adopted.
3.2.1 Solution of the governing equations of the 1D nonlinear model
The system described in 3.1 can be solved for a given network of arterial segments using
the method of the characteristics combined with a finite volume scheme. In the following
subsections both methods are briefly presented for a detail explanation the reader can refer
to Melis (2017).
Characteristic variables
The system of hyperbolic equations 3.1 can be written in its conservative form after few
manipulations and assumptions such as a flat constant (in time and space) velocity profile
(γv = 9 and α = 1) and no external acting pressure (Pext = 0)
∂U
∂t +
∂F(U)
∂z = S(U) (3.16)
56
where
U =
 A
Au
 F(U) =
 Au
Au2 + γA3/2
 S(U) =
0
fs
 (3.17)
γ = β3ρ√A0
fs = −Aρ [
∂P
∂A0
∂A0
∂z +
∂P
∂β
∂β
∂z + 2µ(γv + 2)
u
A ]
F is the flux, S is the source term and U is the solution. The characteristic analysis
reported in Appendix A shows that the system is strictly hyperbolic since it is diagonalizable
and has two distinct real eigenvalues λ1,2 = u± c. It follows that is possible to define two
characteristic variables
W1,2 = u− u0 ± 4(c− c0) = u− u0 ± 4
√
β
2ρ(A
1
4 − A
1
4
0) (3.18)
that are constant along certain curves, the characteristic curves, defined in the plane
(z, t) with a slope λ1,2 = u± c. This means that, for each point in the domain, the solution
can be decomposed into a forward (or entering) wave,W1, and a backward (exiting) wave,
W2, allowing the implementation of boundary and compatibility conditions at fluid domain.
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The finite volume method
The governing equations are solved in the internal cells of the numerical domain using a
finite volume method. In the finite volume method, the governing equations are integrated
over M cells (or finite volumes) representatives of the time-space numerical domain (de-
noted by Ii = (Δz, Δt) in the Figure 3.3).
Figure 3.3: Computational numerical domain. Each cell has a dimension of Δt · Δz and it
is centered on a node zi with boundaries at zi ± 12Δz.
For each cell three points are defined: zi, the center of the cell and zi∓1/2, left and right
boundaries. Without considering the source term S(U) in the system (3.16), the finite-
volume computes the value of Uni at the center of the cell zi at a given instant time tn as
a function of fluxes at the boundaries of the cell (LeVeque, 1992)
∂Uni
∂t +
1
Δz(F
n
i+1/2 − Fni−1/2) = 0 (3.19)
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The fluxes Fi±1/2 = F(U(zi±1/2, tn)) can be expressed using the Lax-Friedrichs flux
scheme depending on the value assigned to U. For each cell, the solution U(z, tn) can
be approximated by a linear piecewise function over the cell Ii, as reported in Van Leer
(1979), and solve adopting the MUSCL (Monotonic Upwind Scheme for Conservation
Laws) scheme which has a first-order accuracy in time and a second order accuracy in
space. The source term S(U) in (3.16) and (3.17) is then included by resolving the system
dU
dt = S(U), with the Crank-Nicholson scheme.
Time step numerical condition
The numerical scheme is stable and converges if the spatial discretization respects the
Courant-Friedrichs-Lewy (CFL) condtition (Courant et al., 1967) which imposes the fol-
lowing limit on time-step size
Δt ≤ CCFL ΔzSmax , Smax = maxi=1,...,M{‖λ1,2‖} (3.20)
CCFL ∈ (0, 1)
This ensures that the numerical speed ΔzΔt is greater than the physical speed λ1,2 of the propa-
gating wave fronts. In this work the value for CCFL was set to 0.9, to provide a compromise
between stability and computational cost.
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Boundary conditions
Boundary conditions must be imposed in order to close the system 3.1. The Riemann invari-
antsW1 andW2 can be used to set inlet, outlet boundary conditions and interface conditions
between two or more cell nodes when dealing with complex arterial networks. In general
for each inlet and outlet node it is possible to identify two type of boundary conditions: re-
flective and non-reflecting (Quarteroni & Formaggia, 2004). Non-reflecting boundary con-
ditions imply that the exiting characteristic variable leaves without spurious reflection and
it is imposed in terms of characteristic variables (W1,2); while reflective condition implies a
partial reflection of the outgoing characteristic variables. In this section a brief description
of inlet/outlet boundary conditions is provided.
Inlet boundary condition. The inlet boundary condition is applied by imposing the flow
rate Q(t) at the beginning of the time step. This type of boundary condition is reflective
and as stated by Quarteroni & Veneziani (2003) the values (A, u) cannot be set by simply
assigning Q = Au at the inlet node, area and velocity should be imposed taking into account
that the solution at (zi, ti) is composed of a forward travelling waveW1 and backward trav-
elling waveW2.
The simplest choice is to set Riemann invariants at the inlet node z1 as
W1(z1, tn) = Qin(t
n)
Ain(tn)
W2(z1, tn) = W2(z1 − λ2Δt, tn−1) + ΔtlT2S(U)
(3.21)
60
using a technique called the extrapolation of the characteristics (Peiró & Veneziani, 2009).
Outlet boundary condition. At the outlet the same procedure can be applied. However,
a more realistic outflow boundary is represented by the coupling of the 1D model with a
0D model that incorporates the downstream circulation effects. The 0D model consists of a
RCR / three-element Windkessel model: a proximal resistance (R1), a compliance (C) and
a distal resistance (R2) as shown in Figure 3.4.
Figure 3.4: Three-element Windkessel model with a proximal resistance (R1), a compli-
ance (C) and a distal resistance (R2). Pc is the pressure at the compliance, while Pe is the
intermediate pressure at the 1D/0D interface.
As in the previous paragraph ((3.2.1)),the Riemann problem is solved at the end of the
time-step at the 1D/0D interface following the work of (Alastruey et al., 2012a).
Interface conditions when dealing with arterial networks. The method of the charac-
teristics lends itself to complex arterial networks, especially when defining variation of A
and u at the interface between two or more vessels.
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Arterial conjunction. An arterial conjunction connects together two vessels with dif-
ferent mechanical and geometrical properties (see Figure 3.5).
Figure 3.5: Schematic of a conjunction. The parent vessel (p) outlet is connected with the
daughter vessel (d) inlet by node j
The conjunction is resolved by imposing the conservation of mass (Apup − Adud = 0)
and total pressure (through the Bernoulli’s principle) at the interface between the two ves-
sels, parent and daughter vessels. Two additional relations are obtained from the Riemann
variables at the outlet of the parent vessel and inlet of the daughter vessel,Wp,d = up,d±4cp,d.
The complete system of equations is
F = {fi} =

up + 4kpA1/4p −W∗p = 0,
ud − 4kdu1/4d −W∗d = 0,
upAp − ud1Ad1 = 0,
βp(
u2p
A1/20p
− 1) + 12 ρu2p − βd1( u
2
d1
A1/20d1
− 1)− 12 ρu2d1 = 0,
βp(
u2p
A1/20p
− 1) + 12 ρu2p − βd2( u
2
d2
A1/20d2
− 1)− 12 ρu2d2 = 0,
(3.22)
Where cp,d = kp,dA1/4p,d , and kp,d =
√
3
2γp,d. By defining the vector with unknown
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variable U as U = {Ui}T = [up, ud,A1/4p ,A1/4d ]T. The system of non linear equation 3.22 is
solved iteratively with the Newton’s method (Press et al., 2007) by defining the Jacobian J,
J = δFδU and resolving at each step the system
J · δU = −F(U),
Unew = U+ δU.
(3.23)
Bifurcation A bifurcation is defined as the intersection between a parent vessel and
two or more daughter vessels (see Figure 3.6).
Figure 3.6: Schematic of a bifurcation. The parent vessel (p) outlet is connected with the
daughter vessels (d1,2) inlet by node j
The bifurcation is solved by imposing, at the bifurcation node, the conservation of mass,
the static pressure and two additional relations obtained from the three outgoing characteris-
tics. The unknown vector of variablesU is defined asU = {Ui}T = [up, ud1, ud2,A1/4p ,A1/4d1 ,A1/4d2 ]T
and the system of resulting nonlinear equation F is
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F = {fi} =

up + 4kpA1/4p −W∗p = 0,
ud1 − 4kd1u1/4d1 −W∗d1 = 0,
ud2 − 4kd2u1/4d2 −W∗d2 = 0,
upu43 − u2u44 = 0,
βp(
u2p
A1/20p
− 1) + 12 ρu2p − βd( u
2
d
A1/20d
− 1)− 12 ρu2d = 0,
(3.24)
Where cp,d = kp,dA1/4p,d , and kp,d =
√
3
2γp,d. The system is solved using the Newton’s
method as for the case of conjunction 3.2.1. In this work the conservation of only static pres-
sure at bifurcations has been adopted, since in arterial bifurcations the pressure loss arising
from the dynamic component is much smaller than the loss arising from static pressure, and
such losses have also negligible effects on pressure and flow rate waveforms (Matthys et al.,
2007).
The 1D nonlinear system of equations describing blood flowing in a compliant tube has
been illustrated in section 3.2 with its basic assumptions. This hyperbolic system is nu-
merically solved using a finite volume scheme illustrated in section 3.2.1 and the method
of characteristics, section 3.2.1. The method of characteristics and the Riemann invariants
are used to set up boundary conditions at the inlet and outlet of the numerical domain, as
shown in sections 3.2.1, and interface conditions at bifurcations and conjunctions, see sec-
tion 3.2.1. As previously detailed this modelling approach has been adopted based on the
work of Melis (2017) and adapted for dealing with bifurcations, tapered vessels, stenosis
and conjunctions, that increase the complexity of the flow patterns to be depicted.
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The numerical system in 3.1 can be linearized over a reference state and re-written in the
frequency domain, for which an analytical solution exists. The solution can be used as well
to resolve a fluid flow in a complex arterial network with a modelling approach illustrated
in the following section 3.3. The numerical methods presented in this section is based on
the work of Lungu (2015).
3.3 1D linearized model
The system of equations in 3.1 can be linearized over a reference state (A0, 0), the final
system (refer to (Milišić & Quarteroni, 2004) for the complete derivation) reads

C ′ ∂p
∂t − ∂Q∂z = 0,
∂2p
∂t2 − c2 ∂
2p
∂z2 = 0
(3.25)
Where C ′ is the compliance per unit of length (l) equal to A0ρc2 and c is the complex
wavespeed. The first equation 3.25 refers to mass conservation while the second equation
refers to momentum conservation for a 1D element. Note that, in 3.25, the viscous dissi-
pation in the momentum equation has been neglected. The solution of this system can be
expressed in the frequency domain in terms of pressure and flow waveforms. The full solu-
tion is comprised of an oscillatory and steady component. The steady component describes
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the viscous dissipation term and can be treated separately.
3.3.1 Oscillatory solution
The general solution for the momentum conservation equation in 3.25 can be expressed
in terms of pressure and flow rate in their forward and backward components following
Womerseley’s analytical solution (Womersley, 1957)

p(ω, z, t) = Pfei(ωt−kz) + Pbei(ωt+kz),
Q(ω, z, t) = Qfei(ωt−kz) + Qbei(ωt+kz)
(3.26)
where k is the complex wave number, c is the complex wave speed, ω is the angular
frequency, Pf,b and Qf,b are the amplitude of the forward and backward pressure and flow
waves, respectively and z is the distance along the longitudinal axis.
For an untethered, thin walled linear elastic vessel filled with an incompressible viscous
fluid, the pulse wave velocity has a real and a complex component given by
c = ωb− ia (3.27)
where b is the attenuation constant and a is the phase constant. The complex pulse wave
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can be also expressed using the complex number k
k = ωc (3.28)
Note that for an inviscid fluid flow the resulting pulse wave speed is real and equal to
the Moens-Korteweg wave speed c0
c0 =
√
Eh0
2ρr (3.29)
where E is the elastic Young’s modulus of the wall, h0 is the wall thickness, ρ is the fluid
density and r is the radius of the vessel. The relationship between the viscous fluid wave
speed, c, and the inviscid fluid wave speed c0 is given by Womersley (1957)
c0
c =
√
1− σ2
1− F10 (3.30)
and k becomes
k = ω
√
1− σ2
c0
√1− F10
(3.31)
F10 is a parameter that depends on the Womersley number α, σ is the Poisson’s ratio of
the artery wall and they are expressed as
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α = r0
√ωρ
µ (3.32)
F10 =
2J1(αi3/2)
αi3/2J0(αi3/2)
(3.33)
where r0 refers to the radius of the vessel at its unstressed condition, µ is the fluid dy-
namic viscosity, J0 and J1 are the Bessel functions of the first kind of order 1 and 0, respec-
tively.
Substituting 3.28, 3.30 and 3.31 into 3.26 and separating the real and imaginary part of
the complex wave number (k = kr+ i ·ki), the pressure and flow waves, travelling in a thin
elastic tube, filled with a viscous fluid are given by:

p(ω, z, t) = e−(−ki)zPfei(ωt−krz) + e(−ki)zPbei(ωt+krz)
Q(ω, z, t) = e−(−ki)zQfei(ωt−krz) + e(−ki)zQbei(ωt+krz)
(3.34)
The equation 3.34 can be expressed for a generic element (denoted as el) with a trigono-
metric notation (in sinus and cosinus).
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Figure 3.7: One-dimensional representation of the element in the frequency domain. For
each node n1,2 it is possible to identify nodal pressure and flow that are related to element
pressure and flow, expressed as p/Q1el,2el,3,el,4el.
The real components of the forward and backward waveforms can be expressed using
four components P1,..4 and Q1,..4. The flow components can be related to the pressure com-
ponents, substituting the equation 3.34 into the continuity equation in 3.25. Re-arranging
the terms and expressing the flow rate terms {Qel} = [Q1el ,Q2el ,Q3el ,Q4el ] as a function of
the pressure values {Pel} = [P1el ,P2el ,P3el ,P4el ] gives,
{Qel} =
[
Zc
]
{Pel} (3.35)
where
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[
Zc
]
=
C′ω
k2rel + (−kiel)2

krel −(−kiel) 0 0
(−kiel) krel 0 0
0 0 −krel −(−kiel)
0 0 (−kiel) −krel

(3.36)
Considering a single element with a finite length Le, the oscillatory pressure component
at nodes n1 and n2 or the nodal degrees of freedom {P} = [pcn1 ,psn1 ,pcn2 ,psn2 ]T can be
related to element degrees of freedom {Pel} = [p1el ,p2el ,p3el ,p4el ]T as shown in Lungu
(2015)
{P} =
[
T
]
{Pel} (3.37)
where
[T] =

1 0 1 0
0 −1 0 1
e(kiel )Lelcos(krelLel) e(kiel )Lelsin(krelLel) e(−kiel )Lelcos(krelLel) e(−kiel )Lelsin(krelLel)
e(kiel )Lelsin(krelLel) −e(−kiel )Lelcos(krelLel) −e(−kiel )Lelsin(krelLel) e(−kiel )Lelcos(krel)Lel)

(3.38)
This expression can be used to relates nodal degrees of fredoom {Q} = [Qcn1 ,Qsn1 ,Qcn2 ,Qsn2 ]T
to element degrees of freedom {Qel} = [Q1el ,Q2el ,Q3el ,Q4el ]T and from 3.35
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{Q} =
[
T
][
Zc
][
T
]−1
{P} (3.39)
Continuity dictates the net flow is zero at all internal nodes of the domain, a simple way
to apply this principle is to add an F matrix to the system
{Q} =
[
F
][
T
][
Zc
][
T
]−1
{P} (3.40)
where
[
F
]
=

−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

(3.41)
Equation (3.40) returns the expression for the stiffness matrix of a singular vascular
element
[
k−1el
]
=
[
F
][
T
][
Zc
][
T
]−1
(3.42)
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Therefore [
kel
][
{P}
]
=
[
{Q}
]
(3.43)
In order to obtain the solution for the whole arterial tree, the individual elements are assem-
bled globally following a methodology used by FEM methods (Lungu, 2015).
3.3.2 Steady solution.
Using the relationship given by the Poiseuille resistance and by imposing the steady flow
component as a constraint at two boundary nodes (the inlet and the outlet node) of a vascular
element, the FEM solution is equivalent to
1
RDC
1 −1
1 −1

P1DC
P2DC
 =
Q1DC
Q2DC
 (3.44)
In order to respect mass conservation principle the equation (3.44) is pre-multiplied with
a matrix F (the sign of the flow entering the first node is changed)
FDC =
−1 0
0 1
 (3.45)
The global linear system is then assembled and solved using the same methods imple-
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mented for the oscillatory component system. The final solution of the linear system is
found by summing up the oscillatory and the steady solutions for each node of the elements
of the vascular network.
3.3.3 Boundary conditions
At the inlet of the 1D FEM network, the flowrate waveform is directly applied using a
Fourier Series decomposition of the 20 frequencies of greatest magnitude. At the outlet a
three element Windkessel model was applied using an equivalent impedance representation
for each harmonic, which in term of sin and cosine, Pc,Ps,Qc and Qs responses is

Pc(ω) = Z1(ω)Qc(ω)− Z2(ω)Qs(ω)
Ps(ω) = Z2(ω)Qc(ω) + Z1(ω)Qs(ω)
(3.46)
where
Z1 = R1 +
R2
1+ (ωR2C)2
Z2 = − ωR2
2C
1+ (ωR2C)2
(3.47)
and ω is the corresponding harmonic, while R1, R2 and C are the windkessel parameters.
With the inclusion of a three-element Windkessel model at the outlets, the linear modelling
approach can be integrated in the clinical simulation process for the target disease, which is
an advance, since the linear approach has been used in the previous work of Lungu (2015)
to evaluate pulmonary hypertension, where fluid flow is laminar and pressure propagates
in straight and circular vessels.
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3.4 Benchmark tests
Boileau et al. (2015) conducted a detailed numerical analysis where they tested six different
numerical methods6 used in the literature for solving 1D blood flow equations on vascular
networks including the human carotid artery, the upper thoracic aorta, the aortic iliac bifur-
cation 7. These 1D models were compared with 3D fluid-structure interaction simulation
taken from Xiao et al. (2014). A similar approach is taken here to compare the 1D linear
implementation and 1D nonlinear implementation described in the previous sections 3.2
and 3.3, respectively. Error metrics are the same as those defined by Boileau et al. (2015)
ϵRMSX =
√√√√1
N
N∑
i=1
(
xi − Xi
Xi
)2
, ϵMAXX = maxi ‖
xi − Xi
Xi
‖, (3.48)
ϵSYSX =
max x−maxX
maxX , ϵ
DIAS
X =
min x−minX
minX ,
where x and X are the waveforms computed by the 1D and 3Dmodels, respectively. The
waveforms x and X can refer either to P, Q, ΔP or Δr quantities for the 1D and 3D models,
respectively. The number of time points n is equivalent to a sampling rate of 1kHz. Q, ΔP,
6These methods include: finite element methods (such as the Discontinuos Galerkin method, the locally
conservative Galerkin method and the Galerkin least-squares method); finite volume methods ; finite differ-
ence methods (such as Lax-Wendroff and the MacCormack schemes)
7These schemes were also tested in more complex networks such as a 37 and ADAN56 arterial networks
representing the aorta with its largest branches. The results from the 1D models were compared with in vitro
pressure and flow waveforms acquired from Matthys et al. (2007) and Blanco et al. (2014), respectively.
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Δr errors are normalized by the maximal Q, ΔP, Δr over the cardiac cycle to avoid division
by small values, as reported in (Boileau et al., 2015). In this work all the error metrics will
be reported in percentage (%). The first benchmark is a simplified model that represents
the thoracic aorta as a straight tube with a constant radius, its aim is to verify the correct so-
lution of the one dimensional governing equations. The second model, the iliac bifurcation,
has been included to study the ability of the resolution schemes to include the effects due to
presence of a bifurcation site, where the incoming pulse waves are reflected and trasmitted.
The third and fourth benchmark tests not only include bifurcation sites but also the tapering
of the aorta and as in the fourth model a mild coarctation site, the target disease. From the
first benchmark to the fourth, the complexity of the phenomena depicted has been gradu-
ally increase in order to understand which one dimensional modelling approach perform
the best when compared to an existing one dimensional resolution scheme (DCG scheme)
and to an equivalent three dimensional FSI solution, giving an idea of which of the two
modelling approaches can be used as a surrogate of a three-dimensional model to be used
in the following chapter.
3.4.1 Upper Thoracic aorta model
The first benchmark evaluated represents the upper thoracic aorta (from the aortic root to
the descending aorta) coupled to a three-element Windkessel model. A flow rate curve was
applied at the inlet as in (Boileau et al., 2015). The thoracic aorta is modeled as straight
cylinder with uniform properties with a representative diameter and length (see Figure 3.8
and Table 3.1) and was discretized using 12 elements of equal length. For both numerical
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Figure 3.8: Schematic of the idealized model representing a thoracic aorta. Taken from
(Boileau et al., 2015).
Table 3.1: Haemodynamic properties of the upper thoracic aorta, from the ascending to the
thoracic part. Inflow flow rate curve, reference pressure values and geometrical parameters
were taken from (Boileau et al., 2015). The diastolic lumen radius Rd was used as reference
to compute Δr waveform. The radial velocity profile shape was set as plug-flow for the
nonlinear (γv = 9) and DCG solution.
Property Value
Length, L 24.2 cm
Initial radius, R0 0.987 cm
Initial Area, A0 3.0605 cm2
Diastolic radius, Rd 1.2 cm
Diastolic Area, Ad 4.5239 cm2
Thickness, h0 0.82 mm
Elastic modulus, E 400 kPa
Systolic pressure, Ps 16.8 kPa
Diastolic pressure, Pd 9.5 kPa
Blood density, ρf 1060 kg ·m-3
Blood viscosity, µf 4 · 10-3Pa · s
Proximal resistance, R1 1.17 · 107 Pa · s ·m-3
Distal Resistance, R2 1.12 ·108 Pa · s ·m-3
Compliance, C 1.0163 ·10-8 Pa · s ·m-3
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methods, the pressure (P), the volumetric flow rate (Q), the radius change (Δr) waveforms
were reported along with the pressure difference ΔP between the outlet and inlet (Figure
3.9) and compared with the reference 3D solution (3D) and a finite element solution obtain
through a Discontinuos Galerkin (DCG) scheme taken from the article of (Boileau et al.,
2015) (see Figure 3.8 and table 3.2).
The initial area A0 that yields the reference diastolic area Ad at P = Pd was calculated for
the one-dimensional schemes using
A0 = Ad
( β
Pd + β
)2
(3.49)
This equation is derived from equation 3.10 assuming P equal to the diastolic pressure (Pd)
and area A equal to the area at diastolic pressure Pd. The relative errors were determined
with respect to the 3D solution, using equations in 3.48. The NL model shows the main
features of the 3D simulation but underestimates by 23% the maximum ΔP needed to drive
the blood flow within the vessel. At systole the peak pressure is underestimated by about
1% while at diastole about 0.5%, these errors are in line with the DCG solution published
by Boileau et al. (2015). The linear model provides results comparable with the other 1D
numerical methods previously reported although it overestimates the maximum ΔP value
by 11%. In terms of computational time, the linear implementation required 3 second for
cardiac cycle, while the nonlinear implementation required 16 seconds per cardiac cycle and
both reached a stable solution in 8 cardiac cycles. In this application the linear implementa-
tion provides better results when compared to the nonlinear resolution scheme in terms of
computational time (the linear implementation is five times faster) and when compared to
the three-dimensional solution. However, the benchmark case detailed in this section repre-
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Figure 3.9: Upper thoracic aorta simulation results. (a) Pressure (b) flow (c) pressure dif-
ference between the vessel inlet and the vessel end and (d) radius change at the midpoint of
the vessel. The 3D solution was taken from (Xiao et al., 2014), while the 1D DCG solution
was taken from (Boileau et al., 2015)
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Table 3.2: Relative errors with respect to three-dimensional solution (expressed in per-
centage) as defined in Equation 3.48 for the one-dimensional Discontinuos Galerkin
(DCG) scheme, one-dimensional nonlinear (1D NL) scheme, one-dimensional linear (1D
L) scheme at the midpoint of the upper thoracic aorta.
Error (%) variable DCG 1D NL 1D L
P 1.09 1.33 0.65
ϵRMS Q 2.55 2.90 1.28
ΔP 7.70 7.68 4.70
Δr 2.35 3.03 0.82
P 3.54 5.38 1.26
ϵMAX Q 9.13 11.78 4.38
ΔP 31.83 23.72 13.84
Δr 7.27 10.94 2.75
P -0.57 -1.1 0.1
ϵSYS Q -5.56 -4.99 -1.55
ΔP -8.92 -8.93 11.44
Δr -2.53 -4.82 -1.53
P 0.85 -0.5 -0.03
ϵDIAS Q 2.75 3.38 -0.07
ΔP 7.32 -6.96 -6.96
Δr 1.85 -0.07 -0.07
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sents a straight cylinder with a constant radius with no bifurcations, conjunctions, tapered
vessels or possible stenosis, therefore it is not representative of a patient-specific geometry
of a coarcted aorta.
3.4.2 Iliac Bifurcation model
The one dimensional schemes were tested on a simplified iliac bifurcation model, a signifi-
cant site of wave reflection in the cardiovascular system (Pythoud et al., 1996). This is an
important benchmark as bifurcations significantly influence the form of resultant pressure
and flow waveforms in complex arterial networks. The iliac bifurcation model comprises:
a parent vessel, the descending aorta, and two symmetric identical daughter vessels, the
iliac arteries (see Table 3.3 and Figure 3.10). Both outlet vessels were coupled with a Wind-
kessel model while a flow waveform was imposed at the inlet as in (Boileau et al., 2015).
Both models were discretized using 12 elements. The waveforms for pressure, flow rate
and variations in luminal radius are shown in Figure 3.11 at three points: the midpoint of
the aorta, the endpoint of the aorta and the midpoint of either iliac artery. The relative errors
were determined with respect to the 3D solution, using equations in 3.48. From the results
it is clear that the 1D linear and nonlinear models are capable of simulating the wave re-
flections caused by the presence of the bifurcation. The relative errors (with respect to the
3D solution) are within 1% for pressure and flow waveforms (see Table 3.4). In terms of
computational time, the linear implementation required 12 second for cardiac cycle, while
the nonlinear implementation required 47 seconds per cardiac cycle and both reached a sta-
ble solution in 9 cardiac cycles. As in the previous case the linear implementation provided
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Table 3.3: Haemodynamic properties of the iliac bifurcation (aorta and two iliacs). Inflow
flow rate curve, reference pressure values and geometrical parameters were taken from
(Boileau et al., 2015). The diastolic lumen radius Rd was used as reference to compute Δr
waveform. The radial velocity profile shape was set as plug-flow for the nonlinear (γv = 9)
and DCG solution.
Property Aorta Iliac
Length, L 8.6 cm 8.5 cm
Initial radius, R0 0.758 cm 0.549 cm
Initial Area, A0 1.8062 cm2 0.94787 cm2
Diastolic radius, Rd 0.86 cm 0.60 cm
Diastolic Area, Ad 2.3235 cm2 1.1310 cm2
Thickness, h0 0.90 mm 0.68 mm
Elastic modulus, E 500 kPa 700 kPa
Systolic pressure, Ps 16.8 kPa 16.8 kPa
Diastolic pressure, Pd 9.46 kPa 9.46 kPa
Blood density, ρf 1060 kg ·m-3
Blood viscosity, µf 4 · 10-3Pa · s
Proximal resistance, R1 - 1.17 · 107 Pa · s ·m-3
Distal Resistance, R2 - 1.12 ·108 Pa · s ·m-3
Compliance, C - 1.0163 ·10-8 Pa · s ·m-3
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Figure 3.10: Schematic of the idealized model representing an iliac bifurcation. Taken from
(Boileau et al., 2015).
similar results when compared with the nonlinear scheme but with less computational effort.
However, the benchmark test is not representative of the pathology under-investigation, and
simply highlight the capability of both method to resolve the main features that occur at a
generical bifurcation site.
82
-200
0
200
400
600
0 0.2 0.4 0.6 0.8 1
Q
 [
m
l/
s]
3D
DCG
1D NL
1D L
60
100
140
0 0.5 1
60
100
140
0 0.5 1
60
100
140
0 0.5 1
-50
25
100
0 0.5 1
-50
25
100
0 0.5 1
-0.5
0.5
1.5
0 0.5 1
-0.5
0.5
1.5
0 0.5 1
t/Tc t/Tc t/Tc
Q
 [
m
l/
s]
P
 [
m
m
H
g
]
Δ
r 
[m
m
]
Aorta Bifurcation Iliac
-0.5
0.5
1.5
0 0.5 1
-50
25
100
0 0.5 1
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(Boileau et al., 2015)
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Table 3.4: Relative errors (P,QΔr) with respect to three-dimensional solution (expressed
in percentage) as defined in Equation 3.48 for the one-dimensional Discontinuos Galerkin
(DCG) scheme, one-dimensional Non-linear (1D NL) scheme, one-dimensional Linear (1D
L) scheme at the at different points of the Iliac bifurcation test case. (Bif. = Bifurcation)
Error (%) Aorta Bif. Iliac
DCG 1D NL 1D L DCG 1D NL 1D L DCG 1D NL 1D L
P 0.37 1.03 0.97 0.42 1.14 0.98 0.45 1.47 0.97
ϵRMS Q 0.89 2.69 0.84 1.20 2.80 0.98 0.92 3.06 0.81
Δr 2.48 2.46 1.85 4.07 4.15 1.69 4.29 1.71 2.59
P 0.61 3.39 2.21 0.73 3.99 2.27 0.84 5.43 2.32
ϵMAX Q 2.51 9.24 2.99 3.55 1.17 3.37 2.33 1.30 1.90
Δr 4.05 5.55 2.61 6.87 9.37 3.68 7.29 5.72 6.64
P -0.53 -0.7 -0.3 -0.71 -0.9 -0.4 -0.83 -1.4 -0.3
ϵSYS Q -2.47 -2.5 -1.8 -3.47 -3.3 -1.9 -1.68 -1.69 0.15
Δr -3.96 -5.01 1.85 -6.84 -8.9 -2.2 -7.25 -2.7 -5.7
P 0.5 0.4 -1.1 0.54 0.5 -1.2 0.55 0.9 -1.4
ϵDIAS Q 1.16 4.8 -3.6 1.76 1.3 1.2 1.17 -3.73 -3.82
Δr -1.39 -0.07 -0.07 -1.93 -0.07 -0.07 -2.36 -0.07 -0.07
84
3.4.3 Full Aorta model
The third benchmark evaluated was an idealized aorta from the ascending to the iliac bi-
furcation taken from Xiao et al. (2014). This geometry includes the effect of curvature,
bifurcation and tapering. The geometry is shown in Figure 3.12 and the geometrical, me-
chanical properties and the total number of elements are shown in Table 3.5. The thickness
was chosen to be 10 % of the diastolic radius, rd, derived from equation 3.49. The Young’s
modulus (E) was derived from the wall thickness and the pulse wave velocity using equation
3.2, assuming c = cd and A = Ad. Blood was assumed as incompressible and Newtonian
with a density, ρf, and viscosity, µf, taken as 1060 kg ·m-3 and 4 · 10-3Pa · s, respectively.
Pressure and flow rate waveforms are shown in Figure 3.13 and 3.14, respectively, at five
Figure 3.12: Schematic of the idealized model representing a full aorta. Taken from (Xiao
et al., 2014).
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Table 3.5: Haemodynamic properties of the idealized aorta. The radial velocity profile
shape was set as plug-flow for the nonlinear (γv = 9) and DCG solution. Taken from (Xiao
et al., 2014)
Arterial Length rin → rout cin → cout R1 R2 C
segment cm mm m/s 107Pa · s ·m−3 108Pa · s ·m−3 10−10Pa−1 ·m3
1. Ao I 7.0357 15.2→13.9 4.77→4.91 - - -
2. Ao II 0.8 13.9→13.7 4.91→4.93 - - -
3. Ao III 0.9 13.7→13.5 4.93→4.94 - - -
4. Ao IV 6.4737 13.5→12.3 4.94→5.09 - - -
5. Ao V 15.2 12.3→9.9 5.09→5.43 - - -
6. Ao VI 1.8 9.9→9.7 5.43→5.46 - - -
7. Ao VII 0.7 9.7→9.62 5.46→5.48 - - -
8. Ao VIII 0.7 9.62→9.55 5.48→5.49 - - -
9. Ao IX 4.3 9.55→9.07 5.49→5.57 - - -
10. Ao X 4.3 9.07→8.6 5.57→5.66 - - -
11. Brachiocephalic 3.4 6.35→6.35 6.20→6.20 5.1918 10.6080 8.6974
12. L com. carotid 3.4 3.6→3.6 7.36→7.36 19.1515 52.2129 1.7670
13. L subclavian 3.4 4.8→4.8 6.75→6.75 9.8820 13.0183 7.0871
14. Celiac 3.2 4.45→4.45 6.90→6.90 11.7617 7.5726 12.1836
15. Sup. mesenteric 6 3.75→3.75 7.27→7.27 17.4352 5.5097 16.7453
16. R renal 3.2 2.8→2.8 7.93→7.93 34.1378 5.3949 17.1017
17. L renal 3.2 2.8→2.8 7.93→7.93 34.1378 5.3949 17.1017
18. Inf. mesenteric 5 2.0→2.0 8.77→8.77 74.0167 46.2252 1.9959
19. R com. iliac 8.5 6.0→6.0 6.31→6.31 5.9149 10.1737 9.0686
20. L com. iliac 8.5 6.0→6.0 6.31→6.31 5.9149 10.1737 9.0686
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outlets of the domain, the supra-aortic branches: the brachiocephalic artery (BCA), left
common carotid artery (LCA), left subclavian artery (LSUB) and at one of the terminal
descending aortic branches, the right iliac artery (iliac). Relative errors were derived with
respect to the 3D solution, using equations in 3.48. The relative errors are shown in Ta-
ble 3.6, with all models able to capture the main features of the 3D pressure and flow rate
waveforms. The 1D linear implementation captures better the systolic pressure when com-
pared to 1D nonlinear and DCG implementations: the errors are less than 3% at supra-aortic
branches and at the iliac artery, while with other implementations the errors are less than 5
%. However, the linear implementation seems to underestimate the diastolic pressure with
errors that reach values of 10% at right common iliac artery, while in the other models the
errors remain around 1%.
When considering flow rate, the linear implementation overestimates the systolic and dias-
tolic flow rate values with errors that reach values of 26 % at diastole, while other models
show similar results with errors less than 11 %. The origin of these discrepancies is a
consequence of approximations in the 1D linear formulation which calculates the viscous
losses using a parabolic profile (Poiseuille’s law), neglects the convective losses and does
not conserve the total pressure between elements. These approximations are reasonable for
application in systems with a constant lumen diameter, low pressure and flow rate such as
the pulmonary arterial tree (Lungu, 2015).
When comparing the 3D results with 1D nonlinear and 1D DCG results, the 3D model is
able to capture the spatial and temporal changes in velocity profile which result in additional
friction losses and inertial forces in tapered and curved pipes, especially in systole. This is
evidenced by the discrepancies between 1D and 3D results during systole in the inlet pres-
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Figure 3.13: Full aorta simulation results. Pressure with time at five different locations:
supra-aortic branches (BCA,LCA, LSUB) and one of the two iliac artery (the right iliac
artery). 3D solution and 1D DCG solution taken from (Xiao et al., 2014)
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Figure 3.14: Full aorta simulation results. Flow rate with time at five different locations:
supra-aortic branches (BCA,LCA, LSUB) and one of the two iliac artery (the right iliac
artery). 3D solution and 1D DCG solution taken from (Xiao et al., 2014)
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sure waveforms (see Figure 3.13). Xiao et al. (2014) suggested that tapering and curvatures
are responsible for the differences between 1D and 3D solution at systole (at the ”shoul-
der” of the pressure waveform), this conclusion has been confirmed when comparing the
solutions obtained from the thoracic aorta in a straight, tapered and curved configuration.
Similar results have been found in a previous 1D/3D comparative study on a cerebral flow
that used a rigid wall configuration (Grinberg et al., 2011). In fluid regions characterized
by a velocity field with strong secondary flows with swirling and recirculation, generally
at curved branches, the 1D model underestimates 3D pressure and flowrate values at sys-
tolic peak. At the outlet of the right common iliac artery one dimensional models showed
a slight phase lag in the pressure and flow rate responses. This phase lag is more visible in
the 1D linear formulation together with a pronounced dicrotic notch during flow reversal
(see Figure 3.13and Figure 3.14).
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Table 3.6: Relative errors with respect to three-dimensional solution (expressed in percent-
age) as defined in Equation 3.48 for the one-dimensional Discontinuos Galerkin (DCG)
scheme, one-dimensional Non-linear (1D NL) scheme, One-dimensional Linear (1D L)
scheme at the at different points of the full aorta test case.
Error (%) AscAo BCA LCA
DCG 1D NL 1D L DCG 1D NL 1D L DCG 1D NL 1D L
P 1.26 1.34 2.40 1.27 1.33 3.10 1.26 1.33 3.09
ϵRMS Q 0.0 0.0 0.0 4.17 3.58 4.0 4.02 3.98 5.15
P 5.12 5.55 3.20 4.86 4.03 2.04 4.67 4.55 2.05
ϵMAX Q 0.0 0.0 0.0 15.0 14.8 16.0 13.4 13.5 10.04
P -2.90 3.01 0.1 -3.80 -3.33 0.1 -3.48 -3.55 0.1
ϵSYS Q 0.0 0.0 0.0 -6.44 -7.0 10.0 -6.30 -6.4 10.02
P 0.98 1.12 -5.0 0.89 1.01 -6.0 0.8 0.95 -6.0
ϵDIAS Q 0.0 0.0 0.0 7.43 7.35 9 4.15 4.10 13.0
Error LSUB iliac
DCG 1D NL 1D L DCG 1D NL 1D L
P 1.21 1.35 2.0 2.06 2.4 4.0
ϵRMS Q 3.46 4.01 4.0 4.94 5.0 13.0
P 4.35 4.44 2.0 7.54 7.69 7.0
ϵMAX Q 11.7 14.2 12.0 21.5 23.0 29.0
P -3.12 -3.01 1.0 -4.76 -5.0 3.0
ϵSYS Q -9.18 -10.01 12.0 -4.07 -4.24 9.0
P 0.74 0.83 -6.0 -0.99 1.01 -10.0
ϵDIAS Q 4.22 4.35 -12.0 0.32 0.37 26.0
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3.4.4 Mild aortic coarctation case
In the following section a patient specific model is discussed. The case is representative
of a moderate coarctation case and was made available by the organizers of the MICCAI
CFD challenge (Project, 2013). Data provided includes the geometry, provided as STL
file extracted from 3D contrast enhanced MRA (CE-MRA); flow measurements, extracted
from phase contrast MRI at the ascending and descending aorta; and pressure measurement
at the ascending aorta, derived from invasive catheterization. For the three supra-aortic
vessels, the proportion of the total ascending aortic flow rate was specified as 17%, 8%,
10%, respectively.
Aortic fluid dynamics was computed using both 1D and 3D representations using both a
non-compliant and compliant assumption for the local aortic region. For all simulations
the local aortic geometry was coupled to 0D Windkessel models at the outlet branches to
account for the peripheral circulation, while at the inlet, the provided flowrate waveform
was applied assuming a flat velocity profile (Womersley number at the AscAo: 10.92). The
network topology for both 1D models (linear and nonlinear) was defined as follows:
• Three centerlines were extracted, one for the aorta and three for the remaining supra-
aortic vessels: the brachiocephalic artery (BCA), the left common carotid artery
(LCA) and the left subclavian artery (LSUB);
• Thirty-five diameter measurements were taken perpendicular to the extracted cen-
terlines, as shown in Figure 3.15. The extraction of the aortic centerlines and the
sections was performed using the vmtk toolkit (Antiga et al., 2008);
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Figure 3.15: 3D and 1D modelling approach for the MICCAI simulation. (a) Ascending
aortic flowrate waveform provided by the MICCAI. (b)
For 3D simulations the governing equations were solved with FLUENT 17.2 (ANSYS,
PA, USA) using a laminar fluid model as prescribed by the challenge (peak Reynolds num-
ber at the coarctation site: 3660), the STL geometry was meshed using 1682026 polyhedral
cells with 5 prism layers at the wall. In all the analyses the fluid was considered to be New-
tonian with a viscosity 0.0040 Pa · s as prescribed by the organizers of the challenge. 3D
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Table 3.7: MICCAI 2013 STACOM challenge simulation. The resulting 0D Windkessel
parameters are reported for each outlet: brachiocephalic artery ( BCA) left common carotid
artery (LCA) left subclavian artery (LSUB) and descending aorta (DescAo)
BCA LCA LSUB DescAo
R1(107Pa · s ·m−3) 1.54 16 5.55 1.32
C(10−9Pa−1 ·m3) 3.66 1.59 2.05 16.4
R2(108Pa · s ·m−3) 5.83 13.2 1.49 2.13
simulations used an incompressible fluid assumption and a compressible fluid analogy to
include the local aortic distensibility as in (Brown et al., 2012), this approach is described
in detail in Chapter 6. In all models the blood density was set to 1000 kg ·m−3, where in
the compressible fluid strategy this value refers to the initial density value. The 1D models
were solved using a wave-speed of 5 · 103m · s−1 to compare with the rigid 3D analysis,
an approach that was previously adopted by Grinberg et al. (2011). For the compliant case
a wave speed of 7 m · s−1 was used for both the 1D and 3D approaches. The 0D Wind-
kessel parameters used are reported in Table 3.7, derived using the methodology described
in Chapter 6.
Results
For the rigid wall analysis pressure and flow rate waveforms are shown in Figure 3.16 and
3.17 at five outlets of the domain, the supra-aortic branches: the brachiocephalic artery
(BCA), left common carotid artery (LCA), left subclavian artery (LSUB), ascending aorta
(AscAo) and descending aorta (DescAo) with error metrics reported in Table 3.8.
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Figure 3.16: MICCAI 2013 STACOM challenge
incompressible simulation results. Pressure with
time at five different locations: supra-aortic branches
(BCA,LCA, LSUB) and at the descending aorta
(DescAo).
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Figure 3.17: MICCAI 2013 STACOM challenge
incompressible simulation results. Flow rate with
time at five different locations: supra-aortic branches
(BCA,LCA, LSUB) and at the descending aorta
(DescAo).
Table 3.8: MICCAI 2013 STACOM challenge incompressible simulation. Relative errors
with respect to three-dimensional solution (expressed in percentage) as defined in Equation
3.48 for the one-dimensional Non-Linear (1D NL) scheme, One-dimensional Linear (1D
L) scheme at the at different points of the aorta.
Error (%) AscAo BCA LCA LSUB DescAo
1D NL 1D L 1D NL 1D L 1D NL 1D L 1D NL 1D L 1D NL 1D L
P 4 8 4 6 3 4 3 4 2 3
ϵRMS Q 0 0 9 13 7 8 7 6 8 10
P 1 4 0 4 0 5 0 2 6 6
ϵMAX Q 0 0 16 22 7 19 11 11 20 24
P -7 -18 -5 1 -7 2 -7 -4 6 6
ϵSYS Q 0 0 1 15 -14 18 -12 3 15 15
P 1 4 0 0 0 -5 0 -1 0 0
ϵDIAS Q 0 0 5 -19 2 -3 2 -11 -1 -1
At systolic peak, the one-dimensional linear model is not able to capture the peak aortic
pressure at the ascending aorta as the nonlinear model, with an underestimation of 18 % of
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the peak inlet pressure when compared to the three-dimensional solution, while the nonlin-
ear model underestimates the peak with an error of 7%. At the same site, in the diastolic
phase the error is about 4% in the linear model, whilst the nonlinear model shows an error
of 1%. At the other outlets, the two models are able to capture the main features of the
pressure waveforms. When considering aortic flow rate waveforms, both models shows
similar results, but with a tendency of the linear model to overestimate peak flow rate and
underestimate diastolic flow rate at supra-aortic branches, whilst the nonlinear model un-
derestimates peak aortic flow rate and overestimate diastolic flow rate, but with errors that
are less than the linear formulation. At descending aorta both models behaves similarly.
For the compliant aortic case the results are shown in Figures 3.18 and 3.19 with error met-
rics reported in Table 3.9.
As for the rigid model, at peak systolic flow the one-dimensional linear model is not able
to capture the peak aortic pressure at the ascending aorta as well as the nonlinear model
and underestimates peak inlet pressure by 16 % compared to the three dimensional solution.
The nonlinear model underestimates the peak pressure with an error of 10%. At the same
site in diastole the error is about 6% in the linear model model and 1% for the nonlinear
model. At the outlets both 1D models capture the main features of the pressure waveforms.
When considering aortic flow rate waveforms, both models shows similar results. The lin-
ear model tends to overestimate peak flow rate and underestimate diastolic flow rate at
supra-aortic branches, whilst the nonlinear model underestimates peak aortic flow rate and
overestimate diastolic flow rate, but with smaller errors than the linear formulation. At de-
scending aorta both models behaves similarly. It worth noting that the nonlinear model is
superior when reporting pressure at the coarctation site as shown in Figure 3.18, where the
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peak pressure in the nonlinear model is aligned with the peak pressure measured in the three
dimensional model, while the linear model not only overestimates the peak pressure value
but shows more pronounced peak towards the end of the systolic phase.
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Figure 3.18: MICCAI 2013 STACOM challenge
compressible simulation results. Pressure with time
at five different locations: supra-aortic branches
(BCA,LCA, LSUB) and at the descending aorta
(DescAo).
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Figure 3.19: MICCAI 2013 STACOM challenge
compressible simulation results. Flow rate with
time at five different locations: supra-aortic branches
(BCA,LCA, LSUB) and at the descending aorta
(DescAo).
Table 3.9: MICCAI 2013 STACOM challenge compressible simulation. Relative errors
with respect to three-dimensional solution (expressed in percentage) as defined in Equation
3.48 for the one-dimensional Non-Linear (1D NL) scheme, one-dimensional Linear (1D L)
scheme at the at different points of the aorta.
Error (%) AscAo BCA LCA LSUB CoA DescAo
1D NL 1D L 1D NL 1D L 1D NL 1D L 1D NL 1D L 1D NL 1D L 1D NL 1D L
P 4 8 4 6 3 5 3 4 3 5 3 4
ϵRMS Q 0 0 3 5 3 5 3 3 4 4 3 4
P 1 13 0 9 1 13 1 10 5 13 8 8
ϵMAX Q 0 0 2 8 2 12 2 7 9 11 8 10
P -10 -16 -6 5 -6 9 -7 0 -3 4 7 7
ϵSYS Q 0 0 -6 5 -6 9 -7 0 6 5 7 7
P 1 6 0 4 0 2 1 4 0 3 0 0
ϵDIAS Q 0 0 0 2 0 1 0 2 3 -4 0 0
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Discussion
Compared to the idealised aorta case the MICCAI geometry has more complex features:
supra-aortic vessels are tapered and the ascending aorta progressively reduces in area to
reach a minimum at the coarctation site (aortic inlet diameter = 19.908 mm, coarctation di-
ameter = 10.42 mm) at the descending aorta, there is a gradual increase of the aortic lumen
(outlet diameter = 12 mm). These features increase the complexity of the haemodynamics
providing a more challenging test of the 1D formulations proposed here. The main source
of difference between the linear and nonlinear 1D models arises from the ability of the non-
linear formulation to include convective acceleration terms and preserve total pressure at
conjunction sites. The main differences between the nonlinear one-dimensional model and
the three-dimensional model can be attributed to the inability of the 1D model to account
for secondary flow features, curvature effects and the limiting constant velocity profile as-
sumption. Despite these limitations these results show that the nonlinear one-dimensional
model can provide a reasonable representation of the form of pressure and flow waveforms
within subject-specific aortic geometries which include local geometric variations arising
from coarctation of the aorta.
When comparing compliant and non-compliant models it visible how the errors between
one-dimensional and three-dimensional models decreased. The use of an artificially in-
creased pulse wave velocity in the one-dimensional model limits the physics that this mod-
elling approach is able to represent. Additionally the compliant solution showed that both
models are able to capture the time delay in pressure and flow rate waveforms visible at the
descending aorta (see Figures 3.18 and 3.19). A summary of the 1D benchmark modelling
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output is reported in Table 3.10.
Table 3.10: Summary of the 1D benchmark modelling outputs.
Benchmark case Computational time Results
Upper thoracic aorta
1D L: 3 s/cycle
1D NL: 16 s/cycle
Two models shows similar features when compared to the 3D reference solution.
Error metrics and computational time are slightly less in the 1D L implementation.
Max absolute difference in percentage point of 9.88 between the two lists of error
metrics.
Iliac bifurcation
1D L :12 s/cycle
1D NL:47 s/cycle
Two models shows similar features when compared to the 3D reference solution.
Error metrics and computational time are slightly less in the 1D L implementation.
Max absolute difference in percentage point of 6.85 between the six (two lists for
each aortic location: aorta, bifurcation and iliac artery) lists of error metrics.
Full aorta model
1D L: 1 min/cycle
1D NL: 10 min/cycle
Two models shows similar features when compared to the 3D reference solution.
1D L model captures better the systolic pressure with error less than 1 % when
compared to the 1D NL model (errors around 5%). Regarding diastolic pressure
and systolic and diastolic flow rate, the 1D NL is able to capture these values with
errors less than 1 % and 11 %, compared to the 1D L where the errors are
equal to 11 % and 26 %. At the iliac artery (outlet of the model) the 1D L
model shows spurious oscillations, especially at diastolic flow (see Figure 3.14).
MICCAI rigid
1D L: 6 min/cycle
1D NL: 22 min/cycle
Two models shows similar features when compared to the 3D reference solution.
The 1D L model overestimates the systolic pressure by 18% and underestimate
the diastolic pressure by 4%, when compared to the 1D NL solution where
the error are less than 7% and 4%. The 1D L shows a tendency to
overstimate peak flow and understimates the distolic flow rate when
compared to the 1D L model.
MICCAI deformable
1D L: 4 min/cycle
1D NL: 17 min/cycle
Two models shows similar features when compared to the 3D reference solution.
The 1D L model overestimates the systolic pressure by 16% and underestimate
the diastolic pressure by 6%, when compared to the 1D NL solution where
the error are less than 10% and 1%. The 1D L shows a tendency to
overstimate peak flow and understimates the distolic flow rate when
compared to the 1D L model. Spurious oscillation are visible at the DescAo (outlet
of the model) in the 1D L formulation.
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3.5 Conclusion
In this chapter, two different modelling approaches has been presented and tested using
three benchmark test cases previously reported in the literature. The 1D non linear model
is complex enough to represent the main characteristics of pulse wave propagation, despite
the associated assumptions described in Section 3.2. The assumption of straight, circular
and symmetric vessel geometry and ideal bifurcation geometry introduce approximations
that can affect pressure losses calculations. To address this some authors have included
interface conditions with loss coefficients to incorporate the effects of curvature or bifur-
cation angle (Yang et al., 2016; Matthys et al., 2007). However, this introduces the issue
of providing appropriate loss coefficients from reported experimental measurements or 3D
simulations.
Whilst the 1D linear implementation was able to represent the fluid dynamic in simple
benchmarks such as in the upper thoracic aortic and iliac bifurcation cases, in more com-
plex cases it is unable to predict well 3D fluid dynamic features. The 1D nonlinear im-
plementation adopted in this chapter showed a good agreement with 3D pressure and flow
waveforms making it suitable to estimate outflow boundary conditions for subject-specific
models as described in Chapter 6.
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Subject-specific 0D model tuning
This chapter details a preliminary analysis conducted using subject-specific data from a
cohort of 11 patients with aortic coarctation (CoA) distal to the three main supra-aortic
branches, except for patient 3 that represents a hypoplastic aorta, thus it has been excluded
from the analysis. All data were collected at Bern University Hospital, following a protocol
approved by the local ethics committee and the volunteers provided written informed con-
sent (Swiss Adult Congenital Heart Disease Registry, SACHER, ClinicalTrials.gov Identi-
fier NCT 02258724). The objective of this chapter is to perform a simple analysis using
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0D mathematical models representative of an aortic coarctation in order to examine the
sensitivity of tuning parameter to the complexity of the model used to represent the aortic
region. The detailed methodology for processing clinical data used to inform the models in
this chapter is provided in chapter 5 and Chapter 6.
4.1 Methods
Data used to inform the 0D models presented in this chapter was derived from patient-
specific clinical measurements which includes:
• flow waveforms at the ascending (at the level of the right pulmonary artery) and
descending aorta (at the diapraghmatic level) extracted from PC-MRI;
• 3D geometry extracted from a contrast-enhanced magnetic resonance angiogra- phy
(CE-MRA), used to provide measures of aortic diameter;
• systolic and diastolic cuff pressures measured at the right arm;
In this chapter three levels of 0D model are considered, as shown in the schematics in
Figure 4.1. Each model includes a larger number of elements to represent the aorta and
peripheral circulation, the coarctation region and the supra-aortic vessels.
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Figure 4.1: Three 0D models adopted in the analysis. (a) Circuit 1: with a resistance,
Rc that represent the aortic coarctation region with the Bernoulli’s equation, and a distal
resistance,Rp, that represents the peripheral or distal circulation. (b) Circuit 2: two resis-
tances and one compliance, similar to Circuit 1 but with an additional peripheral compli-
ance. (c) Circuit 3: similar to circuit 2 but with an additional compliance, Cs, and resistance,
Rs, representing supra-aortic regions. Overall, P1 represents the ascending aortic pressure,
while, P2 the descending aortic pressure.
The resistance of the coarctation, Rc was defined based on the pressure loss associated
with Bernoulli’s equation 4.1 between the areas Ar, that refers to the reference descending
aortic area at the descending aorta, extracted accordingly to Goubergrits et al. (2015a), and
Ac, that refers to the coarctation region at the descending aorta identified by the minimum
aortic area. These measures are shown for a representative aortic anatomy in Figure 4.2.
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Figure 4.2: Definitions of Ar and Ac from patient-specific aortic anatomy
Rc = ρ
A−2c − A−2r
2 (4.1)
where ρ is the density of blood, and the nonlinear pressure drop-flow relation is conse-
quently
dPc = Rc ∗ Q2c (4.2)
where Qc is the flow through the coarctation region. Rc was derived for all the 11 subjects in
the cohort except for patient 3 (who presented with a hypoplastic aorta, discussed in more
detail in Chapter 6). The approach for tuning the parameters for each of the 0D models is
described in the following sections.
104
4.1.1 Circuit 1: two resistance model
In this simple model the value of Rp determines the descending aortic pressure (P2 in Figure
4.1(a)), while the severity of the coarctation, represented by Rc, then determines the ascend-
ing aortic pressure (P1 in Figure 4.1(a)). The ascending aortic flow rate, represented by the
term Q1 in Figure 4.1(a), is preserved throughout the circuit. The value of the nonlinear
resistance Rp can be calculated directly from the peak flow and the pulse pressure for each
subject as follows:
Rp =
Ps − Pd
Q1max
− Rc · Q12max (4.3)
where Ps and Pd are the systolic and diastolic pressures, Q1max is the maximum ascending
aortic flow rate.
4.1.2 Circuit 2 : two resistance one compliance model
As shown in Figure 4.1(b), in this model, the value of Rp and Cp determine the descending
aortic pressure, P2. The severity of the coarctation, represented by the nonlinear resistance
Rc (computed as for circuit 1), then determines the ascending aortic pressure, P1. The mean
ascending aortic flow rate is preserved throughout the circuit, but the time varying form
of the ascending and descending aortic flow is distinct. Tuning was undertaken by first
keeping Cp constant and varying the value of Rip, from an initial value increased by 1% of
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the initial value until the error metric defines as:
Error = ((Pisys − Psystarget)2 + (Pidias − Pdiastarget)2)1/2 (4.4)
increasedwith change inRip, the value ofRip associatedwith theminimum error was recorded
as min(Rip). This process was then repeated with variation of Cip with Rp = min(Rip). For
each value of Rp and Cp the solution of the model was found by solving the system of equa-
tions

P1 − P2 = Rc · Q21
P2 = Rp · Q2
Qcp = Cp · dP2dt
Q1 = Qcp + Q2
(4.5)
The system 4.5 can be discretised in time adopting a fixed time step of Δt as

Pn1 − Pn2 = Rc · Qn1 · Qn−11
Pn2 = Rp · Qn2
Qcp = Cp · P
n
2−Pn−12
Δt
Q1 = Qcp + Q2
(4.6)
where n is the value of the variable at time tn, while n − 1 is the value of the variable at
time tn−1, and Δt = tn − tn−1. The pressure drop represented by the nonlinear Bernoulli’s
resistance Rc has been simplified by using both value of Q1 at time tn and time tn−1 into
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equation 4.2, this assumption is valid for sufficiently small values of Δt. The system in
4.6 corresponds to a set of algebraic equations where the unknown variables are Pn1 ,Pn2 , Qn2,
while Qn1 is the measured ascending aortic flow rate QAscAo, and can be included in the alge-
braic system 4.6 as

Qn1 = QAscAo(tn)
Pn1 − Pn2 = Rc · Qn1 · Qn−11
Pn2 = Rp · Qn2
Qcp = Cp · P
n
2−Pn−12
Δt
Q1 = Qcp + Q2
(4.7)
Thus, the system 4.7 can be written in a matrix form as

QAscAo(tn)
0
0
−Pn−12
0

=

1 0 0 0 0
RcQn−11 0 0 −1 1
0 Rp 0 0 −1
1 −1 −1 0 0


Qn1
Qn2
Qncp
Pn1
Pn2

(4.8)
The system in 4.8 was implemented in Matlab (MathWorks Inc.) and solved at each time
point using the Matlab mldivide command. The matrix two-norm condition number was
monitored during the solution process and results with a value superior to 1e−16 were dis-
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carded.
4.1.3 Circuit 3: two resistances and a compliance model with an addi-
tional supra-aortic compartment
The circuit 3 in Figure 4.1(c) was solved in a similar way. The value of Rc was computed
as for the previous 0D models. Compared to circuit 2, this model introduces an additional
compliance and resistance to represent the supra-aortic vessels (the brachiocephalic artery,
the left common carotid artery and the left subclavian artery). The equations that need to
be solved in order to close the system are:

Rc · Q22 − Rp · Q3 − Rs · Q5 = 0
Qcp = Cp · dP2dt
Q2 − Q3 − Qcp = 0
Q1 − Q4 − Q2 = 0
Q4 − Q5 − Qcs = 0
Qcs = Cs · dP1dt
(4.9)
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The system 4.9 can be discretised in time in terms of flow rates Qn,n−11,2,3,4,5 at time tn and tn−1,
pressures Pn−11,2 at time tn−1 and prescribed value for the ascending aortic flow QAscAo(tn) as

Qn1 = QAscAo(tn)
Rc · Qn2 · Qn−12 − Rp · Qn3 − Rs · Qn5 = 0
Δt · Qncp − Cp · Rp · Qn3 = −Cp · Pn−12
Q2 − Q3 − Qcp = 0
Q1 − Q4 − Q2 = 0
Q4 − Q5 − Qcs = 0
Δt · Qncs − Cs · Rs · Qn5 = −Cs · Pn−11
(4.10)
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where Pn1,2 where written in form of flow rate Qn3,5. The system 4.10 can be written using a
matrix form as
QAscAo(tn)
0
−Cp · Pn−12
0
0
0
−Cs · Pn−11

=

1 0 0 0 0 0 0
0 Rc · Qn−12 Rp 0 −Rs 0 0
0 0 −Cp · Rp 0 0 Δt 0
0 1 −1 0 0 −1 0
1 −1 0 −1 0 0 0
0 0 0 1 −1 0 −1
0 0 0 0 −Cs · Rs 0 Δt


Qn1
Qn2
Qn3
Qn4
Qn5
Qncp
Qncs

(4.11)
The system in 4.11 was implemented in Matlab (MathWorks Inc.) and solved at each time
point using the Matlab mldivide command. The matrix two-norm condition number was
monitored during the solution process and results with a value superior to 1e−16 were dis-
carded. The unknown vector of variables [Qn1,Qn2,Qn3,Qn4,Qn5,Qncp,Qncs]T and substituted into
equation
P1 = Rs · Q5 (4.12)
and
P2 = P1 − Rc · Q22 (4.13)
representing the ascending and descending pressures. In this 0D model, all the parame-
ters determine the descending aortic pressure, P2. The severity of the coarctation and the
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parameters in the supra-aortic circulation (Cs and Rs) then determine the ascending aortic
pressure, P1. Both the mean flow and flow waveforms are distinct in the ascending and
descending aorta. The parameters Cs,Rs,Cp,Rp were found by iteratively solving the sys-
tem 4.11, starting from tuning the total compliance value Ctot (sum of Cs and Cp) and then
the total resistance value Rtot (sum of Rs and Rp) in order to match systolic and diastolic
pressures at the ascending aorta. In this stage the total compliance and resistance value are
split evenly between the supra-aortic and descending aortic circuits. In a second stage , the
values to assign to Cs,Rs,Cp,Rp are found by varying the ratios tc = Cs/Cp and tR = Rs/Rp
to match the maximum value of the descending aortic flow Q2 with
Rp = Rtot · tR + 1tR , Rs = tR · Rp (4.14)
Cp =
Ctot
1+ tc
, Cs = Ctot − Cp (4.15)
where the parameter tR in 4.14 was varied from 0.7 to 3.7, while tc in 4.15 was varied from
0.8 to 2.3, both were sampled with a granularity of 0.05.
4.2 Results
In the following sections the results obtained from the 0D models are reported, commented
and compared.
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4.2.1 Circuit 1 analysis
The relevant patient-specific anatomical, pressure and flow parameters are reported in Table
4.1, along with the values of Rp computed for the circuit. Values are not reported for subject
Table 4.1: Patient specific anatomical, pressure and flow parameter used for the circuit 1.
Pressure (mmHg) Diameter (mm)
Subject Systolic Diastolic Inlet Ref CoA Rc(Pa · s ·m−6) Q1max(m3 · s−1) Rp(Pa · s ·m−3)
1 152 85 45 21 18 0.37·1010 5.78·10−4 1.33·107
2 125 75 29 29 23 0.18·1010 3.29·10−4 1.96·107
4 134 66 21 23 15 1.38·1010 5.64·10−4 0.82·107
5 147 95 29 27 14 2.06·1010 4.59·10−4 0.56·107
6 150 83 26 23 13 2.68·1010 3.89·10−4 1.25·107
7 138 69 23 20 16 0.76·1010 6.33·10−4 0.96·107
8 167 75 27 18 10 7.70·1010 2.75·10−4 2.32·107
9 130 100 32 26 16 1.11·1010 4.18·10−4 0.49·107
10 125 60 24 14 8 18.56·1010 4.56·10−4 -6.56·107
11 144 48 24 17 15 0.66·1010 4.91·10−4 2.28·107
3 as this subject involved a hypoplastic aorta and did not result in a focal narrowing of the
aorta. It is also notable that the value of Rp computed for subject 10 is negative. Clearly
this is non-physical and arises from the high value for Rc associated with the large change
in diameter between the reference and coarctation diameters for this subject. Figure 4.3
shows both P1 and P2 pressures computed for each subject, illustrating the contribution of
the coarctation to the pressure reported in the ascending aorta.
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Figure 4.3: Results from the 0D circuit 1 model, reported for all 11 subjects: P1 (in red) is
the pressure at the ascending aorta, P2 (in blue) is the pressure at the descending aorta, while
PP (dashed in black) is the target pulse pressure.
This simplified model does not take into account the aortic compliance, thus, peak pres-
sure drop across the coarctation corresponds with the instant of peak flow in the aorta. Using
this crude representation of aortic anatomy predicts a pressure gradient across the coarcta-
tion that is higher than the recommended threshold for clinical intervention (20 mmHg) for
subjects 4, 5, 6, 8 and 10.
4.2.2 Circuit 2 analysis
The values computed for Rp and Cp following the tuning process for circuit 2 are reported in
Table 4.2 along with the value of Rp for circuit 1 for comparison. In Figure 4.4 the surface
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response at different Rp and Cp is reported.
Table 4.2: Patient specific parameters used for the circuit 2 and compared to circuit 1. The
notation 1 indicates the values used for circuit 1, while 2 indicates the values used for circuit
2.
Subject Rc(Pa · s ·m−6) R1p(Pa · s ·m−3) R2p(Pa · s ·m−3) C2p(Pa ·m−3)
1 0.37·1010 1.33·107 1.18·108 0.775·10−8
2 0.18·1010 1.96·107 3.29·108 0.776·10−8
4 1.38·1010 0.82·107 5.64·108 0.972·10−8
5 2.06·1010 0.56·107 4.59·108 0.820·10−8
6 2.68·1010 1.25·107 3.89·108 0.606·10−8
7 0.76·1010 0.96·107 6.33·108 0.997·10−8
8 7.70·1010 2.32·107 2.75·108 0.281·10−8
9 1.11·1010 0.49·107 4.18·108 1.608·10−8
10 18.56·1010 -6.56·107 4.56·108 1.436·10−8
11 0.66·107 2.28·107 2.28·108 0.446·10−8
Figure 4.4: Surface response reported for the Circuit 2 analysis for patient 1 and patient 5.
It is notable that in all cases the value of Rp increased significantly by an order of mag-
nitude from circuit 1 to circuit 2. Figure 4.5 shows both P1 and P2 pressures computed for
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each subject, illustrating the contribution of the coarctation to the pressure reported in the
ascending aorta.
Figure 4.5: Results from the 0D circuit 2 model, reported for all 11 subjects: P1 (in red)
is the pressure at the ascending aorta; P2 (in blue) is the pressure at the descending aorta;
Ps(solid black) and Pd (dashed in black) are the is the target systolic and diastolic pressures,
respectively; Q1 (dashed in green) is the ascending aortic flow and Q2 (in magenta) is the
descending aortic flow.
The addition of peripheral compliance in the model reduces the significance of the coarc-
tation in determining the ascending aortic pressure, as a result the pressure gradient across
the coarctation is higher than 20 mmHg only for patient 10. The inclusion of peripheral
compliance reduces peak flow in the descending aorta significantly, but mean flow is main-
tained, and so descending aortic flow overestimates the values measured using PC-MRI
(discussed in more detail in Chapter 6). The peak pressure gradient across the coarctation
typically occurs after peak flow in the ascending aorta.
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4.2.3 Circuit 3 analysis
The values computed for Rp, Cp and Rs, Cs following the tuning process for circuit 3 are
reported in Table 4.3 along with the values of Rp and Cp for circuit 2 for comparison in
Table 4.4. In Figure 4.6 the surface response at different Rp and Cp is reported.
Table 4.3: Tuned parameters and error metrics for circuit 3 analysis. Ctot is the total com-
pliance; Rtot is the total resistance; Rs is the supra-aortic resistance; Rp is the peripheral
resistance; Cs is the supra-aortic compliance and Cp is the peripheral compliance.
Subject
Ctot
(10−7Pa ·m−3)
Error Ctot
(Pulse Pressure)
Rtot
(108Pa · s ·m−3)
Error Rtot
(both pressures)
Rs/Rp Cs/Cp
Error
Total
Error
Ps
Error
Pd
Error
QDescAo
1 0.0744 0.8525 1.1804 0.7769 0.85 2.25 0.0038 0.0359 0.7526 -0.3922
2 0.0761 0.5474 1.8178 0.6060 2.50 1.50 0.0005 -0.6374 -0.0747 -0.0687
4 0.0759 0.5874 1.2137 0.5566 3.55 1.35 0.0022 -1.3213 0.0170 0.5369
5 0.0705 0.4414 1.5494 0.7448 1.05 1.35 0.0082 -0.6021 -0.2900 -0.4881
6 0.0528 0.4639 1.5833 0.3928 0.80 1.25 0.0051 -0.0007 0.2444 0.4272
7 0.0878 0.3282 1.2374 0.3648 1.15 1.10 0.0090 -0.4211 0.0371 2.2584
8 0.0228 0.7436 1.8832 0.9208 1.45 1.25 0.0031 -1.0216 0.5920 -0.1974
9 0.1416 0.6941 1.7066 0.4955 0.85 1.70 0.0038 -0.2233 0.3163 0.5865
10 0.0790 0.6771 1.4479 0.5938 0.65 1.80 0.0168 7.4232 0.4609 0.6808
11 0.0424 0.5788 1.0905 0.4935 1.95 1.15 0.0019 -0.7139 0.2286 0.0044
Figure 4.6: Surface response for the Circuit 3 analysis reported for patient 1 and patient 5.
Figure 4.7 shows P1 and P2 pressures for each subject and the ascending and descending
aortic flow.
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Table 4.4: Comparison of tuned parameters between circuit 2 and circuit 3 analysis.
Subject
Rc
(Pa · s ·m−6)
R2p
(Pa · s ·m−3)
C2p
(Pa ·m−3)
R3tot
(Pa · s ·m−3)
C3tot
(Pa ·m−3)
C3tot/C2p R3tot/R2p
1 3.73·109 1.18·108 7.75·10−9 1.18 ·108 7.44·10−9 0.96 1.00
2 1.84·109 1.82·108 7.76·10−9 1.82·108 7.61·10−9 0.98 1.00
4 1.38·1010 1.14·108 9.72·10−9 1.21·108 7.59·10−9 0.78 1.06
5 2.06·1010 1.50·108 8.20·10−9 1.55·108 7.05·10−9 0.86 1.03
6 2.68·1010 1.54·108 6.06·10−9 1.58·108 5.28·10−9 0.87 1.03
7 7.67·109 1.20·108 9.97·10−9 1.24 ·108 8.78·10−9 0.88 1.03
8 7.70·1010 1.78·108 2.81·10−9 1.88 ·108 2.28·10−9 0.81 1.06
9 1.11·1010 1.69·108 1.61·10−8 1.71·108 1.42·10−8 0.88 1.01
10 1.86·1011 1.70·108 1.44·10−8 1.45·108 7.90·10−9 0.55 0.85
11 6.62·109 1.08·108 4.46·10−9 1.09·108 4.24·10−9 0.95 1.01
Figure 4.7: Results from the 0D circuit 3 model, reported for all 11 subjects: P1 (in red) is
the pressure at the ascending aorta; P2 (in blue) is the pressure at the descending aorta; Q1
(dashed in green) is the ascending aortic flow and Q2 (in magenta) is the descending aortic
flow.
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With the adopted tuning strategy the compliances and resistances have been successfully
tuned to match diastolic pressure in all the subjects in the cohort, with an error that is less
than 1%. When considering the systolic pressure, the adopted strategy has been able to
match the prescribed value in all cases except for subject 10, where the error was higher
than 7%. However, the total error defined by the Equation 4.4 remains under the tuning
threshold of 1%, as imposed by the tuning strategy threshold definition. Regarding the
maximum descending aortic flow rate, all models were successfully tuned to match this
value, except for subject 7 where the error was higher than 2%.
It is notable that the derived total compliance Ctot in circuit 3 is lower than the single value
Cp derived for circuit 2. On the other side, the total resistance Rtot in circuit 3 is very close to
the value derived for circuit 2, except for subject 10. As in the previous case the introduction
of a supra-aortic circulation improves the accuracy of tuning to descending aortic flow rate,
but as a results, the influence of the aortic coarctation is decreased, even for subject 10,
where the predicted peak-to-peak pressure drop becomes lower than the clinical threshold
for intervention (20mmHg).
4.3 Discussion
The first circuit represents the aortic coarctation as a nonlinear resistance, using the Bernoulli
pressure drop equation, without considering the effect of downstream circulation. The sec-
ond circuit include a peripheral resistance and compliance, and separate ascending and de-
scending aortic pressure responses, a two element Windkessel model was adopted instead
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of a three-element for limiting the number of unkown parameters that the algorithm needs
to be found. In the third circuit a supra-aortic two elements Windkessel model was added
and represent the supra-aortic circulation as one single circuit for the sake of simplicity and
since no information regarding the flow at each of these branches was provided. In circuit 1
the amount of flow that passes through the coarctation site directly determines the pressure
drop across the coarctation, this is expected to overestimate the actual pressure drop for two
reasons. Firstly, the full ascending aortic flow passes through the coarctation without any
flow diverted to the supra-aortic circulation. Secondly, the simple coarctation resistance
model assumes that none of the Bernoulli pressure drop is recovered distal to the coarcta-
tion. In circuit 2 the form of the ascending and descending aortic flow are separate and
the peak flow that passes through the coarctation site changes significantly. The peripheral
resistance Rp also increased to match diastolic measured pressure, resulting in a good repre-
sentation of peak to peak pressure variation for all subjects except for case 10, were the peak
to peak pressure increased with respect to the previous case from 52 mmHg to 264 mmHg.
However, this form of model does not consider the contribution of supra- aortic vessels on
the descending aortic flow and preserves the mean ascending aortic flow rate through the
model. In the third model the supra-aortic vessel circulation introduces variation between
ascending and descending aortic mean flow and allows the model to be tuned to match not
only systolic and diastolic pressure values but also peak descending aortic flow. It is notable
that as the form of the model becomes more complex the peak-to-peak pressure gradient
between the ascending and descending aorta tends to reduce.
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4.4 Conclusion
The analysis detailed in this chapter represents a first attempt to assess the interaction be-
tween local aortic haemodynamics and subject-specific parameterization of windkessel rep-
resentations of the peripheral and supra-aortic circulation using clinically measured data.
From the analysis of these 0D models, it is clear that the significance of the coarctation be-
comes less from the simple two resistance model to the inclusion of both the peripheral and
supra-aortic circulation. These results provide a context within which to interpret outcomes
of the tuning process reported for a more complex model of aortic haemodynamics using
1D and 3D model approaches reported in Chapter 6.
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5
Pre-processing steps
This chapter describes development of the pre-processing steps to support geometry ex-
traction of anatomical features such as the aortic geometry. Therenva has more than ten
years experience in the development of software solutions for the extraction of anatomi-
cal features from CT scan images for the planning of endovascular surgery. The Endosize
software framework is able to automatically extract the aortic wall and centerlines from pre-
operative CT images in only a few seconds using an intuitive and adaptable interface. The
current segmentation procedure implemented within Endosize is optimized for the extrac-
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tion of the main anatomical structures in the thoracic and abdominal aorta, but is not well
suited for segmentation of the smaller supra-aortic vessels which are especially important
when the segmentation step is used as the starting point for 3D CFD simulation. This chap-
ter describes the implementation of an alternative segmentation methodology implemented
within Endosize to improve supra-aortic vessel extraction. At the current time the Endosize
framework does not support processing of MR images such as those provided by collabora-
tors at the University of Bern to provide a cohort of patients for assessment of the proposed
CFD workflow. Therefore, the second part of this chapter details segmentation of aortic
geometry from MR images for the Bern cohort using existing tools. The pre-processing
steps to generate suitable meshes for CFD analysis are outlined along with a steady-state
mesh sensitivity analysis for the identification of the optimal mesh density to adopt for the
transient CFD simulations described in Chapter 6.
5.1 Patient specific geometry extraction
5.1.1 Introduction
The segmentation methodology presented here has been implemented inside an existing
FDA-approved and CEmarkedmedical software device: Endosize (Therenva, Rennes). En-
dosize is commercially available software used for planning minimally invasive endovscu-
lar techniques such as EVAR (Endovascular Abdominal Aortic Repair), TEVAR (Thoracic
Endovascular Aortic Repair), FEVAR (Fenestrated Endovascular Aortic Repair), Periph-
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eral Vascular Stenting (PVS) and TAVI (Transaortic Valve Implant). Starting from CT scan
images, clinicians are provided with tools to automatically reconstruct the aortic centerline,
take anatomical measurements and choose the interventional strategy to adopt for a specific
patient.
The new segmentation method has been compared with the existing segmentation method
adopted by Endosize ( based on the region growing approach). Whilst, the existing method
provides an excellent definition of the internal lumen of the aortic trunk (especially in the
case of AAA), it does not capture the small supra-aortic vessels (brachio- cephalic trunk, left
carotid artery and subclavian artery) well, which are not only crucial for defining boundary
conditions to be used for fluid-dynamic simulations, but also determine local haemodynam-
ics.
The workflow of the new segmentation method is outlined in Figure 5.1
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Figure 5.1: Flowchart describing the filter steps used for the novel segmentation method.
5.1.2 Methods
CT images were initially denoised in a preprocessing (enhancing) stage. The algorithms
used for both the pre-processing (enhance) phase, shown in Figure 5.1(1-3), and extraction
of the final geometry, shown in Figure 5.1(4-9), have been taken from available algorithms
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in two open source libraries: ITK (Insight Segmentation and Registration Toolkit (Johnson
et al., 2015)) and VTK (Visualization Toolkit (Avila, 2006)); and imported into the Endo-
size library. For testing the segmentation method, CT contrast-enhanced anonymized scan
images were used from an open source data file system (Osirix Advanced Imaging in 3D,
2016). This data represents a case of a Dilated Thoracic Aorta. Geometry extraction with-
out denoising is difficult since the intensity distribution of the raw images is irregular due
to noise. At first, a median filter (Figure 5.1(2)) was used to remove salt-and-pepper noise
without biasing the contour of the structures. In the second enhancement phase a curvature-
based anisotropic diffusion filter (Figure 5.1 (3)) (Whitaker & Xue, 2001) implemented in
ITK was employed. This anisotropic diffusion filter reduces the effect of additional dis-
turbing artifacts while preserving the boundaries and fine details of the organs and tissues
even on weaker contrast CT images. For this specific case a numerical time step of 6 msec
(used for solving the iterative scheme) was imposed, for guaranteeing the convergence of
the finite difference scheme, 5 iterations were adopted, with a conductance value of 1.5
(Johnson et al., 2015).
Multiple points were selected as seed points over the centerline of the aortic region that
needed to be extracted: ascending, descending and supra-aortic vessels. A total of 200
points were automatically chosen along the extracted aortic centerlines at different CT
slices, by using the pre-existing algorithms already implemented inside Endosize (Therenva,
Rennes). The seed points were equally spaced along the vessel centerline which is extracted
in the preliminary phase when the user is asked to define two points, one at the ascending
and the second at the descending aortic region in order to extract the region of interest (ROI),
via a adapted region growing algorithm.
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A fast-marching level-set method (Sethian, 1996) implemented in ITK was customized to
extract an initial aortic region using the intensity information of the selected seed points.
The fast-marching level set method consists of four steps: (1) calculation of the CT image
gradient magnitude at each voxel, (2) calculation of the contour propagation speed based
on the gradient magnitude at each voxel, (3) calculation of the arrival time of the propaga-
tion contour at each voxel and (4) generation of the initial aortic region based on calculated
arrival time by using a binary image filter implemented in ITK (Whitaker & Xue, 2001).
The gradient magnitude recursive gaussian filter (Deriche, 1992) implemented in ITK was
used to perform a first derivative and a smoothing, via the convolution of the gaussian fil-
ter, on the CT image dataset voxels. The contour propagation speed for the fast-marching
level set method was calculated based on the CT image gradient magnitude using a sigmoid
function implemented in ITK as
S = 1
1+ e− G−βα
(5.1)
where G is the gradient magnitude, α and β are the parameters which magnify the inten-
sity differences between the aortic lumen and the non-aortic lumen in each CT slice. The
parameter β was taken as
β = 2lmax
(5.2)
where lmax is the maximum of all the intensity values measured along the vessel centerline,
at the seed points, in the gradient magnitude image, while α is the average value of all the
intensity values measured along the vessel centerline, at the seed points, in the gradient
magnitude image.
The arrival time of the propagating front is calculated by solving the wave-front Eikonal
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equation
‖∇Ti‖S = 1 (5.3)
The extraction of the vessel geometry via the fast-marching algorithm is based on the com-
putation of the arrival time Ti for each CT slice of propagating fronts from different initial
seed points. The arrival time is a function of the position and the speed function S, is taken
as sigmoid filtered image. The Eikonal equation is solved using the upwind, viscosity-s
scheme (Prados et al., 2006). Lastly, an initial binary aortic region was generated based on
the calculated arrival times. The voxels with their arrival times in a certain threshold value
(taken as 50) were considered as the initial aortic region.
In the final step of the segmentationmethod a laplacian level set algorithm (Osher& Sethian,
1988) implemented in ITKwas used. The laplacian filter resolve a level set equation by find-
ing the solution , called also the zero level set solution, of the implemented partial derivative
equation
φt + F(x)‖∇φ‖+ α1H(x)‖∇φ‖+ β1P(x) · ∇φ = 0 (5.4)
Where the first term is the derivative in time of φ, the second term is the inflation term, the
third term is the penalization term, where H(x) is equal to
H(x) = ∇ · ∇φ‖∇φ‖ (5.5)
and the fourth term is the attraction potential term, P(x) equal to
P(x) = −‖∇I(x)‖ (5.6)
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where I(x) is the intensity map value of the image. The inflation term controls the prop-
agation of the surface along the gradient with a velocity expressed by the term F(x). The
penalization term is added to ensure the smoothness of the surface and it is controlled by the
term α1 (taken as 10). The attraction potential is a convective term that drives the surface of
the front towards the edges and it is controlled by the term β1 (taken as 60). The extracted
contour of the aortic region was slightly dilated using a binary dilatation method (Nodes &
Gallagher, 1982) implemented in ITK.
5.1.3 Results
Figure 5.2 shows a comparison of the new segmentation and the previous segmentation
algorithm used within Endosize, based on the region growing algorithm. The extraction
timewith the newmethod is 956 sec (around 15minutes), while the existingmethod requires
0.318 seconds with an Intel(R) Xeon(R) 3.50GHz.
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Figure 5.2: Visual representation of the segmentation accuracy of the aortic region: Existing
segmentation procedure based on the region growing method, (a) sagittal slice-highlighted
segmented region, (b) extracted 3D geometry with centerlines. New segmentation proce-
dure, (c) sagittal slice-highlighted segmented region, (d) extracted 3D geometry with cen-
terlines. 129
5.1.4 Discussion
The implementation of the new segmentation methodology provided a good result for the
test CT dataset. In particular, the supra-aortic vessels were accurately delineated, and the
overall geometry was in good agreement with the aortic geometry present in the CT im-
ages. When compared to the existing region growing method, the proposed methodology
provided better results especially in the region of the aortic arch. Comparison of the cross-
sectional area outside this region is a good agreement between the methods with a maxi-
mum difference of 1%. However, the improved segmentation significantly increased the
time required for geometry extraction. Similar segmentation procedures have been used in
literature by Yang et al. (2014) for segmenting liver structures from CT scan images, and
Antiga et al. (2008) for extracting aortic vessel structures from MRI images. Yang et al.
(2014) performed a pre-processing phase by using the same anisotropic filter for denoising
CT scan images then applied the fast-marching algorithm with different seed points. The
seed points were manually chosen by the operator, therefore, the segmentation is an hy-
brid form between a manual and an automatic segmentation procedure. The pre-existing
algorithm implemented within Endosize (Therenva, Rennes) allows seeds points to be au-
tomatically selected on the centerline of the aorta. Antiga et al. (2008) were the first to use
a coupling of a fast-marching algorithm with a level set algorithm to perform an automatic
segmentation of the aortic trunk and collaterals. In their methodology they only used two
seed points (one in the suprarenal aorta and the other at the iliac bifurcation) for segment-
ing the entire geometry, which may be inferior to this approach where multiple initial seed
points are provided. Figure 5.3 shows that the segmentation it is not as accurate when only
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two seed points are used for segmenting the entire aortic geometry.
It worth notice that Computer Tomography is not an imaging technique commonly used
when dealing with coarcted patient, even though it can provide excellent anatomic detail
of the aorta, the coarctation segment and collateral circulation as well as other associat-
ing aortic and cardiac abnormalities (such as left ventricle hypertrophyor bicuspid aortic
valve) due to its high spatial resolution (0.5-0.625 mm full width at half maximum (Lin
& Alessio, 2009)). In addiction, CT scan is less susceptible to artifacts due to the present
of the stent. However, CT scan has some common drawbacks that are linked to the quan-
titave of radiation at which the patient is subjected at each examination that can lead to a
potential cumulative exposure damages, especially in pediatric patients where a constant
follow-up is needed, potential contrast allergy or chronic kidney disease. Therefore cardiac
MRI and MRA are frequently preferred over the CT imaging, not only because is ionizing
radiation–free, but also because the contrast used to enhance the vasculature (Gadolinium
based contrast) can be used to evaluate safetly patients with mild or moderate renal insuffi-
ciency. In addition, the use of cine phase contrast sequences allows the detection of aortic
flow rate and other hemodynamic features at different levels of the aorta. However, when
compared to CT scan imageMRI has a lower spatial resolution (1-2 mm in full width at half
maximum (Lin & Alessio, 2009)), that may question the accuracy of the reconstruction of
stenotic regions. This section explored the possibility to integrate CT scan in the simulation
workflow through a developed segmentation process that allows the automatic extraction
of the geometrical of the aortic geometry. The segmentation can be easily integrated inside
Endosize, since it has been adapted for dealing with CT images, in order to complete the
simulation process, inlet and descending aortic flow rates or velocity information needs to
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be provided through PC-MRI or eco-doppler measurements.
Figure 5.3: Visual representation of the segmentation accuracy of the aortic region when
only two seed points are considered along the vessel centerline (at the proximal and distal
aorta). (a) Sagittal slice - highlighted segmented region (b) Extracted 3D geometry with
centerlines, in the case when Fast Marching Filter threshold is equal to 50.
5.1.5 Conclusion
This section reports successful application of a novel image processing chain applied to rep-
resentative clinical data. This processing chain has been implemented directly within En-
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dosize (Therenva, Rennes), a commercially available software used for planning minimally
invasive techniques. The performance of the algorithm has been compared with the existing
Endosize segmentation method (based on the region growing approach). The new method
produced a more accurate aortic segmentation, particularly in the region of supra-aortic
branches. Further work to examine the efficacy of the proposed method should include a
statistical study of performance across many datasets.
5.2 3D geometry extraction for Bern cohort
A detailed description of data processing associated with the Bern patient cohort is provided
in Chapter 5. In this section the specific steps associated with segmentation of the 3D aortic
geometry for CFD analysis are described. In this patient cohort contrast-enhanced magnetic
resonance angiography was performed as a first assessment for clinical suspicion of aortic
coarctation or as a follow-up exam after previous surgical intervention for all 11 patients.
The subjects were scanned in the supine position using a 1.5T MAGNETOM Aera scanner
(Siemens Healthcare, Erlangen, Germany) using a T1 weighted, k-space, spoiled gradient
recalled echo sequence (echo time: 1.1ms , repetition time: 3.17ms , flip angle: 30 , field
of view: 370− 420mm, slice thickness: 1− 1.2mm, acquisition matrix: 384x250 recon-
structed to 512x512) and intravenous gadolinium-based contrast medium injection with
optimal contrast timing to enhance the thoracic aorta (contrast flow at 3.5ml · s−1) using
the test-bolus technique.
The 3D geometrywas then reconstructed using semi-automatic segmentation software (Philips
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Intellispace, Philips, Koninklijke, Netherlands) to provide the aortic geometry in the form
of an STL file. The STL file was post processed manually using the open source software
Autodesk MeshMixer (Autodesk, Inc). The final STL was truncated to obtain four outlets
(cutting the surface perpendicular to the extracted centerline) using the vmtk toolkit Antiga
et al. (2008).
5.2.1 Results
The typical geometry processing time is less than 15 minutes for each patient. The final
results are shown in Figure 5.4 for all the patients in the cohort.
5.3 Mesh sensitivity analysis
Mesh resolution and design are two important factors that can affect the results of a nu-
merical simulation. A mesh sensitivity analysis is frequently performed in order to assess
whether the obtained solution is independent of the resolution of the numerical grid. Gen-
erally, the mesh sensitivity analysis starts by setting up at least three identical simulations
with same boundary conditions, resolution scheme and material properties but with a dif-
ferent mesh density: a coarse, medium and a fine mesh. The evaluation of the mesh quality
is affected by the output parameter under investigation, a physical parameter that can be
derived from the simulation, such as Pressure, Flow or Wall Shear Stress distribution. An
appropriate mesh density provides a good compromise between the accuracy of the results,
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Patient 1 Patient 2 Patient 3 Patient 4
Patient 5 Patient 6 Patient 7 Patient 8
Patient 9 Patient 10 Patient 11
Figure 5.4: Post-processed 3D geometries adopted in the mesh sensitivity analysis.
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Table 5.1: Mesh densities adopted in the studies presented in the introductory chapter of
the thesis.
CoA Study Number of elements
LaDisa et al. (2011) 2− 3 · 106 tetrahedral elements
Coogan et al. (2011) 2 · 106 tetrahedral elements
Menon et al. (2012) 4 · 106 tetrahedral elements
Wendell et al. (2013) 3 · 106 tetrahedral elements
Kwon et al. (2014) more than 8 · 106 tetrahedral elements
Pant et al. (2014) 0.29− 3.75 · 106 tetrahedral elements
Goubergrits et al. (2015a) 2 · 106 tetrahedral elements
Cosentino et al. (2015) 1 · 106 tetrahedral elements
Zhu et al. (2018) 1− 2 · 106 tetrahedral elements
when compared to an equivalent experimental set-up or a known analytical solution, and
the computational cost of the simulation. Most studies reported in the introductory chapter,
provided information on the number of elements used to discretize the fluid domains. The
number of elements used in previous studies are reported in Table 5.1 in terms of the number
of cells of a medium size grid designed for the mesh sensisitivity analysis. In all of these
studies, the 3D geometries were discretized using tetrahedral elements. The mesh densities
vary from 0.29 to 8 ·106 tetrahedral cells. Kwon et al. (2014) used the highest cell density
to discretize their models, since they aimed to adequately resolve flow features towards
stent structures. On the other way, Pant et al. (2014) demonstrated that a mesh density of
300 000 elements can adequately resolve the fluid domain in terms of flow and pressure
field, with negligible difference when compared to a finer mesh of more 1 · 106 tetrahedral
elements. It is worth noting that in these studies no information was reported regarding the
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maximum or minimum element volume, length or any other parameter to provide a more
detailed insight into the spatial resolution of these meshes.
In this study all the geometries have been discretised using polyhedral elements. Polyhedral
elements were first introduced by (Oaks & Paoletti, 2000) and the meshing algorithm was
officially release in 2005 by CD-adapco (Melville,NY) into their CFD based solver named
STAR-CCM+. In the literature, few groups have used this type of mesh for haemodynamic
simulations (Lotfi et al., 2016; Spiegel et al., 2011; Karmonik et al., 2012). Spiegel et al.
(2011) conducted a comparative study between polyhedral and tetrahedral-based meshes,
evaluating velocities and Wall Shear Stress distribution at different points in two cerebral
aneurysm geometries: a saccular carotid aneurysm and a terminal basilar tip aneurysm.
This comparison was conducted for both steady and transient flow, using the same analysis
settings for all mesh densities. The results showed that polyhedral elements were able to
resolve complexWSS pattern with around 60% less elements compared to tetrahedral mesh
types. In addition, polyhedral elements showed improved convergence of the solution in
terms of number of iterations to achieve the residual convergence threshold, and conse-
quently the computational time required for the simulation. Peric (2004) had already inves-
tigated the advantages of polyhedral meshes over the existing meshing technques in many
CFD engineering applications, demostrating that polyhedral grid cells not only improve
convergence, stability and computational time but also they are less sensitive to stretching
(especially in restricted regions), providing a better approximation of velocity gradients and
recirculation zones. The latter is explained by the topoloogy of the polyhedral cell itself. Un-
like tetrahedral meshes, in polyhedral meshes a single cell could have at least ten neighbors
(while tetrahedral only a couple of neighbors), improving the computation of the gradient at
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cell centers with the associated linear shape functions, especially near the boundaries where
automatic meshing approaches can lead to a single tetrahedral cell touching the boundary
with its corner, while a polyhedral cell is able to touch this surface with its entire face.
This section reports a mesh sensitivity analysis performed on the 3D domain for all 11 pa-
tients in the cohort, in order to define the minimum mesh density required to perform the
simulations reported in Chapter 6.
The geometries were automatically meshed in ANSYS classic (ANSYS, Canonsburg, PA,
USA) by means of a parameterised script file with the final mesh densities reported in Table
5.3. The geometries were meshed using polyhedral elements with five prism layers at the
wall, using an expansion ratio of 1.2, in order to improve the resolution of the boundary
layer at the wall. The number of boundary layers and the expansion ratio (ratio between the
first and last element of the boundary layer) were chosen to ensure that the mesh does not
become overly distorted at the supra-aortic vessels (BCA, LCA, LSUB) where the radius is
small. Figure 5.5 shown a detailed view of the medium size mesh generated for Patient 1.
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Figure 5.5: A detail of the medium size mesh adopted for Patient 1. The geometry was
meshed using polyhedral elements in the core fluid region together with a five prism bound-
ary layer near the wall.
5.3.1 Boundary conditions
The simulations were performed in steady state. At the inlet, the peak flow, measured from
Phase Contrast MRA (see Chapter 6 for further information), was applied using a flat veloc-
ity profile. A constant pressure was applied at each outlet of the numerical domain using
outlet-specific pressure values taken from the transient simulations reported in Chapter 6,
at peak systolic flow (see Table 5.2). A no-slip condition was applied at the wall and the
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simulation convergence criteria for momentum and continuity residuals were set at 1e−5.
Blood was assumed to be an incompressible Newtonian fluid (the density, ρ, was set to
1060kg ·m−3 while the viscosity, µ, was set equal to 4.5 Pa · s−3).
Table 5.2: Boundary conditions adopted for the mesh sensitivity analaysis.
Peak Mass Pressure (mmHg)
flow rate (kgs−1) BCA LCA LSUB Descao
Patient 1 0.61 133 131 132 119
Patient 2 0.35 117 112 114 110
Patient 3 0.29 119 119 118 103
Patient 4 0.61 112 118 116 134
Patient 5 0.49 157 154 156 154
Patient 6 0.41 146 145 136 127
Patient 7 0.69 135 134 130 111
Patient 8 0.29 130 129 129 110
Patient 9 0.44 166 157 160 149
Patient 10 0.48 185 179 180 126
Patient 11 0.52 146 142 124 126
5.3.2 Assessment of mesh convergence
As explain in the introduction of this chapter, in all numerical studies it is important to as-
sess the ability of the computational mesh to adequately resolve the governing equations,
producing an acceptably small variation in the parameters under investigation. In this case
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the primary output under investigation is the pressure distribution along the vessel center-
line which determines the pressure gradient across the coarctation. For the patient-specific
analyses reported here no analytical solution or experimental result is available for compar-
ison so the independence of the results to cell grid size is based on the comparison with
an extrapolated solution equivalent to the case when the cell grid size is zero. For this pur-
pose, the Richardson’s extrapolation method was adopted to estimate the exact solution and
predict the error of the numerical solution at each mesh size (Roache, 1994; Stewart et al.,
2009). Richardson’s method requires at least three meshes and a reference length (hi), the
maximum element length, for each mesh and the numerical solution (fi), which is, in this
case, the pressure distribution along the aortic centerline. The refinement ratio is defined
as
rmesh =
h2
h1
=
h3
h2
(5.7)
where i = 3 is the finest mesh density. The order of the numerical solution is equal to
psol =
In f3−f2f2−f1
In(rmesh)
(5.8)
And the Richardson extrapolation predicts the value at h = 0 (to return an estimate of the
exact solution)
fh=0 = ffine +
f1 − f2
rpsol − 1 (5.9)
The relative error is defined as the absolute difference between Richardson’s solution and
the numerical solution for each mesh and is normalised relative to the mean amplitude of
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pressure in order to avoid division by zero
Error = fi − fh=01
n
∑N
j=1 fh=0
· 100 (5.10)
Where N is the number of points (along the vessel centerline). The mesh densities used in
this study are reported in Table 5.3 for all the 11 patients in the cohort.
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Table 5.3: Patient mesh densities used in the sensitivity study from the coarser (NA1) to
the finer mesh (NA3).
Type Numberof Elements
Min Element
Edge Length
(m)
Max Element
Volume
(m3)
Patient 1 NA1 241476 1.62·10−3 4.26·10−9
NA2 564822 1.15·10−3 1.51·10−9
NA3 1237944 8.33·10−4 5.97 ·10−10
Patient 2 NA1 200221 2.14·10−3 9.85·10−9
NA2 465929 1.17·10−3 1.60·10−9
NA3 1037420 8.43·10−4 5.99·10−10
Patient 3 NA1 55462 1.45·10−3 3.02·10−9
NA2 105205 1.09·10−3 1.31·10−9
NA3 230951 7.97·10−4 5.06·10−10
Patient 4 NA1 123156 1.52·10−3 3.54·10−9
NA2 243057 1.16·10−3 1.54·10−9
NA3 544991 1.61·10−4 4.14·10−12
Patient 5 NA1 197287 1.57·10−3 3.88·10−9
NA2 414011 1.12·10−3 1.41·10−9
NA3 923975 8.26·10−4 5.64·10−10
Patient 6 NA1 126724 1.55·10−3 3.76·10−9
NA2 257415 1.20·10−3 1.71·10−9
NA3 603176 8.42·10−4 5.96·10−10
Patient 7 NA1 124557 1.63·10−3 5.34·10−9
NA2 276698 1.14·10−3 1.47·10−9
NA3 621294 8.12·10−4 5.34·10−10
Patient 8 NA1 103723 1.57·10−3 3.90·10−9
NA2 220962 1.11·10−3 3.90·10−9
NA3 508201 8.09·10−4 5.30·10−10
Patient 9 NA1 167679 1.60·10−3 4.06·10−9
NA2 364572 1.16·10−3 1.55·10−9
NA3 1003314 8.26·10−4 5.63·10−10
Patient 10 NA1 215597 1.11·10−3 3.92·10−9
NA2 445133 8.72·10−4 1.38·10−9
NA3 97066 1.58·10−3 6.63·10−10
Patient 11 NA1 102533 1.57·10−3 3.86·10−9
NA2 218617 1.16·10−3 1.58·10−9
NA3 489772 8.24·10−4 5.60·10−10
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5.3.3 Results
The mean (Errmean) and maximum (Errmax) errors are reported in Table 5.4 for each mesh
density (NA1, NA2 and NA3) for all patients in the cohort. The NA1 solution was found to
have largest deviations fromRichardson’s solution for each patient in the cohort. For Patient
3,7,11 NA1 failed to produce a converged solution. NA2 and NA3 exhibit lower error
values and produce solutions that were converged for all patient geometries. The centerline
pressure for all mesh densities and the resulting solution using Richardson’s extrapolation
method are compared in Figure 5.6.
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Table 5.4: Mean and maximum errors reported for different meshes: NA1, NA2 and NA3.
NA1 NA2 NA3
Patient 1
Errmean 0.77 0.55 0.01
Errmax 1.72 1.21 0.02
Patient 2
Errmean 1.08 0.14 0.04
Errmax 1.58 0.29 0.07
Patient 3
Errmean 4.39 1.79 1.01
Errmax 6.56 2.63 1.50
Patient 4
Errmean 1.06 0.93 0.03
Errmax 3.76 3.19 0.1
Patient 5
Errmean 0.3 0.07 0.03
Errmax 0.71 0.11 0.05
Patient 6
Errmean 0.29 0.26 0.1
Errmax 0.91 0.81 0.32
Patient 7
Errmean 2.2 1.47 0.78
Errmax 5.92 3.95 1.49
Patient 8
Errmean 0.11 0.06 0.01
Errmax 0.25 0.11 0.01
Patient 9
Errmean 0.23 0.07 0
Errmax 0.58 0.24 0
Patient 10
Errmean 0.38 0.13 0
Errmax 1.11 0.49 0.02
Patient 11
Errmean 3.45 1.45 0.64
Errmax 4.53 1.91 1.21
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Figure 5.6: Centerline pressure graphs reported for all the patients in the cohort. The coarc-
tation region has been highlighted for all the patients except for patient 3 since it represents
a hypoplastic aorta.
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5.3.4 Discussion
As explained in the previous section, the topological assumption behind the formulation of
the polyhedrical elements gives a reasonable explanation about why the maximum number
of elements reported in Table 5.3 used to discretize all the patient specific geometries are
far less then those reported in the literature (see Table 5.1). As no mesh size parameters
were provided in these works, a direct comparison of spatial resolution is more difficult.
All the meshes reported here have been generated using a script file that takes as input
the smoothed STL geometries and returns the meshed grid volume, reducing sensitivity to
operator-dependent mesh definition andmaking the process well suited to integration within
an automated software workflow such as EndoSize. The results showed that for all patient
geometries the medium size mesh (NA2) provided a good compromise between accuracy of
the pressure profile along the centerline and computational time required by the simulation.
As a result the NA2 mesh density was used for all analyses reported in Chapter 6 to set up
3D transient simulations.
5.4 Summary
In this chapter different segmentation strategies has been presented. All these solutions
has been adopted in order to provide 3D geometries that will be used in the numerical
analysis adopted in the following chapter (chapter 6). The first strategy was developed
inside Endosize and precisely studied to increase the accuracy during the exctraction of
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supra-aortic vessel during the exctraction of the aortic geometry for the CFD simulations.
It implies a combination of available filters that help to pre-process, enhance and extract the
aortic region from a CT scan data set. Unfortunately the data that have been provided by the
University Hospital of Bern for this study did not make possible to use this segmentation.
Therefore an alternative strategy has been proposed to overcome this limitation. The 3D
aortic geometry for the given Bern data have been presented together with a CFD mesh
sensitivity steady steate analysis with the final to provide the optimal mesh density that will
be used in the following chapter (chapter 6).
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Clinical application: Aortic coarctation
This chapter details the analysis of clinical data obtained from 11 patients undergoing as-
sessment of severity of coarctation. The cohort was heterogeneous and included patients
who had already undergone coarctation repair. The clinical data collected included MR
images of aortic geometry, MR phase contrast measurements of aortic flow rate in the as-
cending and descending aorta (proximal and distal to the coarctation site) and cuff pressure
measurements from the right arm and at the foot.
All data were collected at Bern University Hospital, following a protocol approved by the
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local ethics committee and the volunteers provided written informed consent (Swiss Adult
Congenital Heart Disease Registry, SACHER,ClinicalTrials.gov Identifier NCT02258724).
The chapter is organized as follows: first, clinical patient-specific data collection and pro-
cessing is described, from the acquistion of the subject-specific geometries and flow rate
waveforms with MRI techniques to the pressure measurements acquired during the clin-
ical assessment or follow-up examination; then, two geometrical multi-scale models are
presented (0D/1D models and 3D/0D models) and the tuning process used to derive patient-
specific outflow boundary conditions is introduced toghether with the strategy used to in-
clude vessel wall deformability. Data processing of model outputs is described followed
by results, including comparison between predicted and measured pressure gradient across
the coarctation and the descending aortic flow rate; the discussion focusses on potential fu-
ture application of the workflow within the clinical setting and comparison with previously
reported approaches.
6.1 In vivo data: acquisition and model generation
Contrast-enhanced magnetic resonance angiography (CE-MRA) was performed as a first
assessment for clinical suspicion of aortic coarctation or as a follow-up exam after previous
surgical intervention for all 11 patients. As stated before, the cohort included patients who
already underwent to a surgical intervention with a patch repair or end-to-end anastomosis,
with an average age of 32.89 ±14.66 years old, and 55% of males, as reported in Table
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6.1. Patient 3 presented with a case of hypoplastic aortic arch, where, due to an abnormal
embryological development, the narrowing of the aorta is not localized but it is extended
to the thoracic and abdominal segments (Langley et al., 2013). In terms of number of pa-
Table 6.1: Patient cohort classification: native, surgically repaired or hypoplastic descend-
ing aorta. Information about sex and age are reported for each case (average age: 32.89
±14.66 years old, 55 % of males)
Sex Age Type
Patient 1 Male 28 native
Patient 2 Female 59 native
Patient 3 Female 20 hypoplastic descending aorta
Patient 4 Male 21 surgically repaired (end-to-end anastomosis)
Patient 5 Male 58 surgically repaired (patch repair)
Patient 6 Female 34 surgically repaired (end-to-end anastomosis)
Patient 7 Male 36 native
Patient 8 Female 41 surgically repaired (end-to-end anastomosis)
Patient 9 Female 25 native
Patient 10 Male 22 native
Patient 11 Male 18 surgically repaired (end-to-end anastomosis)
tients, this study is similar to other computational studies reported in the literature, whilst in
terms of average age the patients in the cohort were older (see Table 1.2 in chapter 1). The
heterogeneity of the classification of the cohort is similar to variability reported in other
studies (Itu et al., 2013; Ralovich et al., 2015; Goubergrits et al., 2015b,a; LaDisa et al.,
2011; Valverde et al., 2011; LaDisa et al., 2011).
152
6.1.1 Aortic geometry
The 3D aortic geometry was extracted from contrast-enhanced magnetic resonance angiog-
raphy (CE-MRA) images and described in the previous chapter. It is notable that the length
of each supra-aortic branch varied due to loss of signal towards the borders of the volume
(as shown in Figure 5.4), which may result in a reduced accuracy of the segmentation in
these regions (Ralovich et al., 2015). An overview of this process for a single patient is
illustrated in Figure 6.1.
For all patients the severity of the coarctation was quantified from the geometrical 3D ex-
tracted shape, using the measure reported in Goubergrits et al. (2015b), the degree of steno-
sis (DS)
DS =
(
1− AstAd ) (6.1)
Where Ast is the cross-sectional area at the stenosis (the minimum reported value along
the vessel’s centerline) and Ad is the cross-sectional area of the descending aorta 150 mm
downstream of the model inlet. For patient 3 the DS value was not reported as this case
represents a hypoplastic descending aorta. The mean value of DS was 48 ± 23% in line
with previous published works such as Goubergrits et al. (2015b) 54.8±19.21%, Itu et al.
(2013) 48.2± 7% , Ralovich et al. (2015) 41± 9.5%.
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Table 6.2: Degree of Stenosis reported for each of 11 patients in the cohort study. For patient
3 geometrical values were not reported as this case represents a hypoplastic descending
aorta.
Inlet
diameter
(mm)
Reference
diameter
(mm)
Stenosis
diameter
(mm)
DS (%)
Patient 1 45 21 18 10
Patient 2 29 29 23 36
Patient 4 21 23 15 59
Patient 5 29 27 14 79
Patient 6 26 23 13 68
Patient 7 23 20 16 22
Patient 8 27 18 10 69
Patient 9 32 26 16 45
Patient 10 24 14 8 72
Patient 11 24 17 15 23
154
(a) (c)
BCA
LCA
LSUB
DescAo
AscAo
(b) 
Figure 6.1: Patient-specific one dimensional and three-dimensional model construction. (a)
Maximum intensity projection of the thoracic aorta from the contrast-enhanced magnetic
resonance images (CE-MR). (b) 3D reconstructed geometry. (c) Post-processed 3D geom-
etry (including surface smoothing) with truncation to obtain four outlets representing the
ascending aorta and diaphragmatic aorta (truncated at the plane where MRI measurements
were taken), brachiocephalic artery (BCA), left common carotid artery (LCA), left subcla-
vian artery (LSUB).
6.1.2 Aortic flow rate
Volume flow rate waveforms were obtained at two planes perpendicular to the aortic cen-
terline: the ascending aorta at the level of the right pulmonary artery and in the descending
aorta at diaphragmatic level, using retrospectively ECG-triggered 2D phase contrast flow
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velocity-MRI (echo time: 2.47 ms , repetition time: 37.12 ms , flip angle: 20 , field of
view: 320-370 mm, slice thickness: 6 mm, acquisition matrix: 192 x 119, velocity encod-
ing 150-200 cm · s−1, temporal resolution 30 phases/cardiac cycle). The flow waveform in
the ascending and descending aorta for all patients is shown in Figure 6.2.
Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Patient 6 Patient 7 Patient 8 Patient 9 Patient 10
Patient 11
Figure 6.2: Aortic flow rates extracted from 2D-PC MRA data at the aortic root plane and
diaphragmatic aortic plane, the original data had a temporal resolution of 20-30 phases per
cardiac cycle, for the modelling approach the signal’s temporal resolution was increased
through a Fourier Series transformation.
For patient 11 the temporal resolution of the acquired 2D-PC MRA was equal to 20
phases per cardiac cycle with an equivalent signal time around 40 ms. For the remaining
patients the 2D PC-MRA temporal resolution was equal to 30 phases/cardiac cycle with an
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equivalent signal time between 30 and 40 ms.
6.1.3 Patient-specific pressures
In coarcted patient, intra-arterial blood pressure is monitored via the insertion of a catheter
with a radial or a femoral access. The pressure measurement using catheterization is the
gold standard for the pressure monitoring and it has been shown to have an accuracy of 4%
or 4 mmHg if the measured pressure is below 100 mmHg (Commission et al., 2010).
In the current work, blood pressure measurements were taken by an expert cardiologist 0-
35 days after the MR examination with six of the patient cohort measured on the same day.
Resting blood pressure cuff measurements were taken at the right arm and at the leg as
reported in Table 6.3 using an appropriately sized sphygmomanometer cuff. Right cubital
blood pressure was measured using an automatic oscillometric method (Dinamap Procare
300, GE Healthcare) after resting for more than 5 minutes. Systolic blood pressure in one
of the legs (dorsalis pedis artery or posteria tibial artery) was measured by an appropriately
sized cuff placed around the lower calf and using a Doppler probe (Huntleigh dopplex D900,
Huntleigh Healthcare Ltd, Cardiff, UK).
Mostly, blood pressure measurements were performed either simultaneously at the arm and
the leg, or within 3 minutes of each other. Blood pressure difference was calculated be-
tween the proximal (arm) and distal (leg) systolic blood pressure. All non-invasive blood
pressure data were obtained during routine clinical follow-up visit in a centre for congenital
heart disease. For patient 8 the systolic pressure at the leg was not available.
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Table 6.3: Cuff pressure measurements for the 11 reported patients, systolic blood pressure,
SBP, and diastolic blood pressure, DBP (NA = not available).
SBP
right arm
DBP
right arm
SBP
leg
Patient 1 152 85 130
Patient 2 125 75 95
Patient 3 131 60 100
Patient 4 134 66 120
Patient 5 147 95 120
Patient 6 150 83 115
Patient 7 138 69 110
Patient 8 167 75 NA
Patient 9 130 100 95
Patient 10 125 60 95
Patient 11 144 48 130
Diagnostic catheterization to assess invasive aortic pressure gradients was performed in
order to evaluate the need for intervention. Invasive blood pressure curves in the ascending
and descending aorta were obtained either simultaneously with the insertion of two catheters
(5 French, Cordis, Cardinal Health, US) using a radial and femoral arterial access or by pull-
back technique using one catheter. All measurements were collected over 5 cardiac cycles
and the peak-to-peak pressure gradient was calculated by the integrated pressure monitor-
ing system (Siemens Healthcare, Erlangen, Germany). The computational models were not
informed by catheter-based pressure measurements and the peak-to-peak measurement was
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used only for validation to compare with the simulation results.
6.2 Numerical formulations
Twomulti-scale models were informed by the available clinical dataset. The first model was
a 1D/0D nonlinear numerical model, presented in Chapter 3, section 3.2 and the second a
3D/0D numerical model. In this section the formulation of these two models is provided,
together with a description of the required physical and geometrical input parameters and
the simulated quantities that are relevant for this study.
6.2.1 One dimensional formulation
In the 1D/0D modelling framework, the aortic geometry was divided into a series of inter-
connected segments. For each segment a system of one dimensional nonlinear hyperbolic
equations was defined, derived from the continuity and Navier-Stokes equations for incom-
pressible flow within a deformable elastic vessel, as previously shown in Chapter 3, section
3.2.
The frictional losses were computed by assuming a flat velocity profile based the corre-
sponding Womerlsey numbers derived at the inlet of the aorta (see table 6.4). The Wom-
ersley numbers were calculated based on the extracted ascending aortic cross sections and
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peak flow rate values derived from the 2D PC-MRI examinations, as
α =
√
ωR2
ν (6.2)
where ν is the kinematic viscosity (ν = µρ ) measured in m
2
s ,ω is the angular velocity derived
as 2πfwhere f is the frequency. The resulting average valuewas 17± 5.01, which justify the
Table 6.4: Table reporting the Womersley numbers derived at the inlet for each patient in
the cohort. The average value was 17 ± 5.01
Womersley
number
Patient 1 30
Patient 2 17
Patient 3 11
Patient 4 14
Patient 5 19
Patient 6 17
Patient 7 14
Patient 8 21
Patient 9 19
Patient 10 14
Patient 11 16
assumption of a plug profile (O’Rourke et al., 2011) which corresponds to a one dimensional
polynomial velocity profile of 9 (ζ = 9) with
f = −2 · (ζ + 2) · µ · π · u(x, t) (6.3)
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where µ is the blood viscosity. This assumption provides best fitting when compared to
experimental results in a human arterial tree (Matthys et al., 2007). Following this assump-
tion the momentum correction factor α (or Coriolis coefficient) was set constant in time and
space and equal to 1 (Stergiopulos et al., 1992).
The system of one dimensional nonlinear equations was solved using a finite-volume nu-
merical scheme formulation provided in 3, section 3.2. For all the simulations blood density
and viscosity were assumed constant ( µ = 4.5 mPa · s (Itu et al., 2013) and ρ = 1060
kg ·m−3).
The stability of the scheme was guaranteed by the computation of the time step for each
iteration in all vessels depending on their maximum local wave speed cmax and the element
length Δx as
Δt = Ccfl
Δx
cmax
(6.4)
where the Courant number was set to Ccfl = 0.9 and Δt was set to the smallest computed
value over all elements.
Three dimensional formulation
The Navier-Stokes (NS) and continuity equations were solved in 3D over time using a tran-
sient analysis with the finite volume CFD-based solver ANSYS-FLUENT 17.2 (ANSYS
Inc., PA, USA). Local aortic distensibility was included using a compressible fluid strategy
as in (Brown et al., 2012). Blood density changes were related to pressure changes via an
ideal gas with the fluid wave speed, c, as input. The inflow boundary condition was pro-
vided by imposing the time-varying mass flowrate waveform at the inlet (assuming a flat
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velocity profile and an initial density of 1060 kg · m−3 ). Blood viscosity was set equal
to µ = 4.5 mPa · s using a Newtonian model. The simulation was run with a laminar
flow model, the cases were peak Reynolds numbers at the coarctation site exceeded the
limit imposed by the classical turbulence analysis (3500) were recomputed using an SST
turbulence model. The solution was performed using a double precision solver with a sec-
ond order discretization coupled scheme for pressure-velocity coupling and a time step of
10−4s to ensure convergence over the entire cardiac cycle. Simulations were run for three
to five cardiac cycles until the flow rate and pressure fields yielded consistent solutions over
successive cycles (change in peak pressure and flow rate less than 1 %).
Three dimensional and one dimensional meshes
For the three dimensional model, the mesh was generated with FLUENT automatic mesh
library starting from the STL file using polyhedrycal elements with 5 prism lay- ers at the
wall using the approach described in Chapter 5 with mesh density chosen based on the
sensitivity analysis previously reported.
For the 1Dmodel formulation the vessel centerlines were extracted from the STL files using
vmtk libraries and tools (Antiga et al., 2008). Four centerlines were extracted: through the
aorta itself and the three supra-aortic vessels: the brachio-cephalic artery (BCA), the left
common carotid artery (LCA) and the left-subclavian artery (LSUB). Along these vessel
centerlines the perpendicular vessel cross-section was computed every 5 mm (see Figure
6.1 (e)), defining the vessel segments for the 1D formulation. For each vessel segment
the finite volume mesh was defined with an element length of 1 mm. The 1D/0D model
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was initialized with the cross-sectional area extracted from the CE-MRA geometry as the
luminal area Ad at diastolic pressure Pd, and the initial area A0 found using the pressure-area
relationship (or tube-law) in 3.1. The wall thickness (h0) was defined as function of lumen
radius (R0) Avolio (1980) , as follows
h0
R0
= aebR0 + cedR0 , (6.5)
Where a, b,c and d are constants. Other authors have adopted a value of 10 % of the
measured diastolic luminal radius rd Alastruey et al. (2016), while LaDisa et al. (2011);
Coogan et al. (2011) set a wall thickness of 0.15 cm for their models. The Young’s modulus
was defined to reproduce the measured pulse wave velocity (c) derived as described in
section 6.2.2, through the equations
c =
√
β
2ρ√A0
Ad
1
4 , (6.6)
and
β =
√ π
A0
Eh0
1− ν2 (6.7)
Assuming a constant pulse wave velocity within the aortic geometry.
6.2.2 Mechanical properties
As shown in the introductory chapter of this thesis different assumptions have been made on
the elastic properties for the aortic wall in CFDmodels representing coarcted aortas. Mostly
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the aortic wall was assumed rigid (Valverde et al., 2011; Menon et al., 2012; Goubergrits
et al., 2015a,b; Wendell et al., 2013; Brüning et al., 2018; Pant et al., 2014; Zhu et al., 2018;
Cosentino et al., 2015), deformable with a constant Young’s Modulus (LaDisa et al., 2011;
Coogan et al., 2011; Kwon et al., 2014) or deformable with a constant pulse wave-speed
or pulse wave velocity (PWV or c) derived from the velocity-encoded cardiovascular mag-
netic resonance as in (Itu et al., 2013; Ralovich et al., 2015).
The aortic wall distensibility or arterial stiffness is a parameters that has been increasingly
used in clinical practice for the evaluation of altered mechanical properties of arteries in
many cardiovascular diseases, including aortic coarctation (Cavalcante et al., 2011; Juffer-
mans et al., 2019). CMR images and Doppler ultrasound offer the opportunity to derive this
parameter non-invasively 1. CMR is generally preferred over Doppler ultrasound, as CMR
provides visualization of the entire vessel whereas ultrasound reproducibility and accuracy
is dependent on the acoustic window, vessel depth or curvature, transducer placement and
operator expertise (Bolster Jr et al., 1998; Lehmann et al., 1993; Wright et al., 1990).
The aortic stiffness can be assessed via the calculation of the pulse wave velocity (PWV),
the velocity at which the flow or pressure waves propagates along the vessel. PWV can
be derived from measured changes in cross-sectional area and/or flow rate waveforms in-
stead of using a direct pressure measurement, a method that has been already validated in
vivo and in phantoms (Macgowan et al., 2002; Grotenhuis et al., 2009). The assessment
of PWV has been performed using different methods such as the transit-time (TT) or foot-
to-foot method (Mohiaddin et al., 1993), flow-area (QA) method (Vulliémoz et al., 2002)
and the cross-correlation (XC) method (Fielden et al., 2008). In the TT method, the PWV
1The invasive estimation implies the use of pressure catheters (Kilic et al., 2013)
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is assessed from the flow rate curves computed at two distant cross-sections along the aor-
tic vessel, and corresponds to the ratio between the distance of the two locations along the
vessel centerline, Δx measured in meters, and the time interval in seconds between the two
onset (foot) of the flow rate curves, Δt, as
PWV = ΔxΔt (6.8)
The QA method asses the local PWV as the ratio between the changes in blood flow and
the vessel cross-sectional area at upslope of the flow rate curve (early systole) as
PWV = ΔQΔA (6.9)
The XC method derive the PWV value from a first-order linear interpolation of the phase
shift between different flowrate curves selected along the vessel centerline and the distance
along the vessel centerline.
Ibrahim et al. (2010) investigated the reproducibility and repeatability of these techniques,
focusing on the inter-observer, intra-observer, and inter-scan variabilities in six normal vol-
unteers and fifty cardiovascular patients. The TT method resulted as the most reproducible
and repeatable measurement and required less processing time followed by the XC method,
which required a data set with a high temporal resolution, and the QA method, which, on
the contrary, required a data set with a high spatial resolution. The QA method is highly
operator dependent, since it requires the definition of the aortic cross section for the first
frames of the registered images (approximatively from ten to fifteen frames) and provides
just a local measure of the PWV, whilst XC and TT methods provide an estimate of the
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PWV along the vessel centerline. For the 11 patients in this cohort velocity-encoded MR
images were available at two different planes, at the aortic arch at the pulmonary artery
level and at the descending aorta at the diaphragmatic level, thus limiting the applicability
of the XC and QA methods for the calculation of the aortic PWV.
In both the 3D and 1D models, the mechanical properties for the arterial wall were derived
from the estimation of the pulse wave velocity, c. The value of cwas assumed to be uniform
over the aortic geometry and was derived from the 2D PC-MRI data using the transit-time
method (or foot-to-foot method). The PWV value was determined from the calculation
of the foot of the flow rate curves at the ascending and descending aorta. For each flow
waveform, the foot is derived from the intersection between the gradient during initial flow
increase, defined by a line connecting points at 20% and 80% of the maximum flow rate,
and the minimum flow rate (also referred as baseline).
The values of pulse wave velocity obtained are reported in Table 6.5. For patients 1,4,6 and
7 the resulting pulse wave velocity generated instability in the solution of the 1D model, as
a result the pulse wave velocity was increased to ensure convergence of the model over the
entire cardiac cycle (see Table 6.5).
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Table 6.5: Foot-to-foot method parameters and resulting pulse wave velocity (PWV) de-
rived for the 11 patients and the PWV used in the simulations.
Δx
(m)
Δt
(s)
PWV
derived
(m · s−1)
PWV
simulation
(m · s−1)
Patient 1 0.359 0.0845 4.68 7
Patient 2 0.290 0.0263 11 11
Patient 3 0.231 0.0475 4.87 4.87
Patient 4 0.250 0.0538 4.64 6
Patient 5 0.296 0.0254 11.65 11.65
Patient 6 0.250 0.0501 4.99 6.5
Patient 7 0.280 0.0689 4.06 5.0
Patient 8 0.19 0.0218 8.70 8.70
Patient 9 0.3 0.0351 8.55 8.55
Patient 10 0.238 0.0218 10.9 10.9
Patient 11 0.250 0.0445 5.61 5.61
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6.2.3 Boundary conditions
The same inflow and outflow boundary conditions were imposed for the 1D and 3D solu-
tions (see Figure 6.3 (b) and Figure 6.3(c)). At the inlet, the aortic flow waveform Qasc(t)
measured by phase-contrast MRI was applied using a Fourier Series reconstruction to in-
crease the time resolution. At each of the four outlets, a three-element Windkessel model,
representing the downstream vasculature, was coupled as reported in Brown et al. (2012);
Alastruey et al. (2012a). These 0D models consist of a proximal resistance R1, in series
with a parallel combination of a distal resistance, R2 and a compliance, C. These parame-
ters were found using an iterative scheme proposed in Xiao et al. (2014) (see Figure 6.3 (a)).
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Figure 6.3: Schematic representing the multi-scale model domain and tuning process used
to find the boundary conditions (BCs). (a) Flow chart representing the procedure used to
find the WK parameters of the outflow BCs. (b) Schematic of the one-dimensional mod-
elling approach: time-varying flow rate derived from 2D-PC MRA (Qin(t)) is directly ap-
plied at the inlet of the model and three-element Windkessel models are coupled at the
outlets. The tuning process using the 1D model computes outflow Windkessel parame-
ters for BCs based on mechanical properties derived from patient-specific available data.
These parameters are then directly applied to the three-dimensional model imposing the
same time-varying flow rate (Qin(t)) at the inlet and the same mechanical properties used
for the one-dimensional model.
The scheme starts from estimating the total peripheral compliance, CT, and the total pe-
ripheral resistance, RT, representing the equivalent resistance and compliance of the whole
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1D/0D system. Following the process described in 6.2.3 and 6.2.3 below, the values for the
Windkessel parameters were derived for all the outlets (ie, BCA, LCA, LSUB and DescAo)
of the 1D/0D domain.
To tune the 1D/0D model the coupled system was solved with iterative adjustment of CT
and RT to match the pressure at the aortic inlet to the measured systolic and diastolic cuff
pressures, Ps and Pd respectively, assuming that the pressure measured at the right arm is
equal to the pressure at the ascending aortic root (see Figure 6.3 (a)).
Calculating the peripheral resistances of the outflow 0D models
The total resistance, RT, at the outlet of the 1D/0D network was defined as
RT =
Pm
Q¯in
, Pm = Pd +
1
3(Ps − Pd) (6.10)
where Pm is the mean aortic pressure, Ps and Pd are the systolic and diastolic cuff pres-
sures, respectively, while Q¯in is the mean aortic flow rate measured at the ascending aorta
from 2D PC-MRI data. The total resistance is then distributed over the outlets of the model
as follows
Rjtot = Rj1 + Rj2 = RT
Q¯in
¯Qjout
(6.11)
where j = 1, 2, 3, 4 refers to the four outlet interfaces of the 1D/0D multiscale model
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(BCA, LCA, LSUB and DescAo), while ¯Qjout is the mean aortic flow rate at the outlet j.
The values for ¯Qjout were assumed to be proportional to the square of the radius Zamir et al.
(1992) of each the supra-aortic vessels as follows
¯Qjout = Q¯i · r
2
i∑i=3
i=1 r2i
(6.12)
where ri is the radius of the supra-aortic branch i = 1, 2, 3 (ie, BCA, LCA and LSUB)
and Q¯i is the total mean flow rate for the supra-aortic branches, obtained from the difference
between the mean aortic flow of the inlet and the mean aortic flow of the descending aorta,
derived from the time average of the 2D PC-MRI flow waveform measurement taken at the
diaphragmatic aortic plane.
The relationship adopted in 6.12 is a frequently assumed to compensate the lack of informa-
tion for individual supra-aortic branches and implies that the mean velocity of the flow is
approximatively the same for each vessel. The proximal resistances, Rj1 , at the four outlets
(ie, BCA, LCA, LSUB and DescAo) were assumed to match the characteristic impedance
of the terminal vessel j, in order to minimize artificial wave reflections, as described in
Alastruey et al. (2008). For a new iteration n + 1, RT is updated via a first-order Taylor
expansion of (6.10) around the measured diastolic pressure Pd as follows
Rn+1T = RnT +
ΔPnm
Q¯in
, ΔPnm = Pd − Pnd (6.13)
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Calculating the the peripheral compliances of the outflow 0D models
The total compliance,CT, was calculated as in Alastruey et al. (2012b), based on the approx-
imation CT = dVdP
CT =
Qmax − Qmin
Ps − Pd Δt (6.14)
where Qmax and Qmin are the maximum and minimum ascending aortic flow rate values,
Δt is the time delay between Qmax and Qmin, and Ps and Pd are the systolic and diastolic
cuff pressures measured at the right arm, respectively. Following the work of Alaustrey
et al. Alastruey et al. (2012b) the total compliance, CT, is equivalent to the sum of the
compliance 0D Windkessel elements, Cp, and the compliance that given by the sum of all
the 1D model segments, Cc, as
CT = Cc + Cp, (6.15)
From Equation (6.15) the total peripheral compliance of the outflow models can be derived
and distributed to the outflow branches in proportion to the flow distribution as in Stergiop-
ulos et al. (1992). For a new iteration n+1, CT is updated via a first-order Taylor expansion
of (6.14) around the measured diastolic pressure Ppulse as follows
Cn+1T = CnT +
Qmax − Qmin
(Pnpulse)2
ΔtΔPnpulse, ΔPnpulse = Ppulse − Pnpulse (6.16)
TheWindkessel parameters for the outlets compliances and resistances found via the 1D/0D
models are then applied to the 3D/0D counterparts. The results obtained from the 3D/0D
model were compared to the measured data in terms of 2D PC-MRI measured descending
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aortic waveforms and catheter derived peak-to-peak pressure gradient. All 1D simulations
were solved on an Intel Xeon E5-1620, 8 cores, 16 GB RAM and took maximum 30 min-
utes per cardiac cycle. 3D simulations were run using a workstation with 3 processor Intel
E5-620 and 12 GB of RAM and took a minimum of 12 hours to a maximum of 22 hours, typ-
ically running for three to five cardiac cycles until the flow rate and pressure fields yielded
consistent solutions over successive cycles (change in peak pressure and flow rate less than
1 %).
6.2.4 Pressure gradients
Coarctation pressure gradients were reported using the 3D/0D model strategy to capture
the nature of the complex haemodynamics in the region of the coarctation. A single value
was used for clinical assessment, reported as the difference in peak pressure between the
waveform measured in the ascending aorta and that measured in the proximal descending
aorta. As the simulation provides the pressure waveform simultaneously at all locations the
following values were reported for comparison with the clinical value:
• Difference in peak pressure between ascending (inlet) and descending (outlet) aorta
(MaxAscAo −MaxDescAo);
• Maximum instantaneous pressure gradient across the full computational domain over
the full cardiac cycle (Maxgradient);
• Pressure gradient across the full computational domain at peak systole (Sysgradient);
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• Pressure gradient over the coarctation region at peak systole (CoAgradient).
6.3 Results
6.3.1 Effectiveness of the tuning process
The effectiveness of the 1D/0D tuning process is detailed for the 11 patients in Table 6.6.
The errors between the 1D/0D and 3D/0D laminar solutions and the systolic (SBP) and
diastolic (DBP) cuff pressure measurements are reported as a percentage.
When solving using the 1D model, the tuning process resulted in errors less than 10% for
eigth to eleven patients, with larger discrepancies for cases 5,9 and 10. The highest relative
errors were observed in tuning the systolic pressure, while for patient 9 significant error was
observed in both systolic and diastolic values. When the solution was re-computed using
the 3D approach, the error increased in most cases but remained below 10% for 6 of the 11
cases. For an example of comparison between the 1D and 3Dmodel see Figures 6.4,6.5, 6.6,
6.7, 6.8, 6.9, 6.10, 6.11, 6.12, 6.13,6.14 where errors between 0D/1D and 0D/3D models
where calculated as in 3.48.
The resulting Windkessel parameters are reported in Table 6.7.
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Table 6.6: Effectiveness of the 1D/0D tuning strategy when compared with systolic and
diastolic cuff pressure measurements and correspondence between the 1D/0D model and
3D/0D model in predicting ascending aortic pressures for the 11 cases. SBP refers to the
systolic blood pressure, DBP refers to the diastolic blood pressure. Errors are reported in
percentage (%).
Measured
1D/0D
Tuned
No.
iterations
Errors
(%)
3D/0D
Simulation
Errors
(%)
SBP DBP SBP DBP SBP DBP SBP DBP SBP DBP
Patient 1 152 85 151 84 7 -1 -1 150 84 -1 -1
Patient 2 125 75 128 75 60 +2 0 130 77 +4 +3
Patient 3 131 60 131 60 3 0 0 128 60 -2 0
Patient 4 134 66 139 63 34 +4 -5 158 65 +18 +2
Patient 5 147 95 161 95 25 +10 0 166 100 +13 +5
Patient 6 150 83 150 83 4 0 0 162 78 +8 -6
Patient 7 138 69 138 69 8 0 0 142 70 +3 +1
Patient 8 167 75 167 75 5 0 0 169 79 +1 +5
Patient 9 130 100 156 81 35 +20 -19 177 86 +36 +14
Patient 10 125 60 164 61 34 +31 +2 195 69 +56 -15
Patient 11 144 48 145 48 9 -1 0 160 39 +11 -19
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Table 6.7: Resulting Windkessel paramaters R1 (expressed in 108Pa · s · m−3) , R2
(expressed in 109Pa · s ·m−3) and C (expressed in 10−10Pa−1 · s ·m3) obtained from the
tuning strategy reported for each outlet: brachiocephalic artery (BCA) left common carotid
artery (LCA) left subclavian artery (LSUB) and descending aorta (DescAo).
BCA LCA LSUB DescAo
Patient 1
R1 6.32 22.2 8.55 2.55
C 3.88 10 30.54 13.6
R2 3.88 13.6 5.28 1.73
Patient 2
R1 4.59 290 43.7 5.51
C 116 1.83 12.2 456
R2 6.76 428 64.4 1.72
Patient 3
R1 9.74 23.1 25 8.77
C 24.5 10.3 9.57 94.3
R2 6.96 16.5 17.8 1.81
Patient 4
R1 7.52 42.0 48.4 3.05
C 10.1 18 15.7 307
R2 3.64 20.3 23.4 1.19
Patient 5
R1 7.83 103 20 3.74
C 58.5 4.46 22.9 129
R2 4.67 61.3 11.9 2.12
Patient 6
R1 6.44 16.6 6.29 2.66
C 5.25 2.03 5.37 26.4
R2 10.9 28.2 10.7 2.17
Patient 7
R1 5.05 17.7 7.99 2.22
C 13.4 3.83 8.50 59.8
R2 6.79 23.8 10.7 1.53
Patient 8
R1 5.31 36.6 13.6 3.73
C 4.64 0.673 1.80 10.7
R2 6.69 46 17.2 2.89
Patient 9
R1 13.4 146 18.5 4.07
C 182 16.7 133 829
R2 9.29 101 12.8 2.05
Patient 10
R1 9.48 39 13.5 7.50
C 117 28.5 81.9 1110
R2 9.74 40.1 13.9 1.03
Patient 11
R1 5.98 21.9 22.5 3.52
C 9.36 2.55 2.49 25.4
R2 3.89 14.3 14.6 1.43
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6.3.2 Pressure gradients
Pressure gradient measures are reported in Table 6.8 from the 3D/0D model along with
the pressure catheter measurement. From these results it is observed that the CFD derived
metric in best agreement with the measured pressure is the CoA gradient catheter data, MB,
of -9mmHg and standard deviation from themean difference (LOA, upper limit = 10mmHg,
lower limit = -28 mmHg). The absolute error is 10± 8mmHg. However, direct comparison
of the peak-to-peak difference in pressure between the ascending and descending aorta is in
poor agreement between the CFD derived metric and the catheter reported values. It worths
noting that the clinical measurement has been provided in terms of solely peak-to-peak
pressure, which has been derived with the use of two different techniques (simultaneous
and pullback). No information has been provided regarding the mean pressure drop across
the coarctation neither the agreement with systolic and diastolic cuff pressures.
These results have been compared with further additional simulation scenarios, as re-
ported in Table 6.9. The peak-to-peak pressure gradient has been reported for the 3D/0D
compliant model (referred as 3D transient simulation same of Table 6.8) and averaged over
the cardiac cycle (3D simulation cycle averaged). The same pressure measurement has been
reported for the 1D/0D transient case (1D transient simulation) and averaged over the car-
diac cycle (1D simulation cycle averaged); for a steady state 3D rigid case where the MRI
peak flow rate has been applied at the inlet, while at the outlets of the numerical domain a
sensible flow split between the head vessels based on their areas (3D steady state peak flow
rate), and, finally, the same setting has been used but a mean-flow rate has been applied at
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Table 6.8: Pressure gradients computed in the 3D/0D model, measured using the cuff arm-
leg method and obtained from catheterization (NA= not available) reported in mmHg. Peak
Reynolds number are reported at the coarctation site. Laminar (L) and turbulence SST
model (T) are reported for the cases where the peak Reynolds number exceeds the limit
imposed by the classical turbulence analysis (3500).
peak Re MaxAscAo −MaxDescAo Maxgradient Sysgradient CoAgradient
Cuff
arm-leg
Cath
Native
L T L T L T L T
Patient 1 3405 1 - 35 - 18 - 9 - 22 32
Patient 2 1861 3 - 18 - 9 - 7 - 30 20
Patient 3 2948 15 - 39 - 20 - 20 - 31 31
Patient 7 5554 1 1 43 43 20 20 14 17 28 14
Patient 9 4341 15 16 47 48 24 24 22 18 35 34
Patient 10 5969 59 59 67 66 59 61 41 42 30 38
Surgically Repaired
L T L T L T L T
Patient 4 6824 14 14 37 37 22 23 18 18 14 19
Patient 5 4617 9 9 33 33 24 23 23 22 27 23
Patient 6 4848 1 1 29 29 18 15 20 23 26 21
Patient 8 3482 4 - 23 - 20 - 21 - NA 42
Patient 11 5031 2 1 38 36 23 16 8 12 14 30
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Figure 6.15: Bland-Altman plot: comparison of the invasive catheter measurement and
computed CFD pressure gradient (mmHg) across the aortic coarctation for each case.
Dashed red lines represent two standard deviations from the mean difference (LOA, 95
% limits of agreement) while the black dashed line represents the mean difference between
the CFD and invasive data (MB).
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the inlet of the 3D domain (3D steady state mean flow rate). All these measurement has
been compared to the peak-to-peak catheter pressure gradient (Cath) and with the derived
Doppler pressure estimation in equation 1.3, where the peak velocity has been derived from
the MRI peak descending aortic flow rate and the measured area at the coarctation site.
Table 6.9: Pressure gradients computed in the 3D/0D model, 1D/0D model and Doppler
equation 1.3 compared to catheter peak-to-peak data.
3D steady state
peak flow rate
3D steady state
mean flow rate
3D transient
simulation
3D simulation
cycle averaged
1D transient
simulation
1D simulation
cycle averaged
Doppler derived
from equation 1.3
Cath
Patient 1 23 16 1 3 1 3 2 32
Patient 2 13 1 3 1 3 1 1 20
Patient 3 33 7 15 6 14 3 1 31
Patient 4 30 2 14 4 13 3 3 19
Patient 5 17 1 9 3 8 2 1 23
Patient 6 16 2 1 1 1 1 1 21
Patient 7 54 2 1 1 1 1 4 14
Patient 8 20 1 4 2 4 2 1 42
Patient 9 23 1 15 3 14 2 1 34
Patient 10 200 8 59 14 50 12 4 38
Patient 11 40 2 2 1 3 1 5 30
The results showed a good agreement between 1D/0D and 3D/0D transient models, con-
firming the ability of the reduced 1D nonlinear model to provide a surrogate for the tuning
of 3D models. The 3D steady state results overestimate the peak-to-peak pressure gradient
when compared to other modelling approaches and catheter data, while the pressure decay
derived from the doppler equation underestimate the catheter provided measurement.
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6.4 Discussion
This study takes advantage of recent developments in modelling methods to build an en-
gineering workflow for subject-specific modelling of the haemodynamics in a cohort of
11 patients who were assessed both before and after aortic coarctation repair. Key fac-
tors for successful clinical translation of such technologies include the ability to inform the
workflow using non-invasive routinely collected clinical data and the feasibility for robust,
repeatable application in a clinical environment.
By exercising the workflow on retrospective data acquired using standard clinical protocols,
this study demonstrates the feasibility of using only CE-MRA images, flow rate waveforms
acquired via 2D PC-MRI and systolic and diastolic cuff pressure values from the right arm,
to construct two levels of model with a relatively low level of user interaction. Compared
to previous work, the compressible fluid strategy adopted for the 3D/0D multiscale model
allows aortic distensibility to be included without the use of a full FSI model, saving com-
putational cost, simulation time and reducing the level of user interaction required to set-up
the model.
This is an advance in the current state of 3D model simulation of CoA patients compared
with the approach of Goubergrits et al. (2015b,a) where, despite the good agreement with
catheter data, aortic distensibility and transient effects were neglected. A similar approach
has been adopted in the previous section showing as sensisble overstimation of the peak-to-
pak pressure drop, when compared to the provided data (see Table 6.9).
This study includes patient-specific aortic distensibility informed by PC-MRI data assum-
ing the elastic properties of the aorta were uniform over the 1D/3D region. This is supported
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by evidence that the use of non-uniform properties may lead to overestimation of the aortic
stiffness (Alastruey et al., 2016) and it is well suited to deployment of this approach with
existing clinical workflows, where PC-MRI flow rate waveforms are typically available at
two locations (aortic root and diaphragmatic aorta).
Compared to previous published reports of 3D/0D approaches this study provides a more
patient-specific assessment than LaDisa et al. (2011) and Coogan et al. (2011) who both
used mechanical properties derived from literature-based data.
Ralovich et al. (2015) and Itu et al. (2013) used the same approach proposed here (foot-to-
foot method) to inform the deformability of a 1D/0D model from 2D-PCMRI. Their model
represented the coarctation site with a time constant nonlinear resistance that incorporated
the effect of energy dissipation due to turbulence but did not capture the influence of 3D
anatomical features such as curvature, bending, bifurcation and tapering. The importance
of such effects, especially at systolic phases, where recirculation and helical flow clearly
occurs (Xiao et al., 2014). Furthermore, it is possible that including a nonlinear resistance
may result in artefactual pressure/flow wave reflections due to compliance mismatch.
Despite the limitation of 1D approaches to fully capture geometric effects, a 1D/0D multi-
scale model provides a useful tool for tuning outflow boundary conditions and mechanical
properties for the 3D model. The automatic tuning process adopted in this study offers the
advantages of requiring only systolic and diastolic cuff pressures, diaphragmatic mean flow
rate, and pulse wave velocity from 2D PC-MRI as input data. This avoids manual operator
tuning that has been adopted in previous studies (LaDisa et al., 2011; Coogan et al., 2011;
Wendell et al., 2013; Kwon et al., 2014). Alternative approaches have been proposed such
as the use of the peak velocity flow rate value extracted from 4D flow MRI (Goubergrits
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et al., 2015b,a) or UDS (Zhu et al., 2018), or a detailed catheter-derived pressure waveform
applied at the domain boundaries (Valverde et al., 2011; Sotelo et al., 2015), but these re-
quire data are often not routinely collected in the clinical.
The 1D model showed some instabilities at lower values of measured wave speed, which
limits the robustness of the tuning process. However, it should be noted that the aortic
mechanical properties are derived from the wave speed calculation informed by both 2D
PC-MRI and geometrical features, both associated with measurement uncertainties. The
1D/0D tuning process was successful in most cases and the 3D/0D models, with the tuned
Windkessel parameters, captured the systolic and diastolic cuff pressure measurements rea-
sonably well. Tuning through iterative solution of the coupled 3D/0D system is possible
but introduces very highly computational costs.
The computational method underestimates measured catheter gradients compared with pre-
vious published studies Valverde et al. (2011); Goubergrits et al. (2015b); Itu et al. (2013);
Ralovich et al. (2015). These increased errors may partially arise from the clinical data ac-
quisition process, as data were processed retrospectively and not specifically for this com-
putational study.
The pressure gradient across the coarctation at peak flow provides an assessment of the po-
tential for reduction of the flow limiting effect of the coarctation following treatment, an
advantage of the computational approach is the ability to examine this effect in isolation.
Due to delayed augmentation in pressure in the descending aorta predicted by the CFD
approach in several cases agreement between peak-to-peak measures of pressure gradient
is poor. This suggests that, in addition to measurement errors previously discussed, as-
sumptions made in the general nature of the tuning approach (i.e. distribution of resistance
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and compliance based on generic relationships based on vessel radius) may lead to poor
representation of patient-specific pressure transmission between the local 3D domain and
the windkessel outlet conditions. A more detailed understanding of these effects would be
provided by analysis of the time varying form of the pressure catheter measurements used
to provide the clinical peak-to-peak pressure gradient, which was not available during this
study.
Several limitations are associated with routine imaging and pressure measurement as aortic
imaging by MR, non-invasive blood pressure measurements and invasive measurements
by catheterization are typically not performed simultaneously. Furthermore, catheter mea-
surements were performed at rest but without sedation and the location of PC-MRI mea-
surements may be different from that at which the catheter data were obtained. All these
limitations may contribute to variability between the model and measured results.
In this study, the effects of collateral flow (due to vertebral, internal mammary, intercostal
or collateral arteries that join the descending aorta distal to the coarctation site) have been
neglected because it has not been possible to segment these vessels for all patients, due to
the small size of these vessels and limited spatial resolution of MR angiography. Some stud-
ies have included such vessels in their models LaDisa et al. (2011); Coogan et al. (2011) but
only starting from the native supra-aortic branch point to the conjunction at the coarctation
site without the need for supplementary BCs.
At supra-aortic branches (BCA, LCA, LSUB arteries) no PC-MRI flow rate (as inLaDisa
et al. (2011)) nor catheter/tonometry derived blood pressure measurements (as in Alastruey
et al. (2016)) were available therefore the mean flow rate was imposed based on vessels
radii as in Zamir et al. (1992). This may introduce some limitations in this study, but the
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automatic process described here can be simply adapted for future applications if such mea-
surements are routinely acquired.
It should be noted that the same uniform aortic compliance was used for both patients after
coarctation repair and unrepaired cases. The possible interaction between the rigid patch (in
one patient) and the end-to-end anastomosis and the native aortic wall is expected to increase
the number of reflected waves towards the proximal aorta, thus increasing the pressure gra-
dient. In literature, this mechanism has been investigated for CoA patients treated with an
aortic stent placement, by increasing the mechanical stiffness of the stented region up to 15
times the normal aortic compliance Coogan et al. (2011); Ralovich et al. (2015).
This study was conducted using retrospectively collected data obtained from patients at rest,
which is likely to increase the uncertainty associated with comparison between CFD and
measured data, in previous research studies under stress conditions the pressure gradient has
been shown to reach values above 40 mmHg Sotelo et al. (2015). However, the rest con-
dition represents the clinical protocol for assessment of coarctation patients under current
guidelines Warnes et al. (2008).
6.5 Conclusion
This study has demonstrated the feasibility of constructing a workflow using non-invasive
routinely collected clinical data to predict the pressure gradient in coarctation patients using
patient specific CFD simulation, with relatively low levels of user interaction required. The
results showed that the model is not suitable for the clinical use at this stage. The uncer-
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tainties is too large in comparison to clinical decision making, thus further work is required
to enhance the tuning process to improve agreement with measured catheter data. Part of
this uncertainty can be addressed to provided catheter data, where only the peak-to-peak
pressure has been provided, which has been measured with two different techniques (pull-
back with insertion of one catheter or simultaneously with the use of two catheters), without
any information regarding the mean pressure drop across the coarctation region neither the
agreement with the measured systolic and diastolic pressure at the arm.
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7
Virtual repair of aortic coarctation
This chapter describes a preliminary approach to simulate virtual surgical treatment for a
single patient from the Bern cohort, reported in Chapter 6. This analysis was conducted on
patient 10 as this case presented the most significant pressure gradient associated with the
coarctation geometry.
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7.0.1 Methods
Treatment of coarctation typically involves the placement of a stent or surgical intervention
to restore the aortic lumen. As for previous studies reported in the literature Goubergrits
et al. (2015a); Ralovich et al. (2015); Kwon et al. (2014); Cosentino et al. (2015) the ap-
proach taken here is not to directly simulate intervention, but to assume the intervention is
able to remove the local stenosis associated with the coarctation region. To represent the
intervention, the coarctation region was removed and the regions proximal and distal to the
coarctation were joined together assuming a constant diameter that approximates the refer-
ence aortic diameter reported in chapter 4. These steps were taken using the open source
software AutodeskMeshMixer (Autodesk, Inc.). An illustration of the pre- and post-treated
geometry of the aorta is shown in figure 7.1.
Figure 7.1: Workflow of the virtual treatment procedure using MRI data of patient 10. The
detailed repaired geometry is presented and compared to the pre-treatment case.
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The post-treated geometrywas automaticallymeshed inANSYS classic (ANSYS, Canons-
burg, PA, USA) using polyhedral elements with five prism layers at the wall by means of a
parameterised script file, using the same approach as for the pre-treated anatomy, with the
final mesh density that is similar to the previous reported NA2 value in chapter 5, in terms
of number of elements and length. The simulation was run using a laminar fluid model and
the same boundary conditions derived using the tuning strategy described in chapter 6. At
the inlet the ascending aortic flow rate measured in the pre-treatment condition was applied,
assuming no change in the cardiac output between pre and post-treatment (repaired) condi-
tions. At the model outlets the same parameters for the windkessel models were applied,
assuming no changes in the response of the peripheral circulation.
7.0.2 Results
The pre-treatment aortic region presented a minimum diameter of 8 mm, while the repaired
geometry had a diameter of 12 mm, which was close enough to the reference diameter,
14 mm. The pressure and flow waveforms obtained using the pre-treatment and post-
treatment geometry are compared in Figure 7.2. From pre-treatment to post-treatment the
peak-to-peak pressure gradient was reduced from 59 mmHg to 12 mmHg, while peak sys-
tolic pressure was reduced in the ascending aorta and supra-aortic vessels and increased in
the descending aorta. The perfusion of each supra-aortic branch did not vary significantly
although a noticeable increase in descending aortic flow was observed increased, with a sig-
nificant reduction of the diastolic tail, a phenomena that is visible in pre-treatment case and
characterized the descending aorta. Because of the presence of the coarctation descending
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aortic flow does not reach negative value but has a constant perfusion .
7.0.3 Discussion
The preliminary study conducted in this section highlights a potential application of the
CFD analysis to directly quantify the potential to reduce hypertension in the ascending aorta
and improve perfusion to the peripheral circulation through treatment of coarctation. This
approach has been adopted in previous works Goubergrits et al. (2015a); Ralovich et al.
(2015); Kwon et al. (2014); Cosentino et al. (2015) using both 1D and 3D models. In most
of these works, the treatment simulated a stent insertion by simply increasing the section of
the coarctation region, except for Cosentino et al. (2015) who performed a 3D mechanical
and fluid dynamics analysis, simulating the full stenting procedure. In his 1D numerical
study Ralovich et al. (2015) increased the mechanical properties of the aortic wall in the
post-treated region, assuming a wave-speed 15 times higher than the normal aortic region.
Kwon et al. (2014) virtually placed the stent without performing a mechanical analysis,
whilst Goubergrits et al. (2015a) simulated the surgical treatment by locally increasing the
diameter of the aortic region, using a rigid wall assumption and performing a steady state
CFD analysis.
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7.0.4 Conclusion
This analysis demonstrates how improved haemodynamics can be achieved when the coarc-
tation region is enlarged through a virtual intervention process. The CFD approach reported
here can be expanded to explore the sensitivity of the peak ascending aortic pressure and de-
scending aortic flow to the aortic diameter achieved following intervention, such an analysis
would provide guidance for surgical intervention to target the optimal diameter to restore
peripheral perfusion and reduce cerebral hypertension.
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8
Discussion & Conclusion
The aim of this work was to develop an engineering workflow, which allows specification
of patient-specific boundary conditions and 3D simulation based on clinically available
patient-specific data. In chapter 1 a general overview of the potential modelling approaches
used to describe the cardiovascular system was presented, together with an overview of po-
tential target diseases where CFD has been applied to add value in the evaluation of patients.
In this thesis the target disease chosen for the toolkit was aortic coarctation.
Nonlinear and linear 1D modelling approaches were presented in chapter 3 and applied
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to idealized geometries of increasing complexity, benchmarked against 3D simulations
to characterise their relative accuracy for simulation of aortic haemodynamics in general
and patient-specific aortic coarctation in particular. From this analysis the nonlinear one-
dimensional model was chosen for its ability to reproduce the main features of the 3Dmodel
with a reduced computational cost as the basis for the tuning approach reported in chapter
6. In chapter 4 the patient cohort consisting of 11 patients with aortic coarctation (studied
as part of a protocol approved by the local ethics committee at Bern University Hospital)
was used to examine the sensitivity of windkessel parameters for the peripheral circulation
to the level of complexity of 0D models when tuning such models to patient-specific clin-
ically measured pressure and flow data. It was observed that the effects of the coarctation
became less significant with increasing model complexity. Chapter 5 described implemen-
tation of a novel approach to 3D pre-processing of clinical imaging data, with a particular
focus on the segmentation process that has been developed inside Endosize for increased
accuracy of supra-aortic vessel segmentation. As Endosize currently only supports process-
ing of CT images an alternative segmentation approach was adopted for the Bern cohort
MRA images to produce 3D geometries for CFD simulation. In the final part of this chap-
ter a mesh sensitivity analysis was performed in order to select the optimal parameters for
the automatic meshing strategy adopted in the 3D simulations. In chapter 6 the 1D non-
linear approach presented in chapter 3 was used to provide a tuning strategy for selecting
haemodynamic properties and outflow boundary conditions to use in 3D aortic analysis,
with reduced computational cost. The definition of 1D model parameters can be easily inte-
grated inside Endosize, which already provides an automatic approach for the definition of
the aortic centerline and perpendicular cross sectional area. The proposed 1D tuning strat-
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egy would be straightforward to integrate within the Endosize framework once CE-MRA
data processing is supported.
When compared to the solely clinical measurement provided, the peak-to-peak pressure
gradient, the modelling strategy showed a poor agreement, which make it not directly trans-
latable in the clinical evaluation process. However, the analysis of the curve flow rate at the
descending aorta revails a good agreement with the measured descending aortic flow rate
measured via 2D PC-MRI, especially for the prediction of the positive diastolic flow-rate
(diastolic tale) which is one of the metrics that cardiologist uses to evaluate patient’s condi-
tion.
8.1 Limitations and future works
The aortic wall has been assumed as homogoneaous, isotropic and linear elastic with a con-
stant pulse wave propagation, even though many studies has evinced that the pulse wave
propagation changes along the aortic centerline and in the coarcted region. Thus, the com-
pressible strategy can be modified in order to take into account these changes via a pulse
wave velocity function that varies along the centerline.
The validation of the model has been performed by a direct comparison of the peak-to-
peak provided data, that has been measured by two different techniques (simultaneous and
pullback). However, this measure, beside its variability enhanced by the adoption of two
complete different protocols, could not as representative as a cycle averaged pressure gra-
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dient which might be more informative of the deviation from a normal condition, a strategy
that has been already adopted to evaluate patients with coronary stenosis. However, this re-
quired a time-varying curve of the measured pressure before and after the aortic coarctation.
Nonethless these measurements can be used to further optimize the tuning process and mod-
elling assumptions via a direct comparison between the time varying pressure waveforms
measured and the one provided by the simulation.
The multi-scale model adopted in this work can be futher trained to explore and to evaluate
different scenarios such as left ventricle hypertrophy and heart condition through the cou-
pling of a lumped parameter description of the heart; cerebral perfusion and possible risks
of cerebral hypertension via the coupling of a lumped description of the cerebral circulation
or to evaluate the influence of the restored diameter on the pressure gradient, similarly to
what has been presented in Chapter 7.
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Appendix A
The characteristic analysis
This section shows how the system of hyperbolic equations 3.1 can be manipulated in order
to introduce two new dependent variables, the Riemann invariants, which are of great im-
portance for the setting of boundary conditions and interface conditions when solving the
nonlinear system for an arterial network.
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The system of hyperbolic equations 3.1 can be written in its conservative form1 after few
manipulations and assumptions such as a flat constant (in time and space) velocity profile
(γv = 9 and α = 1) and no external acting pressure (Pext = 0)
∂U
∂t +
∂F(U)
∂z = S(U) (A.1)
where
U =
 A
Au
 F(U) =
 Au
Au2 + γA3/2
 S(U) =
0
fs
 (A.2)
γ = β3ρ√A0
fs = −Aρ [
∂P
∂A0
∂A0
∂z +
∂P
∂β
∂β
∂z + 2µ(γv + 2)
u
A ]
F is the flux, S is the source term and U is the solution. If one defines the Jacobian of
the flux as
∂F
∂U
= H =
 0 1
3
2γ
√
A− u2 2u
 (A.3)
1The conservative form derives from expressing the conservation equations in a divergence form as:
dξ
dt +∇ · f(ξ) = 0
where ξ is the conserved quantity.
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Then the equation (A.1) can be written (in a non conservative form) as
∂U
∂t +H
∂U
∂z = S(U) (A.4)
Under the assumption that A > 0, the square matrixH has two distinct real eigenvalues,
thus the system of equations is said to be strictly hyperbolic A.1
λ1,2 = u± c, c =
√
3
2γ
√
A = A14
√
β
2ρ (A.5)
c is the wavespeed. In most conditions for arterial flow, the wavespeed is more than one
order of magnitude bigger than the local velocity (u << c, the blood flow is defined as
subcritical), therefore λ1 < 0 and λ2 > 0. Since H has two distinct real eigenvalues, it can
be written as a function of its diagonal matrix and right and left eigenvector matrices2
LHR = Λ (A.6)
Λ =
λ1 0
0 λ2
 L = R−1 =
 cA 1
− cA 1

Assuming a change of variable such that
2The matrix is diagonalizable, it mean that for the considered matrix A, it exists a matrix D such that
Λ = P−1AP
where Λ is a diagonal matrix that contains the eigenvector of the matrix A while P is a matrix that contains
the eigenvectors of the matrix A
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∂W
∂U
= L (A.7)
whereW= [W1,W2]T is the vector of the characteristic variables (the Riemann invariants
or variables) of the hyperbolic system. Multiplying (A.1) by L and substituting (A.6) into
(A.1), the final hyperbolic system becomes
L ∂U
∂t + ΛL
∂U
∂z = LS (A.8)
where Combining (A.7) and (A.8)
∂W
∂t + Λ
∂W
∂z = LS (A.9)
In case where S = 0A.9 reduces to a system of decoupled ordinary diferrential equations
(ODEs)
∂Wi
∂t + λi
∂Wi
∂z = 0, i = 1, 2 (A.10)
Where Wi are the invariant Riemann variables and it can be shown that along a certain
path or characteristic curves x = x(t) in space (x, t), they remains constant, these curves
are described by the differential equations
dz
dt = λ1,
dz
dt = λ2 (A.11)
W1 and W2 are constant along two characteristic lines with a slope defines as C1,2 =
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Figure A.1: Family of parallel characteristic curves with slope λ ≷ 0with a common origin
at x0. The initial condition (x0, t0 = 0) propagates forwardly along the curve x = x0 ± λt
with a velocity of λ. The Rienmann problem is solved by finding the solution at P∗ as a
contribution of two waves that has an origin at x01 and x02 and propagate along the dashed
lines that propagate forward and backward.
dx
dt = λ1,2 = u ± c. The initial value for W1 and W2 is propagated forward and backward
and it is attenuated by the viscous dissipation effects, transmural pressure changes, wall
distensibility or convective acceleration changes and other changes that are physically inte-
grated in the hyperbolic system. The characteristic variables can be mathematically derived
from the integration of (A.7) with respect to U
∂W
∂U
= L (A.12)
∂W1
∂A =
c
A →
∫
∂W1 =
∫ c
A∂A (A.13)
The valueW1,A is then
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W1,A =
√
β
2ρ
∫ A1/4
A ∂A = 4
√
β
2ρ(A
1
4 − A
1
4
0) = 4(c− c0) (A.14)
where c0 and u0 are the reference velocity and wave speed at the initial area A0. W1,u is
derived as
∂W1
∂u = 1→
∫
∂W1 =
∫
∂u (A.15)
W1,u = u− u0 (A.16)
hence
W1 = W1,u +W1,A = u− u0 + 4(c− c0) = u− u0 + 4
√
β
2ρ(A
1
4 − A
1
4
0) (A.17)
and in a similar wayW2 is equal to
W2 = W2,u +W2,A = u− u0 − 4
√
β
2ρ(A
1
4 − A
1
4
0) = u− u0 − 4(c− c0) (A.18)
u0 is a reference blood velocity. From proximal aorta to distal peripheral branches,W1
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solution propagates with a finite speed λ1 in the positive (forward) z-direction along the
vessel centerline; whileW2 solution propagates with a finite speed λ2 in the negative (back-
ward) z-direction along the vessel centerline from distal branches to proximal aorta. This
mean that at any point of the 1D domain the changes in pressure or velocities can be decom-
posed into a combination of forward and backward travelling waves. For each point in the
one-dimensional domain, the primitives variables (A, u) can be retrieved from
A = (W2 −W14 )
4(
ρ
2β )
2, u = W1 +W22 (A.19)
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