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It is shown that for the elements X of a large class of subgaussian random 
variables with values in (C(S), 11.11,) th e existence of a probability measure L on S 
such that: 
b$ szFj: W(l/kZ{t: @(X(s) -X(t))‘)“’ < u))du = 0 
(where w denotes the inverse function of x w exp x2&x) is sufficient to imply that 
X satisfies the law of the iterated logarithm. 
Depuis plusieurs annees, les mesures majorantes ont ite utilisees avec 
succes dans l’ttude du thloreme central-limite (TCL) dans C(S). Par contre 
leur usage pour l’investigation de la loi du logarithme it&e (LLI), dans des 
situations oti l’on ne sait pas si le TCL est v&Xl est beaucoup plus recente. 
En effet la premiere demonstration [2] dans laquelle elles ont ite utilisees 
pour l’etude de la LLI se servait explicitement du fait que la v.a. consideree 
verifiait le TCL. Les etudes directes en presence du TCL n’ont plus p&end 
dint&it a partir du moment ou le probleme de liaison entre cette proprietl 
de compacite et la LLI a Cti rlsolu. L’etude de la LLI a l’aide de mesures 
majorantes s’est alors arrette pendant quelque temps. Les premiers criteres 
specifiques pour la LLI en termes de mesures majorantes n’ont apparu que 
dans 151; ils s’enoncaient de facon relativement abstraite. 
Tout ricemment, Ledoux [8] a etudie la LLI pour les v.a. lipschitziennes 
en utilisant des mesures majorantes. 11 a etabli que la fonction convexe inter- 
venant naturellement dans l’hypothese de mesure majorante pour la LLI est 
la fonction x + exp(x’l,x) et non la fonction x -+ exp x2 lice au TCL. La 
Received October 15, 1981. 
AMS classification numbers: 60B 12, 60G50. 




Copyright C 1983 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
354 BERNARD HEINKEL 
technique utilisee dans [El] ne s’applique pas a la deuxieme classe privilegiee 
de v.a. a valeurs dans C(S), c’est-i-dire les v.a. sowgaussiennes. 
Nous nous proposons d’enoncer et de demontrer ci-dessous une condition 
sufftsante pour qu’une v.a. sous-gaussienne verilie la LLI, condition analogue 
a celle etablie par Ledoux dans le cas lipschitzien. 
Soit X une v.a. a valeurs dans (C(S), /I ]],)((S, d) &ant un espace 
metrique compact). On note (Xk, k f IN) une suite de copies independantes 
de X et on pose pour tout entier n: 
S,(X)=X,+X,+-*.+x,, a, = &i&i, 
avec Vx > 0, L,x = log log sup(x,ee). 
Rappelons qu’on dit que X veritie la LLI s’il existe un ensemble Kc C(S) 
qui soit compact, convexe et symttrique, tel que: 
P( ,,liym d(S,(X)/a,, K) = 0) = 1, (1) 
avec d(x, K) = inf(]] x - y I/, y E K), 
P(w: C(S,(X)(w)/a,) = K) = 1, (2) 
oti C(S,(X)(w)/a,) designe l’ensemble des valeurs d’adherence de la suite 
b%(X>b-W,~ n E N). 
Les propriltes (1) et (2) s’expriment aisement en termes d’equicontinuite 
presque stire de la suite (S,(X)/ a,, n f R\l) (cf. [6]). Lorsque X est centree et 
fortement de carre integrable, on a l’equivalence suivante (qui est d’ailleurs 
vraie dans tout espace de Banach reel separable (cf. [7])): 
X verifie la LLI 0 S,(X)/a, n-m 0. 
Dans toute la suite on s’interessera a des v.a. a valeurs dans C(S), qui 
sont sous-gaussiennes, c’est-i-dire des v.a. X pour lesquelles il existe une 
constante A > 0 veriliant: 
Vh E R, V(s, t) E s x s, E exp /2(X(s) -X(t)) < exp(Ah’t*(s, t)) 
r(s, t) = \/E(X(s) - X(f)>‘. 
La LLI pour des v.a. sous-gaussiennes genirales semble (provisoirement?) 
inaccessible sous l’hypothese de mesure majorante naturelle (i.e., lice a la 
fonction x -+ exp x’L,x). Mais si on complete le caractere sous-gaussien de 
la v.a. par de leg&es hypotheses d’integrabilite, alors on sait conclure a la 
LLI sous la “condition de mesure majorante naturelle”: 
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THBOR~ME. Soit X une v.a. sous-gaussienne a valeurs dans (C(S), /I [I,), 
centree, fortement de car& integrable, et telle qu’il existe une v.a. M > 0 
possedant les proprietes suivantes: 
(i) V(s, t) E S x S, IX(s) - X(t)1 < t(s, t) M p.s., 
(ii) 3s > 0: E(W) < +co. 
On suppose de plus qu’il existe une mesure de probabilite 1 sur S, muni de la 
tribu r-borelienne, telle que: 
1 P(t: r(s, t) < u) I du = 0 (3) 
06 y est la fonction inverse de: x -+ exp x’L,x. Alors X veriJie la LLI. 
Demonstration du Theo&me. Comme d’habitude, on peut se restreindre 
au cas X symetrique. Soient (X,, k E N) une suite de copies independantes 
de X et (Mk, k E K) la suite de copies independantes de A4 qui lui est 
associee. On dlfinit la suite de v.a. tronqules: 
Yk = X,Z(M, < k’lE). 
LEMME 1. I1 existe une constante nume’rique C > 0 telle que: Vn E N, 
Vh E R, V(s, t) E S x S, 
E exp(hS,(Y(s) - Y(t))/fi) < C exp(h2A2r2(s, t)), 
A &ant la constante intervenant duns la definition du caractere sous- 
gaussien de X. 
Demonstration du Lemme 1. L’independance des Y, et le caractere sous- 
gaussien de X permettent d’tcrire: 
E evW,tY(s) - W>/fi> 
= fi E ewtWk(s) - YkW)lfi~ 
k=l 
< fi (P(M> k”&)+E exP(h(X,(s) - xk(t>>/h)) 
k=l 
< fi (P(M > k”“) + exp(h2A2r2(s, t)/n)) 
k=l 
< kn, (1 + P(M > k”“)) exp(h*A 2~2(s, t)/n) 
< exp(h*A*t’(s, t)) fi (1 + P(M > k”‘)). 
k=l 
683/13/2-IO 
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La v.a. ME &ant integrable, la serie de terme general P(M > k”‘) converge; il 
en est done de m&me du produit infini np=, (1 + P(M > k”3); sa limite C 
est la constante annoncee dans le Lemme 1. 




I S”(W) - W)l 
@z$i r(s, t) 
>u <2Cexp-&‘L,u, 
I 
la constante C &ant celle mise en tkidence dans le Lemme 1. 
D&nonstration du Lemme 2. Soient u > 0, n E N, (s, t) E S X S avec 
t(s, t) # 0. Par croissance de la fonction x -+ x a on a: 
p lS,W) - WI > u 
i v5qi r(s, t) I 
= p IS”(W) - W)>l 
I \/2nL,n z(s, t) 4 
;, lS”W) - WI > u\/Lu 
fii~(s, t) I = ’ 
D’aprb le choix fait pour ies bornes de troncation des Yk, il existe une 
constante a > 0, telle que l’on ait (pour tous U, n, s, t): 
p ISAY(s) - Y(t)>1 > u 
I d- t(s, t) I 
< p \ I 
IS”W) - Y(t))1 >au @y 
fi a t) I 2 * 
En vertu du lemme precedent on a done pour tout h > 0: 
Isnm) - WI 
&ql ‘ss, t) 
> u 
I 
< 2C exp(h2A2 - ahu 6). 
En prenant la borne inferieure sur les h > 0 du membre de droite, on obtient: 
p ISnW) - W>I 
I @zpY z(s, t) 
> I( 
I 
< 2C exp - (a2u2L,u/4A2), 
c’est bien le resultat du Lemme avec 6 = a2/4A ‘. 
LEMME 3. II existe un ensemble R,, de probabilite’ 1, tel que: Vn E N, 
Vo E R,, S,(Y)(w) est une fonction t-continue. 
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Dhonstration du Lemme 3. C’est exactement la meme que celle de [3, 
Lemme 4.11 sous reserve d’y remplacer la fonction convexe x --) exp x2 par 
x--r exp x’L,x. 
LEMME 4. I1 existe un ensemble G,, de probabilite’ 1 et une constante 
C > 0, tels que: Vn E N, Vw E .R,, V(s, t) E SxS, 
oli: 
c, = exp 
I( 
S,(W) - Y(t)) I 
b d- z(s, t) (‘**) 
S,(W) - y(t)> I 
b dnL,n r(s, t) (*‘*) 
b &ant une constante numb-ique positive indkpendante de n, suflsamment 
grande pour que l’on ait: 
sup E(c,) < +a. 
II 
Dkmonstration du Lemme 4. La demonstration (et en particulier l’ex- 
istence de b E IO, +co [) s’obtient encore par une adaptation convenable des 
preuves de [3, Lemme 4.1, Proposition 11. 
Nous pouvons dtduire du Lemme 4: Vq > 0, 36 > 0: Vn E [N 
En vertu des hypotheses d’integrabilitt faites sur A’, on a: 
vs E s E/Y(s) = 0, EX2(s) < $00. 
D’ou pour tout s E S: 
Cette propriett additionnte avec (4), nous donne le resultat suivant: 
(4) 
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Par application du lemme de Borel-Cantelli, il est d’autre part evident que: 
d’oi le: 
LEMME 5. Nous aumLs S"(X)/~5iqi -&g 0. 
La v.a. X &ant fortement de carre integrable, on deduit du Lemme 5 que 
X verifies la LLI. 
On va donner maintenant un exemple d’application a une v.a. ne veritiant 
pas le TCL du Theoreme qu’on vient d’etablir. Soit S = [0, I] muni de la 
distance usuelle. Considerons la suite (J;.,j E IN) d’llements de C[O, l] 
definie par: 
fj(t) = 0, si t & 12-j, 2-j+‘[, 
= V&G-G si tz3x2-j-l 3 
= lineaire ailleurs. 
Soit (sj,j E iN) une suite de v.a.r. de Rademacher (i.e., P(E = 1) = 
P(E = -1) = 1) independantes. Posons: 
VtE [O, 11, X(t) = v Ejf;(t). Jz.4 
On remarque aisement que X est une v.a. i valeurs dans C[O, 11. Par contre 
elle ne verifie pas le TCL car sa covariance n’est pas pregaussienne. 
Considerons la mesure de probabilite suivante sur [0, 11: 
oti pour tout entier j, Aj designe la mesure uniforme concentree sur I’inter- 
valle 12-j, 2-jf’[ de masse totale Cj-L5i’Ld, c &ant choisi de telle sorte que I 
soit une mesure de probabilitk et les fonctions L, et L, dtsignant les it&es 
d’ordre 5 et 6 du logarithme. 
On montre par des calculs similaires 1 ceux de [4, Exemple 1 ] que la 





iy( 1/;l”(t: r(s, t) < U) du = 0, 
0 
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t designant lvidemment l&art induit par la covariance de X. La v.a. X est 
sous-gaussienne; de plus: 
V(s, t) E [O, l] x [O, 11, VfiJ E 0, IX(w, s) - x+4 t)l < fi 7th 0 
Toutes les hypotheses du Theo&me sont done remplies et X verilie ainsi la 
LLI, sans pour autant verifier le TCL. 
Remarque. Le theoreme que nous avons etabli ci-dessus admet 
evidemment le corollaire suivant en termes d’entropie: 
COROLLAIRE. Soit X une v.a. sous-gausienne d valeurs dans 
(C(S), 11 II,), centrke, fortement de car& intbgrable et telle qu’il existe une 
v.a. M > 0 vt!rifiant: 
(i) V(s, t) E S X S, ] X(s) - X(t)1 < 7(s, t) M p.s., 
(ii) 3s > 0: E(W) < +co. 
On suppose de plus: 
s 1 v(W)) du < +a, 0 (5) 
oti pour tout u > 0, N(u) dksigne le nombre minimal de 5 - boules de rayon u 
suffisant ri recouvrir S, et v/ est la fonction inverse de x -+ exp x’L,x. Alors 
X vhrifie la LLI. 
Le Corollaire decoule immediatement du Thtoreme car la condition (5) 
implique l’existence d’une mesure de probabilitt I satisfaisant a (3) (la 
construction de cette mesure se fait comme dans la demonstration de ] 1, 
Corollaire 6.2.41). 
Le Corollaire ci-dessus, tres utile en pratique, est strictement moins fort 
que le Theoreme. Pour en convaincre le lecteur, nous revenons a l’exemple 
itudit precidemment. 
On a, pour tout entier n assez grand: 
N(2-“) > exp 2*“. 
D’autre part, il existe une constante a > 0 telle que: 
vx > 0, v(x) > a &G/&Z 
D’oti: 
Vn > 2, 2 -‘$(N(2 -“)) > a/d=. 
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La skrie de terme gknkral 2-“ty(N(2-“)) est done divergente et la condition 
(5) n’est pas rtaliske; par contre nous avons vu plus haut qu’il existe une 
mesure de probabilitk A vCrifiant (3). 
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