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Prior research has suggested that the identification and encoding of letter positions within letter strings might be 
influenced by orthography. Letters in transparent languages (e.g., Greek) with regular grapheme-to-phoneme 
correspondences are processed sequentially, whereas letters in deep languages (e.g., English) are processed in 
parallel. In three experiments, we used a visual search paradigm to test this hypothesis on Russian—a relatively 
transparent language. In Experiment 1, we measured the identification speed of Cyrillic letters at each position in 
the five-element real words or pronounceable pseudowords. In Experiment 2, the performance was compared to 
random letter strings, and in Experiment 3, to non-linguistic symbol strings. Our results reveal a search pattern 
similar to English, excluding strictly serial letter computation, which is inconsistent with the orthography hy-
pothesis. Moreover, we showed that the lexical status and the nature of the string (linguistic/non-linguistic) 
affect response times for Russian and therefore must be accounted for in models of visual word recognition.   
1. Introduction 
The computation of letter identities and their positions is an essential 
part of orthographic processing. There are two main approaches to how 
the initial stages of orthographic processing are organized. The first 
suggests that letter information is extracted in parallel within a single 
fixation (Grainger et al., 2010; Grainger & van Heuven, 2003; McClel-
land & Rumelhart, 1981; Tydgat & Grainger, 2009). The second 
approach implies that letters are processed sequentially, one by one in 
the direction of reading (Davis, 2010; Forster, 1976; Whitney, 2001; 
Whitney & Cornelissen, 2008). 
The majority of studies in English have revealed a clear parallel 
strategy (Adelman et al., 2010; Grainger, 1988), and similar patterns 
were observed for French (Tydgat & Grainger, 2009). However, Ktori 
and Pitchford (2008, 2010) found evidence of sequential letter pro-
cessing in Greek and suggested that it depends on the type of orthog-
raphy (Ktori & Pitchford, 2008, 2009, 2010; Pitchford et al., 2008). 
Orthographic type indicates the consistency of letter-phoneme cor-
respondence in a language. Languages with transparent orthography, 
like Greek, have consistent rules of spelling-to-sound mapping, whereas 
languages with deep orthography, like English and French, are charac-
terized by many irregularities in letter-to-sound correspondences. Ktori 
and Pitchford argue that skilled readers of a language with transparent 
orthography mostly compute letter identities sequentially, whereas 
skilled readers of a language with deep orthography use parallel (whole- 
word or lexical) and to a lesser extent serial (sub-lexical) letter 
processing. 
Since only a couple of languages have been examined so far, one of 
the aims of the present study was to check Ktori and Pitchford's hy-
pothesis on Russian, a language with relatively transparent orthography 
(Abu-Rabia, 2001; Cubberley, 1996). We report three experiments 
claiming that letter processing in Russian proceeds in parallel. As this 
study describes one of the first visual letter search experiments on a 
language with a Cyrillic script, we also explore the lexical status of a 
string by obtaining letter search times for real Russian words, pro-
nounceable pseudowords, and random letter strings. 
1.1. Previous studies 
Most studies have used letter strings (typically of five elements) to 
look at letter processing, but the choice of method depends on the 
experimental purpose. To define how letter position affects response 
time, one can use a visual search task (Acha & Perea, 2010; Green et al., 
1983, 1996; Green & Meara, 1987; Hammond & Green, 1982; James & 
Smith, 1970; Ktori & Pitchford, 2008, 2009; Liow et al., 1999; Mason, 
1982; Massaro et al., 1979; Pitchford et al., 2008; Randall, 1991; Randall 
& Meara, 1988), where participants are asked to decide (by pressing a 
key) whether a predefined target letter is part of a subsequently 
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presented letter string. To understand how letter position affects accu-
racy, a two-alternative forced-choice task (2AFC) is frequently used 
(Chanceaux et al., 2013, 2014; Chanceaux & Grainger, 2012, 2013; 
Grainger et al., 2010; Grainger et al., 2016; Grainger, Bertrand, et al., 
2016; Marzouki & Grainger, 2014; Tydgat & Grainger, 2009). A mask 
appears after the letter string, followed by two letters, and the partici-
pants have to choose which of the letters was in a certain position in a 
letter string. 
Both methods are used to build search functions for a five-letter 
string, whereby the functions consist of element position numbers (1 
to 5) on the X-axis, and behavioral data (either response time or accu-
racy) on the Y-axis. The material is not necessarily linguistic; and to 
interpret the linguistic results correctly, it is essential to understand the 
search functions of non-linguistic symbols. 
In all studied populations, non-linguistic material produces a U- 
shaped curve when response times are measured (Green & Meara, 1987; 
Hammond & Green, 1982; Mason, 1982; Mason & Katz, 1976) and an 
inverted U-shaped curve when accuracy is measured (Grainger et al., 
2016; Mason & Katz, 1976; Tydgat & Grainger, 2009). Mathematically, 
this corresponds to a significant quadratic component in the trend 
analysis. Participants typically start the task with a fixation point on the 
central element, and the visual acuity of the fixation point is optimal 
(Mason, 1982); therefore, there is a clear advantage in the third position. 
The further a symbol is from the fixation point, the longer it takes to 
detect it, or the more errors occur. 
With linguistic material, the results are different. Previous studies on 
English speakers showed that the search function for response times is 
best described as an upward-sloping M-shaped curve (Green et al., 1996; 
Green & Meara, 1987; Hammond & Green, 1982; James & Smith, 1970; 
Ktori & Pitchford, 2008), meaning that the following are identified 
faster: (1) the first, third, and fifth positions compared to the neigh-
boring positions (e.g., s vs. h, a vs. h, a vs. r, k vs. r in shark), and (2) 
letters at the beginning of the word (e.g., the s and h in shark) compared 
to those at the end (e.g., the r and k in shark). Mathematically, this 
corresponds to significant (1) negative quartic and (2) positive linear 
components in the trend analysis (Ktori & Pitchford, 2008; Liow et al., 
1999; Pitchford et al., 2008). For the accuracy rate, there is a W-shaped 
equivalent: fewer errors in the first, third, and fifth positions (Krueger, 
1970; Marzouki & Grainger, 2014; Tydgat & Grainger, 2009). 
The advantage of the third letter is again explained by visual acuity, 
as with non-linguistic symbols. Explanation of other results depends on 
the choice of letter detection model: either a sequential or a parallel 
approach. 
Among the models that have a sequential component, the SERIOL 
model (Whitney & Cornelissen, 2008) argues for strictly serial encoding, 
where unidirectional (beginning-to-end) lateral inhibition operates on 
retinotopic features. In the modified version, SERIOL2 (Whitney & 
Marton, 2013), this inhibition operates on retinotopic letters rather than 
features; therefore, processing goes firstly in parallel and then serially to 
activate abstract letter representations. Another model, the Spatial 
Coding model (Davis, 2010), involves serial scanning across position- 
specific letter channels. All these models can easily explain the linear 
trend. The quartic component (exterior position advantage) is explained 
either by the attentional advantage of the outermost letters (SERIOL2), 
or by a dynamic end-letter marking mechanism that increases the end- 
letters' specificity (Spatial Coding model). 
As for the models with a parallel component, the Grainger and van 
Heuven (2003) model explains the linear and quartic trends by the 
modified receptive field (MRF) hypothesis (Chanceaux & Grainger, 
2012; Tydgat & Grainger, 2009). It suggests that the basic center-to- 
periphery mechanism of scanning the visual array changes with 
respect to crowding (recognition impairment caused by neighboring 
elements); location-specific retinotopic character detectors that process 
all elements in a string of a limited length in parallel have larger inte-
gration fields for non-linguistic symbols than for letters, so that more 
features from neighbors can interfere in symbol recognition. This results 
in huge crowding for symbols, but not for letters even in the exterior 
positions, when only one flanker can influence target identification 
(Grainger et al., 2010). Moreover, the integration fields for letter de-
tectors are not symmetric: left flankers produce more crowding than 
right ones (for languages read from left to right). Thus, Tydgat and 
Grainger (2009) suggest that the quartic trend (exterior position 
advantage) in the visual search task is due to reduced crowding from 
only one neighbor, whereas the significant linear trend is evidence of 
superior performance particularly in the first position, where left 
flankers are absent. Even though the MRF hypothesis has been criticized 
by those who suggest that the center-to-periphery mechanism is 
explained by visual memory limitations (Castet et al., 2016), it was 
further shown (Scaltritti et al., 2018) that crowding indeed does play a 
role in string recognition, by reducing the effects of the surrounding 
context. 
Another dispute in letter recognition is whether the lexical status of 
the letter string affects the search function. To minimize the influence of 
phonological and semantic information on task performance (Pitchford 
et al., 2008; Tydgat & Grainger, 2009), most studies use random letter 
strings as stimuli (e.g., Acha & Perea, 2010; Green et al., 1983, 1996; 
Green & Meara, 1987; Hammond & Green, 1982; James & Smith, 1970; 
Ktori & Pitchford, 2008, 2009; Liow et al., 1999; Mason, 1982; Massaro 
et al., 1979; Pitchford et al., 2008; Randall & Meara, 1988; Tydgat & 
Grainger, 2009). However, when using other types of strings such as 
words and pseudowords, one can also investigate the effects of lexical 
status and word superiority. 
The effect of lexical status (i.e., word–pseudoword–nonword) was 
thoroughly explored by Acha and Perea (2010); the participants had to 
detect the presence/absence of a previously cued letter target at the 
initial, central, or final position in a five-letter Spanish word or pseu-
doword. They found that the target in the initial position was always 
identified faster than others, but there was no evidence that lexical 
status modulated the effect. However, in Scaltritti et al. (2018) and 
Aschenbrenner et al. (2017), the lexicality effect was present. They 
tested the dependency between stimulus orientation and first-letter 
advantage and found no dependency for words (Aschenbrenner et al., 
2017) and a clear dependency for random letter strings (Scaltritti et al., 
2018). Since the dispute is ongoing, data from other languages is 
needed. 
The effect of word superiority—i.e., the expectation of individual 
letters in a word—was first confirmed by Reicher (1969) and Wheeler 
(1970), whose participants were briefly presented with four-letter 
words, nonwords, or letters in isolation, all followed by a mask and 
two alternative letters. They were asked to decide which of the alter-
native letters was shown on screen. The results showed that the partic-
ipants do better when the alternative letter appeared in a word context 
than in a nonword context or in isolation. Later, studies across many 
methodological variations revealed that this effect is specific for the final 
letters: e.g., participants are more likely to recognize a final letter (E) 
when it is presented in a word (TABLE) rather than in pseudoword 
(BALTE) or a random letter string (FRJAE) (Estes & Brunn, 1987; 
Grainger & Jacobs, 1994; Johnston & McClelland, 1974; Krueger, 1992; 
Williams et al., 1985). Moreover, the effect is found in pseudowords, but 
to a much lesser extent than in words (Grainger et al., 2003). Therefore, 
word superiority might influence the search pattern in the visual search 
task1. 
The models of parallel and serial processing mentioned above as-
sume that the patterns found for English are universal; but the experi-
ments on other languages elicit divergent results. Greek (Ktori & 
Pitchford, 2008, random letter strings) revealed a curve very similar to 
that of English, but with one exception: no final position advantage, that 
is, the fifth letter was not recognized faster than the fourth one (in trend 
1 We are grateful to Joshua Shell for the suggestion to consider the word 
superiority effect. 
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analysis, this would correspond to positive linear and cubic trends). A 
pattern similar to English was also found for Spanish (Green & Meara, 
1987, random letter strings), where trend analysis revealed a strong M- 
shaped curve. However, it was later reinterpreted by Ktori and Pitchford 
(2008, p. 264): “although a significant quartic component was observed 
for Spanish readers, identification times for letter targets appearing in 
the final position were not facilitated for Spanish readers, as they were 
for readers of English” (see Fig. 1). They suggested that since the final 
letter position is crucial for distinguishing serial and parallel processes 
and the participants did not recognize the final position faster, Spanish 
readers might utilize parallel (lexical) procedures to a lesser extent than 
readers of English. 
As the final position advantage in random letter strings comes only 
from parallel processing, an absence of such a pattern is a serious claim 
supporting the sequential models. Ktori and Pitchford (Ktori & Pitch-
ford, 2008, 2009, 2010; Pitchford et al., 2008) suggest that the 
sequential/parallel letter processing depends on the type of language 
orthography, determined by the number of (ir)regularities in letter-to- 
sound correspondences. The authors argue that skilled readers of a 
transparent language (few letter-to-sound irregularities), like Greek or 
Spanish, mostly compute letter identities sequentially, whereas skilled 
readers of a deep language (many letter-to-sound irregularities), like 
English, compute letters mostly in parallel. 
Other studies were done in Chinese (Green et al., 1996) and Arabic 
(Randall & Meara, 1988), and surprisingly resulted in a U-curve, typical 
for that of non-linguistic symbols. This pattern could have several rea-
sons. The Chinese writing system is logographic, and almost all the 
characters are separate concepts. Thus, Chinese readers do not need to 
encode a sequence of characters: instead, they probably recognize the 
whole word. Besides, there are no five-character Chinese words, which 
brings up a question of the ecological validity of the stimuli. In turn, 
Arabic is a language of consonant writing; that is, vowels are not re-
flected on paper, and Arabic readers need to restore them using context. 
Such a task can be critical for the formation of a word identification 
strategy. One might therefore assume that the M-curved search function 
is specific for native speakers of an alphabetical language (like English, 
without missing any letters). 
As there are too few studies so far, we aim to contribute to this 
domain by bringing in another alphabetical language: Russian. 
1.2. The present study 
The Russian alphabet uses letters from the Cyrillic script and has 
relatively transparent orthography: letter-to-phoneme correspondences 
are quite regular, but not the other way around (Abu-Rabia, 2001; 
Grigorenko, 2013). The alphabet consists of 33 letters (see Table 1) 
marking both consonants and vowels, and the letters comprise 42 
sounds. There are also letters that carry no phonetic value and are purely 
orthographic devices: the soft sign “ь” and the hard sign “ъ”. The soft 
sign indicates palatalization of the preceding consonant, whereas the 
function of the hard sign is to separate certain prefixes ending in con-
sonants from subsequent morphemes that begin with iotified vowels. 
Thus, the hard sign prevents palatalization of the preceding consonant. 
We conducted three experiments with native readers of Russian. 
First, we intended to check what letter recognition strategy prevails 
in Russian by evaluating the resulting search function. If it is an M- 
shaped curve characterized by a negative quartic trend (first and final 
position advantage), this will argue for parallel letter processing. If it is 
an S-shaped curve characterized by a positive cubic trend (no final po-
sition advantage, but first and second letters are recognized faster than 
fourth and fifth), then letter processing proceeds serially (Experiments 
1–2). 
Second, we wanted to see whether the type of language orthography 
influences this strategy (Ktori & Pitchford, 2008). Russian is considered 
to be a transparent language, so an S-shaped curve typical of serial 
processing would argue for the effect of orthography, whereas an M- 
shaped curved typical of parallel processing would mean that our results 
are inconsistent with the orthography hypothesis (Experiments 1–2). 
Finally, we explored whether factors that can possibly affect letter 
recognition can be replicated in Russian. We checked whether the 
Fig. 1. Visual search functions for English and Spanish (Green & Meara, 1987). (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
Table 1 
The Russian alphabet.  
Uppercase 
letters 




а б в г д е ё Ж з и й к л М н о п р с т у ф х ц ч ш щ ъ ы ь э ю я  
S. Alexeeva and A. Dobrego                                                                                                                                                                                                                  
Acta Psychologica 218 (2021) 103355
4
lexical status of the letter string, font, and nature of material (linguistic/ 
non-linguistic) influence the processing of Cyrillic letters.  
(1) There is an ongoing dispute over whether the lexical status of the 
letter string affects the search function. The effect was found, for 
instance, by Aschenbrenner et al. (2017) and Scaltritti et al. 
(2018), who tested words and nonwords. At the same time, some 
studies (e.g., Acha & Perea, 2010) did not confirm the effect. 
Since agreement has not been reached by scholars, data from 
more languages is needed: we aimed to check this on Cyrillic 
script by using real words (Experiment 1), pronounceable pseu-
dowords (Experiment 1), and random letter strings (Experiment 
2). If the lexical did not play a role, this would argue in support of 
using more naturalistic stimuli in future studies (namely, real 
words). 
If lexical status did influence our results, we would explore 
some other effects. Previous research (Ferrand & New, 2003) 
using different paradigms showed that low-frequency words 
might elicit serial processing mechanisms, unlike high-frequency 
words, which are thought to be processed in parallel. We inves-
tigated whether word frequency affects the search function in our 
study. However, one needs to keep in mind that the visual search 
task might be insensitive to the high-/low-frequency distinction. 
Another factor that might play a role is word superiority (Reicher, 
1969; Wheeler, 1970). Following these studies, we expect better 
performance in final letters for real words.  
(2) To delve into letter processing, we intended to check whether 
perceptual features affected the nature of the search function. For 
that, we manipulated the font used to present stimuli (Courier 
New, Verdana and Georgia) (Experiment 2).  
(3) As this is the first visual search study with Russian native 
speakers, we intended to replicate the most undisputed effect: a 
U-shaped curve obtained for non-linguistic material from 
speakers of other languages (Green & Meara, 1987; Hammond & 
Green, 1982; Mason, 1982; Mason & Katz, 1976) (Experiment 3). 
2. Experiment 1 
2.1. Participants 
One hundred native Russian speakers, age 18–37, participated in the 
study. All of them had normal or corrected-to-normal vision, were naive 
to the purpose of the experiment, and provided informed consent. All 
experiments reported in this paper complied with the Declaration of 
Helsinki and the existing Russian and international regulations for ethics 
in research. 
2.2. Design and material 
We conducted an experiment with one within-subject variable: po-
sition of the target (1 to 5); and one between-subject variable: type of 
letter string (real Russian word vs. pronounceable pseudoword). 
We used all 33 letters of the Russian alphabet as target letters (see 
Fig. 2, line A). For each of them, we chose 20 five-letter words, so that 
each target letter would appear in all five possible positions four times. 
These words were chosen from Chastotnyj slovar’ sovremennogo russkogo 
jazyka (Frequency dictionary of the modern Russian language) (Lya-
shevskaya & Sharov, 2009), using the StimulStat database (Alexeeva 
et al., 2018). This dictionary is based on the subcorpus of the Russian 
National Corpus (www.ruscorpora.ru) of 92 million words and contains 
52,139 lemmas or base forms of Russian words. The words were chosen 
in such a way that a target letter never appeared twice in one word, 
although the other letters could. 
Not all Russian letters can be used in every position of a 5-letter 
word, so we were not able to present any words for the letters й, ъ, ы, 
ь in the first position, the letters ъ, э in the fourth position, and the letter 
щ in the fifth position. Furthermore, not all letter/position pairs could 
have four words each in the source dictionary, so we used all possible 
options for such cases: three words for щ, э in the second position, and ъ, 
э in the third position; two words for й, ц, ъ in the second position; and 
one word for э in the fifth position. 
Thus, a total of 615 real Russian words were chosen for this exper-
iment (frequency range: 0.4–198.2 ipm, mean: 26.04 ipm, median: 15.7 
ipm). Considering a vast number of these items, we divided all stimuli 
into five experimental lists, each of which contained all 33 letters, but 
only in 1 out of 5 possible positions. Due to the lack of words for some 
letter/position pairs (see above), it was impossible to divide words into 
all experimental lists equally. While distributing these words, we also 
tried to have an equal number of vowels (ten letters in Russian are 
vowels) and an equal number of ascenders/descenders (in total nine 
letters in Russian) in each position in each experimental list. As a result, 
the first experimental list contained 125 items; the second 124; the third 
119; the fourth 121; and the fifth 126. 
Apart from cases where a target letter is presented in a letter string, 
the visual search task implies that there are certain cases (fillers) where 
this target is missing. To adhere to this condition, we used words from 
the previous experimental lists but with different target letters as fillers, 
making sure this letter is missing in a word. 
After we prepared experimental lists for real words in Russian, we 
switched over to pronounceable pseudowords. For this purpose, we 
wrote a Python script. The following data are applied to the input of the 
script: the selected real words paired with the letter for which they were 
found; the position of this letter; the list of all possible bigrams (two 
adjacent letters) that are presented in the frequency dictionary of the 
modern Russian language (Lyashevskaya & Sharov, 2009); the position 
of these bigrams in words. The script randomly generates a pseudoword 
out of the real word in a certain way: (1) a pseudoword must contain the 
target letter in the same position as the real word does; (2) syllabic 
structures (CVCCV for the word кошка ‘cat,’ where C – consonant, V – 
vowel) of a pseudoword and the real word must be identical; (3) every 
two neighboring letters (bigrams) in the derived pseudoword must be 
“natural,” i.e., be present in another real word from the frequency dic-
tionary of the modern Russian language (Lyashevskaya & Sharov, 2009) 
in the same position. For example, for the word тюбик ‘tube,’ the 
pseudoword фюран was generated. As can be seen, both the word and 
the pseudoword have a CVCVC syllabic structure; both have the letter ю 
in the second position; the word фюран consists of four bigrams, фю, юр, 
ра, ан, which can be found in the following Russian words in same po-
sitions: фюрер ‘Fuhrer,’ Цюрих ‘Zurich,’ экран ‘screen,’ декан ‘dean.’ As 
for the letter/positions pairs that could not have a real word or have just 
one real word, we added two pseudowords for each of them. Then the 
authors reviewed the generated pseudowords and, if necessary, the 
script was launched again. 
All chosen pseudowords were distributed among five experimental 
lists according to the original words for which the pseudowords were 
generated. Just as for real words, we used pseudowords from the pre-
vious experimental list but with different target letter as fillers, making 
sure this letter was missing in a pseudoword. 
Eventually, we obtained 10 experimental lists that were randomly 
distributed among 100 participants. 
2.3. Procedure 
The experiment was run in a quiet room and used E-Prime software 
(Psychology Software Tools, https://pstnet.com). Participants sat in 
front of a computer screen at a viewing distance of approximately 60 cm. 
Stimuli were displayed lowercase in white on a black background in 
Georgia bold font (36-point for the target letter and 18-point for the 
letter string). On each trial, a target letter appeared in the center of the 
screen for 1000 ms, followed by a blank screen. After 500 ms, the blank 
was replaced by a letter string (a word or a pseudoword), which 
remained in the center of the screen until the response (Fig. 3, Exp. 1). 
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Participants were instructed to press one of two buttons on the keyboard 
to indicate whether the target letter was present or absent in the letter 
string (‘/’ for yes and ‘z’ for no). They were asked to make this decision 
as quickly and as accurately as possible. 
The experiment was divided into four blocks, each consisting of 
approximately 60 trials. Distribution of stimuli in blocks and presenta-
tion of stimuli in trials were randomized for every participant and s/he 
had an opportunity to take a short break after each block. The next block 
started as soon as a participant pressed any answer button (‘/’ or ‘z’). 
Before the main part of the experiment, six practice trials were given to 
familiarize participants with the task. 
The software registered participants' answers and response time. 
2.4. Analysis and results 
The average error rate2 among the trials where the target letter was 
present in a letter string was 5.5% (in the first position 6.7%; in the 
second position 6.1%; in the third position 4.9%; in the fourth position 
5.3%; in the fifth position 4.5%). Due to such a low level of mistakes, we 
did not perform further statistical analysis with the error rate as a 
dependent variable. 
None of the subjects had to be excluded from the analyses due to a 
low accuracy rate (<80%). If a participant took longer than 5000 ms or 
less than 300 ms to make a decision, that answer was excluded from the 
analyses. The remaining outliers were removed by determining the 
upper and lower thresholds based on ±2.5 standard deviations from the 
average response time for every participant in every letter position. A 
total of 3.2% of answers was withdrawn. A total of 11,381 observations 
were included in the analysis. 
We performed two linear mixed effects analyses (LMM) using the 
lme4 package (Bates et al., 2014) in R to assess the effect of letter po-
sition and lexical status on response times. The lmerTest package in R 
(Kuznetsova et al., 2017) was used to estimate the p-values. 
In both analyses, the models included two fixed effects (letter posi-
tion and lexical status) with the interaction between them. To control for 
confounding variables, the regression analyses also included the letter 
identity effect and interaction between letter identity and letter posi-
tion3 (Pitchford et al., 2008). The lexical status predictor was coded as 
sliding contrast (with real word as a reference level), whereas the letter 
identity factor was coded as sum contrast (this allowed us to compare 
response times for each letter with the mean). Letter position was 
entered as a centered covariate with quartic polynomial parameteriza-
tion in the first analysis and as a fixed effect coded as sliding contrast in 
the second one (see Power considerations in Appendix A). The quartic 
polynomial parameterization made it possible to check the significance 
of linear, quadratic, cubic, and quartic trends. The sliding contrast gave 
us the possibility to compare response times in neighboring positions. 
Following the recommendations of the Box–Cox method (Box & Cox, 
Fig. 2. The target elements tested in all experiments. (A) 33 Russian letters used in Experiments 1 and 2. (B) 20 symbols used in Experiment 3.  
Fig. 3. Illustration of the paradigms used in Experiments 1–3. A target element, presented for 1000 ms, was always followed by a blank screen for 500 ms and then by 
a stimulus string that remained on the screen until response. 
2 Statistical analysis and stimuli list of all experiments can be found at the 
following link: https://osf.io/dzte4/?view_only=34cf7d4e625d47dbb119d66 
76a81f1b4. 
3 Pitchford et al. (2008) revealed a significant interaction between letter 
position and letter identity. They found a processing advantage for identifying 
letters in the first position compared with the second position, for 23 of the 25 
(92%) target letters. However, in the final position it was less consistent across 
the letters. Mean RT was lower in the fifth position compared with the fourth 
position for only 14 of the 25 (56%) target letters. They therefore suggest that 
the nature of the visual search function differs across letters. 
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1964), to achieve normality of model residuals, we applied a reciprocal 
transformation to response times (− 1000/response times) (Masson 
et al., 2017). 
As for random effects, to discover the optimal model we started with 
the model containing only random intercepts over participants and 
items, and then we went bottom-up (adding a new term at every step) to 
discover the optimal model. We compared models that included a 
different number of random effects based on maximum chi square 
likelihood (ML) estimates (Yan et al., 2014). In the first analysis, the 
random structure of the optimal model consisted of random intercepts 
over participants, letter strings, and by-participant random slope for 
letter position (without correlation between intercepts and slopes), 
whereas in the second one it included only random intercepts over 
participants and letter strings. 
The first analysis revealed significant quadratic (b = − 1.61, SE =
0.41, t = − 3.96, p < 0.001) and quartic components (b = − 2.235, SE =
0.33, t = − 6.68, p < 0.001), but a linear trend did not reach significance 
(b = − 0.054, SE = 0.5, t = − 0.11, p = 0.915). The second analysis 
revealed that letters in the first (b = 0.059, SE = 0.01, t = 4.95, p < 
0.001) and fifth positions (b = 0.053, SE = 0,01, t = 5.19, p < 0.001) are 
detected faster than neighboring letters (in the second and fourth posi-
tions, accordingly). The third position is identified faster than the second 
(b = 0.048, SE = 0,01, t = 4.96, p < 0.001) and fourth ones (b = 0.044, 
SE = 0.01, t = 4.23, p < 0.001). Therefore, we can state that the letter 
search function in Russian is best described as an M-shaped curve (see 
Fig. 4, Exp. 1) and is quite similar to the function that was found for 
English and French except for an insignificant linear trend (Green & 
Meara, 1987; Hammond & Green, 1982; Krueger, 1970; Mason, 1982; 
Pitchford et al., 2008; Tydgat & Grainger, 2009). 
Although participants identified letters in real words 17 ms faster 
than in pronounceable pseudowords (on average: 710 ms and 727 ms, 
respectively), statistical analysis did not reveal significance between 
these groups (b = 0.006, SE = 0.05, t = 0.11, p = 0.909). Interaction 
between the lexical status of the string and letter position was margin-
ally significant, as the model without the critical interaction showed 
some signs of worsened performance (χ2(4) = 9.26, p = 0.055, 
maximum chi square likelihood (ML) estimates). 
To explore the interaction further, we conducted an additional 
analysis with the final position as the baseline (the treatment contrast) 
on the full dataset4. This contrast allowed us to compare the final po-
sition with all the others. We included in the model three fixed effects 
(letter position, lexical status, and their interaction) as well as two 
possibly confounding variables (letter identity and interaction between 
letter identity and letter position). The optimal random structure of the 
model was random intercepts over participants and letter strings. 
As for main effects, reaction latencies in the second (b = − 0.057, SE 
= 0.01, t = − 5.42, p < 0.001) and fourth (b = − 0.053, SE = 0.01, t =
− 5.19, p < 0.001) positions are slower than in the fifth position; other 
comparisons did not reach significance (between fifth and first positions: 
b = − 0.002, SE = 0.01, t = − 0.22, p = 0.829; between fifth and third 
positions: b = 0.009, SE = 0.01, t = 0.82, p = 0.411). More importantly, 
we revealed significant interaction between the lexical status of the 
string and the difference between fourth and fifth positions (b = − 0.043, 
SE = 0.02, t = − 2.26, p = 0.024). This means that the search pattern 
might be different in final positions in pseudowords and real words. 
Therefore, separate analyses for real words and pseudowords were run. 
As for other interactions, there was no evidence that real words differed 
from pseudowords in all other positions against baseline (|t| < 1, p >
0.05). 
Separate analyses for real words and pronounceable pseudowords 
were conducted. The log-transformed frequency counts, as well as 
interaction between letter position and log-transformed frequency, were 
added to the mixed-effect linear model for real words, since processing 
strategy might be different for high- and low-frequency words5. The 
optimal random structure of a final model for pseudowords was random 
intercepts over participants, letter strings and by-participant random 
slope for letter position with quadratic polynomial parameterization; for 
real words — random intercepts over participants, letter strings and by- 
participant random slope for letter position (without correlation be-
tween intercepts and slopes). In both analyses, letter identity and 
interaction between letter identity and letter position were included as 
possible confounding variables. A total of 5655 observations for real 
words 5726 observations for pseudowords were included in the 
analyses. 
The letter search function for pronounceable pseudowords looks like 
an M-shaped curve (see Fig. 5) with significance of quartic (b = − 1.944, 
SE = 0.33, t = − 5.81, p < 0.001) and quadratic (b = − 1.141, SE = 0.45, 
t = − 2.55, p = 0.013) trends. As for the real words (see Fig. 5), the search 
function could be described as an S-shaped curve (an M-shaped curve 
without the second “spike”), but the cubic trend is only approaching 
significance (b = 5.222, SE = 2.86, t = 1.83, p = 0.07). Therefore, the 
lexical status of a letter string might affect letter identification in a visual 
search task. All other trends (including the linear one) were insignificant 
(|t| < 1, p > 0.05). Main effect of frequency (b = − 0.003, SE < 0.01, t =
− 0.75, p = 0.454) as well as interaction between frequency and letter 
position (χ2(4) = 2.30, p = 0.559, maximum chi square likelihood (ML) 
estimates) were insignificant. 
The approaching significance cubic trend might mean that in real 
words, final positions (namely, the fourth and fifth) are detected faster 
than those at the beginning6. To test this, we performed one more 
analysis, with letter position as a factor with two levels: the beginning of 
the word (corresponds to the first, second, and third positions) and end 
of the word (corresponds to the fourth and fifth positions). It was coded 
as sliding contrast with the beginning of the word as the reference; in all 
other aspects, the analysis was similar to the previous one. The optimal 
random structure of the final model was random intercepts over par-
ticipants and letter strings. 
The analysis did not reveal a significant difference between the 
beginning and end positions (b = − 0.005, SE = 0.06, t = − 0.1, p =
0.925). This time the main effect of frequency was significant: letters in 
high-frequency words were identified faster than in those in low- 
frequency words (b = − 0.011, SE < 0.01, t = − 2.49, p = 0.013). But 
there was no trace of dependency of frequency counts on the search 
function, for the interaction between letter position and frequency was 
found to be insignificant (χ2(1) = 1.71, p = 0.191, maximum chi square 
likelihood (ML) estimates). 
2.5. Discussion 
In Experiment 1, we tested the identification of Russian letters in a 
visual search task and showed that the letter search function may 
depend on the lexical status of the letter string, as claimed by Scaltritti 
et al. (2018). 
For the pronounceable pseudowords, we found exterior and central 
position advantages with variance best captured by quartic and 
quadratic trends; this search function replicates the classic M-shaped 
curve reported in previous studies with skilled English readers (Ham-
mond & Green, 1982; James & Smith, 1970; Mason, 1982; Pitchford 
et al., 2008). The only difference is the absence of a linear trend in our 
experiment, which can be explained by the MRF hypothesis (Chanceaux 
& Grainger, 2012; Tydgat & Grainger, 2009), if one assumes that in 
Russian, receptive fields are symmetrical (letters suffer from equal 
crowding by left and right neighbors). Therefore, our evidence argues 
for parallel letter identification in Russian for pronounceable 
4 We are grateful to the anonymous reviewer for the suggestion. 
5 We are grateful to the anonymous reviewer for the suggestion.  
6 We are grateful to Joshua Shell and the anonymous reviewer for the 
inspiration to conduct this analysis. 
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pseudowords. The discovered final position advantage also contradicts 
the Ktori and Pitchford orthography hypothesis, if Russian is deemed to 
be a language of transparent orthography (Abu-Rabia, 2001; Grigor-
enko, 2013). 
For the real words, it is not possible to say for sure what letter 
recognition strategy prevails or whether Ktori and Pitchford's hypothesis 
is plausible, as the only salient trend (the cubic trend or M-shaped curve 
without the second “spike”) is just approaching significance. 
Furthermore, we did not find evidence that the search pattern is 
dependent on word frequency. However, a previous study on lexical 
decision and naming (Ferrand & New, 2003) showed that high- 
frequency words might be processed as one unit (i.e., in parallel), 
whereas low-frequency words elicit sequential processing mechanisms. 
Perhaps a visual search task is insensitive to the distinction, or, 
Fig. 4. Visual search functions for letters (Experiments 1 and 2) and symbols (Experiment 3). Data are mean model response times for correct target identification in 
the visual search task. 
Note: The plots were generated with ggplot2 (Wickham, 2016) based on partial effects, with variance attributable to random and (controlled) fixed effects as well as 
interactions removed using the keepef function (Hohenstein & Kliegl, 2014). Fig. 4 represents predicted reaction latencies based on the first analyses regression 
models for each experiment after removing random effects, letter/symbol identity effect, and interaction between letter/symbol identity and letter/symbol position. 
Fig. 5. Visual search functions found in separate analyses for real words and pseudowords in Experiment 1. Data are mean model response times for correct target 
identification in the visual search task. The distinctions between high- and low-frequency words are made based on a median value. 
Note: The predictions for the plot (see footnote 4) are made after removing random effects, letter identity effect, and interaction between letter identity and letter 
position. The numerical facilitation in the fourth position for real words in Fig. 5 compared to the one in Fig. 4 may be caused by controlling for an additional variable 
(namely, frequency estimate). Predictions for Fig. 4 included interaction between lexical status and letter positions, as the regression analysis was conducted on the 
full dataset. For Fig. 5 the predictions are based on the analyses of separate datasets (for real words and pseudowords independently). 
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alternatively, a larger number of real word stimuli should be used. 
Moreover, the word superiority effect predicted that final letters would 
be detected faster than those at the beginning in a 2AFC task (Reicher, 
1969; Wheeler, 1970), but our analysis did not confirm this assumption. 
Therefore, the word superiority effect in the visual search task needs 
further investigation. 
As we failed to discover any evidence of a linear trend (Green et al., 
1983; Green & Meara, 1987; Hammond & Green, 1982; James & Smith, 
1970; Ktori & Pitchford, 2008; Pitchford et al., 2008) in either type of 
letter string, but we did find that the lexical status of the string might 
affect the result, we decided to check the validity of our data by con-
ducting two additional experiments. 
3. Experiment 2 
The M-shaped search function without any sign of a linear trend 
found in Experiment 1 might be explained by the choice of stimuli: they 
were real words and pronounceable pseudowords, not random letter 
strings as in most previous studies (Chanceaux et al., 2013; Chanceaux & 
Grainger, 2012; Grainger et al., 2010; Green et al., 1983, 1996; Green & 
Meara, 1987; Hammond & Green, 1982; Ktori & Pitchford, 2008, 2009; 
Liow et al., 1999; Mason, 1982; Pitchford et al., 2008; Randall & Meara, 
1988; Tydgat & Grainger, 2009). Perhaps in our case, phonological or 
semantic processing hid the linear trend. Therefore, this time our stimuli 
were designed to be random letter strings. If the linear trend were 
identified for random letter strings, there would be another piece of 
evidence that the visual search task is sensitive to the lexical status of the 
stimuli. 
We also decided to account for font as a potential confounding var-
iable. If we suggest that a visual search task reflects low-level processing, 
then it is crucial to exclude the influence of individual perceptive fea-
tures on the search function. In the following experiment, we tested this 
assumption, using three different fonts (Courier New, Verdana and 
Georgia) to present target letters and letter strings. 
3.1. Participants 
Fifty-one native Russian speakers, age 18–54, took part in the study. 
All of them had normal or corrected-to-normal vision, were naive to the 
purpose of the experiment, and provided informed consent. 
3.2. Design and material 
We conducted an experiment with one within-subject variable: po-
sition of the target (1 to 5), and one between-subject variable: font 
(Courier New, Verdana, and Georgia). 
All 33 letters of the Russian alphabet were used (see Fig. 2, line A). 
For each target letter, we generated five 5-letter random strings, so that 
this target letter would appear in all five possible positions once. We 
restricted ourselves to one string per letter per position to include all 
possible letter/position pairs in one experimental list. Thus, a total of 
165 stimuli strings were included in this experiment. We also generated 
165 strings where the target letter was absent (fillers). 
We had three versions of the experiment depending on the font: 
Courier New, Georgia, and Verdana. Courier New is the most wide-
spread monospaced font in reading studies (e.g., Bicknell et al., 2013; 
Hautala et al., 2011; Inhoff et al., 2003; Inhoff & Eiter, 2003; Kliegl 
et al., 2004; Reingold et al., 2012; White et al., 2008). Georgia (Serif) 
and Verdana (Sans Serif) are proportional fonts that were designed 
specifically for reading onscreen (Josephson, 2008). 
Each participant was randomly assigned to one of the experiment 
versions. 
3.3. Procedure 
The procedure was the same as in Experiment 1 except for the font 
used (see above). 
3.4. Analysis and results 
The average error rate among trials where the target letter was 
present in a letter string was 4.3% (in the first position 5.2%; in the 
second position 3.6%; in the third position 4.0%; in the fourth position 
3.9%; in the fifth position 4.8%). Due to such a low level of mistakes, we 
did not perform further statistical analysis with the error rate as a 
dependent variable. One participant was excluded from the analysis due 
to a low accuracy rate (<80%). We used the same procedure as in 
Experiment 1 to identify outliers. As a result, a total of 3.4% of the an-
swers was withdrawn. A total of 7627 observations were included in the 
analysis. 
We performed two linear mixed effects analyses to assess the effect of 
letter position, font, and interaction between letter position and font on 
correct response times (see Power considerations in Appendix A). Those 
analyses were almost identical, except for in the first analysis the posi-
tion was presented as a covariate, and in the second one as a fixed effect 
with five levels (see Experiment 1 for details). Similar to Experiment 1, 
target letter identity and interaction between target letter identity and 
letter position were included in the models as possible confounding 
variables. The contrast coding scheme for letter position and target letter 
identity was the same as in Experiment 1. The font predictor was coded 
as Helmert contrast. This allowed us to compare response times for 
monospaced (Courier New) vs. proportional fonts (Georgia & Verdana) 
and for Serif (Georgia) vs. Sans Serif (Verdana) typefaces within pro-
portional fonts. 
The optimal random structure was determined during the best model 
selection stage (see Experiment 1 for details). In the first analysis, the 
random structure of the optimal model consisted of random intercepts 
over participants, letter strings and by-participant random slope for 
letter position, whereas in the second one it included only random in-
tercepts over participants and letter strings. 
The first analysis revealed significant linear (b = 1.916, SE = 0.5, t =
3.82, p < 0.001) and quartic components (b = − 2.13, SE = 0.31, t =
− 6.81, p < 0.001). No other trends were significant (|t| < 1, p > 0.05). 
The second analysis revealed that letters in the first (b = 0.051, SE =
0.01, t = 4.46, p < 0.001) and fifth positions (b = 0.026, SE = 0.01, t =
2.27, p = 0.023) are detected faster than neighboring letters (in the 
second and fourth positions, accordingly). The third position is identi-
fied faster than the second (b = 0.046, SE = 0.01, t = 4.02, p < 0.001) 
and fourth ones (b = 0.08, SE = 0.01, t = 7.06, p < 0.001). Thus, we have 
replicated the main result of Experiment 1 (search function for Russian 
letters is an M-shaped curve), but this time with a significant linear trend 
(see Fig. 4, Exp. 2). 
As for the fonts, both our comparisons were unsignificant: mono-
spaced (on average: 862 ms) vs. proportional font (on average: 839 ms), 
b = 0.016, SE = 0.02, t = 0.86, p = 0.395; within proportional fonts: Sans 
Serif font Verdana (on average: 826 ms) vs. Serif font Georgia (on 
average: 851 ms), b = 0.016, SE = 0.02, t = 0.86, p = 0.395. We did not 
find evidence for significant interactions between font and any of the 
four possible components (χ2(8) = 9.95, p = 0.27). Therefore, our re-
sults suggest that letter identification in Russian proceeds on the 
grounds of abstract representations in the mental lexicon and not on 
letter's distinct features. 
3.5. Discussion 
Experiment 2 showed that the search function for random letter 
strings in Russian is a classic upward-sloping M-shaped curve charac-
terized by negative quartic and positive linear trends, in line with pre-
vious studies in English (Hammond & Green, 1982; James & Smith, 
1970; Mason, 1982; Pitchford et al., 2008). The results are discrepant: 
the presence of a linear trend (letters at the beginning are identified 
faster than at the end) implies sequential scanning (Hammond & Green, 
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1982), whereas a significant quartic trend (facilitation in the final po-
sition compared to the fourth one) argues for parallel processing (Ktori 
& Pitchford, 2008). Both serial and parallel models of visual word 
recognition can explain this result (see “General discussion”). 
Although final position advantage was found for both pronounceable 
pseudowords (Experiment 1) and random letter strings (Experiment 2), 
only the latter showed a positive linear trend. Apparently, Russian 
readers use different strategies for the processing of these two string 
types7. This difference between the two experiments provides additional 
evidence for the importance of lexical status (Aschenbrenner et al., 
2017; Scaltritti et al., 2018): it indeed affected performance in the letter 
search task. 
Since final position advantage is present in Experiment 2 and Russian 
is a language with a relatively transparent orthography (Abu-Rabia, 
2001; Grigorenko, 2013), we cannot confirm Ktori and Pitchford (2008) 
that suggests serial letter processing (absence of final position advan-
tage) for transparent orthographies. 
As for font, our data shows that there is no evidence that it affects 
response times. Therefore, we suggest that letter identification in 
Russian does not act on a letter's features but is rather premised on 
abstract representation of the letter in the mental lexicon. However, it is 
important to test more fonts in future studies. 
Since our data for letter strings are not airtight, it is necessary to 
replicate the most indubitable finding (Green & Meara, 1987; Hammond 
& Green, 1982; Mason, 1982; Mason & Katz, 1976), that is, that strings 
of non-linguistic symbols are processed from the center to periphery (a 
U-shaped curve in a visual search task). 
4. Experiment 3 
This experiment aimed to demonstrate that native Russian speakers 
produce a U-shaped search function while processing 5-symbol strings in 
the visual search task. 
4.1. Participants 
Twenty native Russian speakers, age 18–26 years, participated in the 
study. All of them had normal or corrected-to-normal vision, were naive 
to the purpose of the experiment, and provided informed consent. 
4.2. Design and material 
We conducted an experiment with one within-subject variable: po-
sition of the target symbol (1 to 5). 
Twenty target symbols (see Fig. 2, line B) were intentionally selected 
to be familiar non-linguistic shapes or objects (Hammond & Green, 
1982). For each of the target symbols, we created five 5-symbol strings 
so that this target would appear in all five possible positions once. It was 
important that the symbols in the strings did not repeat. We also created 
20 strings where the target symbol was absent (fillers). 
All 100 stimuli strings and all 100 fillers form one experimental list. 
4.3. Procedure 
The procedure was the same as in Experiment 1, except that the 
stimuli were rendered in the font Wingding (see Fig. 3, Exp. 3). 
4.4. Analysis and results 
The average error rate among trials where the target symbol was 
present in a string was 6.5% (in the first position 13.5%; in the second 
position 5.2%; in the third position 3.0%; in the fourth position 2.7%; in 
the fifth position 7.8%). Due to a low error rate, we did not perform 
further statistical analysis for investigating false-negative slip-ups. None 
of the participants had to be excluded from the analyses due to a low 
accuracy rate. We used the same procedure as in Experiments 1 and 2 to 
identify outliers. As a result, a total of 2.9% of answers was withdrawn. 
A total of 1817 observations were included in the analysis. 
As in Experiments 1 and 2, we performed two linear mixed effects 
analyses to assess the effect of symbol position on correct response times 
(see Power considerations in Appendix A). Similar to Experiment 1 and 
2, target symbol identity and interaction between target symbol identity 
and symbol position were included in the models as possible con-
founding variables. Those analyses were almost identical, except that in 
the first one the position was presented as a covariate, and in the second 
one as a fixed effect with five levels. The optimal random structure was 
determined during the best model selection stage (see Exp. 1 for details). 
In the first analysis, random structure encompassed intercept over par-
ticipants and items, by-subject slope for symbol position (with quadratic 
polynomial parameterization), and correlation parameters for symbol 
position. The second analysis included intercept over participant and 
items, by-subject slope without correlation parameters for symbol 
position. 
The first analysis revealed a significant quadratic component (b =
4.945, SE = 0.58, t = 8.46, p < 0.001), though none of the other com-
ponents (linear, cubic, quartic) reached significance (|t| < 1, p > 0.05). 
The second analysis showed that symbols in the first (b = − 0.202, SE =
0.03, t = − 6.79, p < 0.001) and fifth positions (b = − 0.2, SE = 0.04, t =
− 5.68, p < 0.001) are recognized significantly slower than in neigh-
boring positions, and the response time in the third position was 
significantly less than in the second (b = 0.089, SE = 0.03, t = 2,7, p =
0.014) and fourth ones (b = 0.082, SE = 0.03, t = 2.82, p = 0.009). The 
search function is U-shaped (Fig. 4, Exp. 3); therefore, native Russian 
speakers use a center-out encoding strategy while searching for symbols. 
This data complies with the results of previous studies (Green & Meara, 
1987; Hammond & Green, 1982). 
4.5. Discussion 
Experiment 3 showed that symbols produce a U-shaped search 
function in the visual search task performed by skilled readers of 
Russian, with variance across positions being best captured by a 
quadratic function. 
The results of Experiment 3 allow us to claim that the data of Ex-
periments 1 and 2 are valid. 
5. General discussion 
In the present study, we examined search functions for letters and 
non-linguistic symbols by Russian native speakers using a visual search 
paradigm. In the task, participants were asked to decide (by pressing 
keys) whether a target letter or symbol was part of a subsequently 
presented string. The results of the study are summarized below.  
1. The search function for symbol strings (Experiment 3) is drastically 
different from the one for letter strings (Experiments 1–2). Russian 
readers produce a U-shaped function characterized by a significant 
positive quadratic component when searching for a predefined target 
in a random symbol string of length 5. This result suggests that re-
action time is faster if a target appears in the center of the stimuli.  
2. The search function for 5-letter arrays is likely dependent on the 
lexical status (Experiments 1–2). 
7 Apart from the lexical status, Experiment 2 differed from Experiment 1 by 
the number of fonts used. In Experiment 2, stimuli were presented in three 
different fonts (Georgia, Verdana, and Courier New), while in Experiment 1 
there was only one font (Georgia). However, we did not find evidence for the 
influence of font in Experiment 2, as the font effect and interaction between 
font and letter position did not reach significance. Therefore, we believe that 
the cause of a linear trend in Experiment 2 is the lexical status of the stimuli. 
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a. For random letter strings (Experiment 2), an upward-sloping M- 
shaped curve was revealed. This is in line with the English data 
(Hammond & Green, 1982; James & Smith, 1970; Mason, 1982; 
Pitchford et al., 2008): letters at the beginning of the string are 
detected faster than the final ones, and middle and exterior letters 
are facilitated in comparison with letters in the second and fourth 
positions. Positive linear and negative quartic components were 
significant respectively.  
b. For pronounceable pseudowords (Experiment 1), we found an M- 
shaped curve without a hint of letter-by-letter sequential pro-
cessing: negative quartic and positive quadratic components were 
significant, but there was no evidence for a positive linear trend to 
reach significance. 
c. For real words (Experiment 1), a positive cubic trend (an M-sha-
ped curve without the second “spike”) was just approaching sig-
nificance; all other explored components (the linear, quadratic, 
and quartic ones) were insignificant. 
d. Real words diverge from pseudowords when looking at the dif-
ference between the fourth and fifth positions (Experiment 1). 
e. There is no evidence that the search function for real words de-
pends on word frequency (Experiment 1).  
f. For real words, the analysis did not reveal that final letters (fourth 
and fifth) are identified faster than those at the beginning (first, 
second, and third).  
3. We found no evidence that font affects letter processing strategy 
(Experiment 2). 
The first purpose of our research was to investigate whether letter 
recognition in Russian proceeds serially or in parallel. Previous studies 
(Pitchford et al., 2008; Tydgat & Grainger, 2009) claimed that a sig-
nificant negative quartic trend of the search function provides evidence 
for parallel processing, whereas a significant linear trend suggests serial 
scanning. In our study, skilled readers of Russian demonstrated signs of 
both parallel and serial strategies for random letter strings (see 2a 
above), while pronounceable pseudowords were clearly processed in 
parallel (see 2b above). It was not possible to draw any strong conclu-
sions for the real words, as neither quartic nor linear trends reached 
significance (see 2c above). 
To minimize the influence of top-down cognitive processes, most 
studies use random letter strings as stimuli (Hammond & Green, 1982; 
Pitchford et al., 2008; Tydgat & Grainger, 2009). Assuming that the 
search pattern in random letter strings is the best for uncovering letter- 
level processing, as suggested by (Tydgat & Grainger, 2009), one can 
state that both predominantly serial and parallel models of visual word 
recognition can explain the result. 
Let us start with the serial approach. Linearity is traditionally 
implied by the models that involve serial scanning: SERIOL (Whitney, 
2001; Whitney & Cornelissen, 2008; Whitney & Marton, 2013) and the 
Spatial Coding model (Davis, 1999, 2010). In these models, the quartic 
trend is either explained by the attentional advantage of the exterior 
letters (SERIOL), or by a dynamic end-letter marking mechanism that 
increases exterior positions' specificity (Spatial Coding model). 
However, a combination of those trends can also be explained by the 
integrative framework (Grainger et al., 2016), which implies parallel 
letter processing. This framework relies on the “modified receptive field 
hypothesis” or “MRF hypothesis” of letter identity computation (Chan-
ceaux et al., 2013; Chanceaux & Grainger, 2012; Grainger et al., 2010; 
Grainger, Bertrand, et al., 2016; Tydgat & Grainger, 2009) and multiple 
route architecture for letter position encoding (Grainger et al., 2012; 
Grainger & Ziegler, 2011). Here, the quartic trend is caused by the 
parallel firing of letter detectors influenced by visual acuity (sharpest at 
the fixation point and dropping linearly to the outer letters) and 
crowding (less for outer letters and more for inner ones, depending on 
the number of flankers). Furthermore, the MRF hypothesis states that 
receptive fields of letter detectors are asymmetric in shape: left flankers 
produce more crowding than right ones. Therefore, left letters are 
identified slower than right ones, which results in the linear trend. 
As explained above, both types of models fit our main result (an 
upward-sloping M-shaped curve for random letter strings). However, we 
believe that our other findings (see below) support an integrative 
framework with parallel letter processing. 
Firstly, Tydgat and Grainger (2009) claim that receptive fields are 
adaptive. They are wider for non-linguistic symbols; therefore, the 
deteriorating effect from neighboring shapes is stronger than that from 
letters (even if a shape has only one flanker). In such a setting, only 
visual acuity matters: the further a shape is from the fixation point, the 
longer it takes to detect it. This results in the U-shaped curve (central 
position advantage) registered in Experiment 3 and other studies on 
non-linguistic material (Green & Meara, 1987; Hammond & Green, 
1982; Mason, 1982; Mason & Katz, 1976). 
Secondly, multiple route architecture (Grainger et al., 2012; 
Grainger & Ziegler, 2011) of the integrative framework can explain, in 
our view, differences found in our study among the search functions for 
random letter strings, pronounceable pseudowords, and real words. The 
framework implies one phonological route and two orthographic routes 
in getting from print to meaning. The phonological route is the most 
active while a child is learning to read; its key feature is the spelling-to- 
sound conversion that proceeds in a sequential manner. Out of two 
orthographic routes, the first involves coarse (whole-word) processing, 
whereas the second involves fine-grained (sublexical) processing. The 
“slow” fine-grained route is particularly important for extracting 
frequently co-occurring letter combinations like morphemes (e.g., “er”) 
or complex graphemes (e.g., “th”), and it presumably operates with 
respect to word endings (Grainger & Ziegler, 2011). In our case, 
perhaps, differences in the search functions reflect more active use of 
coarse, fine-grained, and phonological routes for real words, pro-
nounceable pseudowords, and random letter strings, respectively. 
We also intended to check whether the orthography of a language 
influences letter recognition strategy. As was suggested by several au-
thors (Ktori & Pitchford, 2008, 2009, 2010; Pitchford et al., 2008), 
letters in transparent languages (consistent letter-to-sound correspon-
dences) are processed sequentially, whereas deep orthographies (irreg-
ular spelling-to-sound mapping) require both parallel and serial letter 
processing. This was confirmed in several studies: e.g., skilled readers of 
transparent languages—Spanish (Green & Meara, 1987, reinterpreted 
by Ktori & Pitchford, 2008) and Greek (Ktori & Pitchford, 2008)—pro-
cess letters in random letter strings sequentially, as shown by the linear 
trend without the final position advantage. 
Russian is a relatively transparent language (Grigorenko, 2013): 
letter-to-phoneme correspondences are quite regular, but not the other 
way around. If Ktori and Pitchford (2008) were right, we would find 
evidence for serial letter processing in our study. However, it was quite 
the opposite. The search function for random letter strings was similar to 
those for English and French—languages with clearly deep orthogra-
phy—and dissimilar to those for Spanish and Greek (Green & Meara, 
1987; Ktori & Pitchford, 2008). 
Therefore, our results are inconsistent with the hypothesis of Ktori 
and Pitchford (2008). Yet probably Russian is not as transparent as it is 
thought to be. The main difference between Russian and other explored 
transparent languages (e.g., Greek and Spanish) is that the orthographic 
systems of the latter unambiguously reflect the stress location (in most 
cases by an accent mark). In Russian, however, stress is never labeled 
(except, for instance, in children's books); it has no fixed position and 
can appear in any syllable of a word. For speakers, it is extremely 
important to know where the stress falls: it directly influences the 
quality of vowels but not of consonants, which are pronounced quite 
regularly. Naturally, that is not to say that transparent languages com-
mand “simpler” orthography: for instance, Greek contains diphthongs 
with difficult reading rules, whereas Russian does not. We suggest that 
future studies should focus on which orthographic features (if any) are 
crucial for mechanisms of letter processing. 
However, there is another way to look at it. As we described in the 
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Introduction, trend analysis revealed a classic M-shaped curve for 
Spanish (with final position advantage). As pertains to Greek, instead of 
trend analysis the authors compared three pairs of positions: first and 
second (corresponding to presence/absence of initial letter facilitation), 
first and fifth (corresponding to presence/absence of left-to-right facil-
itation), and more importantly fourth and fifth (corresponding to pres-
ence/absence of final position facilitation). Although the latter 
comparison was insignificant, Bayesian analysis is needed to confirm 
that the effect is absent. Therefore, it seems important to test further 
orthographic hypotheses on readers of other transparent languages. 
Finally, we turned to how the lexical status of the letter string, fre-
quency, font, and nature of the material (linguistic/non-linguistic) affect 
letter recognition in Russian and whether word superiority is manifest in 
the visual search task. This part of the study is exploratory; therefore, 
keep in mind that the results we describe are preliminary (see Power 
considerations in Appendix A). 
Lexical status affects letter recognition: it is shown by differences in 
the search functions (see above 2a-2d). This result is consistent with the 
findings of Aschenbrenner et al. (2017), Scaltritti et al. (2018), but not 
with Acha and Perea (2010). Given that Acha and Perea (2010) explored 
only three out of five positions (first, central, and final), future research 
that looks at lexical status in the scope of low-level processing is needed. 
Previously, studies have shown that short high-frequency words are 
processed in parallel as one unit, while low-frequency words are pro-
cessed serially one letter or bigram at a time, as shown across various 
paradigms (e.g., Ferrand & New, 2003). However, our data cannot 
confirm this approach, since our results did not reveal that frequency 
modulates detection strategy for real words (see 2e above). Perhaps the 
visual search task is insensitive to the distinction, or a larger number of 
word stimuli should be used to make the effect more profound. Another 
possible explanation is that this approach only works for mono-
morphemic words, whereas some of our stimuli contain more than one 
morpheme. Likewise, perhaps, usage of not only monomorphemic words 
as stimuli is the reason for no evidence for word superiority effect in our 
analysis. 
We also did not find evidence of search function dependency on the 
font (see 3 above). Probably the visual search task indeed reflects low- 
level orthographic processing and not perception per se. 
However, since our analysis only showed the insignificance of the 
mentioned effects, it does not allow for clear conclusions regarding 
frequency, word superiority, and font. 
As for the nature of the material, we showed that it clearly affects 
response times. When identifying letters, Russian readers elicit an M- 
shaped curve, whereas when processing shapes (see 1 above), the search 
function is U-shaped, as in many other studies (Green & Meara, 1987; 
Hammond & Green, 1982; Mason, 1982; Mason & Katz, 1976). 
6. Concluding remarks 
In three experiments, we explored letter recognition in Russian. The 
results are well in line with the MRF hypothesis (Tydgat & Grainger, 
2009) of parallel letter processing, where a serial note (a linear trend) is 
caused by asymmetric receptive fields. Our findings cannot support the 
idea of Ktori and Pitchford (2008) on the influence of a language 
orthography; specifically, letter recognition in Russian—a transparent 
language—is not strictly serial. We also showed that the lexical status of 
the string and nature of the material (linguistic/non-linguistic) affect 
response times for Cyrillic letters in a visual search task, thereby 
bringing more evidence to this issue (Chanceaux & Grainger, 2012; 
Green & Meara, 1987; Hammond & Green, 1982; Mason, 1982; Mason & 
Katz, 1976; Pitchford et al., 2008; Scaltritti et al., 2018). We have also 
opened new directions for replication, since our preliminary results on 
font and word frequency show that they might not modulate letter 
processing. 
A general limitation of our study8 is that visual word recognition 
models have traditionally focused on short words presented in isolation. 
Indeed, such an experimental setting cannot be ecologically valid when 
talking about the representation of cognitive processes during natural 
silent reading of a connected text. However, there is some evidence from 
natural silent reading that matches our results. 
In the study of Stoops and Christianson (2017), participants read 
sentences in Russian that started with a verb followed by the target noun 
in three conditions: word form in the nominative case, word form in the 
accusative case, and a nonword condition. The results showed that 
readers can extract suffix information at the end of the words parafoveally 
from the words that have not been fixated yet in a sentence. This sug-
gests that a parafoveal preview of a morphologically related word in-
terferes with the integration of the target word into the syntactic 
structure of the sentence. These results were later replicated (Stoops & 
Christianson, 2019) with analogous manipulation within target words 
that were 13–19 characters long. This may imply that the grammatical 
structure of a language requires effective processing of final letters, 
resulting in parallel letter processing in our study. 
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Appendix A. Power considerations 
The variable of interest in this study was letter position, and there-
fore our confirmatory analyses aimed at testing the letter position effect. 
Other predictors such as letter/symbol identity (Experiments 1–3), fre-
quency (Experiment 1), and font (Experiment 2) and their interactions 
were nuisance variables that should be controlled for based on previous 
research (Ferrand & New, 2003; Pitchford et al., 2008) or our assump-
tions. They were included in the study either for exploratory purposes 
(font and frequency), namely to define the number of observations for 
future research (using simulations) (Vasishth et al., 2020), or to exclude 
the influence of possibly confounding variable (letter/symbol identity). 
In all experiments, letter position was a repeated-measures variable. 
In Experiments 1 and 2, we fit two linear mixed-effect models (see 
Experiment 1 for details). The first model treated the letter position as a 
continuous (ordinal) variable, and the second model treated it as a factor 
with five levels. In the latter case, it corresponds to four conditions, as 
only four comparisons were tested (between neighboring positions). 
Brysbaert and Stevens (2018) recommend using 1600 observations for 
each condition of a repeated-measures factor for a properly powered 
experiment (with 80% power) if LMMs are used. We, therefore, believe 
that 6400 observations are sufficient for our case (1600 * 4 conditions). 
As for the trend analysis, Lazic (2018, p. 5) argues that it is more 
powerful than ANOVA (linear mixed modelling is an extension of 
8 We thank an anonymous reviewer for this suggestion. 
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ANOVA). Based on the figures in Lazic (2018), it seems that we needed 
at least 4000 observations to be confident of the power of the variable of 
interest in our trend analysis. 
Experiment 1 contained 11,381 observations and Experiment 2 
contained 7627. Keeping in mind that all interactions and other pre-
dictors are controls, we argue that both analyses of letter position effects 
have sufficient power. Moreover, the power is high enough for a sepa-
rate trend analysis of real words (5655 observations) and pseudowords 
(5726 observations) in Experiment 1. 
As for Experiment 3, we only have 1817 observations. However, 
since the letter position effect for non-linguistic material is the most 
undisputable finding in the field (Green & Meara, 1987; Hammond & 
Green, 1982; Mason, 1982; Mason & Katz, 1976), we argue that the 
standardized effect size is higher (0.4 instead of 0.1, which is common 
for mixed-effect analysis [Brysbaert & Stevens, 2018]). Thus, simply 
having more than 1600 observations (6400 / 4 comparisons) is enough. 
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and the W-shape of serial position functions for identification of letters and symbols. 
Perception, 45(2), 93. 
Chanceaux, M., & Grainger, J. (2012). Serial position effects in the identification of 
letters, digits, symbols, and shapes in peripheral vision. Acta Psychologica, 141(2), 
149–158. https://doi.org/10.1016/j.actpsy.2012.08.001 
Chanceaux, M., & Grainger, J. (2013). Constraints on letter-in-string identification in 
peripheral vision: Effects of number of flankers and deployment of attention. 
Frontiers in Psychology, 4, 119. https://doi.org/10.3389/fpsyg.2013.00119 
Chanceaux, M., Mathôt, S., & Grainger, J. (2013). Flank to the left, flank to the right: 
Testing the modified receptive field hypothesis of letter-specific crowding. Journal of 
Cognitive Psychology, 25(6), 774–780. https://doi.org/10.1080/ 
20445911.2013.823436 
Chanceaux, M., Mathôt, S., & Grainger, J. (2014). Effects of number, complexity, and 
familiarity of flankers on crowded letter identification. Journal of Vision, 14(6), 1–17. 
https://doi.org/10.1167/14.6.7 
Cubberley, P. (1996). The Slavic alphabets. In P. T. Daniels, & W. Bright (Eds.), The 
world’s writing systems (pp. 346–355). Oxford University Press.  
Davis, C. J. (1999). The self-organising lexical acquisition and recognition (SOLAR) 
model of visual word recognition. In Doctoral dissertation. Sydney: University of 
NSW.  
Davis, C. J. (2010). The spatial coding model of visual word identification. Psychological 
Review, 117(3), 713–758. https://doi.org/10.1037/a0019738 
Estes, W. K., & Brunn, J. L. (1987). Discriminability and bias in the word-superiority 
effect. Perception & Psychophysics, 42(5), 411–422. https://doi.org/10.3758/ 
BF03209748 
Ferrand, L., & New, B. (2003). Syllabic length effects in visual word recognition and 
naming. Acta Psychologica, 113(2), 167–183. https://doi.org/10.1016/S0001-6918 
(03)00031-3 
Forster, K. I. (1976). Accessing the mental lexicon. In R.J. Wales & E. Walker (Eds.), New 
approaches to language mechanisms. (pp. 257–287). Amsterdam: North-Holland. 
Grainger, J. (1988). Neighbourhood frequency effects in visual word recognition and 
naming. IPO Annual Progress Report, 23, 92–101. 
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